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Preface

This Lecture Note in Civil Engineering (LNCE) book contains contributions pre-
sented at Global Civil Engineering Conference 2017 (GCEC 2017) on Steering
Global Sustainability through Civil Engineering which was held at Kuala Lumpur,
Malaysia, from 26 to 28 July 2017. The conference was organized into 21 sessions
and many of them running in parallel sessions.

The 110 papers were carefully reviewed and selected from more than 300
submissions describing up-to-date applications of state-of-the-art techniques and
tools in various disciplines of civil engineering and geosciences to solve real-world
problems. This book entails interdisciplinary research, experimental and/or theo-
retical studies yielding new insights that advance civil engineering methods. The
book covers the following areas: structural and construction engineering, geospatial
engineering, geotechnical engineering, highway and transportation engineering,
water engineering and construction management-related applications.

Each contribution of the conference has been peer-reviewed by at least two
members of the scientific technical committee. Their efforts have contributed to the
high quality of the final book contributions, and therefore, their reviewing activity is
acknowledged and appreciated.

The organizers would like to thank the authors, presenters, session organizers
and session chairs for their participation in the GCEC 2017.

Finally, I express my sincere thanks to Dr. Loyola D’Silva, publishing editor at
Springer for LNCE Series, and Mr. Ayyasamy Gowrishankar, Mr. Sooryadeepth
Jayakrishnan and Ms. Beate Siek at Springer for their great support during the
preparation of the final book.

I do hope that the reader will find the book a source of inspiration for both
research and professional life.

Kuala Lumpur, Malaysia Distinguished Professor Biswajeet Pradhan
Sydney, Australia
May 2018
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Influence of Polyethylene and Stainless
Steel Fibres on Compressive and Tensile
Behaviour of High-Performance
Fibre-Reinforced Cementitious
Composites

J. A. A. Salvador Filho, D. Lavorato, A. V. Bergami, J. R. Azeredo,
C. Nuti and S. Santini

Abstract High-Performance Fibre-Reinforced Cementitious Composites
(HPFRCC) is a class of materials studied extensively for applications in structural
rehabilitation of existing structures and in design of new structures. These materials
have high mechanical strength, pseudo-strain-hardening behaviour and low porosity
due to a highly dense microstructure of the cementitious matrix. Furthermore, they
guarantee great durability by adding microfibres in the proper ratio, which limits the
crack opening. This paper deals with the mechanical properties assessment of
HPFRCC mixtures designed with locally available materials. Different HPFRCC
mix designs were considered with a very compact cementitious matrix reinforced
with two different types of microfibres: high-density polyethylene fibres and
hooked stainless steel fibres considering 1% or 2% of the volume contents. The
influence of the fibre contents on the compressive and tensile strengths, the
strain-hardening performance and the fracture energy are discussed.
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1 Introduction

Ordinary Concrete (OC) is notoriously known as a fragile material in tensile
(Fig. 1a), while Fibre-Reinforced Concrete (FRC) presents higher ductility and
strain-softening behaviour after first cracking (Fig. 1b). The proper use of certain
types of fibre in high strength cementitious matrixes produced with small dimen-
sions aggregates, high pozzolanicity powders and specific admixtures can increase
the support capacity in tensile even after first cracks opening, so that a
pseudo-strain-hardening behaviour (Fig. 1c). Materials with such properties are
termed in literature as Very High Strength Concrete (VHSC), Engineered
Cementitious Composites (ECC), High Strength High Ductility Concrete
(HSHDC), Strain-Hardening Cementitious Composites (SHCC) or
High-Performance Fibre-Reinforced Cementitious Composites (HPFRCC). In this
work is adopted the last denomination.

HPFRCC and UHPFRCC are materials for repair, strengthening and/or retrofit
of damaged reinforced concrete (rc) structures. Kobayashi and Rokugo [2] pre-
sented a study on loaded reinforced concrete beams using HPFRCC under chloride

Fig. 1 Stress–strain curves for a plain concrete, b fibre-reinforced concrete and c UHPFRCC
(adapted from Ranade et al. [1])
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attack. The experimental results indicate that even after the formation of multiple
cracks after loading, the HPFRCC remains waterproof due to the small width of the
cracks. Similar results were obtained by Meda et al. [3] on rc columns retrofitted
with UHPFRCC.

In the literature [4–8], there are different mix proportions and fabrication
methods for HPFRCC materials. Each HPFRCC shows peculiar material charac-
teristics which depend on the properties of the available materials used to produce
the cementitious matrix in different parts of the world and on the type, size and
properties of the fibres.

For that reason, it is much important to define proper methods for obtaining
matrices and composites with specific mechanical and chemical characteristics
using the locally available components.

The present study is part of an experimental programme with the aim to produce
first guidelines useful to produce HPFRCC and UHPFRCC for rapid repair and/or
strengthening to improve structural security on damaged rc structures, as plastic
dissipation and shear strength [9, 10]. The effect of different volumes and types of
fibres on the mechanical properties of HPFRCC is investigated experimentally
using locally available materials in the region of Rome (Italy).

The mechanical properties of different mixes design of HPFRCC were studied
by experimental tests at Roma Tre University Lab: on 40 × 40 × 40 mm cubic
specimens according to EN 12190-3 for evaluating the compressive strength; on
160 × 40 × 40 mm cubic specimens for evaluating flexural strength according to
EN 1015-11; on 160 × 40 × 40 mm specimens for evaluation of the modulus of
elasticity according to EN 13412 and according to the CNR-DT 204/2006 for plain
matrix without fibres addiction.

2 Experimental Programme

The selection criteria of constituent materials for the preparation of HPFRCC was
adapted from Nicolaides et al. [5]: (i) fine aggregates (max. 1.2 mm) to improve
homogeneity; (ii) silica fume to improve cement paste—aggregate interface and
reduce voids or defects; (iii) limestone filler to improve plasticity and cohesion of
the mixture in fresh state; (iv) low water/cement ratio by inclusion of high-range
water reducer admixture; (v) improvement of thixotropic consistency by inclusion
of thixotropizer admixture; (vi) incorporation of small-sized fibres to enhance
ductility. Although many HPFRCC in literature have quartz sand in composition
due to its pozzolanic potential, this material cannot be found in the region of Rome,
and in this study, limestone sand substituted it.

The cement used is Ordinary Portland Cement (OPC) CEM I 52.5 R, provided
by Buzzi Unicem Spa (Italy). This cement contains at least 95% of clinker and up to
a maximum of 5% of minor constituents, not considering the additions of calcium
sulphate and additives. Silica fume (Addiment Spa, Italy) is used as pozzolanic
material, and limestone powder (Buzzi Unicem Spa. Italy) is used as filler. Both
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materials were added in volumetric substitution of cement. A limestone sand is used
in fraction of 0–1.2 mm (Buzzi Unicem Spa. Italy). An acrylic-based high-range
water reducer (Addiment Spa, Italy) is used to adjust the workability of cementi-
tious composites. A thickener admixture (SI-KA) is used to achieve a thixotropic
consistency for patching repair. Two different types of small-sized fibres were used:
polyethylene (Honeywell, USA), Fig. 2a; and stainless steel (Bekaert, Italy),
Fig. 2b. The main information about the fibres is summarized in Table 1.

2.1 Mix Design and Preparation

HPFRCC is considered an expensive material due to its high cement content
(around 1000 kg/m3). For practical and economic feasibility applications, it was
designed a preliminary mix for a plain cementitious matrix with high volumes of
filler substitution with locally available materials. After several trial-and-error
attempts, it was decided to maintain the silica fume and limestone powder pro-
portions in 15 and 20% in volume substitution of cement, respectively, to reach a

Fig. 2 Polyethylene a and stainless steel b fibres

Table 1 Geometry and
physical/mechanical
properties of the fibres used
for HPFRCC

Fibre Polyethylene Stainless steel

Notation P S

Form Straight Hooked

Specific gravity (g/cm3) 0.97 7.66

Length (mm) 15 30

Diameter (mm) 0.0042 0.38

Aspect ratio 3571.4 78.9

Tensile strength (MPa) 2570 2000

Young’s modulus (MPa) 73,000 210,000
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minimum water/binder ratio of 0.37. This ratio is likely to have produced a denser
and stiffer mix with the desired thixotropic consistency for patching. The mixture
proportions and properties of base materials are detailed in Table 2.

The production of cementitious composites was performed according to the
following steps: (i) cement, silica fume and limestone filler were dry-mixed for
1 min in low velocity; (ii) water and water reducer admixture was added, and this
paste mixed for 5 min; after a pause of 3 min, the mix was resumed for 2 min;
(iii) the sand was added and mixed for 2 min; (iv) thickener agent and
anti-shrinkage admixture were added and mixed for 2 min; (v) for fibre-reinforced
mixtures, the fibres were added slowly for a good dispersion into the cementitious
matrix and them mixed for 2 min for a perfect homogeneity. Referential plain
concrete mixture is named R0, and mixtures reinforced with Polypropylene 1 and 2
vol%, and Stainless-steel 1 and 2 vol% are named P1, P2, S1 and S2, respectively.

2.2 Evaluation of Mechanical Properties

The mechanical properties of the selected HPFRCC mixes were investigated
experimentally according to EN 12190-3 for compressive strength of 40 × 40
× 40 mm cubic specimens; EN 1015-11 for flexural strength of 160 × 40
× 40 mm cubic specimens; and EN 13412 for evaluation of the modulus of

Table 2 Mixture proportion for base HPFRCC material matrix

Main parameters

Binder composition (vol%)

Portland cement type I, 52.5 65%

Silica fume 15%

Limestone filler 0–75 μm 20%

Binder consumption 727.7 kg/m3

Water/binder ratio 0.37

Aggregate/binder ratio 1.5

Material Consumption (Kg/m3) Proportions

Cement 505.68 1.00

Silica fume 89.32 0.18

Limestone powder 136.07 0.27

Sand < 1.2 mm 1279.36 2.53

Water 272.29 0.54

Water reducer admix 12.64 0.025

Anti-shrinkage admix 5.06 0.010

Thixotropizer agent 5.06 0.010
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elasticity in compression for 160 × 40 × 40 mm. According to the CNR-DT 204/
2006, it was evaluated the modulus of elasticity just for plain matrix without fibres
addiction.

The tensile behaviour of the HPFRCC was studied using the equipment for the
uniaxial tension tests presented in Fig. 3. The dog-bone HPFRCC samples have
shape defined according to of CNR [11] and JSCE [12] recommendations.

The average extension of the dog-bone specimen was measured over the central
part using an extensometer with base measure range of 50 mm placed on a side of the
mounting frame clamped to the sample as shown in Fig. 3b. The uniaxial tensile load
was applied with a 500 kN capacity MTS universal testing machine. The samples
were fixed at both ends of the testing machine by an apparatus designed specifically
for this work. Load–displacement data were recorded using a data acquisition system.

The tensile test was conducted according to the recommendations of CNR
[11] and JSCE [12] for the direct displacement-controlled tension testing of
dog-bone samples at a displacement rate of 0.5 mm/min.

The first crack stress or yield stress (σcty), the tensile strength fctm and corre-
sponding strain in tension (εctm and εctm, respectively) were determined on the
experimental stress–strain curve to evaluate the condition described in Eq. (1) to
determine the pseudo-strain-hardening behaviour:

fctm [ rcty ð1Þ

Fig. 3 JSCE dog-bone specimen dimensions (a), and axial tensile test setup (b)
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Furthermore, the number of cracks within the gauge length of the samples was
counted, and the average crack spacing was calculated by dividing the gauge length
(80 mm) by the number of cracks. The energy-absorption capacity g of the
HPFRCC was calculated as the area under the stress–strain curve from zero strain to
the strain corresponding to the maximum tensile stress εts according to Eq. 2. The
energy absorption corresponding to the strain-softening area after εts is not inves-
tigated in this work.

g ¼
Ze

0

ts r eð Þde ð2Þ

3 Experimental Results and Discussion

3.1 Mechanical Properties

The average results of four 40 mm cubes under axial compression, three
160 × 40 × 40 mm prisms under three-point flexure test and six dog-bone speci-
mens tested under direct uniaxial tension for each batch (mix proportions in
Table 2) are presented in Figs. 4, 5 and 6. The elastic modulus of three
160 × 40 × 40 mm prisms under compression was determined just for plain
cementitious matrix. The mechanical properties obtained for the plain matrix and
the UHPFRCC are shown in Table 3.

Fig. 4 Compressive strength results about UHFRCC plain matrix (R0) and UHFRCC mixtures
with polyethylene fibres (P1, P2) or steel fibres (S1, S2)
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In Fig. 4 are presented the results about the compressive strength of cubic
specimens for each batch of mixtures. The compressive strength in case of poly-
ethylene fibre mixtures P1 and P2 was reduced by 30.1 and 30.9% with respect to

Fig. 5 Flexural strength results about UHFRCC plain matrix (R0) and UHFRCC mixtures with
polyethylene fibres (P1, P2) or steel fibres (S1, S2)

Fig. 6 Axial direct tensile strength results about UHFRCC plain matrix (R0) and UHFRCC
mixtures with polyethylene fibres (P1, P2) or steel fibres (S1, S2)
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the one measured in case of the plain cementitious matrix (R0). The incorporation
of 1.0 and 2.0 vol% of stainless steel fibres in the plain matrix improved the
compressive strength by 27.9 and 34.9%, respectively, in case of S1 and S2 mixes.

The incorporation of 1.0 vol% of polyethylene (P1) fibres in the plain matrix
maintained the flexural strength of UHFRCC around *7.5 MPa as well as the one
of the plain cementitious matrix (R0). Mixtures with incorporation of 1.0 vol% of
stainless steel (S1) fibres presented flexural strength 230% higher than the one of
plain cementitious matrixes (R0). The incorporation of 2.0 vol% of polyethylene
(P2) and stainless steel (S2) fibres increased the flexural strength of plain matrix by
82 and 285%, respectively (Fig. 5).

The axial direct tensile test results are presented in Fig. 6. These results show
that the tensile strength of the UHFRCC plain cementitious matrix (R0) increases
using stainless steel (S1 and S2) fibres mixtures. The higher results were achieved
with 2.0 vol% incorporation of stainless steel fibres (7.3 MPa). The incorporation of
1.0 vol% of polyethylene fibres (P1) reduced the axial tensile strength by 35%, and
2.0 vol% (P2) increased by 2%.

3.2 Stress–Strain Curves

The tensile stress–strain curves of all the tested samples of HPFRCC are illustrated
in Fig. 7a through (d) for mixtures P1, P2, S1 and S2, respectively. The mean curve
obtained starting from all the available samples for each mixture are shown as
thicker lines. The stress–strain curves show an increase in the stresses between σcty
and fctm in case of each sample of each mixture. It is possible to identify a
strain-hardening behaviour also in case of P1 and P2 samples despite the decreasing
of the compressive strength in function of the fibre content as described above
(Fig. 7c, d).

The values of the yield stress σty, the yield strain εcty, the maximum stress and
the maximum strain εctm were selected on each curve and shown in Table 4.

The influence of the different types and volumes of fibres on the stress–strain
behaviour of HPFRCC can be observed by the mean curves relative to the tensile
tests shown in Fig. 8. In this figure, the yield stress σty is assumed as the stress

Table 3 Experimental tests results: mechanical properties of plain matrix R0 and UHFRCC
mixture with polyethylene fibres (P1, P2) or stainless steel fibres (S1, S2)

Code R0 P1 P2 S1 S2

Compressive strength, Rcm (MPa) 65.34 45.67 45.13 83.60 88.15

Modulus of elasticity, Ecm (GPa) 25.99 –

Flexural strength, fcfm (MPa) 7.64 7.65 13.81 25.20 29.37

Axial tensile strength, fctm (MPa) 3.042 1.982 3.090 4.615 7.263
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Fig. 7 Tensile stress–strain curves of UHFRCC mixtures with polyethylene fibres (P1, P2) or
steel fibres (S1, S2)

Table 4 Yield stress and strain, axial tensile strength and maximum axial strain measured during
the tests on UHFRCC with different mixtures [polyethylene fibres (P1, P2) or steel fibres (S1, S2)]

Mixture P1 P2 S1 S2

Pre-cracking

Yield stress, σcty (MPa) 1.887 1.731 3.353 4.396

Yield strain, εcty (mm/mm) 8.8826E-05 2.6105E-04 1.4880E-04 7.7784E-05

Post-cracking

Axial tensile strength, fctm (MPa) 1.982 3.090 4.615 7.263

Max. axial strain, εctm (mm/mm) 0.00792954 0.00744774 0.00357204 0.00122039
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value that triggers the nonlinear deviation of the stress–strain curve for each curve
(open circle). The maximum tensile stress fctm is indicated by a solid circle on the
same curve.

HPFRCC mixtures reinforced with polyethylene fibres P1 and P2 presented,
respectively, 0.81 and 0.94% on deformation corresponding to the axial strength
(εctm). These results are greater than the observed in case of HPFRCC reinforced
with stainless steel fibres S1 (0.40%) and S2 (0.046%). Also, its observed that a
greater amount of polyethylene fibres (2 vol%) has increased the deformations in
comparison with the mixtures with 1 vol% of the same fibre. The opposite beha-
viour occurred with the mixtures reinforced with stainless steel fibres.

3.3 Energy Absorption and Multiple Cracking

The number of cracks and the crack spacing were visually evaluated once a
dominant crack had become localized and the loading tests were completed. Typical
examples of cracking patterns are shown in Fig. 9. To make the cracks more
visible, water was sprayed on the surface before taking the photos. The cracking

Fig. 8 Mean tensile stress–strain curves of UHFRCC mixtures with polyethylene fibres (P1, P2)
or steel fibres (S1, S2); σty yield stress (open circle); maximum tensile stress fctm (solid circle)
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pattern of HPFRCC was clearly influenced by the type and volume of fibres. The
number of cracks increased, and the average crack spacing decreased, as the volume
of polyethylene fibres increased. On the other hand, the opposite behaviour was
observed with stainless steel fibres, as shown in Table 5.

4 Summary and Conclusions

This paper presents the mix design and mechanical properties assessment for a
High-Performance Fibre-Reinforced Cementitious Composite (HPFRCC). The
design of the cementitious matrix is based on the achievement of low cement
consumption and a thixotropic consistency for practical and economic feasibility as
repair material. From the presented results, the following conclusions are drawn:

– The addition of polyethylene and stainless steel fibres presented microcrack
pattern and ductile failure. It was detected the pseudo-strain-hardening beha-
viour for all samples.

– Polyethylene fibres mixtures presented lower compressive strength (*30%)
compared to the plain cementitious matrix. Other properties were not signifi-
cantly affected by this type of fibre except an improvement on flexural strength
with 2.0 vol%.

Fig. 9 Mean tensile stress–strain curves of UHFRCC mixtures with polyethylene fibres (P1, P2)
or steel fibres (S1, S2); σty yield stress (open circle); maximum tensile stress fctm (solid circle)

Table 5 Energy absorption and average cracking spacing results

Mixture P1 P2 S1 S2

Energy absorption, g (kJ/m3) 13.833 24.985 15.907 2.468

Average cracking spacing (mm) 25.00 6.04 45.71 64.00
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– Mixtures reinforced by hooked stainless steel fibres achieved higher strengths
for all assessed mechanical properties, except for energy absorption. The
maximum compressive, flexural and tensile strengths at 28 days for mixtures
with stainless steel fibre in 2.0 vol% reached, respectively, about 88, 29 and
7 MPa.

– HPFRCC mixtures reinforced with polyethylene fibres P1 and P2 presented,
respectively, 0.81 and 0.94% on deformation corresponding to the axial strength
(εctm). These results are greater than those observed in case of HPFRCC rein-
forced with stainless steel fibres S1 (0.40%) and S2 (0.046%).

– The higher amount of polyethylene fibres (2 vol%) has increased the defor-
mations and consequently the energy absorption of the cementitious matrixes in
comparison with the mixtures with 1 vol% of the same fibre.

– The opposite behaviour occurred with the mixtures reinforced with stainless
steel fibres.

Acknowledgements This work has been possible with the support of IFSP for the postdoctoral
grant and with the coordinated efforts provided by the Laboratorio Prove e Ricerca su Strutture e
Materiali (PRiSMa) personnel of the Roma Tre University. The authors gratefully thank Buzzi
Unicem Spa, Addiment Spa, Honeywell Inc., Bekaert Spa and HG, Inc., for supplying the
materials used in this study.

References

1. Ranade, R., Stults, M.D., Li, V.C., Rushing, T.S., Roth, J., Heard, W.F.: Development of high
strength high ductility concrete. In: 2nd International RILEM Conference on Strain Hardening
Cementitious Composites. Rio de Janeiro, RILEM (2011)

2. Kobayashi, K., Rokugo, K.: Mechanical performance of corroded RC member repaired by
HPFRCC patching. Constr. Building Mater. Yanagido 39, 139–147 (2013)

3. Meda, A., Mostosi, S., Rinaldi, Z., Riva, P.: Corroded RC columns repair and strengthening
with high performance fiber reinforced concrete jacket. Mater. Struct. 49, 1967–1978 (2016)

4. Kim, S.W., Park, W.S., Jang, Y.I., Feo, L., Yun, H.D.: Crack damage mitigation and shear
behaviour of shear-dominant rein-forced concrete beams repaired with strain-hardening
cement based composite, composites part B (2015)

5. Nicolaides, D., Kanellopoulos, A., Christou, A.M.P.: Development of UHPFRCC with the
Use of Materials Available in Cyprus. FIB Symposium. Prague, FIB (2011)

6. Vitek, J.L., Coufal, R., Citek, D.: UHPC—development and testing on structural elements.
Procedia Eng. 65 (2013)

7. Wille, K., El-Tawil, S., Naaman, A.E.: Properties of strain hardening ultra-high performance
fibre reinforced concrete (UHP-FRC) under direct tensile loading. Cem. Concr. Compos. 48
(2014)

8. Yu, R., Spiez, P., Brouwersm, H.J.H.: Mix design and properties assessment of ultra-high
performance fibre reinforced concrete (UHPFRC). Cem. Concr. Res. 56 (2014)

9. Lavorato, D., Bergami, A.V., Nuti, C., Briseghella, B., Tarantino, A.M., Santini, S., Huang,
Y., Xue, J.: Seismic damaged Chinese RC bridges repaired and retrofitted by rapid
intervention to improve plastic dissipation and shear strength. In: Proceedings of 16WCEE
2017. Santiago Chile, 9th–13th Jan 2017

Influence of Polyethylene and Stainless Steel … 15



10. Lavorato, D., Wu, J., Huang, Y., Xue, J., Bergami, A.V., Briseghella, B., Nuti, C., Tarantino,
A.M., Santini S.: New solutions for rapid repair and retrofit of RC bridge piers CINPAR 2016.
In: XII International Conference on Structural Repair and Rehabilitation. Porto, Portugal,
26–29 Oct 2016

11. National Reseach Council: CNR-DT 204/2006—Guide for the Design and Construction of
Fiber-Reinforced Concrete Structures. CNR, Rome (2007)

12. JSCE Concrete Committee: Recommendations for Design and Construction of High
Performance Fiber Reinforced Cement Composites with Multiple Fine Cracks (HPFRCC)
(2008)

16 J. A. A. Salvador Filho et al.



RC Column Repaired with HPFRCC
and Confined with CFRP: Numerical
Analyses to Evaluate the Column
Section Capacity

D. Lavorato, J. Azeredo, A. V. Bergami, J. A. A. Salvador Filho,
C. Nuti, S. Santini and B. Briseghella

Abstract This paper presents a numerical study to evaluate the behavior of rein-
forced concrete (RC) columns with circular section repaired and retrofitted by
high-performance fiber-reinforced cement composites (HPFRCC) jackets and
external carbon fiber-reinforced polymer (CFRP) wrapping. The column damage is
due to degradation of concrete and steel rebars for effect of the corrosion.
Different HPFRCC mix designs were considered to repair the column assuming
different fiber types (polyethylene, stainless steel) and volume contents (1% or 2%).
These HPFRCC concretes were developed and tested experimentally at the lab of
the University of Roma Tre (Salvador Filho et al. in Mechanical properties of
HPFRCC reinforced with different types and volumes of fibres [1]). The numerical
analyses were conducted by means of fiber models using the software OpenSees
(OpenSees structural software [computer software]. Pacific Earthquake Engineering
Research Center, University of California, Berkeley, CA, [2]) applying a vertical
load and a displacement history (section rotation). The analyzed sections represent
the undamaged section, the section damaged for effect of rebar corrosion, and the
repaired and retrofitted sections. The first numerical results about the section
strength capacities for each type of repair material are discussed.

Keywords Repair � Confined section � Push-over analysis � Finite element
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1 Introduction

Many reinforced concrete (RC) structures built in aggressive environment present
deterioration problems, both for the phenomena related to the maintenance and for
the effects linked to aggressive agents of the atmosphere. The lack of proper
maintenance of structures during their service life can originate pathological phe-
nomena such as deterioration of concrete and steel, which manifest before the time
provided in the structural design, often with serious consequences and great
damage.

The reinforcement corrosion is one of the first direct consequences of reinforced
concrete deterioration, which can cause a reduction of the structures’ performance.
Rehabilitation interventions on these structures, which aim to recover or increase
structural capacity, can result difficult on construction site.

In this paper, repair techniques were considered to restore the concrete and steel
rebar parts damaged by corrosion phenomena.

The nonlinear behavior of a circular RC column damaged by the corrosion of the
steel reinforcement and then repaired and/or retrofitted by HPFRCC materials and
CFRP wrapping was investigated by numerical analyses.

Different fiber section models were built in OpenSees [2] to study the behavior
of the undamaged section before the corrosion: the section damaged by corrosion of
the steel rebar, the section repaired by HPFRCC jacket which is used to restore the
removed damaged concrete parts, and the section repaired by HPFRCC and ret-
rofitted by an external CFRP wrapping. The HPFRCC materials with polyethylene
or stainless steel fibers were considered to repair the damaged concrete parts.
These HPFRCC concretes were developed and tested experimentally at the lab of
the University of Roma Tre [1]. The first results of this numerical analysis about the
section capacity are discussed to evaluate the effectiveness of the proposed
interventions.

2 HPFRCC Materials

Plain concrete is a brittle material with low tensile strength but fibers may be added
in the cementitious composite to improve its mechanical behavior. Besides the
contribution in terms of tenacity, the fibers develop an important contribution for a
better distribution of cracks in the concrete when this material is subjected to
increasing loads until failure.

High-performance fiber-reinforced cementitious composites (HPFRCC) are a
class of material characterized not only by high strength and low permeability but
also by pseudo-ductility post-cracking behavior (consequently high deformability)
and development of micro-cracks under tensile stress (Fig. 1). These characteristics
are achieved due to the highly dense microstructure of cementitious matrix com-
bined with use of microfibers that in adequate proportion can limit the width of the
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cracks. These effects are described by several researches [3–6]. These materials are
obtained by a combination of high-strength concrete and short fibers with an
improved homogeneity, because traditional coarse aggregates are replaced with fine
sand.

Pseudo strain-hardening behavior of HPFRCC under direct uniaxial tensile stress
is an increase in tensile stress after first cracking (Fig. 1). On the other hand,
conventional fiber-reinforced cementitious composites (FRCC) exhibit a decrease
in tensile stress after first cracking that is called strain-softening, as generally seen
in cement-based materials such as mortar and concrete.

An extensive experimental investigation was carried at Roma Tre University Lab
to produce UHPFRCC with locally available materials and the effect of different
volumes and types of fibers on mechanical properties. The main results from this
study are shown in Table 1.

Fig. 1 Typical stress–strain curves (under tensile stress) for comparison between conventional
FRCC (fiber-reinforced concrete) and high-performance FRCC behavior

Table 1 Experimental tests results: mechanical properties of plain cementitious matrix and
UHFRCC mixtures reinforced with polyethylene fibers and stainless steel fibers [1]

Mixtures Plain matrix Polyethylene Stainless steel

1% 2% 1% 2 %

Compressive strength, Rcm (MPa) 65.34 45.67 45.13 83.60 88.15

Modulus of elasticity, Ecm (GPa) 25.99 –

Flexural strength, fcfm (MPa) 7.64 7.65 13.81 25.20 29.37

Axial tensile strength, fctm (MPa) 3.042 1.982 3.090 4.615 7.263
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3 Case of Study: RC Cantilever Column

The numerical investigation was carried out considering a cantilever column tested
experimentally before and after repair and retrofitting interventions by Lavorato
et al. [7–18].

In this study, an RC cantilever column of 420 mm in diameter and 1170 mm in
height represents a 1/6 scaled specimen of a bridge pier (Fig. 2). The steel rein-
forcement was composed of 12 bars with diameter Ds = 12 mm (longitudinal
rebars), clear cover thickness of C = 30 mm, and transverse reinforcement with
diameter Dst = 6 mm provided at 120 mm of spacing (Table 1). The mean com-
pressive strength (fcm), the modulus of elasticity (Ec), and the tensile strength (fctm)
of the undamaged column concrete are given in Table 2.

The yield strength of the longitudinal reinforcing steel (fym), the yield strength of
the transverse reinforcing steel (fytm), and the rebar elastic modulus (Es) are given in
Table 2.

The damage due to corrosion assumed in the RC section is shown in Fig. 3
where it is evident: the concrete spalling due to rush expansion, the steel stirrups
rupture, and the reduction of the longitudinal rebar diameter. The rebar mass loss is
assumed equal to 10%, and the rebar steel characteristics were calculated by for-
mulations presented in Kashani et al. [19, 20]: the reduced rebar diameter is
11.38 mm, the yield strength in tension is equal to 545.65 MPa, and the yield
strength in compression is equal to 502.57 MPa.

Fig. 2 Case of study: AS
built columns with corroded
rebars
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4 Numerical Investigation of the Behavior of Repaired
and Retrofitted RC Sections

Some numerical simulations were performed to evaluate the bearing capacity of RC
structural elements damaged by corrosion of the steel rebars and then repaired and
retrofitted using HPFRCC materials. The numerical analyses were conducted
considering: the undamaged column section, the column section damaged for effect
of the rebar corrosion phenomena, the column section repaired by means of
HPFRCC after the removing of the damaged concrete parts, and the column section
repaired by HPFRCC and retrofitted by CFRP wrapping [17, 18, 21].

4.1 Numerical Models

The analysis about the nonlinear behavior of the circular reinforced concrete
(RC) section of the column studied in [7–16, 22] was conducted by a fiber model
using OpenSees software framework [2].

The fiber section (Fig. 4) was divided into several concrete and steel parts
(fibers). The discretization of the section is illustrated in Fig. 4. Thirteen radial and
16/32 tangential divisions were employed for the concrete parts of the section
whereas the longitudinal rebars are simulated by single steel fibers. This level of
discretization is used to lead accurate results based on a convergence study not
reported here.

To assess the performance level of the column base section, four numerical
models were considered: the undamaged section before corrosion phenomena
(Fig. 5), the damaged section with corroded steel rebars and degraded concrete
parts due to corrosion (Fig. 6), the section repaired by HPFRCC to restore the

Fig. 3 Damage due to corrosion of the rebars assumed for the studied RC column section:
damage of the concrete part and steel reinforcement
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removed damaged concrete parts (Fig. 7), and the section repaired by HPFRCC and
retrofitted by CFRP wrapping (Fig. 8).

The section model of the undamaged column had the geometries and steel
reinforcement characteristics shown in §3.

The section model of the damaged column (Fig. 6) due to corrosion was built
starting from the model of the undamaged section (Fig. 5):

– removing the deteriorated external part of the concrete section (Fig. 3),
– assuming no stirrup confinement effect on the section core concrete (broken

stirrups),

Fig. 4 Fiber model of the RC column section (FEM model in OpenSees [2])

Fig. 5 Fiber section model in OpenSees: the undamaged base column section before corrosion
phenomena
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– reducing the longitudinal rebar diameter and the steel mechanical properties as
in Kashani et al. [19, 20] considering a mass loss of 10% (§3).

The section model of the repaired column had an external part (8.0 cm, Fig. 7)
built by HPFRCC to restore the damaged concrete parts removed along the external
part of the RC section. Two HPFRCC mixtures were considered with polyethylene

Fig. 6 Fiber section model in OpenSees: the damaged base column section due to corrosion
phenomena

Fig. 7 Fiber section model in
OpenSees: the repaired base
column section by HPFRCC

Fig. 8 Fiber section model in
OpenSees: the repaired and
retrofitted base column
section by HPFRCC and
CFRP wrapping
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or stainless steel fibers and 1% or 2% of fiber content. These HPFRCC materials
were tested experimentally in [1] to define the concrete characteristics.

The section model of the repaired and retrofitted column had an external part
built by HPFRCC to restore the damaged concrete parts (8.0 cm, Fig. 8).
The CFRP wrapping used to retrofit the column was not modeled but its confine-
ment effect on the section core concrete was evaluated during the material prop-
erties definition. The mechanical characteristics of CFRP system were obtained
from the commercial products specifications (ffk = 4700 N/mm2; Ef = 240000 N/
mm2; ef = 1.8%; tf = 0.167 mm).

Proper concrete and steel material models (stress–strain relation) were associated
with each fiber in the section considering the material properties given in §3. The
mechanical characteristics of the corroded rebar were calculated by Kashani et al.
model [19, 20] considering the residual capacity of the corroded rebars (§3). The
model presented by Hosotani et al. [23, 24] simulated the behavior of the confined
concrete by stirrups or CFRP.

The HPFRCC material behavior was defined considering the mechanical char-
acteristics obtained from the experimental investigation explained in Salvador Filho
et al. [1].

Each material model was simplified by a multilinear model to use the hysteretic
material model available in OpenSees [2]. This approximation can be considered
valid for the aims of these first analyses.

Nonlinear analyses were carried out applying a vertical load (266 kN) and a
monotonic deformation history (section rotation) on the fiber section model to
evaluate the corresponding moment–rotation behavior.

4.2 Numerical Results

The monotonic moment–rotation curves obtained by the numerical analysis in
OpenSees for the undamaged, the damaged, the repaired, and the repaired and
retrofitted sections are given in Figs. 9, 10 and 11. The comparison about the
capacity curve for each type of section is given in Table 3 in terms of maximum
moment (Mmax) and performance factor (Fp) calculated by the ratio between the
maximum moment of the section and the maximum moment of the undamaged
section.
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5 Result Discussion and Conclusions

The nonlinear behavior of a circular RC column damaged by the corrosion of the
steel reinforcement and then repaired and/or retrofitted by HPFRCC materials and
CFRP wrapping was investigated by means of monotonic numerical analyses.

Fig. 9 Numerical moment–
rotation capacity curve for the
undamaged (original
condition), the damaged
(deteriorated current time),
and the repaired by HPFRCC
with polyethylene or stainless
steel fiber using a fiber
content of 1%

Fig. 10 Numerical moment–
rotation capacity curve for the
undamaged (original
condition), the damaged
(deteriorated current time),
and the repaired by HPFRCC
with polyethylene or stainless
steel fiber using a fiber
content of 2%

Fig. 11 Numerical moment–
rotation capacity curve for the
undamaged (original
condition), the damaged
(deteriorated current time),
and the repaired by HPFRCC
with polyethylene or stainless
steel fiber using a fiber
content of 2% and retrofitted
by one layer of CFRP
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A detailed fiber section model was implemented in OpenSees program taking in
account different section conditions: the undamaged section, the section damaged
by corrosion of the steel rebar, the section repaired by HPFRCC jackets used to
restore the removed damaged concrete, and the section repaired by HPFRCC and
retrofitted by an external CFRP wrapping. HPFRCC materials with different fiber
types (polyethylene, stainless steel) and volume contents (1% or 2%) studied during
the experimental campaign in [1] were considered to repair the damaged concrete
parts.

The first comparison of the results of the numerical analyses performed for each
type of section in terms of maximum moment showed:

Table 2 Key information about the section geometries and the materials characteristics for the
studied undamaged RC column

Concrete

D C fcm fctm Ec

(mm) (mm) (MPa) (MPa) (GPa)

420 30 20 2.21 22.36

Longitudinal bars Transverse bars

Ds fym Es Dst s fytm Es

(mm) n (MPa) (GPa) (mm) (mm) (MPa) (GPa)

12 12 574.37 200 6 120 445.46 200

Note D = cross section diameter; C = concrete cover thickness; fcm = concrete cylinder strength;
fctm = concrete tension strength; Ec = elastic modulus of concrete; Ds = diameter of longitudinal
bars; n = number of longitudinal steel bars; fym; fytm = yield stress of steel bars; Es = elastic
modulus of steel; Dst = diameter of transverse steel bars; s = spacing of transverse steel bars

Table 3 Comparison between moment–rotation curves in terms of maximum moments (Mmax)
obtained for the undamaged (original condition), the damaged (deteriorated current time), the
repaired by HPFRCC with polyethylene or stainless steel fiber, and the repaired and retrofitted by
CFRP wrapping (one layer) and performance factor (Fp)

Column section Mmax (kN m) Fp

Original condition not damaged 163 1.00

Deteriorated current time 145 0.89

Repaired with HPFRCC Polyethylene (1%) 176 1.08

(2%) 183 1.12

Stainless
steel

(1%) 209 1.28

(2%) 241 1.48

Repaired and retrofitted CFRP and
HPFRCC

Polyethylene (2%) 258 1.58

Stainless
steel

(2%) 331 2.03

Note Fibre volume fraction (%) Mmax = maximum moment; Fp = performance factor (in relation
to the maximum moment of the original section—not damaged)
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– The corrosion of the steel rebars reduces the section capacity. It is obvious
because the longitudinal rebar diameter is reduced for effect of the corrosion and
the damaged concrete part does not give contribution to the resistant moment
capacity.

– The sections repaired by means of a modest layer of HPFRCC (8.0 cm) with
polyethylene or stainless steel fibers after the damaged concrete removal showed
an improved section capacity. The HPFRCC with polyethylene fiber can
improve the section capacity of about 8% or 12% with respect to the one of the
original undamaged sections using 1% or 2% of fiber content, respectively.
The HPFRCC with stainless steel fiber can improve the section capacity of
about 28% or 48% with respect to the one of the original undamaged sections
using 1% or 2% of fiber content, respectively.

– The section repaired by means of a modest layer of HPFRCC (8 cm) with
polyethylene or stainless steel fibers and retrofitted by one layer of CFRP
wrapping can increase the section capacity. The HPFRCC with polyethylene
fiber (2%) can improve about the 58% the resisting moment capacity of the
section with respect to the one of the original undamaged sections.
The HPFRCC with stainless steel fiber (2%) can improve about the 103% the
resisting moment capacity of the section with respect to the one of the original
undamaged sections.

One aspect considered relevant was the possibility of applying these techniques
without changing the geometry of the elements and improving the durability of the
structure, due to the presence of microfibers and the low porosity of the HPFRCC
material. In this case, polyethylene fibers could be used in HPFRCC for the repair
that requires a better distribution of finer cracks in the structure, consequently
improving its resistance in relation to the entrance of aggressive agents. Proper
anchorage of the new concrete jacket should be garanteed but it is not investigated
here. This study is in progress and the anchorage problem will be discussed in a
next paper.
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Overall Significance’s Rank
of Leadership Factors Amongst Critical
Success Factors for Construction
Projects

N. A. N. Nasaruddin and I. A. Rahman

Abstract Previous studies had identified several construction’s critical success
factors (CSFs) in their hierarchical order, and one of these factors is
leadership. Eleven academic articles were found that produced list of these con-
struction’s CSFs in ranking order based on the significance of these factors towards
the project success. Thus, this paper presents the average level of significance of
leadership factors amongst CSFs. Level of significance for each leadership factor
was determined based on formula presented in this paper. It was found that lead-
ership factor was averagely 74.2% significance amongst to the CSFs. This implies
the need of strong leadership role in ensuring construction project success which
should be emphasized to parties involved in undertaking construction projects.

Keywords Critical success factors (CSFs) � Leadership � Construction project
success

1 Introduction

Naturally, construction projects are complex, fragmented, resources-driven [1, 2]
and sometimes require large and sophisticated plants for the operation. The need for
construction projects is to fulfil the increase of living standard through improve-
ment of infrastructure projects, consumption habit’s pattern and naturally with the
growth in population [3]. Hence, in the maiden stage of construction, parties
involved have to be appointed to execute the project as stipulated in the contract
document. Previously, several studies had indicated that many construction projects
failed to adhere to main criteria for project success, which are within the contract
time and cost, acceptable quality and safety on site [4, 5]. Relating to this issue,
there are few aspects to be considered during construction project life cycle such as
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financial, clients, value added and operational which related to construction project
success [6]. Each aspect provides idea and direction towards the way to carry out
construction project successfully. Consequently, all parties involved should be able
to notify and manage the critical success factors (CSFs) well.

Amongst the important factors is leadership in manoeuvring construction’s
project success. Hence, this paper is intended to determine the degree of signifi-
cance of leadership towards construction project success.

2 Importance of Leadership in Construction Project
Success

Achieving successful construction project completion requires supporting of many
parties in managerial position of leadership. Basically, managing construction
project requires four basic management functions that comprise planning, orga-
nizing, directing and controlling [7]. While handling the project, there are problems
and challenges from socioeconomic issues, limited resources, organizational
drawback and incapable to deal with critical situations [8] and these can be rendered
with construction leader not only good in managing but also smart in tackling these
issue from getting worse. Hence, it is important to include leadership elements as a
value added to the management function for successful construction project
delivery [9].

In the construction industry, leadership is obviously synonym with key project
management practitioners who play a vital role to keep construction project on track
and driven to project success orientation. Construction leaders have to deal with
various peoples, trades and attitudes so as their instructions can be imparted and
followed throughout the project life cycle [10]. Moreover, good construction leaders
should able to provide direction and motivation to subordinates in the organizational
hierarchy and construction labours [11]. A review on previous studies indicates that
a good leadership practice has contributed to 76% of projects success [12]. Hence,
good leadership requires construction leader to possess a set of distinctive qualities
to be applied in different circumstances of project complexity for success actual
construction. Amongst principal good leadership attributes are team building,
communication, visionary, planning and strategy, and decision-making [13].

3 Leadership Factor in Construction’s Critical
Success Factors

In this paper, critical success factor (CSF) is a term used to demonstrate inputs to
construction project management system which will directly increase the potential
of project success [14]. CSFs are important means to speed construction progress

32 N. A. N. Nasaruddin and I. A. Rahman



and guide the organization in facing pitfalls that might slow initiatives to project
performance improvement [15]. There are many studies on identifying CSFs in
ensuring construction project success and amongst these factors is leadership. The
list of leadership factors extracted from 11 academic articles of construction’s CSFs
are summarizing as Table 1.

Table 1 indicates that there are 11 references that had identified CSFs for con-
struction project. Based on this table, only five articles classified the CSFs in groups
which varies between from 4 to 10 groups. It also shows the leadership factors which
was highlighted in their identified CSFs to achieve construction project success.

4 Rank of Leadership Factor in CSFs

Besides identifying leadership factors as in Table 1, the articles also identified the
hierarchical position of leadership in rank of all CSFs. The level of significance of
leadership factor in construction’s CSFs was extracted and illustrated as in Table 2.
Significant percentage (SP) for leadership factor is calculated by the
process of normalization using the following established formula:

Significance percentage (SP) ¼
ðno:of critical success factors - rank of leadership)

no:of critical success factors

� �
� 100

Table 1 Leadership factors in construction’s CSFs

References Numbers of
identified CSFs

Numbers of groups
for CSFs

Font size and style

[16] 39 4 Competent project manager

[17] 80 8 Leadership and team
management

[18] 22 – Top management support

[19] 15 7 Team leader competent

[20] 57 – Leadership of management

[21] 39 10 Leadership skills of project
manager

[9] 12 – Leadership and commitment of
top management

[22] 46 – Team leader’s competence

[23] 71 7 Experience of project manager

[24] 12 – Project manager efficiency

[7] 6 – Leadership skills of the project
manager
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Table 2 illustrates the degree of significance of leadership in the construction’s
CSFs extracted from previous articles. Leadership factor in CSFs shows maximum
and minimum significance percentage with 96.5 and 33.3%, respectively. The mean
value of 74.2% is perceived as high and this indicates quality leadership is
important to ensure the success of the construction project.

5 Conclusion

Leadership is seemingly significant to ensure the success of the construction pro-
ject. It should be emphasized to construction practitioners on the importance of
leadership aspect in managing their construction projects. Thus, it needs an out-
standing construction leader with strong quality leadership criteria to faced project
challenges in minimizing the risk of construction project failure. This study is as an
initial step in determining the dominant characteristics of leadership towards con-
struction project success.

Acknowledgements This paper was partly sponsored by MyBrain15, Ministry of Education
Malaysia and the Centre for Graduate Studies, UTHM. Special thanks to all experts in construction
industries for contributing and giving helpful input that made this study possible.

Table 2 Significance level of leadership factors in construction’s CSFs

Leadership’s factor in CSFs Ranks of leadership
factor in CSFs

Significance level of
leadership factor (%)

Competent project manager 3rd in 39 92.3

Leadership and team
management

30th in 80 62.5

Top management support 4th in 22 81.8

Team leader competent 5th in 15 66.7

Leadership of management 2nd in 57 96.5

Leadership skills of project
manager

2nd in 41 95.1

Leadership and commitment of
top management

1st in 12 91.7

Team leader’s competence 13th in 46 71.7

Experience of project manager 36th in 71 49.3

Project manager efficiency 3rd in 12 75.0

Leadership skills of the project
manager

4th in 6 33.3

Mean % 74.2
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Relationship of Microcrack Pattern
and the Shear Strength of Granitic Rock

M. P. Nur Irfah, M. R. Mohd Shahril and O. Husaini

Abstract Granitic rock can be found in abundance at the Banjaran Titiwangsa
main range as the most dominant geology. The granitic slope with the fracture
surface has produced the microcrack pattern that can affect the stability of the slopes
at the Pos Selim area, which is located at the Banjaran Titiwangsa. The relationship
of the microcrack pattern and the shear strength of the granitic rock is investigated
as to know the behavior of the crack pattern with the shearing force. The granitic
samples are collected at Pos Selim area which is identified as grade II slightly
weathered conditions. The samples which are then tested using rock shear box test
are applied with increasing normal load of 5, 10, 20, 30, and 40 kN, respectively.
The microcrack pattern is observed using SEM image. The analysis of SEM image
shows that the behavior of microcrack starts from the crack initiation with the small
point at the center. The microcrack length extends into a larger crack and transverse
from the center toward the side of the sample. When stress increases, the microc-
rack length tends to also increase until it reaches the peak point. Finally, further
addition of shear stress will result in a decrease of microcrack length. The rela-
tionship of microcrack length and the shear stress is in the form of polynomial curve
with second order (R2 = 0.955). In conclusion, based on the relationship of
microcrack pattern and shear strength, the highest shear stress is 6 MPa producing
the 200 µm of microcrack length.
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1 Introduction

The microcrack pattern occurs mainly within the mineral compositions. For
example, granite rock consists of mica, feldspar, and biotite minerals. Thus, it can
be seen that the cracks occurred within feldspar and oriented parallel to the drill
core axis. The cracks are less abundant in feldspar because there is a disturbance of
the crystal lattice if the feldspar is altered. Furthermore, the crack propagation is
improved in micas and opaque due to the difference in the mechanical strength and
E-modulus [1].

The shear strength where the slip surface of the rock tends to slides has effected
the microcrack pattern. Microcrack highly dependents on the mineralogy, fabric,
and microstructure of a given rock type. The deformed granite has about twice the
crack density (crack length per unit area) as compared to undeformed granite. Based
on its microcrack densities, the densities of microcracks have increased tremen-
dously at the fracture tip, and the magnitude of fracture increases more in deformed
rock as compared to undeformed rock [2].

The shear failure of brittle rock can be more complicated process involving a
number of stages of damage accumulation rather than tensile failure. It is generally
accepted that brittle fracture results from the interaction of microcrack within a rock
mass [3]. In this study, the microcrack pattern is analyzed based on its macroscopic
image during pre-shear and post-shear stage. The microcrack length and the crack
pattern are analyzed and measured at pre-shear and post-shear stage.

2 Microcrack Pattern of Granitic Rock

Granitic rock, which consists of biotite, feldspar, quartz, and mica minerals, has a
unique microcrack pattern. The granitic rock has a crack initiations pattern that
starts from the small point and extended to a larger crack. The larger crack was then
split the samples into two. As compared to limestone rock, the microcrack pattern in
limestone starts from small micropores. The micropores start to extend, and it
propagates into microcrack length. The microcrack length is then transverse from
the left side to the right side. Some of the micropores from limestone tend to
dissolve [4].

Based on the granite microcracking pattern studied by [5], they observed the
transgranular microcracks are formed in a plane perpendicular to the core axis. To
know the degree of stress-induced core damage, the ratio horizontal to axial
transgranular microcracking could be an indicator. The dominant mode of micro-
cracks can be termed as naturally occurring for the core depth less than 200 m. The
stress-induced microcracks are linearly proportional to the grain boundary, inter-
granular, and transgranular microcracks, which are constant regardless of any depth
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of the core. The indicator of the degree of stress induced in core damage is
depending on the ratio of horizontal to axial transgranular microcrack. Most of the
transgranular microcracks are formed in a plane perpendicular to the core axis [5].

Based on [6], the initiation and propagation of microcracks in granitic rock under
stress are highly dependent upon the mineralogical and textural characteristic of the
various lithotypes. Detailed observation and quantification of microcracks before
and after uniaxial compression test were conducted. During uniaxial compression,
the intergranular microcrack, which is the dominating crack type, is gradually
transformed or organized into transgranular cracks. Knowledge of the mineralogical
and textural characteristics may assist in the prediction of potential development of
failure surfaces of an ultrabasic rock in service.

It can be summarized that the microcracking behavior based on the literature, the
microcrack is stress induced, and its initiation and propagation are highly dependent
upon the mineralogical and textural characteristics of the various lithotypes.
Microcrack starts in feldspar and oriented parallel to the drill core axis. However, if
the feldspars are altered, cracks are less abundant because of the disturbance of the
crystal lattice.

3 Methodology of Research

The methodology of the research starts from identifying the problem statement. In
Malaysia, especially at the mountainous, areas such as Cameron Highland area have
many landslide events. The landside of rock slope is caused by the fracture of the
rock which extends into rock slope failure. The fracture which is studied in the
microscopic scale with stress induced as to get the microcrack pattern analysis is the
main objective of this research. The behavior of microcrack pattern of granitic rock
is reviewed in the literature review. Two experimental works are conducted such as
Robertson direct shear box test and scanning electron microscope. Granite core
samples were collected at Pos Selim area 20 km away from Cameron Highland. For
the direct shear box test, the shear stress is applied to the rock with increasing
normal stress. The applied normal stress are 5, 10, 20, 30, and 40 kPa. The SEM
image is taken before the direct shear test and after the direct shear test. The
microcrack pattern for pre-shear and post-shear was recorded and analysis has been
done. SEM is scanning electron microscope which used the electron to magnify the
microcrack on the rock surface. The correlations of the microcrack with the stress
induced are obtained from the analysis of the result. The detailed methodology of
the research is shown in Fig. 1.
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4 Results of the Microcrack Pattern and Shear Strength

4.1 Microcrack Pattern for Grade II

The results of SEM image for grade II of weathered granite are shown in Figs. 2
and 3. Figure 2 shows the microcrack pattern before applying the shear stress, and
Fig. 3 shows the microcrack pattern after the shear stress test. Table 1 shows the
SEM image analysis, and Table 2 shows the shear strength and microcrack pattern.
Figure 4 gives the graph of shear stress versus microcrack length.

Fig. 1 Methodology of research
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5 Discussion of Shear Stress and Microcrack Length

The results for sample S21–S25 during the pre-shear stress show that the shear
surface is slightly fractured with no transgranular crack. After the sample is sheared
by applying the normal stress of 2.7 MPa, there is a presence of open crack at the
top and below of the specimen. The SEM image is shown in Fig. 3. The open crack
occurs along the feldspar area, and the intergranular crack has gradually become the
transgranular crack. As the normal stress is increased to 5.9, 11.4, 16.6, and
21.8 MPa, the optimum microcrack length is at 30 kN loading with the longest

Fig. 2 Pre-shear SEM image of microcrack pattern of grade II granitic rock
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microcrack length of 260 µm. The largest crack which started from one side travels
to another side. The presence of large transgranular crack at the center enlarging
toward the outer of the sample. As the normal stress is at the maximum, which is
21.8 MPa, the crack length reduces to 200 µm. Based on the SEM image, only
small fracture presence and the open crack at the outer of the specimen.

Fig. 3 Post-shear SEM image of microcrack pattern of grade II granitic rock
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The graph in Fig. 4 shows the shear stress against the microcrack length for
granitic sample. The shear stress and microcrack length have a polynomial with
second-order relationship which can be described as follows, Eq. (1):

Table 1 SEM analysis data (sample S21–S25 in grade II)

Sample
no

Normal
load
(kN)

Crack length (lm) Percentage of
sheared surface (%)

Microscopic fracture
characteristics

Pre-shear Post-shear Pre-shear Post-shear Pre-shear Post-shear

S21 5 0 300
(below)
120 (top)

0 45 The surface is
slightly
fractured
with no
transgranular
crack

The presence
of open crack
on the surface
at the top and
below of the
specimen

S22 10 20 140
(top) 60
(center)

0 50 The is small
fracture on
the surface,
smooth
surface

Open crack at
the top and
center of the
specimen

S23 20 0 140 0 55 Presence of
small fracture
area

Presence of
transgranular
crack which
starts from
outer toward
the center of
the specimen

S24 30 20 260 0 60 Small crack
on the
specimen,
surface
undulating

Presence of
large
transgranular
crack at the
center
enlarging
toward the
outer

S25 40 40 200 0 65 Small
fracture
presence

Open crack at
the outer of
the specimen

Table 2 Shear strength and microcrack length

Sample
no

Normal load
(kN)

Normal stress
(MPa)

Shear stress
(MPa)

Microcrack length
(lm)

S21
S22
S23
S24
S25

5
10
20
30
40

2.7
5.9
11.4
16.6
21.8

2.1
3.6
3.1
4.2
6.0

300
140
140
260
200
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y ¼ �0:0005x2 þ 0:199x� 15:275 ð1Þ

where x is the microcrack length, and y is the shear stress values. The shear stress
increases with the microcrack length. The shear stress increases until it reaches the
peak point. The shear stress reduces with the increase of microcrack length. This
has been proven from the graph shown in Fig. 4. The microcrack length at the
2.7 MPa normal stress gives the microcrack length of 300 µm. The maximum
normal stress of 21.8 MPa gives the microcrack length of 200 MPa and shear stress
of 6.0 MPa. The bell-shaped curve with the optimum microcrack length at 260 µm
is obtained from the shear stress and microcrack pattern analysis.

6 Conclusion

In conclusion, the microcrack pattern has been observed using SEM image, and the
crack length started with the small intergranular crack and extended into larger
cracks. The crack pattern was then transverse into boundary grain between the
minerals. The microcrack length of the granitic rock increases with the increase of
shear stress, and it reaches the maximum point. The maximum normal stress of
21.8 MPa gives the microcrack length of 200 MPa and shear stress of 6.0 MPa.
The optimum microcrack length is 260 µm. The knowledge from this relationship
will give the indications for the crack pattern with the shear strength as to study its
behavior that will affect the stability of slopes. The weak surface of the rock is at the
weak mineral components such as feldspars and followed by mica, biotite, and
quartz.

y = -0.0005x2 + 0.1999x - 15.275
R² = 0.9534
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Fig. 4 The shear stress
versus microcrack length for
granitic samples
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Causes of Delay and Cost Overrun
in Malaysian Construction Industry

Muhammad Muhammad Tahir, Nuzul Azam Haron,
Aidi Hizami Alias and Ikechukwu A. Diugwu

Abstract The construction industry in Malaysia drives the economic growth and
development of the country. However, the industry is plagued with delays and cost
overrun which transforms what should have been successful projects to projects
incurring additional costs, disagreements, litigation and in some cases abandonment
of projects. This research studied the causes of delays and cost overrun in the
industry and ranked them according to their perceived importance to the contrac-
tors, with a view to establishing those to be addressed by the contractors. Online
questionnaires were used for data collection for this research. A total of 69
responses were analysed using principal component analysis (PCA) (factor analy-
sis) to identify the main causes. The result of the analysis showed that delay in
preparation of design document, poor schedule and control of time, delay in
delivery of material to site, lack of knowledge about the different defined execution
methods, shortage of labour and material in market, and changes in scope of work
were the main causes of delay and cost overrun. The identified causes if properly
addressed would reduce the rate of delays and cost overrun in construction projects,
thus enhancing the economic growth and development of the country.
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1 Introduction

The Malaysian construction industry accounted for between 11.9 and 13.1% of the
national gross domestic product (GDP) of Malaysia in the four quarters of 2016 [1].
The construction industry in Malaysia plays a vital role in its economic growth. It
offers job opportunities and increment to the people’s quality of life by providing
essential socio-economic infrastructures, such as offices, roads, houses and schools.
Malaysia is progressively marching towards industrialization and the construction
industry role is been enhanced at the same time with the aim of bringing to reality
the needs and aspiration of its population [2].

Although this indicates that the infrastructural development and the economic
growth in Malaysian which is been driven by the construction industry often
experience delays and cost overruns. Consequently, the level of impact on the
economy is affected due to the incurred cost that was not budgeted for, differences
resulting from disagreements, litigations and abandonment in some cases [3].

Cost and time control in construction project has been one of the most important
issues in construction since the emergence of the industry [4]. A successful project,
in addition to satisfying quality output standards, must also satisfy time and budget
objectives. Time and cost performance are fundamental criteria used in the
assessment of how successful a project is. However, it is very common in the
construction industry that projects are rarely completed on time which is as a result
of issues emanating from ineffective cost and time controls [5]. Similarly, [6] stated
that the two major concerns in managing construction projects are cost and time
control. Most of the features of projects that give rise to delay and cost overruns
vary most times alongside with the project type, location, sizes and scopes.
However, construction projects are becoming more complex as they now involve
many stakeholders from different disciplines. The management and control of cost
and time in construction is fundamental to the success of many projects. A study
that was carried out on cost overrun by Chartered Institute of Building (CIOB) in
2008 reported that 90% of public works projects have issues associated with cost
overruns [7]. This shows that delay and cost overrun are global issues.

Specifically, the Malaysian construction industry has experienced numerous
cases of project delays and cost overruns that have led to additional project costs
and impacted negatively on the sector [8]. For instance, the industry, when com-
pared to other industries in the country, has suffered approximately 20–25% decline
in the last few years [9]. As a result, the Malaysian construction industry is regarded
as the industry facing poor performance leading to failure in achieving effective and
efficient cost and time management [10, 11].

Presently, a number of tools that can be used for cost and time control have been
developed [12]. However, there are variations in functions, with some designed
specifically for particular type of projects [13]. Some of these tools include Earned
Value Management (EVM), Gantt Bar Charts, Critical Path Method (CPM) and
Program Evaluation and Review Technique (PERT) [14, 15]. In addition to the
development of these tools, software packages have been developed to assist in the
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use of these project control tools such as Microsoft Project, Primavera, Asta Power
Project, etc. But, in spite of the development and use of these tools and software
packages, construction projects still suffer delays and cost overruns.

Existing studies on the causes of delay and cost overrun in Malaysian con-
struction industry have shown that time and cost performance are an important issue
that needs to be addressed in the industry [2, 3, 16–19].

2 Related Studies

Previous researches conducted have shown that project delays are common and
costly, and occur in almost every construction project, though to varying degrees
and magnitude [2]. This makes the study of the causes of these delays imperative, if
there were to be effective project management. As a result of the overriding
importance of time for both the owner (in terms of performance) and the contractor
(in terms of money), it is the source of frequent disputes and claims, often leading to
litigations.

In Malaysia, the construction industry contributes to the economic expansion of
the country and serves as an engine of growth [18, 20, 21]. However, the con-
struction industry’s contributions are been threatened by escalating cost and time
overruns [17, 19, 22–24]. The delay factors most times vary from project to project
[8]. Below are some of the causes of delay and cost overrun (Table 1).

This has shown that there have been several studies conducted on project delays
and cost overruns globally. These studies, continuous research and advancement in
technology for controlling delays and cost overrun in the industry, notwithstanding,
delays and cost overrun still occur. This makes it an important issue to be studied
frequently in order to develop means to solving this phenomenon. This research
seeks to identify the major causes of delay and cost overrun in Malaysian con-
struction industry from the viewpoint of contractors.

3 Methodology

This study adopted a quantitative methodology in the identification of the different
causes of delay and cost overrun in Malaysian construction industry. A questionnaire
survey was used as a data gathering tool. A draft copy of the questionnaire on causes
of delay and cost overrun in the industry was developed and given to lecturers and
postgraduate students. A revised questionnaire based on the above was then given to
10 respondents. These two steps helped in ensuring both face and content validity of
the questionnaire, and ensured questions asked would be understood by respondents
to the main questionnaire. Published tables were used for determining the sample
size. The sampling frame for the study comprised of the G7 rated civil engineering
construction companies that are registered with CIDB in the Klang region of
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Malaysia. Thus, sampling was confined to specific groups of construction companies
who could provide the desired information set by the researchers. According to
CIDB Malaysia (2016), there are 187 registered G7 rated construction companies in
Klang region. From the published table used [32], the minimum sample size for the
population study was set at 67 at ±10% precision level. Data collection was carried
out using questionnaires, while SPSS version 23 was used for data analysis which
focused on frequency distribution and descriptive analysis. While principal com-
ponent analysis (PCA) using factor analysis was used in identifying the key causes
of cost overrun and delays from the responses, the test for reliability of response
items was based on Cronbach’s alpha test.

4 Result and Discussion

The respondents of the questionnaire survey who are representatives of the different
G7 rated companies had different backgrounds in terms of job positions, level of
education, working experience and working experience with BIM. The distribution

Table 1 Causes of delay and cost overrun

S.
no.

Causes Source

1 Poor site management and supervision, unforeseen ground conditions, project
team slow rate in making decisions, changes in scope caused by initiated and
necessary variations of work by the project sponsors

[25]

2 Changes initiated by the designers, weather, client requirement, late deliveries,
site condition and economic conditions

[26]

3 Poor management of site, unforeseen ground conditions, change orders and
poor decision-making

[25,
27]

4 Changes in design, poor planning and labour productivity. Poor site
management, late payment, labour supply, improper planning, lack of
experience, problems with subcontractors and shortage of materials

[18]

5 Client organisations delay in payments, modification of contracts, economic
hardship, procurement materials, design changes, staffing issues, lack or
unavailability of working equipment, poor supervision, mistakes during
construction, poor site coordination, specification changes and labour disputes

[28]

6 Poor design, resource and labour shortages, poor project planning, inefficient
contractor management, financial difficulties and change orders

[29]

7 Change in design [30]

8 Financial problems and coordination problems [2]

9 Delay factors such as shortage of materials, change orders, delay in payment of
suppliers, poor management of site and late submission of drawings are the
main causes of delay

[17]

10 Labour productivity, slow decision-making, inflation, material delivery and
insufficient equipment

[31]

11 Contractors and factors associated with finance [3]
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of these variables was analysed using descriptive analysis. The summary of the
respondents’ distribution is shown in Table 2.

The result of the analysis of respondents’ job position shows that (33.3%) been
the highest percentage of respondents are engineers, followed by project managers
with (20.2%), while only (7.2%) of the respondents were directors in their com-
panies. More also, the frequency distribution of the respondents’ level of education
indicated that (49.3%) of the respondents have masters’ degree (M.Sc.), and
(40.6%) had B.Sc. educational qualifications. The result from the frequency dis-
tribution table (Table 2) also showed that (52.2%) of the respondents have more
than 10 years working experience in the construction industry, and (30.4%) of the
respondents have less than 5 years working experience in the industry. While only
(17.4%) of the respondents have industry working experience between 5 and 10
years. The three characteristics of the respondents’ (job position, level of education
and industry working experience) showed that the respondents are qualified to
answer the questions contained on the questionnaires used for this research. Most of
the respondents are well educated and have substantial working experience in the
industry which makes them valid respondents for the questionnaire administration.

The reliability and internal consistency of the questions were tested using
Cronbach’s alpha test. The scale reliability and internal consistency for the 19 items
tested which is the alpha coefficient was 0.904. Similarly, Kaiser-Meyer-Olkin
measure of sampling adequacy was 0.776, which is above the commonly suggested
value of 0.600, while the Bartlett’s test of sphericity was significant (v2

(171) = 697.262, p < .01). Table 3 shows the commonalities were all above 0.5, an
indication that all the items have some common variance with one another. In view
of the results of the above analyses, all the items (19) are suitable for the analysis.
The principal component analysis was used for the analysis, because the principal
aim of the analysis is to ascertain the main causes of cost overrun and delays in
Malaysian construction industry.

Table 2 Frequency distribution of respondent’s demographic characteristics

Variable Level Frequency Percentage

Job position Director 5 7.2

Project manager 14 20.2

Technical officer 7 10.1

Engineer 23 33.3

Architect 7 10.1

Others 13 18.8

Level of education B.Sc. 28 40.6

M.Sc. 34 49.3

Ph.D. 2 2.9

Other 5 7.2

Industry working experience Less than 5 years 21 30.4

Between 5 and 10 years 12 17.4

More than 10 years 36 52.2
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Six components with eigenvalues greater than one were found. The eigenvalues
and total variance explained by the six components are shown in Table 4. The
eigenvalues after Varimax rotation showed that the first factor explained (37.5%) of
the variance, the second factor (10.12%) of the variance, the third factor (8.28%) of
the variance, the fourth factor (7.23%) of the variance, fifth factor (6.12%) of the
variance, while the sixth factor explained (5.37%) of the variance. These six factors
explain (74.61%) factor structure of the total variance among the items.

The ‘Varimax rotational matrix’ in Table 5 shows the correlation of each of the
items with the six components with eigenvalues greater than (1) that were selected.
The correlation relationship ranges from (−1) to (+1) indicating the strength of the
relationship. The minimum criteria for the correlation of the variables with the
extracted components are set at 0.4. None of the items were eliminated as they all
contribute to the simple factor structure and meet the minimum criteria of having a
correlation of 0.4 with at least one of the extracted components. All of the variables
have an acceptable positive correlations coefficient with at least one of the com-
ponents. The variables with the highest correlation with each of the components can
be named after the components as they show very high positive correlation with the
components when compared to the other items [33].

Table 3 Communalities

S.
no.

Items Initial Extraction

1 Poor schedule and control of time 1.000 .777

2 Delay in preparation of design documents 1.000 .765

3 Ineffective communication between stakeholders 1.000 .683

4 Changes in laws and regulations 1.000 .677

5 Low productivity of labour 1.000 .682

6 Lack of knowledge about the different defined execution
methods

1.000 .793

7 Adherence to outdated/old construction methods 1.000 .799

8 Extreme weather and environmental conditions 1.000 .714

9 Delay in delivery of materials to site 1.000 .829

10 Poor budget and cost control 1.000 .762

11 Inaccurate estimates 1.000 .703

12 Lack of contractor/subcontractor’s experience 1.000 .775

13 Error in technical documents 1.000 .740

14 Error during construction 1.000 .751

15 Changes in scope of work 1.000 .714

16 Poor contract management and experience of consultant 1.000 .778

17 Financial issues 1.000 .760

18 Shortage of labour and materials in market 1.000 .792

19 Low level of productivity of labour 1.000 .685

Extraction method: principal component analysis
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The first component had positive significant correlations with six (6) of the
variables and had its highest correlation with the item ‘delay in preparation of
design documents’. The late submission of drawings, change orders and poor site
management are among the main causes of cost overrun and delays in Malaysian
construction industry [17]. The findings of this research have shown that this issue
still exists in the industry.

More also, the second component had positive significant correlations with six
(6) of the variables also and had its highest correlation with the item ‘poor schedule
and control of time’. Similar researches by Alaghbari et al. [2] and Kaliba and
Muya [28] are in agreement with the findings of this research. Both authors

Table 5 Rotated component matrix

S.
no.

Items Component

1 2 3 4 5 6

1 Poor schedule and control of time .826

2 Delay in preparation of design documents .841

3 Ineffective communication between
stakeholders

.680

4 Changes in laws and regulations .371 .595

5 Low productivity of labour .647

6 Lack of knowledge about the different defined
execution methods

.842

7 Adherence to outdated/old construction
methods

.816

8 Extreme weather and environmental conditions .382 .622

9 Delay in delivery of materials to site .830

10 Poor budget and cost control .397 .692

11 Inaccurate estimates .530 .471 .385

12 Lack of contractor/subcontractor’s experience .436 .612 .449

13 Error in technical documents .477 .558

14 Error during construction .595 .357 .355

15 Changes in scope of work .799

16 Poor contract management and experience of
consultant

.764

17 Financial issues .626 .389

18 Shortage of labour and materials in market .811

19 Low level of productivity of labour .737

Extraction method: principal component analysis
Rotation method: Varimax with Kaiser normalisation
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identified poor schedules and control of time as an important issue that needs to be
addressed in order to reduce delays and cost overrun in the industry.

Similarly, the third component had positive significant correlations with four
(4) of the variables and had its highest correlation with the item ‘Delay in delivery
of materials to site’. This is in agreement with the findings of Al-Momani [26] and
Al-Tmeemy and Abdul-Rahman [31] that stated in their separate researches that the
delay in the delivery of materials to the site is among the main causes of delay in
construction projects.

While the fourth component had positive significant correlations with six (6) of
the variables and had its highest correlation with the item ‘shortage of labour and
materials in market’. This is similar to the findings of Sambasivan and Soon [18]
that shortage of materials in market and labour were among the main causes of
delay and cost overrun in Malaysia.

The lack of knowledge about different defined execution models, poor contract
management by consultant, governmental inefficiencies and mistakes in technical
documents among others were findings of Abd El-Razek and Bassioni [34] on the
causes of delay and cost overrun in Malaysian construction industry. This concurs
with the result from the fifth component that had positive significant correlations
with only three (3) of the variables and had its highest correlation with the item
‘Lack of knowledge about the different defined execution methods’.

This is contrary to the findings of Alaghbari et al. [2] who conducted a study on
the causes of delay in construction projects in Malaysia and found that ‘financial
problems’ and ‘coordination problems’ were the two most important factors causing
delay in construction projects in Malaysia. The sixth component had positive sig-
nificant correlations with five (5) of the variables and had its highest correlation
with the item ‘changes in scope of work’. This concurs with findings of other
researchers who conducted similar studies on the causes of delay in Malaysia and
other countries. Changes in design (change in scope) are regarded as the most
significant cause of poor time and cost control from practitioners point of view [30].
Similarly, Sambasivan and Soon [18] stated that predominantly, delays occur as a
result of changes in scope, poor schedule and planning, and labour productivity.
More also, in Thailand, the main causes of delay were identified to include poor
project planning and control, change orders and many more [29]. The result of the
study confirms the findings of these researchers and many more in stating that
changes in the scope of work are among the main causes of delay in construction
projects.

5 Conclusion

The result from the analysis showed delay in preparation of design document, poor
schedule and control of time, delay in delivery of material to site, lack of knowledge
about the different defined execution methods, shortage of labour and material in
market, and changes in scope of work as the main causes of delay and cost overrun.
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This implies that even with the advancement of technology, the Malaysian con-
struction industry still faces set back due to the occurrence of these causes of delay
and cost overrun. However, studies have shown that the use of advanced tech-
nologies such as Industrialised Building Systems (IBS) and Building Information
Model (BIM) reduces the occurrence of these causes. The industry in collaboration
with the government will need to put in more effort in creating awareness and the
need for the use of these advanced technologies in order to reduce the occurrence of
these causes of delay and cost overrun. More also, the identified causes if properly
addressed using the suggested advanced technologies, should reduce the occurrence
of delays and cost overrun. This will in turn increase the economic growth and
development of the country at large.
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Efficient Structural Sandwich Wall
Panels Devoid of Thermal Bridges

Sani Mohammed Bida, F. N. A. A. Aziz, Mohd Saleh Jaafar,
Farzad Hejazi and Abu Bakar Nabilah

Abstract Reinforced concrete sandwich wall panels are developed to reduce the
effect of thermal transmission across the wall systems. The reduction of the thermal
transmission is achieved through incorporation of an insulating layer. However, this
insulating layer led to a reduction of structural performance. The provision of shear
connection in the sandwich system improved its structural integrity and increased
with increase in a number of shear connectors. However, if the shear connectors are
placed directly across the layers of the concrete wythes, it will decrease its thermal
efficiency. The thermal and structural performance works in contrary effect to an
increasing number of shear connectors. Hence, optimizing both structural and
thermal efficiencies simultaneously in reinforced concrete sandwich system has
been a challenge for a very long time. Therefore, this paper presents an alternative
approach focusing on the thermal path method to produce an optimum shear
connector used. This approach eliminates the direct transmission path between the
two wythes and, at the same time, avoids the use of alternative materials such as
fibre-reinforced polymers which could be uneconomical. With this method, both
thermal and structural efficiencies are optimized using only conventional concrete
and steel materials.
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1 Introduction

Interest in high-rise structural buildings in urban centres is on the increase due to
the competition for the scarce available spaces. These structural buildings are made
up of either beam–column frameworks or wall–slab systems. The wall–slab systems
are structurally very efficient, but exhibit high thermal transmission. The thermal
radiation through the surface of the wall of the buildings transfers heat into the
building as a result of difference in temperature between the internal and external
areas of the building environment. The heat absorbed into the building is deter-
mined by the thermal conductivity of the materials used [1]. Usually, the temper-
ature rise due to heat transmission across buildings is overcome through provision
of air-conditioning system for thermal indoor comfort or provision of heaters in the
case of buildings in cold regions. Unfortunately, the mechanical air-conditioning
system is one of the highest energy consuming equipment in buildings, thus, the
need to renew the wall design systems towards sustainable development becomes
highly imperative.

Substantial percentage of world’s total energy consumptions and greenhouse
emissions result from building sector due to high HVAC equipment usage [2, 3]. In
America, a significant share of energy consumption comes from housing with about
50–70% coming from heating and cooling and air-conditioning [4]. In Europe,
buildings account for about 30% of energy use which could be more in hotter parts
of the word. This has led to global warming which has become a challenging
phenomenon with far-reaching consequences. Attempts to curb this challenge in
other areas of research include recycling and reducing fossils fuel consumption [5].

In the construction industry and modern architecture, emphasis on sustainable
green infrastructural development through minimization of thermal transfer
between outside and inner parts of buildings has been the principal focus of
research. This is achieved through the provision of insulation layer between the
building components, thus, leading to the paradigm shift to precast concrete
sandwich systems (PCSS). This approach has helped significantly in producing
thermally efficient non-structural components. Al-Ajlan [6] reported that the use of
insulation layer in building elements is considered the most effective way of con-
serving energy. Hacker [7], also emphasized that utilizing insulation in household
components would minimize annual energy requirement both for heating and
cooling.

Therefore, this global renewed interest in energy conservation has called for
demand in energy efficiency in building components such as precast concrete
sandwich panels (PCSP) system. This technology is a product of industrialized
building system (IBS) that have gained popularity in civil engineering applications
due to its thermal performance [8, 9]. PCSP offers better thermal efficiency than
other traditional masonry or solid wall building construction methods due to the
insulation layer created between the concrete wythes. The two sides of the separated
wythes are required to be connected through the insulation layer. The connection
points cause thermal transfer from one side of the panel to the other and is referred
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to as thermal bridges [10–13]. Since the choice of insulation, shear connection and
wythes materials significantly affects the PCSP behaviour in terms of strength and
thermal performances, a paradigm shift in the material used for PCSP system from
conventional concrete and steel to foamed concrete and fibre-reinforced polymers
(FRP) for wythes and shear connection design, respectively, has been observed.
These approaches are quite expensive, and the availability in commercial quantity
for turnkey projects is still in doubt.

Precast concrete sandwich panel is a sustainable and environmentally friendly
building composite system due to their thermal performance, though with reduced
structural performance. This paper presents thermal path approach to insulated
precast concrete sandwich panel using the conventional reinforced concrete system.
The shear connectors are staggered between the two faces of the panels to avoid
direct thermal transfer.

2 Experimental Programme

2.1 Materials

The precast concrete sandwich panels (PCSP) were produced from combinations of
concrete for wythes and shear studs, reinforcement bars for shear connections and
BRC steel wire mesh for wythes reinforcement. Specimen size 500 � 500 �
150 mm was designed and produced as shown in Fig. 1, and the thickness of each
wythe is 40 mm. The shear stud 150 � 50 mm was used as connection point.
Figure 2 shows the shear connector locations which are staggered to prevent direct
thermal bridges and the spacing of the connectors were varied between 200, 300,

Fig. 1 Specimen used for the thermal transmission experiment
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400 mm and the control specimen and designated as P200, P300, P400 and P0,
respectively. A ready mix concrete of 28 days target strength 40 MPa was used
using 10 mm maximum aggregate size. BRC steel wire mesh 6 mm diameter and
100 � 100 mm opening was used as vertical and horizontal reinforcement in each
wythe. Polystyrene insulation material was used between the wythes in other to
minimize the thermal transmission. The choice of insulation material was based on
the combined properties such as thermal resistance, water absorption, economy and
availability in local markets. In this regard, 70 mm thick polypropylene was used as
insulation material between the column studs. The column stud positions comprise
10–50–10 mm section for insulation–concrete–insulation, respectively. All the
polystyrene materials are glued to the dry surfaces of the precast concrete panels
after curing using polystyrene friendly adhesives.

2.2 Methodology

A steady-state thermal conductivity test using calibrated hot box method (CHB) in
conformity with ASTM C 1363 [14] was used to measure the hot and cold tem-
peratures of both air and surfaces of the PCSP assembly system. The specimen

Fig. 2 Section through the
column stud shear connection
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comprises two sides which are set up as hot and the cold side. The hot side is made
up of hot chamber or box while the room where the box is located represents the
cold side. Each face of the specimen contains surface thermocouple attached to the
concrete surface of the specimen. Additional one thermocouple in each chamber
was used to measure the air temperature until steady state is reached. All the devices
were attached to the data logger and configured before the commencement of the
experiment. The experiment was carried out for a period of 600 min with a max-
imum steady temperature of 60–65 °C, and the hot box apparatus is shown in
Fig. 3. The wall specimens were designed with shear connectors spaced at 200,
300, 400 mm and the control designated P200, P300, P400 and P0, respectively.

3 Results and Discussion

The temperature profile for the cold surfaces was recorded until the change in
temperature becomes negligible or attained steady-state conditions. The experiment
was carried out for a period of 600 min when the steady state was attained as shown
in Fig. 4. The cold surface temperature of the in the cold chamber was observed to
decrease gradually before it begins to rise for all the specimens except the control
which shows linear increment in surface temperature. The reduction in the surface
temperatures on the respective samples is due to the thermal path which is design
parallel to the ambient surface receiving the heat energy. The thermal transmission
parallel to the sample surface is slower than the transmission perpendicular to the
ambient surface. This is consistent with the ‘thermal conductivity’ as provided in

Fig. 3 Hot box apparatus
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American Society of Heating, Refrigeration and Air-conditioning Engineer’s
handbook ASHRAE [15]. Also, as shown in Fig. 4, the result reveals that the delay
in the heat transmission increases with increase in the length of the thermal path.
Despite the difference in the initial cold surface temperature, delays in heat trans-
mission of 120, 165 and 210 min were recorded for shear connection spacing
designs of 200, 300 and 400 mm, respectively. On the other hand, the control
shows higher cold surface temperature and increases linearly although other
specimens had reached the steady state.

Figure 5 shows temperature profile of hot surface of all the specimens under
consideration. It could be observed that the control specimen recorded the lowest
hot surface temperature because, most of the heat is transmitted to the cold side
much more than the other specimens design using the thermal path approach (P200,

Fig. 4 Cold surface temperature of the samples

Fig. 5 Hot surface temperature of the samples
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P300 and P400). The result shows that the hot surface temperature increases with
increase in thermal path length for control, 200 and 300 mm spacing. However, the
400 mm design is inconsistent with the expected result which falls between 200 and
300 mm shear spacing designs. This behaviour is due to the higher initial tem-
perature of the cold surface at the start of the experiment. It was deduced that the
more the difficulty of the heat to transfer to the other side of the wall, the higher the
hot surface temperature.

Figure 6 shows the difference in temperature between the hot and the cold
surfaces of the specimens. The temperature difference is one of the major deter-
minants of thermal conductivity. The higher the temperature difference the lower
the thermal conductivity. In this experiment, the temperature difference increases
with increase in shear connection thermal path length. The differences of up to 75%
were recorded between the control and the 300 mm shear connection design. This
approach helps in optimizing the thermal efficiency and will be further research to
determine the structural capacity of the panel system before it can be utilized as
structural component.

In line with the provision of ASTM C1363 [14], the air temperature profile in
both hot and cold chambers is recorded as shown in Fig. 7. It was observed that the

Fig. 6 Temperature difference between hot and cold sample surfaces

Fig. 7 Air temperatures in the hot and cold chambers
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temperature falls between 23 and 65 °C which is within the limits provided in the
aforementioned code of between −40 and 85 °C.

4 Conclusions

This experiment was carried out to determine the thermal performance of insulated
precast concrete sandwich panels using hot box method under constant temperature
refers to as steady-state conditions. Based on the results obtained and subsequent
analysis, the following conclusions were drawn:

1. The thermal transmission across the specimen is directly proportional to the
length of the thermal path.

2. The time lag for heat transfer depends on the direction of the thermal path, either
parallel or perpendicular to the ambient surface of the panel system. The heat
transmittance is slower for thermal path parallel to the ambient surface of the
wall system making it more efficient.

3. Delay in the heat transfer of about 60 min is achieved for every 100 mm thermal
path design parallel to the surface of the heat source (hot side).
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Application of Wood Waste Ash
in Concrete Making: Revisited

Muktar Nuhu Danraka, F. N. A. A. Aziz, Mohd Saleh Jaafar,
Noorazline Mohd Nasir and Suraya Abdulrashid

Abstract Portland cement production is a carbon dioxide trigger responsible for
almost 5% of the worlds CO2 emissions. Pozzolanic inclusions could contribute to
sustainability particularly if they are derived from waste. Managing solid waste is
increasingly becoming a global challenge as a result of increasing volume of
accumulated waste from industrial and agricultural by-products. Environmental
concerns as well as economic implications related with disposal of these wastes
have prompted many researches in order to provide viable solutions. Recycling of
these waste materials into the construction industry seems to be a more promising
and viable alternative most especially in the manufacturing of greener and sus-
tainable concrete material. Wood ash (WA) is a by-product derived from inciner-
ation of wood as well as its products such as sawdust, wood bark and chips.
This paper presents an overview on investigations performed on the applicability of
this material in mortar and concrete making. Specifics on physical, chemical,
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mineralogical and elemental characteristics of the waste material are discussed. It
highpoints the impact of wood ash on workability, compressive and flexure
strengths, water absorption, drying shrinkage, carbonation, alkali–silica reaction
(ASR) and chloride permeability of concrete.

Keywords Concrete � Recycling � Wood ash � Mechanical properties
Durability � Supplementary cementitious material

1 Introduction

Annually, more than 1 m3 of concrete is estimated to be produced globally per
person [1] making it the most widely used construction material. Portland cement
which is the main ingredient in concrete is mostly criticized due to its environ-
mental influence arising from the clinker production [2, 3]. Currently, about 3
billion tonnes of cement is consumed world over [4]. In fact, up to 1.5 billion
tonnes of CO2 is released into the atmosphere yearly by cement production plants
arising from the manufacture of portland cement amounting to almost 5% of CO2

emissions worldwide and if this unwanted trend lingers, the result will likely
increase to 6% by the year 2015 [5, 6]; hence, all efforts to fight this ugly scenario
become imperative.

More so, the tremendous increase in demand for energy especially in developing
countries has led to search for renewable energy source as alternatives to fossil fuels
due to outcry by environmentalist in order to compensate for the available ones.

A recent survey by [7] has projected an increase in world energy consumption of
47% from 2007 to 2035. In Malaysia, total electricity generated using renewable
energy sources in 2009 amounts to only 5.5% while 94.5% was generated through
fossil fuels like coal, oil and natural gas. The Malaysian timber processing sector
stands to be a prospective candidate as a source of renewable energy in order to
compliment the electricity demand as it is regarded to be among the largest
unexploited biomass resource in Malaysia [8]. Biomass from wood, namely, wood
chips, sawdust and cut-offs represents the main waste material resulting from timber
manufacturing industries [9]. Wood wastes remain the most preferred fuel for
biomass kilns than herbaceous and agricultural waste because the combustion of
wood wastes produces quite lesser residual and fly ash [10]. While the above said
practices offers a practical solution to managing of the solid waste produced from
the wood residues, a major problem associated with their prevalent usage as a fuel
is the residual ash generated in substantial quantities of which the industry is yet to
find widespread empirical applications regarding the recycling of this ash material
[11].

In this light, several investigations have established the success of wood ash as
material replacing cement to fabricate structural concrete possessing adequate
mechanical as well as durability characteristics [11–14]. These research findings
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could provide twofold answers regarding the solid waste management issue and
enhancing the sustainability of the construction industry.

2 Properties of Wood Ash

The beneficial use of wood waste ash is strongly governed by their chemical and
physical characteristics which vary considerably depending on several factors [13].
These characteristics are mostly influenced by the tree species, conditions and areas
where the trees are grown, temperature and means of incineration as well as the
method employed during the collection of ash [15, 16]. Thus, this necessitates the
appropriate characterisation of the ash before its utilization as a constituent material
in blended cement and concrete.

The chemical composition as well as the quantity of wood ash produced is
strongly governed by the temperature of combustion in the furnace. Incinerating at
higher temperatures above 1000 °C results in a lower yield of wood ash generated
while at same time results to a significant reduction in the amount of carbonate
mainly arising from the chemical disintegration of the above-mentioned chemical
compound. The physical properties of the resulting ash after incineration are
influenced significantly by the various types of combustion technologies adopted.
Generally, the resulting wood ash generated in fluidized furnaces is largely fine fly
ash while those generated in the grate-fired incinerators are coarser in nature which
tends to reside in the combustion unit as bottom ash. The chemical properties of the
resulting wood ash after incineration of wood waste is reliant on the tree species
from which it was obtained. The chemical composition of SiO2, Al2O3, Fe2O3 and
CaO, which determines the acceptability of wood ash as pozzolana, differs greatly
from one tree species to another [11]. Differences in the chemical characteristics of
wood ash generated from various tree species are shown in Table 1.

2.1 Physical Properties

The pozzolanic as well as hydraulic reactivity of wood waste ash is significantly
affected by physical properties of the ash; hence, variations in these properties
demand proper characterization of the wood ash obtained from various sources
before use as cement replacing material for concrete production.

Cheah and Ramli [12] assessed the physical properties of high calcium wood ash
(HCWA) used as partially replacing cement. The specific gravity, surface area and
median size d50 were found to be 2.52, 1087.1 m2/kg and 5.16 µm, respectively. In
a different research to study the transport properties of (HCWA)—densified silica
fume (DSF) hybrid mortar, Cheah and Ramli [24] reported that the wood ash had a
surface area and median size d50 of 8.39 µm and 611 m2/kg. The fine grading of the
wood ash is attributed to an efficient grinding action.
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Esteves et al. [23] determined the particle size and specific surface (BET) of two
wood ashes, namely, BFA1 and BFA2 in his study to assess the influence of the
wood ashes in mitigating the effect of ASR. The reported values of particle size and
surface areas for BFA1 are 17 µm and 28.52 m2/g while for BFA2 are 21 µm and
1.74 m2/g, respectively. Although both samples have similar size distributions
but the surface areas was completely different. The greater value for BFA1 could be
explicated by the higher quantity of unburnt carbon and the irregularity pattern in
the shape of the particle.

Berra et al. [25] reported the average particle sizes and densities of three wood
ashes WBFA1, WBFA2 and WBFA3 for use as cement-based material as 135, 86 and
179 µm while the densities of the wood ashes ranged between 2.35 and 2.76 g/cm3,
respectively. The densities of the wood ashes were similar to that achieved by coal fly
ash and considerably lesser than those of standard cement. Hence, by partially
replacing cement with wood ash, the weight of the blended material could be
considerably reduced.

2.2 Chemical Properties

The chemical composition of biomass fly ash is an essential parameter which
governs its suitability to be adopted as pozzolan in blended cement mixtures; hence,
adequate characterisation is required. X-ray fluorescence (XRF) tests conducted in
numerous researches had established substantial amounts of calcium and silica in
samples of the ash investigated (Table 1). In some of these studies, the wood ash
could be classified as possessing pozzolanic reactivity while in others they might be
regarded as possessing hydraulic reactivity.

Cheah and Ramli [12] analysed the chemical composition of HCWA to be used
as cement replacing material. Results obtained by X-ray diffraction (XRD) analysis
revealed the main chemical phase to be Monticellite (CaMgSiO4), Arkemanite
(CaMgSiO2) and Pectolite (HNaCaSi3O9). The presence of these compounds is in
accordance with the results obtained from the XRF examinations (Table 1) which
showed the presence of considerable amounts of CaO, MgO and SiO2 in the ash.
The XRD pattern which shows a diffuse broadband between 24° and 37° on the 2h
scale is indicative of the glassy nature of the silicate minerals.

Esteves et al. [23] reported the principal crystalline phases on BFA2 are quartz,
periclase and calcite while those present in BFA1 are quartz, microcline and calcite.
Variations are due to the differences in the chemical characteristics as shown in
Table 1. The ashes can both be classified as type C in relation to those of coal
incineration as they both contain more than 10% CaO as well as react both
hydraulically and pozzolanically. XRD analysis performed by [25] revealed the
existence of large quantity of amorphous phase of lime, calcite and quartz as the
main crystalline phases.
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3 Properties of Mortar and Concrete
Incorporating Wood Ash

3.1 Standard Consistency

Cheah and Ramli [9] detected that the incorporation of HCWA at increasing per-
centages of cement replacement achieved a negligible rise in water demand of
blended mixtures. This scenario could be mainly ascribed to similarity in the par-
ticle grading of the HCWA and OPC.

Cheah et al. [26] observed that as HCWA is gradually added into the blended
system of HCWA-PFA geopolymer there is a corresponding rise in the water
demand so as to attain standard consistency for the blended HCWA-PFA
geopolymer paste This may be explained based on the porous nature and angular
shape of the HCWA particles in comparison to PFA particles which normally
exhibits a smooth and spherical nature.

3.2 Setting Time (Initial and Final)

According to [12], the addition of HCWA at levels of cement replacement up to
20% extends the initial and final setting times of the DSF cement paste. This
situation could be advantageous as it gives more time for activities of transporting,
placing and consolidation of the mortar or concrete. Cheah et al. [26] studied the
synergistic effect of HCWA and PFA blended geopolymer binders with different
arrangement ratios of between 0 to 100 and 100 to 0, respectively at 10% step
increase for the purpose of fabricating building block. They concluded that
increasing the mass proportion of HCWA leads to a significant increase in water
demand of the blended paste. Also, paste having equal quantity of wood ash and fly
ash exhibited a greater degree of both final and initial setting characteristics relative
to blended paste containing either fly ash or wood ash only. This phenomenon is as
a result of superior rate of reactivity in the former paste resulting in a quicker
development of geopolymeric products that resulted in the subsequent stiffening of
the paste.

3.3 Slump

Abdullahi [21] investigated the effect of wood ash on concrete slump by replacing
cement with wood ash at varying proportions (0, 10, 20, 30 and 40%) with a mix
design of 1:2:4. The result is presented in Table 2. Result depicts that mixes with
higher contents of wood ash require a higher amount of water to attain satisfactory
workability.
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Cheah and Ramli [9] reported the results of slump test of mortar samples
incorporating different percentages of HCWA (0, 5, 10, 15, 20 and 25%) by weight
of cement. The results are shown in Table 3.

From the results, it is clear that as cement replacement levels increases, there is a
reduction in the slump of the mixes. As increment in the amount of HCWA con-
tinued, a higher dosage of superplasticizer was needed to retain the slump according
to the desired range. Mixes with 15, 20 and 30% levels of HCWA addition
achieved the same slump values at a constant dose of superplasticizer of 1.98%.
These outcomes could be clarified due to the marginal higher surface area of
HCWA compared to OPC.

3.4 Compressive Strength

Cheah and Ramli [12] studied the strength in compression of mortar mixes
incorporating HCWA up to 90 days with HCWA content of 5, 10, 15, 20 and 25%.
They concluded that the targeted strength of 40 MPa was attained for mortar
mixtures having contents of HCWA up to 20%. Also, mortar mix incorporating
15% of HCWA achieved higher strength in compression than the control after
extended curing regime of 90 days. Mortar having up to 25% HCWA exhibited
compressive strength beyond 90% of control mix. Also, Cheah and Ramli [9]
investigated the compression strength of HCWA-DSF hybrid mortar containing a
constant amount of DSF (7.5% of cement weight) and varying proportions of
HCWA ranging from 2 to 20% at step increment of 2%. They concluded that the
strength in compression of mortar having HCWA contents of 2 and 4% was
improved considerably at early and later curing periods. Mortar mix containing
HCWA amount up to 14% in blend with 7.5% DSF by binder weight achieved
comparable strength as the control mixture at 364 days.

Table 2 Wood ash concrete slump test result [21]

HCWA content (%) 0 10 20 30 40

Water/binder actual ratio 0.6 0.66 0.67 0.68 0.69

Slump (mm) 30 35 40 40 35

Table 3 Slump of mortar with HCWA as cement replacement [9]

HCWA content (%) 0 5 10 15 20 25

Superplasticizer dosage (%) 1.85 1.85 1.85 1.98 1.98 1.98

Slump (mm) 90 70 50 50 50 50
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3.5 Flexural Strength

The strength in flexure of mortar mixes incorporating HCWA up to 90 days with
HCWA content of 5, 10, 15, 20 and 25% was investigated by [12]. They established
that an increase in flexural strength is achieved at 5% HCWA content at all ages
relative to the control mix. Cheah and Ramli [9] studied the flexural strength of
HCWA-DSF hybrid mortar containing a constant amount of DSF (7.5% of cement
weight) and varying proportions of HCWA ranging from 2 to 20% at step incre-
ment of 2%. They established that mortar mix having up to 8% HCWA in parallel
with 7.5% DSF achieved higher flexural strength in comparison with the control
mix. Also, up to 20%, HCWA could be utilized together with 7.5% DSF to obtain
comparable flexure strength relative to control mortar.

3.6 Drying Shrinkage

Cheah and Ramli [12] examined the drying shrinkage of mortar mixes fabricated by
replacing cement with HCWA at varying percentages (5, 10, 15, 20 and 25%) of the
total weight of binder. They reported that the utilization of HCWA at 10% as
supplementary cementing material lead to the decline in overall drying shrinkage of
mortar on exposure to air curing.

3.7 Carbonation

Cheah and Ramli [12] examined the effect of HCWA on the resistance to car-
bonation of mortar mixes fabricated by replacing cement with HCWA at varying
percentages (5, 10, 15, 20 and 25%) of the total weight of binder. The result
indicated that the resistance to carbonation of mortar mix having 5% HCWA was
enhanced upon comparison with the control, and that the inclusions of above 5%
HCWA could result to a lesser degree of carbonation. In another study [24],
examined the resistance to carbonation of mortar mixtures produced by replacing
cement with HCWA at varying percentages (2, 4, 6, 8, 10, 12, 14, 16, 18 and 20%)
in combination with 7.5% DSF of total weight of binder weight. They reported that
an optimum level HCWA replacement to achieve enhanced carbonation resistance
is 10%. This enhancement could be attributed to the refinement in pore structure of
the mortar mix with HCWA compared to the control mortar.

Ramos et al. [14] conducted research on the carbonation resistance of mortar
produced with 0, 10 and 20% WWA obtained from a power plant as replacement
for cement. They, however, concluded that the depth of carbonation for the blended
mixtures was higher than the control and that depth of carbonation increases with an
increase in WWA levels. They attributed this trend to possible reduction in port-
landite resulting in a decrease in pH.
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3.8 Alkali–Silica Reaction

Ramos et al. [14] conducted research on the influence of WWA on resistance of
alkali–silica reaction of mortar produced with 0, 10 and 20% WWA obtained from
a power plant as replacement for cement. From the obtained results, it is evident
that the control set had exhibited possible detrimental expansion in accordance with
ASTM 1567 (greater than 0.1% beyond 14 days in sodium hydroxide) for the
related type of cement and sand used. They concluded that WWA was successful in
inhibiting the expansion due to ASR and that higher content of WWA could lead to
lesser expansion.

4 Conclusions

• Wood ash quality and quantity are depended mainly on the temperature as well
as the technology of combustion and the tree species the wood biomass is
derived. Thus, appropriate characterisation of wood ash becomes imperative
before its implementation in cement-based materials.

• Incorporating wood ash as a cement replacing material negatively affects
workability of concrete.

• Presently, code of practice regarding the usage of wood ash is non-existent.
However, characteristics of wood ash demonstrate that ASTM C 618 ‘Standard
specification for coal fly ash and raw or calcined natural pozzolan for use as
mineral admixture’ can be adopted for wood ash.

• Generally, the inclusion of wood ash in cement-based mixtures decreases the
mechanical strength of the mixtures.

• Improved durability performance could contribute to sustainability in
construction.
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Comparative Study on Change Orders
in Building Projects

Jerome Jordan F. Famadico and Melito A. Baccay

Abstract This research aimed to contribute to the small but growing empirical
literatures and studies on Change Orders in building construction industry in
selected cities in the National Capital Region (NCR), Philippines. Using
descriptive/survey research method specifically expert sampling method, key
informant interviews, actual site observations and desk reviews of project docu-
ments (e.g., contract documents, plans and specifications, etc.), this study investi-
gated and compared the causes and effects of Change Orders in public and private
building construction projects and formulated recommendations and guidelines in
order to address the problems brought about by Change Orders. Moreover, the
existing change order management control practices being implemented by the
contractors, consultants, and clients in response to the issuance of construction
Change Orders were also identified and investigated. Based on the results of the
study, it was found out that the major causes of Change Orders in building con-
struction projects in the Philippines were related to change of plans and scope by
the owner, adjustment of schedule, unpredictable weather conditions, unforeseen
site conditions, change of schedule by the owner, long waiting time for approval of
construction drawings, complexity of construction projects and external factors
which are beyond the control of the contractors, consultants, and clients.
Consequently, Change Orders have resulted to project time extension and delay in
project completion, increase in the overall cost of the project, changes in the cash
flow and loss of earnings, additional payments to the contractor, and increased time
and material related charges. Generally, the management control practices being
undertaken by both the public and private sector in dealing with Change Orders
were as follows: (i) all changes in the design documents were checked, reviewed,
and justified by the designers and consultants; (ii) coordination and cooperation
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among the contractors, consultants, and clients were encouraged; (iii) project per-
sonnel take proactive measures to promptly settle, authorize, and execute Change
Orders in construction projects; (iv) involvement of knowledgeable persons or
representatives during the change order negotiation and approval (v) a written
approval of both parties should be made with clear scope of change before exe-
cuting the requested changes or variations; and (vi) the use of various techniques in
order to track cost of changes.

Keywords Building construction � Change Orders � Causes and effects
Management and control practices � Public sector � Private sector
Variation � Project risk

1 Introduction

Nowadays, one of the most important problems in the construction industry is
change or variation in plans and specifications [22]. According to Rodriguez [19],
the change occurs in every building construction project and the magnitude of
which varies considerably from project to project. Alnuaimi et al. [3] cited that
developing countries like the Philippines have experienced more Change Orders
brought about by the needs of the owner in the course of the design or construction
as compared to those projects in the developed countries. Changes in construction
projects are primarily due to three main causes as follows: design errors and
omissions, change in field conditions, and owner-initiated changes.

Change Order is defined by Clare [5] as a “written agreement between the
owner, contractor and architect on the specific change in the work and any
adjustment in the contract or the contract time”. It is being issued by both parties to
correct or modify the original design or scope of work. The corrections or modi-
fications are carried out for many reasons like for instance: the changes in scope
made by the client; and the result of change requests made by the consultant due to
design errors or new findings during the courses of implementation. Change Orders
are inevitable in most construction projects and may result to big number of claims,
disputes and may eventually lead to legal battles if not been resolved immediately
using the formalized change management process according to Rodriguez [19] and
Aneesa et al. [4].

In the Philippines, Change Order is classified as one form of a Variation Order.
Presidential Decree 1594 (PD 1594) [18] defines Variation Order as a document
being issued in order to cover any change in plans and specifications, increase or
decrease in quantities, deleted items and introduction of new work items that are not
in the original contract. A Variation Order may either be in the form of a Change
Order, Extra Work Order, or a Supplemental Agreement. Change Order, according
to this decree, is issued in order to cover any increase or decrease in quantities of
original work items in the contract. Extra Work Order, on the other hand, is issued
to cover the introduction of new work items. Finally, Supplemental Agreement is
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issued if the aggregate amount of Change Orders and extra work orders exceeds
25% of the escalated contract price. And among these three, Change Order is
encountered the most due to a number of changes in the plans as well as in the
project design and specifications.

According to the Philippine Daily Inquirer 2015 report, the construction industry
was identified as one of the sectors that contributed significantly to the country’s
robust economy. However, the efficiency of construction projects are greatly
affected by the magnitude and frequency of the Change Orders that are being filed
during construction. Given the limited funding available for building projects, it is
therefore imperative that these projects shall be undertaken in the most efficient way
to properly and effectively manage these construction Change Orders. Numerous
studies and articles by Aneesa et al. [4], Alnuaimi et al. [3], Rodriguez [19], and
Ibbs [9] have written articles on Change Order and change management in the field
of construction industry and have reported that improving the administrative pro-
cess of Change Orders is beneficial in terms of reducing the cost and risk for all the
project participants and it encourages more trustful relationship between the con-
tractor and the client.

Based on the foregoing, there is a need for the study and better understanding on
the impact of Change Orders, particularly their causes and effects in construction
projects. Given the above, this study aimed to investigate the prevailing causes and
effects of construction Change Orders. Moreover, this study also aimed to look into
the management practices being implemented in order to minimize or mitigate the
effects of these inevitable Change Orders in the construction industry. Thus, rec-
ommending alternative courses of action and guidelines that would be of help to
construction professionals, engineers, and architects in efficiently and effectively
managing Change Orders in their respective projects.

2 Literature Review

Change Order is inevitable in every construction project. It is defined as a written
agreement between the owner, consultant, and contractor on any modification to the
original scope of the construction contract. Change Orders are classified into three:
(a) in terms of the initiator of changes [1, 14]; (b) in terms of the net effect on the
scope of the project [1, 21]; and (c) in terms of the procedures used in introducing
them [6, 17]. Alnuaimi et al. [3] and Ijaola & Iyagba [11] found out that the most
important factors causing these Change Orders were related to the owner’s
instruction for additional works and modification to design and non-availability of
construction manuals and procedures. Agreeing with this finding, Ibn-homaid et al.
[10] also concluded that change of the project scope due to owner’s requirements as
the most frequent and important cause of Change Orders followed by inadequate
field investigation.
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Various studies [3, 4, 11] revealed that the most important effects of Change
Orders are delays in the project schedule, claims and disputes, and cost overruns.
Osman et al. [17] and Ibn-homaid et al. [10] further explained that aside from these
identified effects, interruption of continuous work, additional payment to the con-
tractor and increase in overhead expenses are also being experienced due to
occurrence of Change Orders. Even though Change Orders cause a lot of problems,
several empirical researches show that only few people believe that no one is
benefitting from them. In the study of Alnuaimi et al. [3], they identified that the
contractor is the party benefitting the most from Change Orders followed by con-
sultants and then clients.

Ijaola and Iyagba [11] identified that the most important remedy for Change
Orders is having a specialized quantity surveyor and project manager in large
construction projects. Alnuaimi et al. [3], on the other hand, concluded that the most
important remedy is the review of registration and technical capability of the
consultants. Even though these research findings differ in description, they mean the
same idea that these suggested remedies were consultant-related and these show
how consultants could prevent changes during construction.

For Egan et al. [6], there are no generic standards related to change order
management process because of the uniqueness of each project. However, Hwang
and Low [8] and Molly [15] identified relevant steps in managing Change Orders
which include: (1) identify the change, (2) evaluate the change, (3) document the
change, and (4) resolve/implement changes. Motawa et al. [16] further explained
that inconsistent management of the change process can result in many disruptive
effects, contract disputes and project failure.

3 Research Objectives

The objectives of this study were as follows:

1. To identify the prevailing causes and effects of construction Change Orders in
public and private building projects.

2. To identify the existing management control practices being implemented by the
contractors, consultants, and clients to address construction Change Orders in
public and private building projects.

3. To determine the significant differences in the perception with regards to the
causes and effects of Change Orders (a) between public and private sectors, and
(b) among clients, consultants, and contractors.

4. To recommend alternative courses of actions and/or guidelines in order to
minimize/mitigate the issues and problems related to construction Change
Orders.
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4 Conceptual Framework

To attain the objectives of the study, this research has been conceptualized to
determine the major causes and effects of building construction Change Order
together with the existing management control practices in the selected construction
firm in the Philippines. Figure 1 presents the Conceptual Framework.

As shown in Fig. 1, the inputs of this study consist of the prevailing causes and
effects of construction Change Orders in the construction projects and the existing
management control practices implemented by the contractors, consultants, and
clients. These inputs were subjected to statistical treatment of data and served as the
basis for the in-depth analysis of the research findings, conclusions, and
recommendations.

The process portion of this study constitutes the conduct of an evidence-based
empirical research process using researcher-made questionnaire, desk review or
documentary analysis for secondary data; conduct of key informant interviews and
analysis of the research findings. The output of this study is a management model
based on the findings of the study that would serve as guidelines or model by the
contractors, consultants, construction industry professionals, and owners in con-
trolling or minimizing the effects of construction Change Orders.

Prevailing causes 
and effects of 
construction 
Change Orders in 
building construc-
tion projects.
Existing manage-
ment control prac-
tices implemented 
by contractors, 
consultants and 
clients.

Evidence-based re-
search through:

Survey using re-
searcher-made 
questionnaire;
Desk review for 
secondary data;
Key informant 
interviews; and
Analysis of the 
research findings.

Proposed Frame-
work of Guidelines 

for Managing 
Change Order

INPUT PROCESS OUPUT

Fig. 1 Conceptual framework of the study
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5 Significance of the Study

The findings of the study will prove beneficial to the following:

1. Philippine Building Construction Industry. This research will provide valuable
information to the building construction industry in the Philippines with regard
to the current situation and status of Change Order management in the country.
This study will also serve as a basis for developing recommendations and
guidelines for minimizing Change Order as well as possible recommendations
on how to manage, control, and minimize the problems related to Change
Orders which can have major impacts in the overall project performance.

2. Clients, Consultants, and Contractors. It is hoped that the research findings and
suggested remedies will be helpful to various project stakeholders particularly
the clients, consultants, and contractors. The results of this study will provide
recommendations and alternative courses of action or Change Order guidelines
that would help them to minimize and or mitigate the issues and problems
related to Change Order.

3. Project Planners, Engineers, and Decision Makers. This study will also help
these industry professionals in planning effectively prior to starting a project and
even during the design phase in order to minimize and control changes and
change effects. The results and findings will be used by project managers in
making decisions and necessary actions to minimize various problems brought
about by Change Orders.

6 Scope and Delimitations of the Study

This study covered the analysis of main causes, potential effects, and management
control practices in the building construction Change Orders in selected cities and
municipalities in the NCR based on the specific research questions indicated in the
statement of the problem. The unit of analysis was based solely on the perceptions
or opinions of the respondents, namely, Contractor, Consultant, and Owner or
Client coming from different companies. The first limitation was related to the data
used for building construction projects which were limited to only seven (7) se-
lected cities and municipalities of the NCR and was not able to cover the entire
cities and municipalities of the NCR due to the difficulty in the retrieval of ques-
tionnaires. Hence, the statistical strength of the total sample was relatively mod-
erate, especially when Change Orders were examined by the type of building
construction projects. The moderate statistical strength was likely attributable to the
relatively small sample size among group of respondents in the analyses since more
data would be needed to confirm the research findings. Nevertheless, the percep-
tions and opinions gathered and generated from the three groups of respondents in a
way represented the entire population of the study.
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7 Methodology

7.1 Research Design

This study employed descriptive or survey research method. According to Fraenkel
and Wallen [7] a descriptive survey involves asking the same set of questions
prepared in written questionnaire of a large number of individuals and could be
administered to the target samples either by mail, by telephone, or in person.
Moreover, a survey research was used to obtain data from the population (or a
sample) to determine the current status with respect to variables or subject under
investigation which in this study is to identify the primary causes and effects of
Change Orders [7, p. 12].

7.2 Research Locale

This research was conducted in the National Capital Region specifically in Metro
Manila. Aside from accessibility, the NCR is also the ideal location for this study
because of its diverse or different kinds of building construction projects imple-
mented. It is also one of the best places/locations where one can find the biggest and
the most complicated building construction projects in the Philippines. Thus, lots of
Change Orders have been encountered from the owners according to some pro-
fessional engineers. Moreover, it is also a site for many building construction
companies; consultancy and engineering design companies, as well as owners
whose projects are located and extended to different regions and provinces across
the country.

7.3 Sample and Sampling Techniques

The data used in the study were gathered from Consultants, Clients/Owners, and
Contractors coming from the different building construction firms in NCR prime
cities such as Manila, Mandaluyong City, Pasig City, Pasay City, Quezon City, Las
Piñas, and Taguig City using purposive sampling. Purposive Sampling was utilized
in this study in order to choose the specific or group of experts within the popu-
lation of the construction company.

Specifically, this research utilized the expert sampling method because this study
requires assessment or getting opinions of experts (i.e., contractors, engineers,
architects, consultants, project managers, clients/owners) which requires a relatively
high level of knowledge and expertise in the field of building construction industry
and experts who are heavily involved in managing and/or addressing Change
Orders in their respective companies.
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In this study, a total of one hundred (100) respondents were surveyed (50 each
from both the public and private sectors). Table 1 presents the distribution of
respondents from both public and private sector, as follows:

As shown in Table 1, a total of thirty four (34) respondents represents the
Contractors in the private sector and the other thirty four (34) Contractors represents
the public sector. Sixteen (16) respondents were Clients/Owners in the public sector
and seven (7) respondents came from Clients/Owners in the private sector. The
remaining nine (9) respondents came from the Consultants in the private sector. It is
interesting to note that in the public sector, the Clients/owners also act as the project
Consultants; hence, there were no consultant respondents for the public sector.
Majority of these respondents were male with less than 30 years working experi-
ence in both public and private building construction projects in NCR.

7.4 Data Gathering Instruments

To gather data and answer the research questions indicated in this research, a
questionnaire was developed tailor-fit for this study to assess the perceptions of
clients, consultants, and contractors on the causes and effects of Change Orders.
This questionnaire was composed of four (4) parts. Part I contained the demo-
graphic profile of the respondents such as experience, profession, and specialty of
their projects. Part II, III, and IV pertains to the survey questions relative to the
causes, effects, and management control practices of Change Orders in building
construction projects in the Philippines.

7.5 Data Gathering Process

Before distributing the questionnaires to the target respondents, a dry run or pilot
test was administered to selected engineers and architects in building construction
industry. The objectives of the pilot test were to determine the reliability and
validity of the specific questions and to determine whether it was easy to accom-
plish or not. After the pilot testing, the validated questionnaires were administered
to the selected sample respondents, namely, Consultants, Clients/Owners, and
Contractor of both public and private sector. To ensure a high retrieval rate,

Table 1 Distribution of
respondents

Respondents Public Private Total %

Contractors 34 34 68 68.00

Clients 16 7 23 23.00

Consultants 0 9 9 9.00

Total 50 50 100 100.00
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the researcher personally handed and administered the questionnaires with a cover
letter explaining the purpose and importance of the study.

Aside from the questionnaire, the researcher also conducted key informant
interviews (KIIs) to the selected respondents in order to obtain firsthand information
about the background and history of the project as well as to gain some insights
about the building construction projects. In addition, the researcher also conducted
actual site observations to gain more insights on how other companies responded to
Change Orders. The valuable piece of information derived from the interviews were
used as evidence-based information which greatly helped the researcher in terms of
analyzing and interpreting the findings on the actual causes of Change Orders in the
building construction projects in the Philippines. Moreover, project documents
were also collected particularly those pertaining to the commercial and contractual
aspect of the project of the selected construction companies and were utilized
during the desk review of secondary data to substantiate the research findings.

The data collected from the administered questionnaires were tallied, classified,
categorized, and analyzed according to the research objectives. These gathered data
were analyzed and interpreted using different statistical analysis methods, utilizing
Statistical Program for Social Science (SPSS) software version 19 for this purpose.
Interpretations were arbitrarily assigned for the purpose of interpreting the findings,
as follows:

Lowest score Highest score Interpretation

4.21 5.00 Very often

3.61 4.20 Often

2.41 3.60 Sometimes

1.81 2.40 Seldom

1.00 1.80 Never

7.6 Statistical Treatment of Data

In order to answer the research questions, the researchers floated the questionnaires
to the target respondents. The data collected from the administered questionnaires
were tallied, classified, categorized, and analyzed according to the research
objectives. The descriptive statistics used in this study were as follows:

Percentage. This was utilized in the study for computation of the percentage for
numerical analysis and for comparing magnitudes. This was applied “to determine
the ratio of frequencies of responses to the total number of respondents expressed in
percentile” [13]. It was expressed by the following formula:
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P ¼ f
N
� 100%; ð1Þ

where,

P percentage
f frequency of response
N total number of cases

Weighted Mean. The weighted mean was used in determining the mean scores
per item in the specific causes and effects of Change Order. Specifically, it deter-
mined the mean value of the perception of respondents on certain items related to
the research questions and was expressed by the following formula:

x ¼
P

fx
N

; ð2Þ

where,

x computed value of the weighted meanP
summation symbol

f frequency
x unit weight
N total number of respondents

One-way Analysis of Variance (ANOVA). The one-way ANOVA was used to
determine the significant differences in terms of perceptions between the public and
private group of respondents with regards to the causes and effects of Change
Orders. The following is the formula for computing the one-way ANOVA:

F ¼ MST
MSE

ð3Þ

where

F ANOVA coefficient
MST Mean sum of squares due to treatment
MSE Mean sum of squares due to error

Formula for MST:

MST ¼ SST
p� 1

ð4Þ

SST ¼
X

n x� xð Þ2; ð5Þ
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where

SST Sum of squares due to treatment
p Total number of population
n Total number of samples

Formula for MSE

MSE ¼ SSE
N � p

ð6Þ

SSE ¼
X

n� 1ð ÞS2; ð7Þ

where

SSE Sum of squares due to error
S Standard deviation of the samples
N Total number of observations.

8 Research Findings and Results

8.1 Causes of Change Orders

Table 2 presents the results of the comparative survey research findings with regard
to the causes of Change Orders between the selected public and private construction
projects in NCR. As shown in the table, the top five (5) most common causes of
Change Orders in the public sector were related to change of plans and scope by the
owner (M = 3.39, SD = 1.04); followed by change in the project design (M = 3.22,
SD = 0.94); unpredictable weather conditions (M = 3.17, SD = 1.15); unforeseen
site conditions (M = 3.17, SD = 0.99), and change of schedule by the owner
(M = 3.11, SD = 1.18).

Compared to the public sector, the same major causes of Change Orders were
also reported by the private sector respondents and these includes: change in the
design (M = 4.25, SD = 0.89), followed by change of plans change and scope by
the owner (M = 3.93, SD = 1.12), the change of schedule by the owner (M = 3.61,
SD = 1.13), except however for the two identified causes which pertains to the long
waiting time for approval of construction drawings (M = 3.57, SD = 0.92) and the
complexity of project (M = 3.54, SD = 0.74).

Based on the results, the change of plans or scope of work by the owner is one of
the most significant causes of Change Orders in building construction as reported
by the public and private sector respondents. The same finding was also revealed in
various literatures and studies (e.g., [20]) and in the documentary analyses con-
ducted on Change Orders. This change in scope of work and plans is normally due
to the expansion of the contracted work as a result of enhancements to the design or
reduction because of budget considerations and value engineering.
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The next major cause of Change Order as identified by both public and private
sectors has something to do with changes in the design. According to the key
informant interviews (KIIs) and based on the experience of this researcher, changes in
design happen in any building projects especially when a construction project
commences before the design has been finalized. Changes in design may also happen
when the design has been reviewed by the consultant who has a different opinion or
perspective with that of the designer and recommended making some changes.

Based on the foregoing exposition, while these identified major causes of
Change Order often happen in private sector building projects, however, these
causes only happen sometimes or occasionally in the public sector as signified by
their average mean of 3.21 and a standard deviation of 1.06. When validated with
the respondents during the KIIs as to why the above-mentioned top major causes
happen only sometimes in the public sector, one of the reasons cited was that unlike
in private sector, Change Orders in public construction projects are only limited to
10% of the original project cost. And public sector building projects do not usually
allow or encourage Change Orders because they believe that they will cause more
delays in project schedule which is disadvantageous to the end-users.

It is also interesting to note that the top three (3) major causes of Change Orders
as identified by both the public and private respondents were confirmed by the
study of Alaryan et al. [2], Al-Dubaisi [1] which also reported that the change of
plans by the owners/clients, problems related to project site, errors and omission in
the design, change of project scope by owners/clients, and new government regu-
lations were the major Causes of Change Order in construction projects in Kuwait
and Saudi Arabia. While the former study was conducted in a different setting,
however, it seems that regardless of the location, the same causes were observed
with regards to the causes of Change Order.

8.2 Effects of Change Orders

As shown in Table 3, the respondents from the public sector identified the five major
effects of Change Orders as follows: (1) time extension (M = 3.50, SD = 0.79),
(2) delay in project completion (M = 3.44, SD = 0.92), (3) increase in the overall
cost of the project (M = 3.44, SD = 0.83), (4) changes in the cash flow and (5) loss of
earnings (M = 3.22, SD = 0.65). When compared to the private sector respondents,
the same findings were also reported particularly on the top three effects of Change
Orders particularly (1) time extension (M = 3.86, SD = 0.97), (2) delay in the project
completion (M = 3.86, SD = 1.11), and increase in the overall cost of the project
(M = 3.64, SD = 1.13). However, the remaining top two effects identified by the
private sector respondents were different from that of the public sector responses,
specifically on the issues related to additional payments to the Contractor (M = 3.75,
SD = 1.17), and increased time- and material-related charges (M = 3.68, SD = 1.06).
The standard deviation of 1.09 for the private sector respondents is still widely

Comparative Study on Change Orders in Building Projects 91



T
ab

le
3

C
om

pa
ri
so
n
on

th
e
ef
fe
ct
s
of

C
ha
ng

e
O
rd
er
s
in

th
e
pu

bl
ic

an
d
pr
iv
at
e
bu

ild
in
g
co
ns
tr
uc
tio

n
pr
oj
ec
ts

Pu
bl
ic

se
ct
or

Pr
iv
at
e
se
ct
or

E
ff
ec
ts

M
ea
n

SD
R
an
k

In
te
rp
re
ta
tio

n
E
ff
ec
ts

M
ea
n

SD
R
an
k

In
te
rp
re
ta
tio

n

T
im

e
ex
te
ns
io
n

3.
50

0.
79

1
So

m
et
im

es
T
im

e
ex
te
ns
io
n

3.
86

0.
97

1
O
ft
en

D
el
ay

in
pr
oj
ec
t
co
m
pl
et
io
n

3.
44

0.
92

2
So

m
et
im

es
D
el
ay

in
pr
oj
ec
t
co
m
pl
et
io
n

3.
86

1.
11

2
O
ft
en

In
cr
ea
se

in
th
e
ov

er
al
l
co
st

of
th
e
pr
oj
ec
t

3.
28

0.
83

3
So

m
et
im

es
A
dd

iti
on

al
pa
ym

en
ts
to

th
e

co
nt
ra
ct
or

3.
75

1.
17

3
O
ft
en

C
ha
ng

es
in

th
e
ca
sh

fl
ow

3.
22

0.
65

4
So

m
et
im

es
In
cr
ea
se
d
tim

e
an
d
m
at
er
ia
l

re
la
te
d
ch
ar
ge
s

3.
68

1.
06

4
O
ft
en

L
os
s
of

ea
rn
in
gs

3.
22

0.
65

5
So

m
et
im

es
In
cr
ea
se

in
th
e
ov

er
al
l
co
st
of

th
e
pr
oj
ec
t

3.
64

1.
13

5
O
ft
en

A
ve
ra
ge

3.
33

0.
77

So
m
et
im

es
A
ve
ra
ge

3.
76

1.
09

O
ft
en

92 J. J. F. Famadico and M. A. Baccay



dispersed and reflects that there is a wide variation of opinions among all the
respondents involved.

In terms of the degree of occurrence, it is quite different since the identified five
major effects of Change Orders are often or regularly happening in the private
sector but are only happening sometimes or occasionally in the public sector
according to the data. It was also observed that more Change Orders are being
issued in private building projects due to the freedom of the owners/clients to
initiate changes as stipulated in the contract unlike in public building projects
wherein Change Orders are only limited up to 10% of the original project cost thus
limiting the possible effects.

It can be deduced from the research findings that both public and private sector
respondents rated time extension, delay in project completion, and increase in the
overall project cost as three of the most significant effects of Change Orders. This
indicates that they are mostly concerned on the additional days or months that may be
incurred by the project due to delay in some of the construction activities brought
about by these Change Orders. An increase in the overall cost was also expected since
any delay or extension in the project duration would normally result to additional
project costs. These findings were corroborated by the study of Al-Dubaisi [1], Osman
et al. [17] and Ismail [12] which also reported that the five common effects of Change
Orders were related to delay in completion schedule, increase in the project duration,
increase in the project cost, increase in overhead expenses, and delays in payment.

8.3 Management Control Practices of Change Orders

As shown in Table 4, the top five (5) management and control of Change Orders
identified by the respondents which happened frequently or “Often” in the public
sector are: (1) changes in the design documents are checked and reviewed for
justifications (M = 3.67, SD = 1.08); (2) encourage coordination and cooperation
among the contractors, consultants, and clients (M = 3.61, SD = 0.85), (3) per-
sonnel involved in the building construction project take proactive measures to
promptly settle, authorize, and execute Change Orders (M = 3.55, SD = 0.86);
(4) Change Order is negotiated by knowledgeable persons (M = 3.50, SD = 0.92);
and (5) changes are not made without appropriate written approval (M = 3.44,
SD = 1.25). When compared to the top three management and control of Change
Orders identified by the private sector respondents, the same findings were also
revealed in the public sector except however for the remaining top two control
mechanisms which pertains to the implementation of the policy of having a clear
scope of the change (M = 4.00, SD = 0.94) and the use of various techniques (e.g.,
work breakdown structure) which are being implemented in order to track cost of
any possible changes (M = 3.96, SD = 1.10).

Interestingly, almost all of the respondents from both public and private sectors
agreed that changes in the contract documents need to undergo a thorough review
and checking by authorized persons prior to their issuance and implementation at
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the project site. This management practice can eliminate a lot of problems such as
errors and omissions in the design, unclear scope of work, and conflicts between
contract documents, among others. This research finding was confirmed by the
study of Al-Dubaisi [1] and Alaryan et al. [2] which also reported that reviewing
and checking of design prior to change approval is one of the most important
practices for managing and controlling Change Orders in various building con-
struction projects in the different countries in the world. Moreover, the study also
revealed that both public and private sector respondents perceived team effort and
collaboration as the second most important change management and control
practice. Finally, the data also revealed that public and private sector respondents
both agreed that Change Orders must be reviewed, settled, and discussed by
authorized and competent key personnel only. This management practice is very
important in order to prevent errors in the design and decision blunders which can
lead to further mistakes and more Change Orders. The same findings were also
observed from various empirical findings conducted in different countries relative to
management and control practices of Change Orders [2, 1, 10].

8.4 One-Way Analysis of Variance (ANOVA)

The researcher hypothesized that there is no significant difference between the
public and private respondents’ responses with regards to the causes of Change
Orders in building construction projects in the Philippines. And in order to answer
this question, Table 5 presents the results of the One-way ANOVA on the differ-
ences in perceptions between the public and private sectors respondents. A 0.05
level of confidence has been used to determine if there is indeed significant dif-
ference between public and private sector respondents’ responses.

The results in Table 5 revealed that there were significant differences on the
perceptions of both public and private sector respondents on the three identified
factors causing Change Orders particularly project-related causes (p = 0.025),
design-related causes (p = 0.0005), and contractor-related causes (p = 0.033). The
significant differences in perceptions indicated that public and private sectors do not
agree with each other that these are the major factors that cause Change Orders in
building construction projects. However, they do agree that Change Orders are
mostly caused by the client (p = 0.116) and other external factors (p = 0.501) such
as unforeseen site conditions and force majeure among others.

From the foregoing exposition, it is safe to assume that the differences in per-
ception between the respondents in public and private sectors on the three out of
five factors which cause Change Orders was due to the differences in the setting and
contract conditions that the two sectors are engaged with. While it is true that the
private sector usually engaged in contracts which allow them to issue unlimited
number of Change Orders, however public sector is usually engaged in various
contracts which limit themselves to issue Change Orders up to 10% only of the
original contract cost as stipulated in Republic Act 9184 (RA 9184). And because
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of this, the public sector is more cautious when it comes to creating changes to
contract documents (Table 6).

The ANOVA revealed that there were no significant differences between the
public and private sector with regards to the effects of the Changes Orders in the
building construction projects in almost all of the top five reported effects of
Change orders, except for risk-related effects which differ in their perceptions. But
taken collectively, it is safe to assume that both public and private sector respon-
dents have agreed that the most frequent effects of Change Orders are very much
related to: time and schedule (p = 0.061); project cost (p = 0.132); productivity
(p = 0.118); and other effects (p = 0.623) such as loss of morale, quality degra-
dation, etc. The ANOVA results also revealed that the same effects are being
experienced in every construction project. However, public and private sector
respondents differs on how often risk-related effects (p = 0.04) such as accelerating
the project, and site congestion are happening as a result of Change Orders.

Table 5 Differences in perceptions between the public and private sector respondents with regard
to the causes of change order

Causes of Change Orders Sum of
squares

df Mean
square

F Sig.

Project-related
causes

Between
groups

2.39 1.00 2.39 5.40 0.025*

Within
groups

19.49 99.00 0.44

Total 21.88 100.00

Client-related
causes

Between
groups

2.94 1.00 2.94 2.57 0.116

Within
groups

50.37 99.00 1.14

Total 53.30 100.00

Design-related
causes

Between
groups

5.76 1.00 5.76 14.16 0.0005*

Within
groups

17.90 99.00 0.41

Total 23.66 100.00

Contractor-related
causes

Between
groups

3.21 1.00 3.21 4.86 0.033*

Within
groups

29.04 99.00 0.66

Total 32.24 100.00

External factors Between
groups

0.25 1.00 0.25 0.46 0.501

Within
groups

23.41 99.00 0.53

Total 23.66 100.00

*Significant at 0.05 level of confidence
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In this study, it was hypothesized that there were no significant differences
between clients’, consultants’, and contractors’ perceptions on the causes and
effects of Change Orders. And in order to test this hypothesis, a one-way ANOVA
test was done and is presented in Table 7.

The data revealed that there were no significant differences with regards to the
factors related project-related causes (p = 0.429), design-related causes
(p = 0.722), and external factors (p = 0.266) which have p-value greater than 0.05.
These findings confirmed that indeed the clients, consultants, and contractors were
in agreement with the identified factors causing Change Orders in the building
construction projects in the Philippines. However, there were significant differences
in perceptions with regards to the factors related to client (p = 0.04) and contractor
(p = 0.017). Both have p-values less than 0.05, which indicated that there was a
different view on these identified factors that causes Change Orders. Based on the
foregoing exposition, clients, consultants, and contractors have differed in their

Table 6 Differences in perceptions between the public and private sector respondents with regard
to the effects of change order

Effects of Change Orders Sum of
squares

df Mean
square

F Sig.

Time-related effects Between
groups

1.97 1.00 1.97 3.69 0.061

Within
groups

23.48 99.00 0.53

Total 25.45 100.00

Cost-related effects Between
groups

1.47 1.00 1.47 2.36 0.132

Within
groups

27.51 99.00 0.63

Total 28.98 100.00

Productivity-related
effects

Between
groups

1.55 1.00 1.55 2.55 0.118

Within
groups

26.71 99.00 0.61

Total 28.26 100.00

Risk-related effects Between
groups

1.93 1.00 1.93 4.46 0.040*

Within
groups

18.99 99.00 0.43

Total 20.92 100.00

Other effects Between
groups

0.14 1.00 0.14 0.25 0.623

Within
groups

24.28 99.00 0.55

Total 24.41 100.00

*Significant at 0.05 level of confidence
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perceptions as to who causes the Change Orders in both public and private building
construction projects. Hence, to validate the above findings a Post Hoc analysis in
ANOVA using Fisher’s Least Significant Difference (LSD) was utilized in this
study. LSD was used to compare the means and get the relationships between
groups of respondents. Table 9 presents the results of the LSD.

As shown in Table 8, there were significant differences existed: (a) between
contractors’ and consultants’ (p = 0.043) perceptions that causes of Change Order
are client-related; and (b) between the contractor and client (p = 0.007) that the
contractor is one of the major initiators of Change Orders. However, there were no
significant differences with regards to the other causes of Change Orders. These
findings indicate that there is a difference in the responses when identifying which
party causes change order. Clients and their consultants deny that clients cause
Change Orders as reflected by their low mean scores compared to that of the
contractors which say otherwise. Furthermore, with regards to the contractor-related

Table 7 Differences in perceptions between consultants, contractors, and clients/owners with
regard to the causes of change order

Causes of Change Orders Sum of
squares

df Mean
square

F Sig.

Project-related
causes

Between
groups

0.84 2.00 0.42 0.86 0.429

Within
groups

21.04 98.00 0.49

Total 21.88 100.00

Client-related
causes

Between
groups

7.41 2.00 3.71 3.47 0.040*

Within
groups

45.89 98.00 1.07

Total 53.30 100.00

Design-related
causes

Between
groups

0.36 2.00 0.18 0.33 0.722

Within
groups

23.31 98.00 0.54

Total 23.66 100.00

Contractor-related
causes

Between
groups

5.59 2.00 2.80 4.51 0.017*

Within
groups

26.65 98.00 0.62

Total 32.24 100.00

External factors Between
groups

1.41 2.00 0.71 1.37 0.266

Within
groups

22.24 98.00 0.52

Total 23.66 100.00

*Significant at 0.05 level of confidence
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causes, the same finding was observed between contractors and clients. During the
KIIs, it was revealed that contractors and clients strongly disagree with each other.
Clients said that contractors often cause Change Orders, whereas contractors say
otherwise as revealed by their lower mean scores.

Table 8 Differences in perceptions of consultants, contractors and clients/owners with regard to
the causes of Change Orders (post hoc Analysis)

Causes of Change
Orders (dependent
variable)

(I) Type (J) Type Mean
difference
(I − J)

Std.
error

95% confidence
interval

Sig.

Lower
bound

Upper
bound

Project-related
causes

Contractor Consultant −0.281 0.337 −0.960 0.399 0.410

Client −0.293 0.254 −0.806 0.220 0.256

Consultant Contractor 0.281 0.337 −0.399 0.960 0.410

Client −0.012 0.383 −0.785 0.760 0.974

Client Contractor 0.293 0.254 −0.220 0.806 0.256

Consultant 0.012 0.383 −0.760 0.785 0.974

Client-related
causes

Contractor Consultant 1.039 0.498 0.035 2.043 0.043*

Client 0.739 0.376 −0.019 1.496 0.056

Consultant Contractor −1.039 0.498 −2.043 −0.035 0.043*

Client −0.300 0.566 −1.441 0.841 0.599

Client Contractor −0.739 0.376 −1.496 0.019 0.056

Consultant 0.300 0.566 −0.841 1.441 0.599

Design-related
causes

Contractor Consultant 0.215 0.355 −0.501 0.930 0.548

Client 0.172 0.268 −0.368 0.712 0.524

Consultant Contractor −0.215 0.355 −0.930 0.501 0.548

Client −0.043 0.403 −0.856 0.770 0.916

Client Contractor −0.172 0.268 −0.712 0.368 0.524

Consultant 0.043 0.403 −0.770 0.856 0.916

Contractor-related
causes

Contractor Consultant −0.563 0.379 −1.328 0.202 0.145

Client −0.813 0.286 −1.391 −0.236 0.007*

Consultant Contractor 0.563 0.379 −0.202 1.328 0.145

Client −0.250 0.431 −1.120 0.620 0.565

Client Contractor 0.813 0.286 0.236 1.391 0.007*

Consultant 0.250 0.431 −0.620 1.120 0.565

External factors Contractor Consultant 0.517 0.347 −0.182 1.216 0.143

Client −0.112 0.262 −0.639 0.416 0.672

Consultant Contractor −0.517 0.347 −1.216 0.182 0.143

Client −0.629 0.394 −1.423 0.166 0.118

Client Contractor 0.112 0.262 −0.416 0.639 0.672

Consultant 0.629 0.394 −0.166 1.423 0.118

*Significant at 0.05 level of confidence
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Based on these findings, it seemed that there is a blaming game as to who
initiated or causes Change Orders in building construction projects. Clients placed
more blame on the contractors than themselves and vice versa. And this disparity in
their perceptions often leads to various claims, conflicts, and disputes.

The data presented in Table 9 revealed that there were no significant differences
in the perceptions of respondents coming from consultants, contractors, and clients
or owners with regards to the effects of Change Orders except however for other
effects (e.g., poor professional relations, quality degradation, and loss of morale)
which has a p-value of 0.045. They have different views as to how often these other
effects particularly poor professional relations, quality degradation, and loss of
morale happen in building construction projects. And this can be attributed due to
varying conditions wherein one party may encounter these other effects, but the
other party may not.

Table 9 Differences in perceptions between the consultants, contractors, and clients/owners with
regard to the effects of change order

Effects of Change Orders Sum of
squares

df Mean
square

F Sig.

Time-related effects Between
groups

0.36 2.00 0.18 0.31 0.734

Within
groups

25.09 98.00 0.58

Total 25.45 100.00

Cost-related effects Between
groups

0.58 2.00 0.29 0.44 0.645

Within
groups

28.40 98.00 0.66

Total 28.98 100.00

Productivity-related
effects

Between
groups

0.39 2.00 0.20 0.30 0.740

Within
groups

27.87 98.00 0.65

Total 28.26 100.00

Risk-related effects Between
groups

0.38 2.00 0.19 0.40 0.672

Within
groups

20.54 98.00 0.48

Total 20.92 100.00

Other effects Between
groups

3.29 2.00 1.64 3.35 0.045*

Within
groups

21.12 98.00 0.49

Total 24.41 100.00

*Significant at 0.05 level of confidence
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In order to validate the above findings and further evaluate these differences
among the three groups of respondents, a Post Hoc analysis in ANOVA using
Fisher’s Least Significant Difference (LSD) was utilized in this study. LSD was
used to compare the means and get the relationships between groups of respon-
dents. Table 10 presents the results of the LSD.

Table 10 Differences in perception of consultants, contractors and clients/owners with regard to
the effects of Change Orders (post hoc Analysis)

Effects of Change
Orders (dependent
variable)

(I) Type (J) Type Mean
difference
(I − J)

Std.
error

95% confidence
interval

Sig.

Lower
bound

Upper
bound

Time-related effects Contractor Consultant 0.04 0.37 −0.70 0.79 0.91

Client −0.21 0.28 −0.77 0.35 0.46

Consultant Contractor −0.04 0.37 −0.79 0.70 0.91

Client −0.25 0.42 −1.09 0.59 0.55

Client Contractor 0.21 0.28 −0.35 0.77 0.46

Consultant 0.25 0.42 −0.59 1.09 0.55

Cost-related effects Contractor Consultant 0.11 0.39 −0.68 0.90 0.78

Client −0.24 0.30 −0.84 0.35 0.41

Consultant Contractor −0.11 0.39 −0.90 0.68 0.78

Client −0.36 0.45 −1.25 0.54 0.43

Client Contractor 0.24 0.30 −0.35 0.84 0.41

Consultant 0.36 0.45 −0.54 1.25 0.43

Productivity-related
effects

Contractor Consultant 0.21 0.39 −0.57 1.00 0.58

Client −0.13 0.29 −0.72 0.46 0.66

Consultant Contractor −0.21 0.39 −1.00 0.57 0.58

Client −0.34 0.44 −1.23 0.55 0.44

Client Contractor 0.13 0.29 −0.46 0.72 0.66

Consultant 0.34 0.44 −0.55 1.23 0.44

Risk-related effects Contractor Consultant 0.14 0.33 −0.53 0.81 0.67

Client −0.17 0.25 −0.68 0.33 0.49

Consultant Contractor −0.14 0.33 −0.81 0.53 0.67

Client −0.32 0.38 −1.08 0.45 0.41

Client Contractor 0.17 0.25 −0.33 0.68 0.49

Consultant 0.32 0.38 −0.45 1.08 0.41

Others effects Contractor Consultant 0.30 0.34 −0.38 0.98 0.38

Client −0.57 0.25 −1.08 −.05 0.03*
Consultant Contractor −0.30 0.34 −0.98 0.38 0.38

Client −0.87 0.38 −1.64 −0.09 0.03*
Client Contractor 0.57 0.25 0.05 1.08 0.03*

Consultant 0.87 0.38 0.09 1.64 0.03*
*Significant at 0.05 level of confidence
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As shown in Table 10, the results of the ANOVA revealed that there were
significant differences in the responses between the clients and contractors and also
between clients and consultants on other effects (e.g., poor professional relations,
quality degradation, loss of morale) as signified by the p-value of 0.03 which is less
than the 0.05 level of confidence. This means that contractors and consultants are
losing morale due to a number of Change Orders being issued at site. However,
clients may not experience the same thing and may perceive the issuance of Change
Orders as a good opportunity to enhance their construction project.

8.5 A Proposed Framework of Guidelines for Managing
Change Orders

The researcher designed a research-validated framework or a set of guidelines which
was based on the synthesis of several change process models reviewed in several
literatures and on the actual site conditions of selected building construction projects
in NCR. This framework was presented to construction professionals in selected
building construction projects in NCR and was found to be reliable, acceptable, and
can be recommended for proper implementation. This framework consists of pro-
cedures which were revised and improved continuously throughout the study espe-
cially after carrying out key informant interviews and analyzing the results of the
survey. As shown in Fig. 2, this framework is composed of nine (9) stages or steps in
managing Change Orders. This steps include: (1) Evaluate the Contract Documents;
(2) Identify the Change; (3) Notify all the concerned parties; (4) Initiate and Propose;
(5) Review and Evaluate the Change Order Request; (6) Approve the Change Order
Request; (7) Implement or Execute the Change Order Request; (8) Settle Unresolved
Change Orders and Claims; (9) Document the Change.

Thus, the following paper is hereby presented.

8.5.1 A Research-Validated Set of Guidelines for Managing Change
Orders in Building Construction Projects in the Philippines

Implementing Guidelines for Managing Change Orders

Step 1. Evaluate the Contract Documents

• Contractors, consultants, and clients should thoroughly review and understand
contract requirements and provisions regarding conflicts and discrepancies in
contract documents and any other risks before the project starts

• Contract documents should contain a change clause which would allow for
changes to the scope of work and allows the contractor an equitable adjustment
to the contract price or schedule as a result of a change.

102 J. J. F. Famadico and M. A. Baccay



Step 2. Identify the Change

• The second step in successful change order management is to identify the
change, which can be defined as any anticipated or actual deviation from the
scope, schedule, or price/budget/cost.

Step 3. Notify All the Concerned Parties

• The contractor should notify the owner through a Change Notice that a change
has been spotted or had already happened.

• It is highly suggested that Change Notices reflecting the details of extra work to
be performed shall be prepared and shall be submitted to the Client within
seven (7) days to officialize the change.

Step 4. Initiate & Propose
A. Client/Owner Initiates the CO Proposal

• When a change order is initiated by the client/owner, the process should begin
with a request for proposal (RFP).

• The RFP should present all the needed information so that the contractor can
make a reasonable and realistic estimate of the costs and the time required in
order to implement the change.

B. Contractor Initiates the CO Proposal

• When a change order is initiated by the contractor, the contractor should
prepare a Change Order Request/Proposal, in a prescribed professional for-
mat, just after submitting the Change Notice.

• This request should contain a full description of the change and its corre-
sponding production costs.

• Additionally, change requests should effectively use graphics and numbers to
communicate the desired information to the intended audience. It should also
establish a link or cause–effect relationship between the entitlement and the
damages.

Step 5. Review and Evaluate the Change Order Request
A. Contractor’s representative reviews request and submits to Consultant

• The Contractor should review first their change order request in order to check
any errors and/or omissions in it before submitting to the Consultant

B. Consultant reviews the CO request and recommends to the Client/Owner

• The Consultant should check the rationality and validity of the Contractor’s
request and submit the request to the Client/Owner

C. Client/Owner reviews merits of the proposed Change Order

• The client should perform a detailed review and evaluation of the change
documents in order to assess the rationality of the proposed change order and
its possible impacts.
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• The client should also evaluate the contractor’s entitlement to recover addi-
tional costs or time by determining whether or not a change has occurred and if
a remedy for the change exists in the contract documents.

Step 6. Approve the Change Order Request
A. If Client denies Change Order request

• If the Client does not find the CO request to be reasonable, it should be returned
to the Contractor with denied authorization.

B. If Client approves the Change Order request.

• Consultant should request from Contractor quotations/price proposal of the
change order.

• Contractor should estimate time and cost and submit signed Change Order
proposal to the Consultant

• Consultant should review time/cost proposal and negotiate terms.

a. If the Consultant determines that the Contractor is entitled to recover costs and/
or time associated with change, they should measure the effect of the change by
calculating the additional costs and/or time extension required and compare
and negotiate them to the impacts quantified in the contractor’s change order
request/proposal.

b. If Consultant and Contractor do not agree on the time and cost implications of
the change, attempt to renegotiate the terms. Otherwise, if still disapproved,
confer immediately with Legal/Contracts for assistance in securing reconsid-
eration, arbitration or filing of a Claim

Step 7. Implement/Execute the Change Order Request
A. Client/Owner signs Change Order

• The client, should approve the Change Order preferably within fifteen (15) days
from the receipt of the CO request, or as specified in relevant contract
provisions.

• If the approval of Change Order was not obtained from the client within the
specified time, the contractor may have the option to hold or stop the change
order in process.

B. Contractor begins Change Order work

• The contractor should proceed with the execution of the change order works
immediately right after the approval of the change order request/proposal to
avoid further damages and delays.

• It is very important that change order work should begin after the client or
client’s representative issues a written authorization to proceed. Verbal
authorization should be avoided.
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Step 8. Settle Unresolved Change Orders and Claims

• All work items including all the issued Change Orders should be verified
technically by the Client and/or Consultant whether those were completed
correctly and satisfactorily.

• Moreover, all the remaining Change Orders and any other potential Change
Orders should also be identified and resolved in a timely manner before the
project close-out.

• Clients, consultants, and contractors should be proactive in settling all the
claims and resolving all the issues and disputes regarding Change Orders in
order to avoid unnecessary surprises in the future.

Step 9. Document the Change

• A complete documentation of the change should be created in order to provide
the necessary data to prove and substantiate the occurrence of the changes.

• Appropriate supporting records and documents, including a written copy of the
change directive, should also be maintained with the change order package.

• A checklist of documents and records that should be kept and maintained
includes but may not be limited to: actual progress photos, project corre-
spondences, minutes of meetings, original and revised construction drawings,
construction contract and other legal documents.
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Fig. 2 Flow chart of procedures for managing change order
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Fig. 2 (continued)
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9 Conclusions

In the light of the foregoing findings, the following conclusions were drawn:

1. The common major causes of Change Orders in public and private building
construction projects in the Philippines were related to clients’ requests partic-
ularly changes in the plans and scope of work, changes in the design, and
change in project schedule. The common major effects as reported by both the
public and private respondents were related to project time extension, delay in
project completion, and increase in the overall cost of the project.

2. The most common management control practices being undertaken by both
public and private sector respondents were: (i) all changes in the design docu-
ments are checked and reviewed for justifications, (ii) project personnel take
proactive measures to promptly settle, authorize, and execute Change Orders,
and (iii) Change Order is negotiated by knowledgeable persons.

3. The results revealed that there were significant differences between the public
and private sector respondents’ responses on the causes of Change Orders
particularly on project-related causes, design-related causes, and
contractor-related causes. However, there were no significant differences
between the public and private sector with regards to the effects of Changes
Orders in building construction projects in the Philippines in almost all of the
top five reported effects of Change orders, except for risk-related effects which
differ in their perceptions.

4. There were significant differences on the respondents perception: (a) between
contractor and consultant on the perception that Change Order are client-related
causes; (b) between the contractor and client that the contractors are one of the
major originators of Change Orders. However, there were no significant dif-
ferences between clients, consultants, and contractors with regards to their
perceptions on the major effects of Change Orders, except for the other effects of
Change Orders such as poor professional relations and quality degradation.

5. The research-validated framework or set of guidelines that was developed in this
study was found to be acceptable to the construction industry and can be used to
minimize and or mitigate the issues and problems related to Change Orders in
building construction projects.

10 Recommendations

In the light of the foregoing findings and conclusions, the following recommen-
dations are offered:

1. To conduct thorough review and finalization of all designs, construction plans
and specifications, scope of work and project schedule prior to the com-
mencement of the project.
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2. To conduct complete and meticulous site investigations such as soil surveys and
geotechnical studies. Likewise, weather conditions should be recorded on a
daily basis in order to support and justify claims for time extensions due to
uncontrollable factors.

3. To require contractors to submit catch-up revised schedule to clients and con-
sultants in order for them to adjust and recover from the effects of Change
Orders in the overall project duration.

4. Clients, consultants, and contractors should discretely track the cost as well as
schedule impacts in order to have a greater chance of recovery from cost
overruns and underruns. This can be implemented by creating a unique cost
code to capture the costs associated with the proposed change.

5. Inasmuch as three of the most common identified management practices being
implemented to address Change Orders were related to checking and reviewing
of design documents, proactively settling, authorizing and executing Change
Orders, and proper negotiation by knowledgeable persons, it is recommended
that these management practices be adopted in all public and private building
construction projects.
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Numerical Modelling for Twin
Horizontal Circle Tunnels Under Static
and Dynamic Loads

Jaafar Mohammed and Eva Hrubesova

Abstract According to recent studies and observed failures of underground
structures, many researchers have addressed the design and construction of tunnel
lining against static/dynamic loads and earthquake vibration to get the safety of
these structures. Therefore this paper includes the study of the behavior of tunnel
lining due to static and dynamic loads. Inner diameter of tunnel is D m. Concrete
lining of thickness 0.3 m. The depth of the tunnel centre line from the ground level
is 10 D below the surface of the ground, the twin tunnel centre are 3D. After tunnel
model is created in the software MIDAS GTS NX, the model is run to analyze the
tunnel stability and deformation in static and dynamic conditions by calculating the
value of each mesh node based on 3D finite element method and were undertaken to
investigate the seismic tunnel response conditions to compare the results in the
displacement, stresses, forces and bending moments acting on the tunnel lining.
Due to the application of the static load the stress–strain state around the tunnel
periphery is changed, the primary stress state is disrupted and the potential of
instability increases, otherwise the result shows that the applied dynamic stress is
not negligible for underground structure, but it is less dangerous in comparison with
the others.
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1 Introduction

This case study deals with the static and dynamic analysis of twin circle tunnels that
use shield Tunnel Boring Machine (TBM) are predicted, the construction stages and
parameters such as gravity, drilling or excavation pressure, jack thrust are applied
on the shield excavation, the shield external pressure and segment external pressure
are applied around the tunnel which are simulated in a 3D finite elements analysis
utilizing MIDAS G1TS NX software and both the face and grout pressures are the
most influencing parameters. After tunnel modelling the calculation is run to ana-
lyze the tunnel stability by calculating the value of each mesh node based on 3D
finite element method, to simulate the effect of earthquake on tunnel stability and
displacement. Most of researchers explain that shallow tunnels suffer higher dam-
age compared to deep structures. Many numerical analyses were carried out in order
to verify and compare the stresses, forces and bending moments acting on the
tunnel lining according with the seismic design. In this subject, twin tunnel were
studied by more authors like [1–13].

Response spectrum analysis expresses the natural period, natural angular fre-
quency or natural frequency at the maximum physical quantity response as a
function when a dynamic load is applied to the structure. The analysis can be
expressed as a displacement response spectrum, pseudo-rapidity response spectrum
or pseudo-acceleration response spectrum [14].

Understanding the behavior of tunnel structures during seismic load is one of the
most interesting challenges in geotechnical engineering. While tunnels generally
performed during earthquakes better than structures on the ground surface, some
examples of damage, some of these important structures during previous earthquake
events, that is, the 1995 Kobe, Japan earthquake, the 1999 Chi Chi, Taiwan
earthquake, the 1999 Bolu, Turkey earthquake, the 2004 Baladeh, Iran earthquake,
the 2008 Sichuan, China earthquake, and recently the 2014 Valparaiso, Chile
earthquake, highlights the need to account for seismic loading in the design of
underground structures [15].

In static analysis, when analyzing a model with infinite material such as ground,
boundaries are set far enough from main analysis area. But in dynamic analysis
since effect of waves reflection occurs, if boundaries are set in the same way as
static analysis, big error may occur [14].

Static and dynamic plane strain finite element (FE) analyses were undertaken to
investigate the seismic tunnel response at two sections and to compare the results
with the post-earthquake field observations. The predicted maximum total hoop
stress during the earthquake exceeds the strength of shotcrete in the examined
section. The occurrence of lining failure and the predicted failure mechanism
compare very favourably with field observations [16].

In recent years, many tunnels have been built in urban environments; this often
involves the construction of twin tunnels in close proximity to each other. In
addition, in many cases, the new tunnel is often excavated adjacent to an already
existing one. Most of them are twin horizontal tunnels. However, in some cases, the
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twin tunnels are stacked over each other in order to avoid the pile foundations of
existing building on the ground surface [15].

2 Definition of Ground and Structural Materials

This paper studies the 3Dmodel with gravity in Z direction. The thickness of concrete
lining is 0.3 m. Distance between the tunnel centre line and ground surface is 10 D.
Water tablewas not considered in the calculation. Tunnel simulation had 47 stage sets.
Tables 1, 2 and 3 are presented the mechanical and physical properties of material for
ground and structure used in modelling for tunnels. Applied static loads [gravity,
drilling or excavation pressure (200 kN/m2), and the jack thrust (−4500 kN/m2), are
applied on the shield excavation face. The shield external pressure (50 kN/m2) and
segment external pressure (1000 kN/m2)] are applied around the tunnel as shown in
Fig. 15 [14]. The dimension of the model are (x = 210, z = 210, y = 80) m.

Table 1 Ground materials Name Soft rock Segment

Material Isotropic Isotropic

Model type Elastic Elastic

Elastic modulus (E) [kN/m2] 20,000 20,000,000

Poisson’s ratio (m) 0.4 0.2

Unit weight (c) [kN/m3] 18 24

Drainage parameters Drainage Drainage

Table 2 Structure materials Name Steel Grout

Material Isotropic Isotropic

Model type Elastic Elastic

Elastic modulus (E) [kN/m2] 25,000,000 15,000,000

Poisson’s ratio (m) 0.25 0.3

Unit weight (c) [kN/m3] 78 23

Table 3 Ground properties Material Soil Segment

Type 3D 3D
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3 Simulation and Calibration of the Numerical Model

The overview of modelling steps consists of: (1) definition of input parameters and
constitutive models for ground, segment, shield and grout, (2) geometry generation
using solid elements for ground and tunnel segments, (3) mesh generation using
auto meshing, (4) load definition (gravity, drilling or excavation pressure, jack
thrust, shield external pressure and segment external pressure), (5) setup con-
struction sequence, (6) define construction stage analysis control, and final run,
(7) created eigenvalue and (8) created response spectrum. The construction process
can be divided in construction stages with a length of a tunnel ring about 2 m long,
in each of these stages the same steps are repeated. The calculation consists of a
number of stages, each of which models the same parts of the excavation process.
The support pressure at the tunnel face needed to prevent active failure at the face,
the installation of the tunnel lining and the grouting of the gap between the soil and
the newly installed lining. Construction stage that will be considered as the in situ
condition and check the displacement reset condition consideration.

The calculated in situ stress is in equilibrium with the self-weight and the same
boundary conditions are used in singular analysis for analysis. The default damping
ratio is applied to all modes that have a lower priority than the specified mode. If the
input damping ratio is different from the damping ratio of the response spectrum
function, the spectrum data is adjusted with reference to the input damping ratio and
used for analysis [14].

4 Three-Dimensional FEM Modelling

The FE mesh of the soil and tunnel lining are shown in Figs. 1, 2, 3, 4, 5 and 6. An
80 m long tunnel has been modelled in soft rock with tunnel lining thickness of
300 mm; the depth of tunnel centre line from the ground surface is 140 m.

Gravity 9.81 m/s2 is applied globally on the model, while the two tub tunnels are
subjected to static loads [gravity, drilling or excavation pressure, jack thrust are
applied on the shield excavation face, the shield external pressure and segment
external pressure are applied around the tunnel]. A 20,000 kN/m2 of elastic mod-
ulus and a Poisson’s ratio of 0.4 are used.

Eigenvalue analysis is used to analyze the inherent dynamic properties of the
ground/structure including damping parameters, and this can be used to obtain the
natural mode (mode shape), natural period (natural frequency), modal participation
factor, etc., of the ground/structure. These properties are determined on the basis of
the mass and stiffness of the structure. In other words, if a structure is determined,
the natural frequency and vibration mode (natural mode) are also determined and
the number of properties is the same as the degree of freedom of the structure. For
real cases, the structure does not vibrate at a single mode shape and multiple modes
overlap to display a complex vibration shape [14].
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Fig. 1 Mesh tunnel profile

Fig. 2 Total displacement distribution in static and dynamic analysis
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In Figs. 7, 8, 9, 10, 11, 12, 13 and 14, the distribution of (displacement, force,
bending moment and shear) in static and dynamic analysis for both tunnels is
shown (Fig. 15). Due to the application of the static/dynamic loads on tunnel the
distribution on periphery is changed, therefore the balance is disrupted and the

Fig. 3 Total displacement distribution in static and dynamic analysis on the shield of first tunnel

Fig. 4 Total displacement distribution in static and dynamic analysis on the shield of second
tunnel

Fig. 5 Force distribution in dynamic analysis on the shield of first and second tunnel
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Fig. 6 Bending moment distribution in dynamic analysis on the shield of first and second tunnel

Fig. 7 Displacement distribution in static analysis on the face of shield tunnel

Fig. 8 Displacement distribution in dynamic analysis on the face of shield tunnel
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potential of instability increases, otherwise the result show briefly in Tables 4, 5, 6
and 7. Design Response Spectrum of UBC (1997) is used as seismic response
spectrum as shown in Fig. 16.

Fig. 9 Force distribution in static analysis on the face of shield tunnel

Fig. 10 Force distribution in dynamic analysis on the face of shield tunnel
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Fig. 11 Bending moment distribution in static analysis on the face of shield tunnel

Fig. 12 Bending moment distribution in dynamic analysis on the face of shield tunnel
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Fig. 13 Shear distribution in static analysis on the face of shield tunnel

Fig. 14 Shear distribution in dynamic analysis on the face of shield tunnel
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5 Conclusions

Based on the tunnel modelling using software MIDAS GTS NX, the 3D analysis of
the tunnel response under static and dynamic conditions was performed to inves-
tigate the seismic tunnel response to compare the results of the displacement,
stresses, forces and bending moments acting on the tunnel.

They provide very good results when tunnelling conditions are known by using
numerical analysis. During the shield TBM excavation, it is assumed that the
excavation pressure and the jack thrust are applied on the shield excavation face.
The shield external pressure and segment external pressure are applied around that
face.

The effects of different factors on circular tunnels lining, including elasticity
modulus (E), Poisson’s ratio (m), unit weight (c), rock conditions, and tunnel
diameters (D), etc., are studied through the numerical analysis solution. In this
study, the following conclusions are drawn: Figs. 2, 3 and 4 show the displacement
in static and dynamic conditions. Due to the application of the static load, the
stress–strain state around the tunnel periphery is changed, the primary stress state is
disrupted and the potential of instability increases.

In Figs. 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14, the distribution of (displacement,
force, bending moment and shear) in static and dynamic analysis for both tunnels is
shown. Due to the application of the static/dynamic loads on tunnel the distribution
on periphery is changed, therefore the balance is disrupted and the potential of
instability increases, the result is shown briefly in Tables 4, 5, 6 and 7, otherwise

Fig. 15 Layout of the proposed TBM model (not scaled) [15]
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Table 4 The result of distribution in static analysis on both tunnels

Case First tunnel Second tunnel

Displacement Has the Maximum value which is
(0.439 m). Bottom is more affected
than top. Left side more affected

Has Minimum value which is
(0.0285 m). Bottom is more affected
than top. Right side more affected

Force Have maximum (1890 kN/m) and
minimum (−1730 kN/m) value.
Bottom is more affected than top

Bottom is more affected than top

Bending
moment

Approximate the distribution is in
uniform

Have maximum (0.748 kN m/m)
and minimum (−0.767 kN m/m)
value. Approximate the distribution
is in uniform

Shear Have maximum (16500 kN/m2) and
minimum (186 kN/m2) value.
Bottom is more affected than
top. Left is more affected

Bottom is more affected than
top. Approximate the distribution is
in uniform

Unit weight
(c) [kN/m3]

78 23

Table 5 The result of distribution in dynamic analysis on both tunnels

Case First tunnel Second tunnel

Displacement Has the minimum value (0.0479 m).
Approximate the distribution is in
uniform

Has maximum value (0.0519 m).
Approximate the distribution is in
uniform

Force Have minimum value (5.81 kN/m).
Approximate the distribution isn’t in
uniform

Have maximum value (15.4 kN/m)
value. Approximate the distribution
isn’t in uniform

Bending
moment

Have Minimum value (0.0661 kN m/
m) and Minimum value (0.0248 kNm/
m). Approximate the distribution isn’t
in uniform

Approximate the distribution isn’t
in uniform

Shear Have maximum value (474 kN/m2)
and minimum value (211 kN/m2).
Approximate the distribution isn’t in
uniform

Approximate the distribution isn’t
in uniform

Table 6 The maximum value for both shield tunnels

Case First tunnel (left)

Displacement (m) Force (kN/m) Bending moment (kNm/m) Shear (kN/m2)

Static 0.443071 1889.35 0.600271 16547.1

Dynamic 0.0521214 63.3145 0.0796473 498.198

Case Second tunnel (right)

Displacement (m) Force (kN/m) Bending moment (kNm/m) Shear (kN/m2)

Static 0.279146 1201.32 0.779046 11435.1

Dynamic 0.0520818 63.049 0.084918 515.513
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the result shows that the applied dynamic stress is not negligible for underground
structure, but it is less dangerous in comparison with the superstructure.

Acknowledgements The paper was prepared with the support of the Competence Centers of the
Technology Agency of the Czech Republic (TACR) within the project Center for Effective and
sustainable transport infrastructure (CESTI), project number TE01020168.

Table 7 The minimum value for both shield tunnels

Case First tunnel (left)

Displacement (m) Force (kN/m) Bending Moment (kNm/m) Shear (kN/m2)

Static 0.0105478 −1731.63 −0.607041 2.25958

Dynamic 0.0479459 5.70099 0.00416665 185.678

Case Second tunnel (right)

Displacement (m) Force (kN/m) Bending Moment (kNm/m) Shear (kN/m2)

Static 0.0275741 −1178.71 −0.77524 2.25897

Dynamic 0.0479454 5.54226 0.00680181 189.299

Fig. 16 Modified response spectrum using UBC (1997); damping ration = 0.05; seismic
coefficient: Ca = 0.06 Cv = 0.06; normalized acceleration [14]
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Composite Slab Numerical Strength
Test Method Under Partial Connection
Approach

Kachalla Mohammed, Izian Abd Karim and F. N. A. A. Aziz

Abstract The present uneconomic strength determination approach for profiled
composite slab (PCS) constitutes a serious challenge that contributed significantly
to design conservatism. This study seeks to address this challenge by developing
and a subsequent experimental validation of a numerical strength determination
function for PCS through implementing a rational-based approach. Hence, a pro-
cedural algorithm lead to the development of PCS determination function using
longitudinal shear estimation method by considering section slenderness and deck
characteristics. The strength test performance between the developed scheme and
the experiment-based test results indicates high similarity, demonstrating the via-
bility of the proposed strength determination methodology developed.

Keywords Composite slab � Strength load � Longitudinal shear

1 Introduction

Profiled composite slab application in the construction industry has many advan-
tages due to its construction simplicity in comparison to other flooring system. The
sheeting deck serves as shuttering by shouldering the concrete weight, for example.
This construction method gained popularity due to the elimination of the
time-consuming temporary forms—erection and subsequent removal [1–5].
However, investigations [1, 6–8] show the behavior of profiled deck composite slab
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is affected by the bond failure in the longitudinal direction (see Sect. 2.2 in Fig. 1)
more than the other associated failure forms. Intuitively, longitudinal shear capacity
defines the ultimate strength of profiled composite slab; typical example is shown in
Fig. 1 that demonstrates the three associated failure points [9]. However, a number
of issues are known to affect the longitudinal shear capacity; for example the type
and level of embossment, the steel strain, shear span length, etc. [10]. These issues
have greatly constraint the development of deterministic-based strength capacity for
profiled composite slab (PCS) that will replace the current challenge of uneconomic
strength determination method. This study is necessitated to address the serious
challenges faced especially with the complex interface between the profiled
sheeting deck and concrete [11]. Hence, this paper presents a simplified PCS
numerical strength function devoid of any complex experimental test, and equiv-
alent experimental validation of the strength determination function.

2 Safety Determinant

Safety indices determination is through the application of a reliability concept
through which the failure probability ðpfÞ is determined. Intuitively, the higher
material strength R-value than the demand load Q; this will definitely guarantee
some degree of structural safety than otherwise (unwanted situation). Hence,
treating the R and Q as random variables [12], the unforeseen chances for the
unwanted scenario is by

pf ¼ R� Q\0 ¼ pðk\0Þ ð1Þ

The limit state function k delineates between the desired boundary condition
from the failure state condition. The ðpfÞ value is a real nonnegative number
between 0 and 1, but it is usually expressed using reliability index or safety index
(b) [3, 13] with the application of the First-Order Reliability Method (FORM).

Fig. 1 PCS failure regions
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2.1 Partial Connection Method

Partial connection method for the longitudinal shear strength of PCS takes into
account a complete redistribution of longitudinal shear at the concrete-sheeting
deck interface [14]. The shear connection degree n ðNc=Ncf Þ gives the level of
redistribution; n ¼ 0 signifying no composite action and n ¼ 1 indicating full shear
connection while slip and strain values are zero under this case. Similarly, for n
value between 0 and 1 shows partial shear connection between the sheeting deck
and the concrete. The expression given in Eq. (2) returns the longitudinal shear su
value in this study, according to literature [15].

su ¼ ntestNcf

bðls þ loÞ ð2Þ

The parameters lo and ls are the overhang and shear span lengths for a given
profiled deck width, b that has a yield force value of Ncf ¼ 0:85Apfyp (see Fig. 2).
The depth of neutral axis position (x) within the system is as shown by the
expression in Eq. (3).

x ¼ Ncf

0:85fckb
� hc ð3Þ

The parameter hc in Eq. (3) stands for the concrete thickness. Hence, the design
bending resistance mp;Rd is

mp;Rd ¼ Ncf þmpr ð4Þ

The plastic resistance moment mpr and the lever arm z functions in Eq. (4) are as
follows:

mpr ¼ 1:25mpað1� nÞ�mpa

z ¼ hc � ep � 0:5xþðep � eÞn ð5Þ

The deck plastic moment of resistance is mpa, while e and ep are the centroids
distance (see Fig. 2).

Fig. 2 Stress–strain diagram
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Figure 3 shows the partial interaction curve for the determination of the degree
of shear connection. While all the other parameters in that figure are previously
explained, the experimental bending mtest value is from laboratory test results.

2.2 Performance Function

This study performance function for the determination of the safety index value
with the application of FORM method is from the material strength capacity and
design load estimation from the shear resistance of composite slab as

Qm � mp;Rd

0:5ls
¼ R� Q; ð6Þ

where Qm stands for the nominal resistance (Strength tests value over span length),
and has a bias factor of 1.0. Furthermore, on the basis of Ellingwood and Galambos
[16], the COV and statistical distribution type for the b and ls parameters are 0.17
and log-normal distribution (Bias factor is 1.0 for both parameters). Additionally,
the nominal resistance value for the safety value determination is from the literature.
Hence, the detailed test specimens properties and their laboratories performance can
be found in Marimuthu et al. [2] and Hedaoo et al. [17].

2.3 Numerical Strength Determination Function

Load ratio lr in this study is defined as the ratio of experimental PCS strength load
(FTL) over design load fdl. Hence, the establishment of best-fit relation between the
lr function and the deck performance estimation is highly essential in developing
the numerical strength determination function as shown with Fig. 4. The figure
provides the mean pfmean value of 0.69 (b ¼ �0:513). This value led to the
development of numerical strength load Pftl for predicting PCS performance as
shown with Eq. (7) [18].

Fig. 3 Partial-connection
interaction curve
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Pftl ¼ 0:41ðApfypdp=ls � 3:1Þ ð7Þ

Equation (7) expression computes the performance of PCS without the rigors of
the costlier experimental works. However, how good the function can only be
confirm if there is close-matched up with an experimental test results for PCS.
Therefore, the following section provides details on the experimental validation
work.

3 Experimental Test Set-up

This study experimental test scope consisted of testing four PCS that includes two
specimens for both long and short shear span lengths; 228, 243 mm, and 305,
320 mm, respectively. Hence, these specimens are identified using notations SS and
LS; for example, SS-228 and LS-305 represents short and long specimen with shear
span length of 228 and 305 mm, respectively. A similar notation also applies to the
other test-shear span lengths.

3.1 Materials Properties and Concreting

The metal deck thickness is about 0.47 mm, and it is 1829 mm long (L), having
width (b) value of 820 mm as shown in Fig. 5. Normal grade concrete is prepared
using 20 mm aggregate for 120 mm thick concrete. For hydration control, 5.1 mm
mild bars are mesh through at 220 mm both ways, and placed 20 mm above the
metal deck.

Fig. 4 PCS load-ratio effect on performance
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The required necessary laboratory checks on the concrete mix design prior to
concreting are fully adhered to according to the ACI-318 standard, and the mix
design found to be workable. Moreover, cubes for the determination of the com-
pressive strength from the batch mixes for testing after 28 days by covering con-
crete surface with Gunny bags, and shows an average compressive strength of
28.5 MPa.

3.2 Test Set-up

Hydraulic jack load is applied upon the test specimen with a two spreader roller
weighing about 10 kg each which are placed on top of the slab specimen with the
intention of applying the two point load from cross beam that also weigh about
70 kg (Fig. 6). The overhang length is 100 mm from both ends. In determining the
slab failure mode during the test procedure, linear variable displacement transducers
(LVDT) were at the edges of the decking sheet and the concrete as depicted in
Fig. 7. Similar LVDT placements are provided at the mid-span, and a data
logger-TDS-530 records all the values for the end-slip, the mid-span deflection

Fig. 5 Test specimen profile

Fig. 6 Specimen set-up
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value including the test loads. The testing is halted when the maximum applied load
drops by about 20%, or the mid-span deflection value is approaching l=300 [19].

The experimental test results are to validate the numerical solution estimation
derived as shown with the Eq. (7) for the strength capacity determination of PCS.
Hence, possible closeness between the compared results will validate the suitability
of the developed model for strength capacity estimation of PCS.

4 Results and Discussion

Figure 8 shows experimental performance of this study’s tested slab specimens.
The figure provides maximum FTL sustained under each respective shear span
length value. A maximum strength tests value of 45.97 kN is recorded with the
shortest shear span length, and the lengthiest shear span test value gives 27.97 kN.
After the maximum peak failure load, an average of 50% unloading peak load
results in a high deflection value. This explains why there is a large jump beyond
the peak load values.

Table 1 shows the PCS capacity test results between the experimental test load
and approximate estimation from the developed strength test function. The com-
parative result shows an equal variance between the experimental results and
approximate estimation values ðt ¼ �1:67; dof ¼ 6; p[ 0:05Þ. This implies that
the statistical p-value indicates closeness between the strength values. Hence, this
paper concludes that the developed numerical strength function will significantly
determines the performance of PCS without the rigors of the costly experimental
testing procedure that posed serious challenges.

Fig. 7 LVDT arrangements
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5 Conclusion

This paper shows a development of a rational-based function for profiled deck
composite slab strength determination through longitudinal shear capacity using
partial connection method. This study aims to addresses the challenge of costly
experimental procedure for PCS strength determination. This leads to develop a
numerical strength determination function, and an experimental validation test for
confirmation. The litmus strength values comparisons between the experimental
results and the numerical estimations of PCS strength capacities shows similar
variance indicating the prospect of this study developed model for determining PCS
strength capacity.

Acknowledgements The authors’ thanks the Universiti Putra Malaysia for providing full
financial support (GP-IPS/2015/9453400) required for this work.
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Critical Crack-Tip Opening
Displacement of SCLC

Moosa Mazloom and Mohammad Karamloo

Abstract The aim of this study is to consider the effects of water/binder ratio on
fracture behavior of self-compacting lightweight concrete (SCLC). To do so, four
mixes with constant nominal size of aggregate (da = 12.5 mm) have been prepared
such that the weight of aggregate and portion of coarse aggregate to fine aggregate
were designed to be constant. Forty-eight notched beam specimens were tested
under displacement-controlled condition to achieve the maximum tolerable loads of
beams under three-point bending configuration. Afterwards, the results were ana-
lyzed according to size effect method to realize the influences regarding water/
binder ratio. Test results showed that as the water/binder ratio increased from 0.35
to 0.50, the fracture energy and toughness decreased by 65.8 and 54.5%. Moreover,
the water/binder ratio had apparent influences on the values of critical crack-tip
opening displacement.

Keywords Self-compacting lightweight concrete � Fracture energy
Fracture toughness � Material properties � Water to binder ratio
Crack-tip opening displacement

1 Introduction

In recent years, more attention has been paid to develop a generation of concrete,
which has the ability to fill the formworks without external vibration, bleeding, and
segregation, as well as having a low density [1, 2]. This demarche is the integration
of technical knowledge, economy, and environmental protection, since this cate-
gory of mix compositions could reduce the waste demolish and self-weight of
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structures along with the air CO2, which is a byproduct of cement industry. SCLC is
a good example of these types of concrete, which usually consists of lightweight
coarse aggregate and normal weight river sand. The use of lightweight aggregate
(LWA) is reported to have the ability to reduce the autogenous shrinkage [3] due to
internal curing [4, 5]. With recent trend toward using lightweight aggregate in
concrete, some researches have been conducted all over the world to reveal the
advantages and disadvantages of LWA. For instance, it is reported that the use of
LWA could reduce the water permeability since its internal structure is not
inter-connected and holds water [6]. The porous structure of LWA leads to lower
ion concentration and besides the decrease of chloride penetration [7, 8], it could
decrease the influences of water expansion due to freezing, and consequently, could
enhance the freeze and thaw resistance [9]. Instead, lower modulus of elasticity in
comparison to normal weight concrete (NC), increases the risk of creep [10].

Even before cracking, concrete exhibits nonlinear response [11] and fracture
parameters are the means that should be used to explain the behavior of cracked
concrete members [12]. Although the knowledge about the fracture behavior of NC
is sufficient, there are still debates on the issue of fracture behavior of SCLC due to
use of high amounts of ultra-fine particles and LWA as a coarse aggregate.
Therefore, structural application of SCLC necessitates an understanding of the
material fracture behavior. In this regard, this study considers the effects of water to
binder ratio on fracture energy (Gf), toughness (KIC), and critical crack-tip opening
displacement (CTODC) of SCLC.

2 Introduction

The literature introduces some approaches for determination of fracture parameters
of concrete. Work-of-fracture method (WFM) is one of the most popular methods,
which has been introduced in RILEM 50-FMC [13]. The method uses three-point
bending test on notched beam specimens to determine the fracture energy of the
concrete. However, it is proved that the method has the drawback of size depen-
dency [14, 15]. Based on WFM, the size dependent fracture energy (GF) could be
obtained as [13]:

GF ¼ WF

b d � a0ð Þ ð1Þ

where WF is the area under load displacement curve, b is the beam width, d is the
depth of the beam, and a0 is the notch length. Apart from the size dependency,
which is mainly attributed to weight of specimen [16], conducting a stable test is
too hard and needs special conditions such as very stiff universal testing machine.

The other method is boundary effect model (BEM), which is based on local
fracture energy definition, and has been originally proposed by Duan et al. [17–19].
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According to this concept, one could determine the size-dependent fracture energy
as [19, 20]:

GF
a
d

� �
¼ 1

d � a

Zd�a

0

gf xð Þdx ð2Þ

in which a is crack length and gf is the local fracture energy. The variation of local
fracture energy along the crack path was described by a bilinear approximation
proposed by Hu and Wittman [21] (see Fig. 1). Accordingly, by defining the
intersection of these two asymptotes as a transition ligament size (a1), the Eq. (2)
has been solved to determine the size independent fracture energy (Gf) as

GF ¼
Gf 1� 0:5

a1
d

ð1� a
dÞ

� �
1� a

d
[

a1
d

Gf 0:5
1� a

d
a1
d

� �
1� a

d
� a1

d

8>>><
>>>:

ð3Þ

In this method, for each concrete mix, two series of specimens, having
pre-cracks with a/d ratios of 0.1 and 0.6, should be tested using work-of-fracture
method to determine the values of GF and a1 [21, 22]. Afterwards, by using Eq. (3),
one determines the size-independent fracture energy of the composition. Although
this method looks simple, it has some drawbacks such as a need to special testing
equipment. Besides, this method is not introduced in any guidelines. Therefore, the
Bazant’s size effect method (SEM) is preferable.

Bazant and Pfeiffer proposed a model [23] which subsequently became a basis
for size effect method. According to this model, RILEM published a guideline to
introduce SEM to researchers and practitioners [24]. In this method, geometrically
similar specimens are tested to determine the peak loads. Subsequently, by
extrapolating these peak loads to a specimen with infinite dimension, along with
using the Bazant’s size effect law (SEL), the fracture parameters could be deter-
mined. The SEL is a nonlinear fracture mechanics’ relation between the depth of
specimen and nominal failure stress rN as

Fig. 1 Bilinear model for
local fracture energy
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rN ¼ B 1þ bð Þ�0:5; ð4Þ

where b is brittleness number and B is an empirical parameter.
The brittleness number, introduced by Bazant and Kazemi [25], is a tool for

ductility assessment of the concrete using fracture mechanics. Besides, it indicates
the design criterion of the structure. In other words, when b[ 10, the behavior of
specimen approaches brittle behavior and should be designed according to linear
elastic fracture mechanics’ constitutive relations [25]. Instead, the plastic limit
criterion should be used for specimens with b� 0:1. For 0:1� b� 10, nonlinear
fracture mechanics’ constitutive relations should be used [2]. The brittleness
number could be calculated as

b ¼ d=d0 ð5Þ

in which d is the beam depth and d0 is an empirical constant to be found from the
experiments.

The SEM uses linear regression for extrapolation as

Y ¼ AX þC; ð6Þ

where A and C are the slope and intercept of the fitted line, respectively. X and Y are
the abscissae and ordinates of a coordinate system as

X ¼ d

Y ¼ 1
r2N

8><
>: ð7Þ

The SEM recommends the least size range ratio of 1:4 to avoid data scattering.
In addition, based on the LEFM theory, the size-independent fracture energy could
be found as [1, 2]

Gf ¼ g
a0
d

� �
E�1A�1 ð8Þ

Generally, in order to avoid scattering data, the size range of the test specimens
is chosen to have at least the scale ratio of 1:4. Besides, since the fracture of the
specimen with infinite size follows the LEFM theory, the fracture energy and the
effective length of fracture process zone can be determined as

Cf ¼ Cgf a0ð Þ
Ag0f a0ð Þ ð9Þ

in which g(a0/d) is non-dimensional energy release rate, which could be found in
many references such as [26, 27], A is the angular coefficient of the fitted line, and
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E is the modulus of elasticity. Since the method uses extrapolation method to
determine the fracture energy in an infinitely large specimen, the LEFM governs.
Hence, the other fracture parameters of interests could also be found as [24]:

KIC ¼ d0:50 B

ffiffiffiffiffiffiffiffiffiffiffiffiffi
g

a0
d

� �r
ð10Þ

CTODC ¼ 3:19
KIC

E
ffiffiffiffi
cf

p
; ð11Þ

where cf is the effective length of fracture process zone and could be found on
RILEM FMT-89.

The size effect method is a globally accepted method, which is to be imple-
mented in this study. However, it should be noted that this method is not suitable
for specimens, which are not geometrically similar. Recently, Hu and Duan claimed
that their model (BEM) could circumvent this drawback [28]. While, Hoover and
Bazant experimentally proved that this model does not fit the results [29].

3 Materials and Testing Method

3.1 Materials

In this study, ordinary Portland cement, provided from Tehran cement factory, has been
used. The coarse aggregate was lightweight expanded clay aggregate (LECA), whose
specific gravity was about 583 kg/m3. For all compositions, same river sand was pro-
vided whose fineness modulus was about three. According to ASTM C494 specifica-
tions [30], type G poly carboxylate-based super plasticiser was used to reach the desired
workability. Moreover, limestone powder had a role of viscosity modifying agent.

Four composition with water/binder ratios of 0.35, 0.4, 0.45, and 0.5 have been
prepared in which LECA/sand ratio has been kept constant at 0.294. The total
weigh of aggregate was constant and equal to 1100 kg/m3. The detailed mix design
parameters and fresh state test results could be found in [2]. Moreover, the maxi-
mum nominal size of coarse aggregate was 12.5 mm for all mixes.

3.2 Curing and Casting of Notched Beam Specimens

For each mix, 12 specimens with four different sizes of 38:1� 38:1� 102 mm3,
38:1� 76:2� 203 mm3, 38:1� 152:4� 407 mm3 and 38:1� 304:8� 814 mm3,
were casted according RILEM recommendations [24]. For each specimen, a
pre-crack with a0/d ratio of 0.2 was made during the casting by using 3 mm acrylic
plate. All specimens have been demolded after 1 day and cured under water at
20 ± 20C.
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3.3 Test Method

In order to reach the desired accuracy, a closed-loop servo-electro-controlled testing
machine with the highest capacity of 150 kN, provided from Zwick/Roell, was
used. All tests have been carried out under displacement-controlled condition such
that the peak loads were achieved in about 1 min. Afterwards, the peak loads were
recorded and the effects of specimen weights were compensated according to
RILEM recommendations. The test setup configuration could be found in [1, 2].

4 Results and Discussions

RILEM FMT-89 proposed a method for weight compensation in which the effect of
weight are being excluded from the analysis by RILEM FMT-89 [24]:

P0 ¼ Pþ 2Sn � Ln
2Sn

mg; ð12Þ

where P0 is corrected peak load, P is recorded maximum load of specimen, Sn is the
span of the specimen and is considered to be Sn = 2.5d, Ln is length of the beam
specimen and based on RILEM recommendations is equal to 2.67d, m is mass of
specimen, and g is gravitational acceleration, which is assumed to be about
9.81 m/s2. Figure 2 shows the corrected peak loads versus specimens’ depth.

As stated previously, the results of each series should be extrapolated to a
specimen with infinite dimensions. In this regards, the procedure has been carried
out for all compositions. To illustrate the method, Fig. 3 shows the fitted line for
W50.
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Fig. 2 Corrected peak loads of each mix versus depth of specimens

140 M. Mazloom and M. Karamloo



As can be seen, the values of slope and intercept of the fitted line are
0.0342 mm−1 MPa−2 and 1.6228 MPa−2, respectively. Subsequently, in order to
determine the fracture parameters Eqs. (8)–(10) were used. Figure 4 shows the
variation of fracture energy and toughness versus water/binder ratio. It is apparent
that by increasing the value of water/binder both values of fracture energy and
toughness decrease. These findings could be attributed to probable increase in
porosity of paste and interfacial zone. In addition, the critical crack-tip opening
displacement has been affected by water/binder ratio (see Fig. 5). As can be seen,
27.4% variation in water/binder ratio caused 49.3% variation of fracture toughness
along with 47.7% variation of fracture energy, and 3.2% of CTODC.

y = 0.0342x + 1.6228
R² = 0.9515
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5 Conclusions

The following conclusions could be drawn from the study:

1. The fracture energy has been influenced by water/binder ratio. In other words, as
the water/binder ratio decreased, the fracture energy increased.

2. The decrease of water/binder ratio increased the fracture toughness of
self-compacting lightweight concrete.

3. As the water/binder ratio increased, the critical crack-tip opening displacement
decreased.
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Numerical Analysis of Multilayer
Geosynthetic-Reinforced Bed Over
Stone Columns-Improved Soft Clay

Mobin Afzalirad, Mehran Naghizadehrokni, Martin Ziegler
and Mojtaba Razaghnia

Abstract Installation of stone columns is recognized as a usual procedure for the
treatment for soft clay soils. In the current research, three-dimensional
finite-element analyses were performed to simulate the behavior of multilayer
geosynthetic-reinforced granular bed over stone column-reinforced soft soil using
the ABAQUS. An extensive research was conducted for better understanding of the
mechanism of load transfer in ordinary stone columns (OSCs) and
geosynthetic-encased columns (GECs) installed under a concrete foundation.
Parametric studies were also carried out to investigate the effects of factors such as
hardness of the geosynthetic encasement and the region replacement proportion on
the overall behaviour of the GECs group. The results designated that utilizing of
more than one geosynthetic reinforcement with stone columns is not so effective to
reduce the maximum settlement. But, a multilayer reinforcement system is efficient
to decrease the maximum settlement when stone columns are not used. It was also
shown that there is a large growth in the amount of stress concentration proportion
with the presence of geosynthetic reinforcement in comparison with the amount
when there is no geosynthetic reinforcement present.

Keywords Stone column � Geosynthetic-Reinforced bed � Soft soil
Finite-element method � 3D analysis

1 Introduction

Large segments, particularly along the beach, are covered with thick soft marine
clay deposits which have very low shear strength and high compressibility. Stone
columns, one of the most commonly used soil improvement technique, have been
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utilized throughout the world to enhance the bearing capacity of the soft soils and
decrease the settlement of superstructures constructed on them. Utilizing the stone
columns also increases the rate of the consolidation of the soft clay.

The stone column technique was adopted in European Countries in the early
1960s. Stone columns in compressive loads fail in different modes, such as bulging
[1], general shear failure [2], and sliding [3]. But, the most usual failure mode for
stone columns in soft clays is bulging [4].

A granular layer of sand or gravel, 0.3 m or more in thickness, is usually placed
over the top of the stone columns for catering a drainage route and spread the
stresses coming from the superstructures. Selecting a proper diameter, stiffness, and
spacing of the stone columns is very important to improve an existing soft soil.
Studies have shown that maximum settlement decreases as the stiffness of the stone
column raises, however differential settlement which is the settlement difference
between the center of the stone columns and the mid-span of the column spacing,
increases [5, 6]. Thus, a suitable level of stiffness must be utilized to gain an
optimum amount of the maximum and the differential settlement of the improved
ground. It has been further seen that the rate of the stabilization of the soft soil
increases as the stiffness of the stone column increases [7]. The maximum and
differential settlement increases as the spacing-to-diameter ratio increases [5],
whereas the rate of consolidation decreases as this ratio increases.

Horizontal geosynthetic-reinforcement sheets can be used in the granular col-
umns to increase the load-carrying capacity as well as decrease the bulging of the
columns [4, 8]. Van Impe proposed the concept of covering the stone column by
wrapping with geotextile in the year 1985 [9]. Geosynthetic encasement can also be
used to extend the use of stone columns for extremely soft soil condition [10–14].
The first projects started successfully in Germany around 1995 [15].

The granular bed can be further reinforced with the geogrid to boost the
load-carrying capacity and decrease the settlement of the stone column-improved
soft clay. Han and Gabr [8] carried out a numerical analysis of
geosynthetic-reinforced and pile-supported earth platforms over soft soil. Based on
lumped parameter modeling approach, models have been expanded for single layer
[5, 16]. Deb et al. [17] have been done a laboratory model test on single-stone
column to study the effect of reinforcement diameter and thickness response,
bearing volume and construction of the stone column. The published literature on
the performance of reinforced granular fill over soft soil with stone columns group
is limited.

In the present study, the results of 3D numerical analyses of different aspects of
the performance of multilayer geosynthetic-reinforced granular bed over stone
column-reinforced soft soil were presented using the finite-element program
ABAQUS. The calibration of the methods utilized in the numerical analyses was
performed by modeling the experimental results presented by Ambily and Gandhi
[18]. A comprehensive study was carried out to better understanding the
load-transfer mechanism of a group of Geosynthetic Encased Columns (GECs) and
the multilayer geosynthetic-reinforced granular bed over stone column-reinforced.
The results of the numerical study conducted for the effect of multilayer

146 M. Afzalirad et al.



geosynthetic-reinforced granular fill over soft soil with stone columns on settlement
response, bearing capacity and bulging of the stone column were reported.

2 Validation of Finite-Element Model

In order to calibrate the numerical procedure used in the present research, the
settlement results gained from the current finite-element analyses were compared
with the experimental results presented by Ambily and Gandhi [18]. The model
tests were performed on a group of seven stone columns arranged in a triangular
pattern as illustrated in Fig. 1. The diameter of the stone columns utilized in the
model test was 100 mm and spacing between the stone columns was taken as
300 mm. The diameter was 835 mm and load was applied through a 16 mm thick
mild steel plate with stiffeners to ensure negligible constructional deformation.
A 30 mm thick sand bed was located between the stone columns and the footing.
The length of the stone columns was equal to the depth of the soft soil (450 mm).
The clay, sand, and stones material behaviors were simulated using Mohr–
Coulomb’s criterion. The finite-element mesh was expanded utilizing eight-node
linear brick elements for the stone columns, clay, and sand, displayed in Fig. 2. At
the bottom boundary of the finite-element mesh, the displacements are set to zero in
the z direction. The displacements in the x and y directions were set to zero on the
circumferential boundary of the soft soil zone. In following model test, footing was
loaded up to 4.6 mm settlement. Figure 3 compares the results obtained from the
model test and based on the current FEM analysis, which matches well. This
comparison shows that the predicted values from the settlement using the present
analysis have acceptable correspondence with the experimental results.

Fig. 1 Group test arrangement: a plan view; and b section of test tank Ambily and Gandhi [18]
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2.1 Numerical Modeling

Finite-element analyses were carried out by the ABAQUS Program. Since there are
two planes of symmetry in the zone of interest, it was only vital to numerically
model the behavior of the system over a quarter of the domain. In all of the
numerical analyses that were carried out, the thickness of the soft soil and length of
the stone columns were assumed to be 10 m. A 300 kPa surcharge pressure was
applied in 100 increments on the stone columns group through a 1 m thick,
linear-elastic concrete foundation. A multilayer geosynthetic-reinforced granular fill
resting on soft soil with stone columns can be seen in Fig. 4 [19].

At the bottom boundary of the finite-element mesh, the displacements were set to
zero in the z direction. The displacements in the x and y directions were set to zero
on the circumferential boundary of the soft soil zone. On the planes of symmetry,

Fig. 2 Finite-element mesh used for the calibration analyses

Fig. 3 Comparison of maximum settlements for the calibration analyses
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normal displacement was restricted. The diameter of geogrid reinforcement was
chosen as two times the diameter of the footing.

Figure 5 shows a typical finite-element mesh used in the analyses. The
finite-element mesh used in the numerical simulations was developed using
eight-node Linear Brick elements for both the stone column, sand and soft soil. For
constitutive modeling, the clay soil was represented by the modified Cam clay
(MCC) material while the linear-elastic, perfectly plastic model (the Mohr–
Coulomb failure criterion) was used to model the crushed stone, and sand. It should
be noted that the MCC parameters considered in this study were inferred from the
geotechnical parameters of soft soils encountered in a recent soft ground
improvement project [20]. The Mohr–Coulomb parameters used in the numerical
analyses were based on the material properties that Ambily and Gandhi [18] used in
their tests, and are presented in Table 1.

Fig. 4 Multilayer
geosynthetic-reinforced
granular fill resting over soil
with stone columns

Fig. 5 Typical finite-element mesh used in the analyses
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The geosynthetic was modeled using four-node quadrilateral, decreased inte-
gration membrane elements. The geosynthetic was assumed to be an isotropic
linear-elastic material, with an assumed Poisson’s ratio of 0.3 [21]. Based upon the
results of a prior comprehensive numerical study [14], to avoid adversely
influencing the numerical results, and knowing that the encasement did not carry
vertical (compressive) load, the “No Compression” option that is available in
ABAQUS was utilized to more appropriately characterize the behavior of the
geosynthetics.

Alexiew [22] documented that design values of tensile modulus (J) between
2000 and 4000 KN/M were required for the geosynthetic used to encase stone
columns on a number of different projects. Consequently, a circumferential elastic
modulus of 4000 KN/M was used in the numerical analyses. The circumferential
elastic modulus (E) of the geosynthetic was derived from the relationship J = Et,
where t is the thickness of geosynthetic, which was assumed to be 5 mm for all of
the numerical analyses performed. The various stone columns are referred to use the
column numbers which are shown in Fig. 6.

3 Numerical Results Multilayer Geosynthetic-Reinforced
Sand Bed Resting Over Soil with Stone Columns

In this section, effects of various design parameters on the performance of multi-
layer geosynthetic-reinforced sand bed resting over soil with stone columns
installed under a concrete foundation are examined. The settlement and lateral
deformation and force of stone columns obtained from the analyses were selected as
representatives of the group behavior.

Table 1 Material properties used in the numerical models

Material properties Stone
column

Soft
soil

Sand

Sat. unit weight (kN/m3) – 17 –

Dry. unit weight (kN/m3) 16.62 – 15.50

Young’s modulus (kPa) 55,000 – 20,000

Poisson’s ratio 0.3 0.3 0.3

Cohesion (kPa) 0 – 0

Friction angle (deg) 43 – 10

Dilation angle (deg) 10 – 4

Critical state stress ratio (M) – 1.3 –

logarithmic hardening constant for plasticity (k) – 0.3 –

logarithmic bulk modulus for elastic material behavior (j) – 0.02 –

Initial void ratio (eo) 0.62 1.5 0.74
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3.1 Load-Settlement Characteristics

Figure 7 shows the variation of maximum settlement with load for multilayer
geosynthetic-reinforced sand bed with 1 m thick over soft soil. It has been
observed that if the soft soil is not improved with stone columns, the reduction of
the maximum settlement at the center of the loaded region as compared to the
unimproved soil is 16, 22, and 27% as the number of geosynthetic layers increases
from 1 to 3 respectively. The maximum settlement reduction is 37% if only stone
columns are used. Thus, it can be said that the use of multilayer reinforcement
system is effective to reduce the maximum settlement when stone columns are not
used.

Fig. 6 Stone column
numbers used in numerical
modeling

Fig. 7 Load-settlement characteristics of reinforced sand bed layers
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3.2 Lateral Deflections of Stone Column

Figure 8 which is contour lateral displacement is shown the results from the full 3D
analyses for a group of OSC. As it can be seen, the incidence of failure mechanisms
is clearly visible and the maximum lateral displacement in the stone columns, the
columns of the upper elements circumferential ring, occurs. So the pattern lateral
displacement of the stone columns is important. In the field, most constructed stone
columns have equal ratios of length-to-diameter and a bulging failure usually
develops depending on whether the tip of the column is floating in soft soil or
resting on a firm bearing layer [23].

The effect of unreinforced and geosynthetic-reinforced sand bed placed over
stone column on bulging behavior of the column has been studied. The lateral
deflection of column number 25 obtained from the analyzed models are presented in
Fig. 9. In the case of only stone column-improved soft clay, a maximum bulge of
145 mm has been observed at a depth of 3 m from top of stone column. As
compared to the only stone column-improved soil, 5.5% reduction in maximum
bulge diameter of the stone column has been observed when sand bed is placed over
the stone column-improved soft clay. Additional 20% reduction in maximum bulge
diameter has been observed when geosynthetic reinforcement is placed within the
sand bed. It can be concluded that the maximum bulge diameter of stone column
reduces and the depth of bulge increases with the application of sand bed. Inclusion
of geosynthetic reinforcement further reduces the bulge diameter and increases the
bulge depth.

Shahu et al. [24] shows that adequate thickness of granular mat reduces the load
carried by granular pile both at the top and bottom and helps to reduce the failure of
the granular pile due to bulging of the pile. Very high stress concentration has been
observed near the top of the columns, which causes high bulging. However, when

Fig. 8 Contour plots lateral
displacement of stone
columns
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sand bed is placed over the stone column-improved soft clay, significant reduction
in stress concentration on top of the column has been observed and the variation of
stress concentration with depth is more uniform. Thus, placement of sand bed on
top of the stone column-improved soft clay reduces the bulge diameter and
increases the bulge depth of the stone column.

3.3 Optimal Thickness of the Geosynthetic -Reinforced
Sand Bed

Figure 10 shows the load-settlement characteristics of the geosynthetic-reinforced
sand bed of different thicknesses where it is placed over stone column-improved
clay. It has been observed that as the ratio of thickness of sand bed to the diameter

Fig. 9 Lateral deflections of the stone column 6 when soft clay has been improved with stone
column alone, unreinforced and geosynthetic-reinforced sand bed over stone column-improved
soft clay

Fig. 10 Load-settlement characteristics of reinforced sand bed of different thicknesses over stone
column-improved soft clay
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of the footing (Hs/D ratio) increases, the load-carrying capacity also increases up to
a value of 0.3. Whereas beyond this value, the load-carrying capacity decreases by
increasing the thickness of the sand bed. Thus, the optimum thickness of
geosynthetic-reinforced sand bed is 0.3 times the diameter of the footing.

The vertical component of the tensile force acts in the geosynthetic reinforce-
ment partially counterbalances by the overlying soil. As a result, the vertical stress
is reduced in the zone due to combined action of mobilized tension in the rein-
forcement and membrane action in its curvature [25–27]. However, when the sand
bed thickness increases such that Hs/D > 0.3, a major portion of the shear failure
zone of the soil is developed above the reinforcement layer and the deflection of the
reinforcement also decreases [27]. This phenomenon reduces the effectiveness of
the geosynthetic layer causing reduction in bearing capacity. Thus, the stone col-
umn under geosynthetic-reinforced sand bed having Hs/D = 0.4 produces less
bearing capacity than that under geosynthetic-reinforced sand bed having
Hs/D = 0.3. This is due to the fact that as the thickness of the reinforced sand bed
increases, the deflection of the reinforcement decreases and the effectiveness of the
reinforcement also decreases [17].

The effect of tensile stiffness of the geosynthetic on the settlement response has
been studied for multilayer-reinforced soil. It is seen that irrespective of the number
of reinforcement layer, the maximum settlement decreases (Fig. 11) as the stiffness
of the geosynthetic layers increases up to the range of 4000–5000 kN/M, beyond
which the rate of change in settlement is negligible. The reduction in the values of
settlement is 22, 25.6, and 28% for one, two and three layers case, respectively.

3.4 Load Transfer

To investigate the effects of the geosynthetics-reinforced sand bed of 1, 2, and 3
reinforced layers on the end-bearing behavior, load-transfer curves of stone column

Fig. 11 Effect of geosynthetic tensile stiffness on maximum settlement geosynthetic -reinforced
sand bed over stone column-improved soft clay
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at a 300 kPa surcharge pressure are shown in Figs. 12 and 13 show the load transfer
of column 1 and 6, respectively. The force of columns number 1 and 6 has been
increased by 116 and 112% when the soil is improved by stone columns along with
unreinforced sand bed, respectively. Use of single layer geosynthetics-
reinforcement with stone columns increases the value of column force at surface
by 135% whereas the increment is 143 and 148% if two and three layers of
geosynthetics-reinforcement are used with stone columns, respectively.

Fig. 12 Load-transfer curves of column 1 for geosynthetic-reinforced sand bed over stone
column-improved soft clay

Fig. 13 Load-transfer curves of column 6 for geosynthetic-reinforced sand bed over stone
column-improved soft clay
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4 Mechanism of GECs Behavior

Mechanisms governing GECs behavior (in relation to the influencing factors) are
presented in the following sections.

4.1 Load Transfer

In stone column-reinforced ground, stress concentration occurs in stone columns
due to the higher relative stiffness of the column to soil, the degree of which can be
quantified using the stress concentration ratio (SCR), which is defined as the ratio of
the stress on the stone column, r0v;SC, to that on the soil, r0v;cl. As the degree of load
transfer between the column and the soil depends largely on the modulus ratio
between the stone column and the soil, the SCR is thus expected to be larger for a
GECs than for a OSCs.

Figure 14 shows the vertical stress in the stone column-normalized settlement
(Sc=Hc) displacement response for both a GECs and OSCs. Increased encasement
stiffness also increases the vertical stress in the stone column r0v;SC, such that at a
settlement of 390 mm, the mobilized vertical stress on top of the GECs with
J = 10,000 KN/M is 2.4 times greater than that of OSCs.

The use of encasement can noticeably enhance the load-carrying capacity of
OSCs (Fig. 12), it is instructive to more comprehensively study the load-transfer
mechanism of both OSCs and GECs.

Fig. 14 Effect of encasement on vertical effective stress in stone column
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4.2 Force in Stone Column

The end-bearing capacity of columns is another component that should be con-
sidered when the overall load-transfer behavior of these systems is studied. To
investigate the effects of column encasement on the end-bearing behavior,
load-transfer curves of an OSC and GECs at a 300 kPa surcharge pressure are
shown in Figs. 15 and 16. Figures 15 and 16 show the load transfer of column 1
and 6, respectively.

The distributions of computed column force with depth are presented in Fig. 15.
The column force increased with depth until a maximum value of 720 kN was
achieved at about mid-depth. This is due to negative drag-down from the sur-
rounding clay that tends to settle more than that of the stone column.

Fig. 15 Load-transfer curves of stone column 1 obtained from models with various encasement
stiffness

Fig. 16 Load-transfer curves of stone column 6 obtained from models with various encasement
stiffness
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From Fig. 16, it can be seen that both the OSCs and GECs are primarily
end-bearing columns as 86 and 70% of the loads applied at the ground surface are
transferred to the tip of the columns, respectively. As shown in Fig. 16, the amount
of load transferred to the tip of the GECs is much greater than that of the OSCs at a
given settlement, because the encasement makes the GECs a stronger and more
rigid element.

4.3 Settlement

These results demonstrate that the geosynthetic encasement can significantly reduce
the settlement of the soft ground by decreasing the degree of surcharge load
transferred to the clay layer and increasing the stiffness of the stone column.

Stone column encasement also increases the stiffness of the stone column-clay
composite ground. Figure 17 shows the variations of surcharge pressure (Psur)-
normalized settlement (Sc=Hc) relationships for different values of encasement
stiffness. Note that Sc represents the settlement at the top of GECs. As one would
expect, the slope of Psur � Sc=Hc curve, K, representing the stiffness of the
GECs-reinforced ground, increases with increasing J, indicating that the stiffness of
the GECs-reinforced ground also increases as the encasement stiffness increases.
For example, K increases from 3350 kPa for the OSC to 7672 kPa for the GECs
with J = 10,000 kN/M, demonstrating approximately a 230% increase in the
capacity for the GECs-reinforced ground.

4.4 Lateral Deflection

Figures 18 and 19 show the lateral deflections (dh) of column 6 and the associated
geosynthetic hoop strains (eg), respectively, for different values of encasement

Fig. 17 Effect of encasement on global stiffness of GECs-clay composite ground
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stiffness. In Fig. 18, it can be seen that lateral deflection of the stone column tends
to sharply increase with length, by up to 145 mm at 3.5Dsc, where Dsc = stone
column diameter, after which it decreases with length when no encasement is
provided. This is attributed to mobilization of more load on top of the GECs
(Fig. 14), and the subsequent transmission of greater loads to higher depths in the
case of the GECs.

The geosynthetic hoop strain (eg) profiles, shown in Fig. 19, tend to follow the
general trend observed in the dh profiles with a tendency of decreasing eg with
increasing J, showing a maximum hoop strain of 23.5% occurring at 3.5Dsc below
the top of the stone column for J = 1000 kN/M.

Fig. 18 Lateral deflections of stone column 6 obtained from models with various encasement
stiffnesses

Fig. 19 Geosynthetic hoop strain of stone column 6 obtained from models with various
encasement stiffness
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The confining effect provided by the geosynthetic encasement can be quantified
using the ring tension force (DFr) developed in the geosynthetic encasement. The
ring tension force can be expressed as DFr ¼ J � eg where eg = hoop strain, when
assuming linear-elastic material behavior with stiffness J. The additional confining
stress provided by the geosynthetic encasement Drh;geo can then be computed as
Drh;geo ¼ DFr=rgeo where rgeo = radius of the encasement [28]. Substituting
DFr ¼ J � eg into Drh;geo ¼ DFr=rgeo yields

Drh;geo ¼ J � eg
rgeo

ð1Þ

Figures 20 and 21 show Drh;geo profiles along the stone column for various
cases, computed using the results of FE analyses together with Eq. (2) for a
300 kPa surcharge pressure. As one would expect, it can be seen in Fig. 20 that a
stiffer encasement provides greater Drh;geo, showing ðDrh;geoÞmax = 500–2600 kPa

Fig. 20 Variation of Drh;geo with influencing factors: effect of J

Fig. 21 Variation of Drh;geo with influencing factors: effects of aE
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depending on J. Figure 21 also indicates that the confining stress provided by the
encasement depends on the encasement stiffness. For example, as shown in Fig. 21,
for J = 2000 kN/M, larger Drh;geo are developed when the area replacement ratio
aE is lower and/or the ground is weaker, showing ðDrh;geoÞmax = 920 kPa for
aE = 10% as opposed to ðDrh;geoÞmax = 434 kPa for aE = 20%, depending on the
soil consistency. These results in fact suggest that the encasement has a greater
impact when aE is smaller, i.e., a lager spacing of GECs is weaker.

4.5 Effect of Encasement Stiffness the GECs Performance

The encasement stiffness J is important design item as they directly affect the cost
of GECs. The effects of J on the GECs performance are examined. Figure 22
presents the variations of settlement ratio b with the encasement stiffness for GECs
with aE = 12, 20% for a 300 kPa surcharge pressure. As one would expect, it can
be seen that in all cases the settlement ratio b decreases rapidly with J up to
J = 2000 KN/M after which it decreases at a decreased rate. Another trend shown
in these figs is that the b − J relationships are practically the same for a given area
replacement ratio.

4.6 Stiffness Improvement Factor

Figure 23 shows the variations of stiffness improvement factor (SIF), defined as the
ratio of the stiffness of GECs-reinforced ground (KGECs) to that of untreated ground
(Kuntreated), with the encasement stiffness and the area replacement ratio. Note that
the stiffness values of the GECs-reinforced and untreated ground, i.e., KGECs, and
Kuntreated are obtained from the respective Psur � Sc=Hc curves given in Fig. 16 as

Fig. 22 Variation of settlement ratio with of geosynthetic tensile stiffness
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average slopes. As shown, an eightfold increase in the stiffness of the ground can be
achieved for the GECs with J = 4000 kN/M and aE = 20% compared to that of the
untreated ground. As before, cases with larger column spacing tend to yield greater
SIF values for a given encasement stiffness, supporting the trend observed earlier.

Figure 23 can be used to make a preliminary estimate of the settlement of
GECs-reinforced ground. For example, the settlement of GECs-reinforced ground
(Sc=Hc)GECs under a given surcharge Psur can be obtained using the settlement of
untreated ground ðSc=HcÞuntreated and the SIF given in Fig. 20, since SIF can be
written, by definition, as

SIF ¼ KGESC

Kuntreated
¼ ½psur=ðS=HcÞ�GESC

½Psur=ðS=HcÞ�untreated
¼ ðS=HcÞuntreated

ðS=HcÞGESC
aF ð2Þ

The settlement of GECs-reinforced ground ðSc=HcÞGECs under a given
embankment surcharge Psur can then be expressed as

S
Hc

� �
GESC

¼ 1
SIF

� S
Hc

� �
untreated

ð3Þ

Since (Sc=Hc) untreated can be computed as (Sc=Hc) untreated = my � Dr0, where
mv = coefficient of volume compressibility of untreated ground and Dr

0
= effective

stress increase, ðSc=HcÞGECs can be computed as (Sc=Hc) GECs ¼ my:psur=SIF
assuming a constant mv and Dr0 ¼ psur.

5 Stress Concentration Ratio

The SCR versus normalized surcharge pressure psur=Eimp relationships are shown in
Figs. 24. Note that the normalized surcharge pressure,psur=Eimp is used in this

Fig. 23 Variation of SIF with J and aF
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figure, where Eimp = elastic modulus of the stone column-soil composite ground,
computed based on the area replacement ratio as

Eimp ¼ ðAs þAscÞ ¼ EscAsc þEsAs; ð4Þ

where ASC and AS are the surrounding soil and the cross-section areas of the stone
column, respectively, and Esc and Es are the surrounding soil and elastic moduli of
the stone column, respectively. Note that the elastic moduli of the untreated soils
are computed using the following as:

Es ¼ 3ð1� 2mÞð1þ e0Þp0
k

; ð5Þ

where p′ = mean effective stress.
Figure 24 shows variation of stress concentration ratio with surcharge pressure

for multilayer geosynthetic-reinforced sand bed with 40 cm thick placed over stone
column. It can be seen, changes in the vertical effective stresses both in the stone
column and in the clay layer caused by the multilayer geosynthetic-reinforced result
in eight times larger SCR values for the three layers of geosynthetics-reinforcement
than that for the OSC. The multilayer of geosynthetics-reinforcement transfers the
stress from soil to stone columns due to stiffness difference between the soft soil
and stone columns which reduce the possibility of soil yielding above stone col-
umns. Thus, it can be said that there is a large increase in the values of stress
concentration ratio in comparison to the values with the presence of
geosynthetics-reinforcement when there is no geosynthetics-reinforcement present.

These changes in the vertical effective stresses both in the stone column and in
the clay layer caused by the encasement result in nine times larger SCR values for
the GECs with J = 10,000 kN/M than that for the OSCs as shown in Fig. 25.
The SCR tends to increase with the surcharge pressure load. Thus, it can be said

Fig. 24 Variation of stress concentration ratio with surcharge pressure for multilayer
geosynthetic-reinforced system
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that use of GECs with an increase in the encasement tensile stiffness helps the stress
transfer process and causes further reduction of stress on the soft soil.

6 Conclusions

In this paper, three-dimensional numerical analyses were performed to study the
settlement response of multilayer geosynthetic-reinforced granular fill over stone
column-reinforced soil. Finite-Element Analyses were carried out to compare the
group performance of GECs with OSCs.

A detailed study was implemented to better understand the mechanism of
load-carrying capacity in a group of GECs and OCSs. Based on the results gained
from present research, the following conclusions can be found:

It has been observed that the use of multilayer geosynthetics-reinforcement with
stone columns is not very effective to reduce the maximum settlement. The
multilayer-reinforced system is very much effective to reduce the maximum set-
tlement when stone columns are not provided in the soft soil. However, single-layer
reinforcement with stone columns is very effective to reduce the maximum
settlement.

The optimum thickness of geosynthetic-reinforced sand bed is 0.3 times the
diameter of the footing. Decreases in bulge diameter in depth of bulge have been
observed due to placement of sand bed over stone column-improved soft clay.
Further decrease in maximum bulge diameter and increase in depth of bulge have
been observed due to application of geosynthetic.

More stress concentration means more stress is transferred from soil to stone
columns due to stiffness difference which helps to reduce the possibility of soil
yielding above the stone columns. The use of geosynthetic reinforcements

Fig. 25 Variation of SCR with surcharge pressure at depth 2.5 m for GECs with various
encasement stiffness

164 M. Afzalirad et al.



significantly helps the stress transfer process and causes further reduction of stress
on the soft soil.

When encasing the stone column, the lateral bulging is considerably decreased
due primarily to the added confinement by the encasement. The confinement
stresses inferred from the ring tension force developed in the geosynthetic
encasement are larger when the area replacement ratio is smaller.

Increase in the stiffness of the geosynthetic encasement of the stone columns
leads to increasing the column stiffness, the hoop tension force mobilized in the
encasement, and the lateral confinement provided to the column, leading to sub-
stantial enhancement in the performance of the GECs group.

The critical geosynthetic encasement stiffness, beyond which no further benefit
can be achieved, was found to be approximately J = 2000 KN/M and it appears to
be independent of the area replacement ratio and the surcharge pressure load
intensity for the conditions analyzed.

Encasing stone columns increased the end-bearing capacity. Encasement also
allowed for greater load transfer to deeper depths, which was led to corresponding
increases in loads that were transferred to the tip of the column.
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New Empirical Relationship Between
Probabilistic and Deterministic
Procedures Using a Genetic Algorithm

Mehran Naghizadehrokni and Asskar Janalizadechoobbasti

Abstract This article analyses the reliability based on the deterministic method
and acceleration attenuation in the Chalus City, as well as, obtaining the density
function of probability distribution and statistics for cyclic stress ratio (CSR). The
density function of probability distribution and the cycle resistance ratio (CRR) can
be concluded from the possibility of the cycle of resistance curves. The proposed
first-order, second-moment procedure is used to determine the relationship between
three factors including, the probability of liquefaction, the safety factor and the
reliability index. In this study, the numerical approach of genetic algorithm is
utilized to minimize the function of the reliability index. The usage of genetic
algorithm model provides a reliable mechanism suitable for a computer program.
Two empirical relationships based on PL, NSPT, and CSR with a correlation coef-
ficient and mean error of 95 and 10%, respectively, and the relationship between PL

and Fs with a correlation coefficient of 0.887 are provided. Accuracy is measured
by comparing the results with those of previous studies. The results of the present
study show that a safety factor greater or smaller than 1 does not mean safety and/or
liquefaction; to assure liquefaction probability, a reliability-based method should be
used for analyses. Moreover, the designed algorithm in this study can be extended
by keeping its generalities and having required information from other regions.
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1 Introduction

Iran lies on an earthquake belt, and the soil in many areas represents a high liq-
uefaction potential under the dynamic load effects of earthquakes. Liquefaction can
be one of the most important phenomena during an earthquake which causes
damage to buildings and lifelines on sandy alluvium. If a vibration, like an earth-
quake, is imposed upon a sandy soil, the soil tends to decrease in volume and
become compacted. If the soil is saturated and the speed of the movement caused by
the vibration is very fast, the soil will become compacted with the same speed. The
incidence of such conditions causes an outbreak of large deformations in the soil,
and the soil becomes liquefied; such a situation is called liquefaction [1, 2].

The first step in assessing the risk of liquefaction is usually to evaluate lique-
faction potential; if the soil has the least criteria for being liquefied, areas of lique-
faction and the effects of its occurrence should be examined. Most empirical
methods are based on deterministic analysis and parameters such as soil resistance
and the load caused by the earthquake are considered without dispersion and error
and changes are not considered [3, 4]. In addition, there is no exact correlation
between the safety factor and probability of liquefaction. A new and comprehensive
approach to investigate and resolve the issue as well as entering uncertainties in the
calculations is statistical analysis, especially the analysis of reliability. Different
methods of reliability analysis such as Advanced First-Order Second-Moment
(AFOSM), the First-Order Second-Moment (FOSM), Monte Carlo Simulation
(MCS), Point Estimating (PEM) and the new method which is a combination
FOSM-PEM can be used in assessing soil liquefaction potential. In 1999 and 2002,
Boulanger et al. studied this area based on CPT tests and shear wave velocity (Vs) [5,
6]. In 2004, Hwang et al. proposed relationships using statistical analysis based on
observations of liquefaction and non-liquefaction zones at the Chi-Chi earthquake
site. Due to the large amount of field data from the standard penetration test in Iran
and the development of statistical methods, standard penetration test data is used for
this study [7]. The results of 220 pieces of data related to 18 boreholes in the area of
Chalus are controlled and compared by statistically proposed procedure based on
reliability analysis with the results of other techniques that are based on observed
data. The comparison results shows the efficacy of the proposed method.

2 Liquefaction Assessment by Using SPT Results

The use of NSPT is introduced as a factor for evaluating liquefaction for the first time
since a devastating earthquake occurred in 1964. Many researchers such as
Boulanger and Idriss [6], NCEER (2001), Cetin (2000, 1990), Ishihara (1979), Seed
et al. [11] and Yoshimi, Tokimatso, Iwasaki et al. (1982) have attempted to find the
relationship between the seismic conditions causing liquefaction and NSPT. Figure 1
generally offers a plan for liquefaction assessment based on NSPT at geotechnical
boreholes [8–12].
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The simplified procedure of Idriss and Seed has been used in almost all lique-
faction studies to estimate the cycle stress ratio in the critical layer, as in Eq. 1 [11]:

CSR7:5 ¼ 0:65ðAmax=gÞðrv=r0vÞðrdÞ ð1Þ

In the above equation, Amax which is the maximum horizontal acceleration at
ground level (PGA); g which is the acceleration of gravity; rv which is the total
stress layer desired; r0v which is the effective stress layer desired and rd is the shear
mass participation nonlinear coefficient (coefficient reduced stress) (Z is a function
of depth). In this paper, rd is calculated with an equation provided by the National
Center for Earthquake Engineering Research (NCEER) [10].

rd ¼ ð1� 0:4113z0:5 þ 0:0405zþ 0:001753z1:5Þ
ð1� 0:4177z0:5 þ 0:05729z� 0:0062z1:5 þ 0:0012z2Þ ð2Þ

Seed and Idriss used the SPT blow count (N1) in studying soil resistance against
liquefaction that is determined by the CRR. In this study, CRR is the cycle resis-
tance ratio obtained using the following equation [10, 11]:

Compute clean-send 
equivalent (N1)

Compute(N1)

Estimate Amax

Measured
NSPT

Fines
Conte

Determine CRR form base 
curve for MW=7.5

Determine CRR for 
earthquake MW

Cyclic Resistance ratio 
(CRR) of soil

CRR and CSR at SPT 
depths

FS=CRR/CSR

Stress 
Reduction

Factor 
(rd) 

Cyclic Stress Ratio 
(CSR) included by 

Magnitude 
Scaling 
Factor

assessing liquefaction potential 

Fig. 1 The process of assessing liquefaction potential based on NSPT
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CRR7:5 ¼ 1
34� ðN1Þ60

þ ðN1Þ60
135

þ 50

½10ðN1Þ60 þ 45�2 �
1

200
ð3Þ

In this equation, it should be supposed that the soil has good density and is not
prepared to liquefy. For considering the effect of values (FC) in CRR, the following
equation is presented by Seed et al. [11]:

ðN1Þ60cs ¼ aþ bðN1Þ60 ð4Þ

where a and b should be considered as the constant parameters and ðN1Þ60 is a
modified blow count for clean sand. The percentage of FC is calculated according
to the following equation in the sand to define a and b:

a ¼
0:0 FC� 5%
exp 1:76� 190=FC2

� �� �
5%\FC\35%

0:5 FC� 35%

8<
: ð5Þ

b ¼
1:0 FC� 5%
0:99þ FC1:5

1000

� �h i
5%\FC\35%

1:2 FC� 35%

8<
: ð6Þ

Equivalent values ðN1Þ60 for clean sand are obtained by using the above two
equations [8].

3 Reliability Concept and Its Application in Geotechnical
Engineering

The concept of probabilistic analysis becomes clearer when it is proposed and
discussed against deterministic analysis. When there are uncertainties and errors in
the measurement of parameters that can reduce the validity of calculations, using
the probabilistic analysis approach is an appropriate solution to ensure the accuracy
of calculated assessment results [13].

3.1 Reliability Method (FOSM)

In this method, the uncertainty of an independent variable is estimated as a function
of input variable variances. To calculate the CSR, the average value (lCSRN) and the
coefficient of variation related to it are calculated with Eqs. 7 and 8 [14]:
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lCSRN ¼ 0:65
lamax

g
:
lrv
lr

:
lrd
lMSF

ð7Þ

V2
CSRN ¼ V2

amax
þV2

r0v
þV2

rv
þV2

rd þV2
MSF � 2qrvr0vVr0vVrv ð8Þ

In these equations l, v and rvr0v represent the mean, coefficient of variation and
correlation coefficient between total and effective stresses, respectively. MSF is the
earthquake intensity classifying factor. Uncertainties in the parameters of Amax,
MSF and rd lead to uncertainties in CSR parameters. The covariance (COV) related
to CRR is achieved from Eq. 9 [15]:

COVCRR ¼ DCRR

2lCRR
ð9Þ

DCRR consists of lðN1Þ60 and rðN1Þ60 which, respectively, represent the mean and
standard deviation of soil resistance parameters.

In order to analyse reliability, the performance function (Z) is defined as
Z = CRR-CSR; for smaller values of Z, instability is created and liquefaction will
occur, and if Z = 0, restricted mode performance function is placed on the boundary
between the two states and the non-occurrence of liquefaction. From the PL

parameter which is defined as the probability of liquefaction, the liquefaction risk
will be calculated as in Eq. 10 [16]:

PL ¼ 1� /ðbÞ ð10Þ

where /ðbÞ is the standard normal cumulative probability and b is the reliability
index. One way to calculate b is to specify the average amounts and standard
deflection of the performance function by using all parameters which assume a
normal distribution or a lognormal for performance function; it is, therefore, not
required to assume distribution function to deduct CRR and CSR. Then, the log-
normal reliability index bLN is obtained from Eq. 11 in which lFS and VFS,
respectively, represent the mean and covariance of the safety factor:

bLN ¼
ln lFSffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þV2
FSÞ

p
	 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnð1þV2

FS

p
Þ ð11Þ

In his research, J. H. Hwang provided Eq. 12 for calculating the possibility of
liquefaction [17]. Table 1 represents the parameters that Hwang used in his
obtained equation and these parameters are used for comparison with the present
study.
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PL ¼ 1

1þ expf�½b0 þ b1ðN1Þ60cs þ b2ðN1Þ260cs þ b3 lnðCSRÞ�g
ð12Þ

3.2 Use of Genetic Algorithm Method in Minimizing b

Several optimization methods are used for minimizing the reliability index function,
which is useful for reliability optimization problems. One optimization technique is
the new genetic algorithm method. The genetic algorithm (GA) method is con-
sidered as a search procedure in computer science for finding a comprehensive
solution for optimization and solving problems. GA is a special kind of evolu-
tionary algorithm used in evolutionary biology techniques. It requires information
related to the quality of each response, while most optimization methods also need
derivatives of the problem, which may not be easy to obtain. The genetic algorithm
does not need the details of the problem, so, it is more flexible than other opti-
mization methods. Other advantages of this method are its easy mechanism in using
a computer. In the present study, it is done with problem simulation using Matlab
Software [18].

3.3 Probability of Liquefaction and Safety Factor

The reliability procedure is mostly utilized to calculate probability of liquefaction
behind a specific safety factor, which can be evaluated quantitatively. Figure 2
shows a probability of liquefaction related to the calculation of the safety factor
based on the different coefficients. Clearly, in the range of Fs < 1, the coefficient of
variation is higher than the probability of liquefaction. In the range of Fs > 1,
however, the coefficient of variation is lower than the probability of liquefaction.
Therefore, to assess the various coefficients CRR and CSR of the potential of
liquefaction, factors have a greater impact on probabilistic analysis [16, 19].

Table 1 Parameters used by Hwang [7]

Parameter b0 b1 b2 b3
Regression results 10.4 −0.2283 −0.001927 3.8
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4 Use of Reliability Method in Assessing Liquefaction
in the Study Area

The current study investigated the potential of liquefaction in the city of Chalus.
This city is located at 36.6459°N, 51.4070°E, and south of the Caspian Sea. Active
and effective faults around the town are shown in Table 2.

The most important of these faults are the Alborz north faults, the Caspian, and
the lineaments of Amol and Babol that have high seismic potential. Because the
liquefaction phenomenon is possible in high seismic areas and saturated sandy
soils, the evaluation of the risk of the earthquake has great importance in Chalus.

The analytical method calculated a major earthquake (MN) equal to 3.6 on the
Richter scale and a maximum horizontal acceleration (Amax) of 0.32 g. This amount
is achieved based on Iranian seismic design code (2800 standard) for Chalus area in
a 500-year return period event [20–24].

Fig. 2 Relation of liquefaction probability with the safety factor for different coefficients of
variation

Table 2 Properties of active faults

Fault Fault length (km) Effective length (km) Amax Magnitude

Khazar 250 13 0.28 7.7

North Alborz 360 23 0.19 7.8
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4.1 Coefficient of Variation and Correlation Related
to Vertical Effective Stress and Total Tension

According to the records of 220 cases in the Chalus area and because of changes in
the special weight of soil which generally varies between 15 and 21 Kn/m3 in the
studied area, the values of uncertainty for total stress and effective stress of 10 and
15%, respectively, are obtained through statistical calculations. The correlation
between these two parameters is 95%. Clearly, the uncertainty related to effective
stress is greater than that related to total stress because of changes in groundwater
levels.

4.2 Uncertainty Related to the Effective Parameters
in Liquefaction

Table 3 is provided random variables which are considered in this study with
details. The mean values of the variables ðN1Þ60cs; r0v; rv are calculated based on the
220 case studied records.

The correlations between input variables are calculated and shown in Table 4.

Table 3 Random variables and considered characteristics

Random variable b Average Coefficient of variation Distribution function

ðN1Þ60 X1 20 0.3 Normal

rv X2 Depending on depth 0.1 Normal

r
0
v

X3 Depending on depth 0.15 Normal

Amax X4 0.36 0.15 Normal

MW X5 6.3 0.05 Normal

Table 4 The correlation coefficient between variables

ðN1Þ60 rv r
0
v

Amax MW

ðN1Þ60 1 0.95 0 0 0

rv 0.95 1 0.95 0 0

r
0
v

0 0.95 1 0 0

Amax 0 0 0 1 0.9

MW 0 0 0 0.9 1
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4.3 Flowchart Provided for Liquefaction Potential
Assessment

A computer program is developed in MATLAB to evaluate the liquefaction
potential based on the reliability approach for 220 case studied records. Figure 3
presents a written flowchart program for analysing the reliability of liquefaction.
First, in this program, seismic information from the studied area, mean values and
the coefficient of variation related to the effective parameters in evaluating lique-
faction and parameters related to the genetic algorithm are presented to the program
as constant input parameters. Then the geotechnical data required for liquefaction
assessment, including groundwater levels, soil bulk density, soil layer depth, soil
type, SPT number and the percentage of fine material passing from a No. 200 sieve,
are given to the program as variable input parameters. The program is designed
based on the flowchart-calculated reliability index values at different borehole
depths and the probability of liquefaction in these depths is evaluated.

4.4 Evaluate of Liquefaction Incidence Possibility
in Boreholes

In the studied areas, several boreholes are drilled for each project. The boreholes are
selected for reliability analysis and the zoning areas where liquefaction is more
likely to occur in terms of distribution size and groundwater level (low density,
sand, high groundwater). In this study, the dataset contains about 220 records
related to the 18 boreholes which are drilled at different locations and depths to
investigate the potential of liquefaction. In each case, the CSR, CRR, values of
reliability index and probability of liquefaction are investigated at all depths.
Table 5 is presented a summary of calculation.

As seen in Table 5, Fs related to borehole 17 is greater than one that represents
the absence of liquefaction at borehole location, although at this point probability of
liquefaction based on the designed procedure equals 38% according to Chen’s
classification.

In boreholes 3 and 20, the Fs values are 0.87 and 0.85, respectively, and the
probabilities of liquefaction are 54 and 50%. Thus, a higher safety factor does not
indicate a safe area or one with less risk. This can also be seen in boreholes 17 and
12. A low-safety factor does not necessarily mean disintegration or liquefaction
incidence. The probability of disintegration may be placed in the range of
acceptable, even if the safety factor is relatively low. This case is shown in Fig. 4.

Based on the cases considered, a reduction in the amounts of Fs can lead to
increasing the probability of disintegration, regardless of the method of calculation
for Fs. The reliability index, the probability of failure and safety factor should be
examined at the same time so that the results could be used in practical engineering
projects.
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4.5 Proposed Equation for Probability of Liquefaction
by Using the N-SPT and CSR

The two main parameters ðN1Þ60cs and CSR which indicate two groups of soil
strength parameters and seismic parameters have been chosen for the investigation
of potential liquefaction. To express the equation, the probable analysis will be
considered for every borehole. This analysis begins with a reliability index calcu-
lation and continues by specifying parameters such as the probability of liquefac-
tion, CRR, CSR and Fs. Eventually, these parameters end with nonlinear analysis
and a regression coefficient that leads to the correlation regression equation.

The computer program is created based on this method. Records are entered into
the program and calculations are done by comparing the data obtained in boreholes.
Regression coefficients are calculated as part of the program based on this data.
Regression analysis results are expressed by the following equation:

P1 ¼ 1
1þ exp½�ð13:7431þ 0:413 ðN1Þ60 CS þ 4:483 lnðCSR)Þ� ð13Þ

The correlation coefficient and mean error are 95 and 10%, respectively. Recent
studies have been conducted to test the validity of the above equation. Hwang et al.
considered the equation based on the non-liquefaction zone in the Chi-Chi earth-
quake. This equation is considered the basis of comparison in the above equation.
The results of the comparison are summarized in Table 6.

The results presented in Table 6 reflect the close relationship between the pre-
sented equation and Hwang’s equation. It can also be concluded that the data
collected have both accuracy and a good match.

Two boreholes, including Chalus building and an office building on Azadi street,
and the data related to them are selected for further comparison. Liquefaction
possibility is shown in the Fig. 5 for two boreholes. These figures investigated and

Fig. 4 Probability density
function for R and S
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compared the liquefaction possibility based on the reliability index on and Hwang’s
approach. Figure 5 confirms a match between the two methods.

The comparison of a probable correlation is provided by Youd et al. for lique-
faction potential assessment. They also extended the method used in this study and
shown in the Fig. 6.

There is a collation of about 95% between the two methods.
In Fig. 7, the comparison of probable correlations for liquefaction potential

assessment conducted in the current study and studies conducted by Seed et al. are
shown.

Idriss and Boulanger suggested that the possible methods are damaged in liq-
uefaction communication studies due to the lack of constant review of CRR and
ðN1Þ60cs values.

Table 6 A comparison of the probability of liquefaction using the proposed and Hwang formula

Borehole
number

ðN1Þ60 CSR Probability of
liquefaction (%)
reliability method

Probability of
liquefaction (%)
Hwang method

Error
rate

1 13 0.2 81 73 0.1

2 21 0.2 23 20 0.13

3 17 0.2 54 46 0.15

4 12 0.18 82 70 0.15

5 12 0.17 77 66 0.14

6 7 0.19 97 92 0.05

7 19 0.19 27 28 0.04

8 5 0.24 99 98 0.01

9 20 0.2 26 26 0

10 14 0.2 76 67 0.12

11 8 0.22 96 94 0.12

12 20 0.22 32 30 0.03

13 9 0.21 94 91 0.03

14 22 0.21 19 18 0.05

15 18 0.23 56 52 0.07

16 13 0.19 77 69 0.1

17 15 0.15 38 34 0.11

18 21 0.19 16 17 0.06

9 22 0.19 12 13 0.8

20 16 0.2 50 53 0.06

The mean percentage of error 0.08
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Fig. 5 A comparison of the proposed reliability method and Hwang procedure

N1(60cs)

Present Study

Youd

Fig. 6 A comparison of the
proposed method by Youd
method
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4.6 Potential for Liquefaction Incidence and Safety Factor

Reliability analysis not only proposes a logical framework for the consideration of
uncertainties in load and resistance, but it also examines systematic procedures for
selecting the Fs in special circumstances that may be related to it. The outstanding
benefits of the reliability theory in the study of liquefaction potential allow Fs to be
used in the quantitative analysis of liquefaction probability. The probability of
liquefaction for the Fs related to the studied records is calculated and is shown in
the Fig. 8.

Regression analysis results are obtained from the Eq. 14 for the relationship
between PL and FS:

PL ¼ 1

1þðFS=0:783Þ6:63
ð14Þ

The obtained correlation coefficient of 0.887 shows an acceptable relationship
between the data and the used methods. According to the Fig. 8 and results of the
Eq. 14, a maximum safety factor of 2.2 can be seen when the probability of liq-
uefaction approaches zero. This case represents a non-economic design in engi-
neering. A safety factor between 1 and 1.5, however, shows the probability of
liquefaction according to computations. If the probability of liquefaction is less than
15%, liquefaction incidence is improbable, and this is equivalent to a safety factor
of 1.15.

1 60( ) csN

Present Study

 Seed

Fig. 7 A comparison of the
proposed method by Seed
method
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5 Conclusion

In this study, information is collected about boreholes in the city of Chalus, Iran.
The data is used by the selected model to achieve the liquefaction potential in
different layers. Surveys are carried out based on the genetic algorithm process and
using the first-order, second-moment procedure to check reliability through process
analysis and optimization. The study is considered a logical framework for lique-
faction assessment that can be utilized as a practical procedure in geotechnical
engineering. Based on the relationships used in this research, the liquefaction
potential can be directly estimated by calculating PL, CSR and, (N1)60cs and it is
possible that the mean error is less than 10%. The greatest advantage of the
assumed relationship is the relationship between the probability of liquefaction and
the safety factor. The decision can be made based on the risk of liquefaction when
the measured values are close together. This case is very important for geotechnical
engineering that uses normal methods to assess liquefaction. A high-safety factor
against liquefaction does not always mean there is a safe mode analysis of relia-
bility. The final evaluation should be done based on the values obtained from the
liquefaction probability and reliability analysis.

The judgment criteria are based on the percentage of probability of liquefaction
and control of errors in practical studies that should be considered. This algorithm
can be allocated elsewhere, but its application is not related to the study area. The
results achieved for the probability of liquefaction are compared with results
obtained by other researchers; in some cases, there is a good versatility, but results
are different in others. The results show the efficiency of the method used in this
study. With regard to the relationship between CSR and the probability of

Probability of Liquefaction

Fig. 8 Chart of the probability of liquefaction variation with a factor of safety
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liquefaction and ðN1Þ60cs, the probability of liquefaction can be calculated with an
average error of less than 10% towards the practical considerations.
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Mechanical Properties of Timber Dried
Using Radio Frequency–Vacuum
System

A. W. Mohd-Jamil and A. R. Zairul

Abstract Radio frequency–vacuum (RFV) is an alternative technique to dry solid
timbers. The method was demonstrated to be effective in drying large dimension
planks. Experimental results proved that the method considerably reduced drying
period and successfully dried timber with fewer defects. An assessment was con-
ducted to evaluate the effect of RFV system on some mechanical properties of
timber. The timbers were classified as difficult to dry and require great consideration
against rapid drying. This article discusses the mechanical properties of refractory
timbers dried using an RFV drying system. The modulus of rupture, modulus of
elasticity, Janka hardness and specific gravity of a selected Malaysian hardwood
were analysed. Test results showed that the modulus of rupture and modulus of
elasticity of RFV specimens were lower than the conventional kiln-dried timbers.
On the other hand, the Janka hardness of RFV specimens was slightly higher.
Comparison with kiln-dried timbers suggested that RFV process had no adverse
effect on the specific gravity.

Keywords Wood drying � Modulus of rupture � Janka hardness

1 Introduction

The conventional method of air drying of timber to achieve equilibrium moisture
content is a time-consuming and uneconomical process. The rate of drying highly
depends on the dimension of planks, timber species and the climatic condition of
the environment. For example, it could take from several months to more than a
year to dry a 25 mm by 100 mm cross-section timber to below 20% moisture
content. Technically, the drying period will be much longer for higher density
timbers. The months-long process produces uncertainty to the procurement
schedule and increases the cost of inventory management.
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The kiln drying method is normally recommended to speed up the drying pro-
cess. For example, timber boards of 25-mm thick can be kiln dried to 12% moisture
content in a few weeks. However, even with the kiln drying system, most of the
heavy hardwoods are considered as difficult to dry, which is also referred to as
refractory timbers. These timbers require great consideration against rapid drying
for minimum defects [1]. High-density timbers are prone to critical defects such as
end-splitting and warping. Excessive drying defects on structural components could
affect the integrity of the strength. Besides, such physical defects are certainly
undesirable for architectural members, e.g. floor strips and staircase boards. Thus,
in practice, refractory timbers of more than 30 mm thick are usually air dried.

Studies demonstrated that radio frequency–vacuum (RFV) can effectively dry
refractory timbers of large dimensions. The RFV process heats timber using a
high-frequency wave in a vacuum condition, where the boiling point of water is
lower. In the vacuum state, water is vapourised at a relatively low temperature
hence reduces the tendency of timber to split. The RFV method greatly reduced
drying time to days or weeks depending on the permeability of the timber [2].
Timbers dried using RFV were reported with lower shrinkage, lower residual stress
and dimensionally more stable [3]. However, due to the uneven heating tempera-
ture, RFV drying showed a substantial variation in the final moisture content [4].
Thus, the imbalance of moisture content will directly influence the strength and
stiffness of the timber. Besides, some studies reported that RFV drying slightly
reduced the strength properties of the timber [5, 6].

Radio frequency–vacuum drying is a potential technique to dry large sized
timbers. The system was demonstrated to be a successful and practical approach to
drying timbers with considerably fewer defects. This study focused on the
mechanical properties of timbers dried using an RFV drying system. The discussion
highlights the modulus of rupture, modulus of elasticity, Janka hardness and
specific gravity of a selected refractory timber of Malaysian hardwood species.

2 Materials and Methods

Timbers of kekatong (Cynometra spp.) were selected as samples. Kekatong is
classified as heavy hardwood with air-dry density ranging from 880 to 1155 kg/m3.
The timber dries very slowly and prone to end-splitting and warping. Air drying of
15 mm � 40 mm boards took 3–5 months to reach approximately 17% moisture
content. The timber is suitable for heavy constructional applications, heavy duty
flooring and railway sleepers. Kekatong is classified as a refractory timber and
requires considerable attention against drying defects. Kekatong planks were cut
into test samples of 30 mm by 120 mm cross-section and 1600 mm long.
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2.1 Radio Frequency–Vacuum Drying

The process of drying the timbers was performed using a radio frequency–vacuum
(RFV) dryer with a capacity of 0.54 m3. The system comprised of a drying
chamber, a radio-frequency generator (the frequency was set at 6.7 MHz with
6.0 kW maximum output), a vacuum pump, a condenser and a chiller. The samples
were arranged in the chamber without stickers and flanked between aluminium
plates as illustrated in Fig. 1. The pressure and heating temperature were set to
50 Torr and 40 °C respectively. Drying process took approximately 14 days to
achieve 12% moisture content.

2.2 Static Bending Test

Test was conducted based on BS 373 [7] method. The nominal size of the speci-
mens was 20 mm � 20 mm � 300 mm. Force was applied based on three-point
loading method with a span of 280 mm. A constant loading speed was applied at
6.6 mm min−1. The arrangement of static bending test is illustrated in Fig. 2.
Modulus of elasticity (MOE) and modulus of rupture (MOR) were calculated using
the following formulae:

Fig. 1 Stacking of the timber samples in the RFV chamber
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MOE ¼ DF=D d � s3=4wt3 ð1Þ

MOR ¼ 3Fmaxs=2wt2 ð2Þ

where ΔF/Δd is the slope of the graph (N mm−1), s is the bending span (mm), w is
the width of the specimen (mm), t is the thickness of the specimen (mm) and Fmax is
the maximum bending load (N).

2.3 Janka Hardness Test

The test was conducted using the specimens of static bending test. A constant force of
6.35 mm min−1 was applied through a steel bar of a semi-circular end with a diameter
of 11.28 mm. The Janka hardness value of a specimen was the resultant load at
5.64 mm penetration. The arrangement of Janka hardness test is illustrated in Fig. 3.

Fig. 2 Arrangement for static bending test

Fig. 3 Arrangement for Janka hardness test
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2.4 Specific Gravity

The nominal size of the specimens was 20 mm � 20 mm � 60 mm. The specific
gravity (SG) was calculated using the formula:

SG ¼ mod=VqH2O ð3Þ

where mod is the oven-dried mass of the specimen (kg), V is the volume of the
specimen at test (m3) and qH2O is the density of water (kg m−3).

3 Results and Discussion

The mechanical properties of radio frequency–vacuum (RFV) specimens were
compared with standard kiln-dried (KD) specimens. The test results are shown in
Table 1. All values were measured at an approximately 14% moisture content.
Slight differences in mechanical properties between RFV and KD specimens were
observed. KD specimens were considered as control specimens indicating a com-
mon method for drying of timber. Based on the values of KD specimens, the MOR
and MOE of RFV were 3 and 2% lower respectively. On the other hand, the Janka
hardness of RFV was 2% higher. From the engineering perspective, the differences
of MOR, MOE and hardness between RFV and KD specimens were trivial. In
theory, a minor variation of mechanical properties is expected even among speci-
mens of the same origin.

A graph of MOR versus SG indicating modes of fracture is shown in Fig. 4.
Generally, modes of fracture in the static bending test were observed as splintering,
cross-grained, simple tension and brash (Fig. 5). The graph evidently showed that
lowest strength specimens failed by brash. Straight-grained specimens indicated by
splintering fracture gave high MOR values.

Observation of the modes of fracture also explained the differences of MOR and
MOE between RFV and KD specimens. Two RFV specimens failed by brash plus

Table 1 Mechanical properties of RFV and KD samples

Radio frequency–vacuum Kiln dry

Mean Standard
deviation

Mean Standard
deviation

Modulus of rupture
(N mm−1)

154.5 32.0 159.2 21.1

Modulus of elasticity
(N mm−1)

16,915 2874 17,194 1717

Janka hardness (kN) 10.8 1.2 10.6 1.1

Specific gravity 0.897 0.026 0.874 0.033
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one cross-grained specimen resulted in very low MOR values despite having a
comparatively high SG. Two values of the MOR were far-off below the average.
The values gave outlying results which pinned down the means of MOR and MOE.
Consequently, RFV specimens showed higher SD of MOR and MOE. Statistically,

Fig. 4 Graph of MOR versus SG and modes of failure

Fig. 5 Facies of static bending test failure (bottom view)
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high standard deviation indicated that the mechanical properties of RFV specimens
were distributed over a wider range of values.

Brittle characteristic due to the RFV procedure was not demonstrated in the
present study. Brittle wood is characterised by an abrupt breakage across the grain
without splinters. The defect is normally indicated by brash fracture at maximum
stress in the static bending test. Although a few specimens failed by brash, the
influence of the RFV to the amount of brash failure was not significant.

The comparison of MOR, MOE, Janka hardness and specific gravity between
RFV and KD specimens are presented in cumulative distribution function in
Fig. 6a–d. The MOR and MOE of RFV specimens were slightly lower than KD
despite having higher SG. The values of Janka hardness between RFV and KD
specimens were comparable and showed a uniform distribution. The SG distribu-
tion graph was consistent with the higher RFV values than KD.

The average SG of RFV samples was 3% higher than the SG of KD specimens.
The values of SG of RFV specimens were in the range of 0.832–0.966, whereas the
values of SG of KD specimens were in the range of 0.829–0.949. Though the
percentage of difference was observed, from a scientific point of view, this variation
is not significant. In theory, the specific gravity of timber should be equivalent
regardless of the duration of drying since it is measured at practically zero moisture
content. Nevertheless, variations of specific gravity were normally observed even
from the same sample. Mohd-Jamil and Khairul [8] demonstrated that the specific
gravity of timber in a 15-year-old tropical tree varied from 0.418 to 0.488 along the
height. Thus, the comparable SGs of the present study indicated that RFV process

Fig. 6 Cumulative distributions of MOR, MOE, Janka hardness and SG
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has no adverse effect on the cellular structures of the timber. However, the
hypothesis requires analyses at a microscopic level hence it is unable to be con-
firmed at the moment.

The present tests were conducted using a selected hardwood species. Therefore,
the results may be not the same for other species. Besides, the evaluation was
limited to only four properties, i.e. MOR, MOE, Janka hardness and SG. Additional
tests of other properties such as compression parallel to the grain, compression
perpendicular to the grain, shear, tensile, etc., are essential and recommended for
future study.

4 Conclusions

The MOR and MOE of RFV specimens were 3 and 2% lower than KD specimens
respectively. On the other hand, Janka hardness of RFV was 2% higher. From the
engineering perspective, the differences of MOR, MOE and hardness between RFV
and KD specimens were trivial. The average SG of RFV samples was 3% higher
than the SG of KD specimens.
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A Parametric Study and Design
Equation of Reinforced Concrete Deep
Beams Subjected to Elevated
Temperature

Hend S. Zayan, Jamal A. Farhan, Akram S. Mahmoud
and Juma’a A. AL-Somaydaii

Abstract Reinforced concrete may be subjected to temperature due to climatic
change or fire. However, deep beams can be exposed to various temperatures. This
study will be treated and focused on the criteria of thermal analysis of deep beams.
Many lectures are verified by nonlinear finite element method. Also, a parametric
study is carried out to investigate the effect of some factors on the behavior of deep
beams exposed to elevated temperature. The models are analyzed by the finite
element method using (ANSYS) package. These factors are temperature, concrete
compressive strength, and the shear span-to-effective depth (a/d) ratio. The results
show that when the temperature increases with constant compressive strength and
(a/d) ratio, the load capacity and deflection at failure are decreased, while when
compressive strength increased, the load capacity and deflection at failure are
increased for the same (a/d) ratio and the same temperature. Finally, the results
show that the load capacity decreases and deflection increases with an increase in
(a/d) ratio for the same temperature and same compressive strength. In addition to
the parametric study, the proposed model to predict the strength of the deep beams
exposed to high temperature is derived using artificial neural network by MATLAB
and SPSS facilities. The error (R) had been (0.99) and square value (R2 = 0.98).
This means that the model is efficient and the error is very small.

Keywords Deep beams � Elevated temperature � ANSYS � Parametric study
Artificial neural networks

1 Introduction

The deep beam is a beam when effective span-to-depth ratio (a/d) is 4 or less as
defined by ACI code [1, 2]. The Euro-International Concrete Committee defined
deep beam if span length to hole depth (L/H) < 2 for simply supported beam and
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(L/H) < 2.5 for continuous beam [3], As shown in Fig. 1. Deep beam has various
uses such as transfer deep girders, wall footing, foundation pile caps, bunkers,
foundation beams, floor diaphragms, and shear walls. It fails usually by shear, there
are two types of shear failure [4] (1-diagonal compression failure: occur nearly
along the line joining the load point and the support point, 2-diagonal tension
failure: occur by clean fracture near along the line joining support with the nearest
loading point) as shown in Fig. 1.

High temperature has significant effects on behavior and strength of deep beams.
When temperature increases, in ultimate load and failure deflection are clearly
decreasing [6–8]. In this paper, the deep beam models were analyzed by finite
element analysis using ANSYS package, then the parametric study was carried out
for the models (i.e., some factors are changed with respect to others) where three
different factors are varying. The first one is temperature (T), and seven tempera-
tures are considered (20, 100, 300, and 500) °C. The second factor is compressive
strength (f 0cÞ, and five strengths are considered (30, 50, and 70) MPa. The third
factor is load span-to-length (a/d) ratio, and three values are considered (1, 2, and
3). One hundred and five (105) samples are investigated to evaluate these changes.

2 Modeling

The model dimensions were the width (b = 100) mm, height (h = 225) mm, and
length varied as (750, 1150, and 1550) mm, for a/d ratios (1, 2, and 3) respectively.
The concrete cover was (25) mm in all specimens. The reinforcement configura-
tions are the same for all the samples as shown in Fig. 2. Tables 1 and 2 show the
details of the analyzed samples. Their results showed clearly the deterioration in
properties and ultimate load with high temperature. Theoretical model is adequate
by comparing it with experimental works from the literature research [9].

Fig. 1 Strut and Tie method details [5]
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Fig. 2 Deep beam specimen details

Table 1 Sample properties

Structural
component

Open
shear
transfer
coefficient

Closed
shear
transfer
coefficient

Compressive
strength
(MPa)

Yield
stress
(MPa)

Young’s
modulus
(MPa)

Tangent
modulus
(MPa)

Area
(mm2)

Symbols bt bc f 0c fy E ET BA

Concrete 0.4 0.9 30 – 21,153 – –

50 30,836

70 39,574

Steel
reinforcement
(Ø 12 mm)

– – – 838 195,150 19,515 113

Steel
reinforcement
(Ø 10 mm)

– – – 408 204,850 20,485 78.5

Table 2 Thermal properties of tested specimen

Structural component Symbol T = 100 °C T = 300 °C T = 500 °C

Concrete K 1.765 1.361 1.042

C 900 1050 1100

q 2331 2284 2237

Steel reinforcement K 60 60 60

C 500 500 500

q 7850 7850 7850
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3 Parametric Study of Elevated Temperature Effect

Seven stages in temperature are made in this study to evaluate the concrete behavior
under different degrees of temperature for each compressive strength and (a/d) ratio.
These temperatures are (20, 100, 300, and 500) °C. From Figs. 3, 4, 5, 6, 7, 8, 9,
10, and 11, the results show that by increasing the temperature for the samples, the
load capacity and deflection at failure are decreased. Each curve shows the load–
deflection relation for constant compressive strength and (a/d) ratio. Also, from
these curves, it can be noticed that for a/d = 1, curves are not distinguished like
curves with a/d = 3. That means with increasing length, deep beam samples will be
more clear in the behavior [10, 11].

The sample of specimens included as DT (temp. a/d), where DT means deep
beam exposed to elevated temperature, (temp.) is the value of temperature (°C),
(compressive strength of concrete (MPa), (a/d) shear span-to-effect depth ratio. The
mark (#) means various values of a parameter which is studied.
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For specimens having concrete compressive strength more than 40 MPa, the
behavior of samples with a/d = 1 will be more distinguished just like a/d = 2 and
a/d = 3. This means that for high-strength concrete, the effect of high temperature
had less effect on concrete, not as for normal concrete.
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4 Effect of Concrete Compressive Strength

In this study, five types of models are considered to evaluate the behavior of
concrete with respect to different temperature strengths. The five strengths are (30,
50, and 70) MPa. They are selected to show the behavior of normal, moderate, and
high-strength concrete. Figures 12, 13, 14, 15, 16, 17, 18, 19 and 20 show this
behavior. The results show that by increasing the compressive strength for the
samples, the load capacity and deflection at failure are increased with the same (a/
d) ratio and same temperature (Figs. 21, 22 and 23).

For (a/d = 1) and temperature (20) °C, the increase of compressive strength
about (3.5) times leads to an increase in ultimate load about (1.90) times. But for
temperature (250) °C, the ultimate load increases to about (2.61) times. And for a
temperature of (500) °C, the ultimate load increases to about (2.2) times.

That means by increasing the temperature, the percentage of ultimate load
increases and then decreases as shown in Fig. 24. Because, at first, the water in the
open voids is drying, so the disjoining pressure is going away and increase the
strength of the concrete that leads to the increase in the ultimate load [8, 12–14].
Then with temperature raises, the water in closed voids is drying leading to thermal
shrinkage and the strength decreases that reduces the ultimate load.
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5 Effect of Length to Effective Depth Ratio (a/d)

For this study, three types of models are evaluated for analyzing the behavior of
deep beams for different (a/d) ratios. These ratios are (1, 2, and 3). Figures 25, 26,
and 27, show that the load capacity decreases and deflection at failure increases
with the increase in the (a/d) ratio. This means that deep beams behave like normal
beams with increasing in length. In addition, increase in midspan deflection can be
noticed when the length increases [5].
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6 Artificial Neural Networks by MATLAB and SPSS
for the Proposed Model

6.1 Introduction

Due to the difficulty of analytical solutions for thermal analysis of concrete
members, the results of parametric study are simulated using artificial neural net-
works (ANNs) to evaluate the proposed model that can be used to estimate the
ultimate load of R.C. deep beams subjected to elevated temperature. The ANNs
model is worked using MATLAB and SPSS facilities.

6.2 Neural Network by MATLAB of Proposed Model

In order to find the percentage of error and the efficiency of the proposed model, the
results are divided into input matrix and output matrix, then dealing with neural
network (ANN) with training (80%), testing (10%), and validation (10%). The error
(R) was (0.99) and the square value was (R2 = 0.98). So, the model is efficient and
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the error is very small. So that, the models from the parametric study can be used
for making the relation curves between inputs (temperature, compressive strength,
and a/d ratio) and output (ultimate load) [15–18]. Figures 28 and 29 show neural
network results.

6.3 Proposed Model of R.C. Deep Beams Including
Temperature Effect

The results of the parametric study for (105) specimens have been given as input in
SPSS Skelton, eight properties that were changed in the specimens were taken and
analyzed in neural networks simulations. The output window shows the results for
the models with different details as well as the error percentage, and the weights
(this is the most important in this study). From the weights, the equation for the
ultimate load can be written. The figures show the results as shown in Tables 3, 4,
5, and 6; also, the Figs. (30, 31, and 32). All these results are illustrated and
summarized the validated data for a proposed model of this study.
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Fig. 29 Regression for the models

Fig. 28 Error histogram for the models
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The most important result is the last figure that shows the skeleton of the
modeling and the last table that shows the parameter weights that are given as input
in the equation. The equation is

y ¼ 1
1þ e�h2 þw7 tan h xð Þ ð1Þ

where

x ¼ h1 þ
Xi¼1

n

wivi ð2Þ

Table 3 Case processing summary

N Percent

Sample Training 78 74.3%

Testing 17 16.2%

Holdout 10 9.5%

Valid 105 105

Excluded 0 0

Total 105 105

Table 4 Model summary

Training Sum of squares error .613

Relative error .073

Stopping rule used 1 consecutive step(s) with no decrease in errora

Training time 0:00:00.02

Testing Sum of squares error .106

Relative error .079

Holdout Relative error .380

Dependent variable: Pu
aError computations are based on the testing sample

Table 5 Independent variable importance

Importance Normalized importance (%)

fc .098 29.1

Ec .105 31.0

ft .338 100.0

a_d .107 31.8

T .228 67.5

Esl .096 28.4

Esv .027 8.0
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In this study, x is

x ¼ 0:232þ 0:172 * f
0
c

� �
þ 0:182 * Ecð Þ � 0:641 * ftð Þþ 0:182 *

a
d

� �

� 0:359 * Tð Þþ 0:17 * Eslð Þ � 0:042 * Esvð Þ
ð3Þ

Table 6 Parameter estimates

Predictor Predicted

Hidden layer 1 Output layer

H (1:1) Pu

Input layer (Bias) .232

fc .172

Ec .182

ft −.641

a_d .182

T .359

Esl .170

Esv −.042

Hidden layer 1 (Bias) −.004

H (1:1) −1.367

Fig. 30 Finite element versus predicted results of max flexural capacity loads
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Fig. 31 Normalized importance of ANN Model

Fig. 32 The skeleton of the modeling
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where

ft splitting strength of concrete (MPa)
a
d effective length span-to-depth ratio
T temperature (°C)
Esl modulus of elasticity for longitudinal steel reinforcement (MPa)
Esv modulus of elasticity for vertical steel reinforcement (MPa)

So Eq. (1) is

y ¼ 1
1þ e0:004�1:367 tan h xð Þ ð4Þ

The values of ultimate load (y) from Eq. (4) are between (0–1) and not the real
values. For getting the real values, variable weights must be corrected by using
Eq. (5) as follows:

x ¼ x� xmin

xmax � xmin
ð5Þ

So, the real ultimate load will be calculated from Eqs. (6) and (7) as follows:

y ¼ 230
1þ e0:004�1:367 tan h xð Þ þ 50 ð6Þ

where y = Pestimate, and x is

x ¼ 0:232þ 0:172 *
f 0c � 20
50

� �
þ 0:182 *

Ec � 21;153
18;421

� �
� 0:641 *

ft � 2:77
2:41

� �

þ 0:182 *
a
d � 1
2

� �
� 0:359 *

T � 400
100

� �
þ 0:17 *

Esl � 117;090
19;515

� �
� 0:042 *

Esv � 122;910
20;485

� �

ð7Þ

The mean absolute percentage error (MAPE) is

MAPE ¼ ABS
Pactual � Pestimate

Pactual

� �
ð8Þ

And, average accuracy percentage (AA%) is

AA ¼ 100�MAPE ð9Þ

The coefficient of correlation (R) and the coefficient of determination (R2) are
shown in Table.
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Name Percentage

MAPE 76.20

AA 99.23

R 96.83

R2 93.76

This means that the comparison between finite element models and ANN models
are so good. This can be seen in Fig. 33.

7 Conclusions

The following conclusions are drawn based on the numerical analysis:

1. Nonlinear finite element procedure using ANSYS features to simulate reinforced
concrete deep beams subjected to elevated temperature is used.

2. For checking the efficiency of the models, using neural network error R was
about (99%) and square error R2 (98%).

3. The deep beam samples that have compressive strength more than 40 MPa with
a/d = 1, their behavior is more distinguished when a/d = 2 and a/d = 3. This
means that for high-strength concrete, the effect of high temperature had less
effect on concrete.

4. Deep beams having a/d = 1 and temperature (20) °C, compressive strength that
increase by about (3.5) times lead to increase in ultimate load about (1.9) times.
But for temperature (250) °C, the ultimate load increase about (2.61) times. And
for temperature (500) °C, the ultimate load increase by (2.2) times.

Fig. 33 Comparison
between load from FEA and
loads from SPSS
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5. This study takes deep means for behavior of concrete with temperature changes
in seasons, or in the same day between day and night, and even in the same hour
between outside and inside the room if (cooling/heating) turned on. In ACI code
take the large factor of error as 40%, the results from these samples exceed half
of it. That makes the temperature change an important factor for concrete
durability.

6. For deep beams behavior, when the length increased lead to increase in midspan
deflection. And by increasing the length the deep beams behave like normal
beams.

Notations

Symbol Descriptions

bt Open shear transfer coefficient

bc Closed shear transfer coefficient

f 0c Compressive strength (MPa)

fy Yield stress (MPa)

E Young’s modulus (MPa)

ET Tangent modulus (MPa)

A Area (mm2)

K Thermal conductivity (W/m °C)

C Specific heat (J/kg °C)

q Density (kg/m3)
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3D FEM to Predict Residual Stresses
of Press-Braked Thin-Walled Steel
Sections

Ayad Mutafi, N. Yidris, M. R. Ishak and R. Zahari

Abstract Cold-formed steel sections are normally produced by cold work manu-
facturing processes. The amount of cold work to form the sections may have
induced residual stresses in the section especially in the area of bending. Hence,
these cold work processes may have significant effects on the section behaviour and
load-bearing capacity. There was a lack of studies in investigating the effects of
residual stresses raised by press-braking operations unlike the roll-forming opera-
tion. Therefore, a 3D finite element simulation was employed to simulate this
forming process. This study investigated the magnitude of the maximum residual
stresses along the length of the corner region and through-thickness residual stress
variations induced by the press-braking forming process. The study concluded that
residual stresses are not linear longitudinally (along the corner region). Maximum
residual stresses exist near the middle surface of the plate. The comparison of the
3D-FE results with the 2D-FE results illustrate that 3D-FE has a variation in
transverse and longitudinal residual stresses along the plate length. In addition,
2D-FE results overestimate the residual stresses along the corner region.

Keywords Cold-formed steel � FEM � Residual stresses

1 Introduction

Cold-formed steel sections are produced by cold work manufacturing processes. It
is known that these processes have significant effects on the section behaviour and
load-bearing capacity. This is due to the amount of cold work to form the sections
that produce residual stresses. The high amounts of the residual stresses reduce the
load capacity of the section, as stated by Quach [1].

There were many attempts to measure the residual stresses. These attempts
varied between the experimental and numerical methods. Batista and Rodrigues [2]
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indicated that sections produced by the roll-forming process have residual stresses
higher than the press-braking process. Their experiment measured the longitudinal
stresses of both processes of the same section geometry. Moreover, Weng and
Peköz [3] attempted to measure the longitudinal residual stresses of cold-formed
sections. Their experiment showed that residual stresses at corner regions are higher
than the flat ones. Also, their findings stated that the inner surface is subjected to
compressive residual stresses while the outer one is subjected to tensile residual
stresses. Weng and White [4] have conducted an experimental study to measure
surface residual stresses. The study also measured through-thickness residual
stresses on thick cold bent steel plates using the sectional method. It was reported
that through-thickness residual stress distribution was of the zigzag type and the
maximum residual stress either occurs at the inside surface of the bend or near the
neutral surface of the plate.

Numerical attempts to predict the residual stresses have been done by few
researchers [5–9]. These works were intended to introduce alternatives in measuring
the residual stresses because measurements by destructive methods have limitations
in accuracy and are time-consuming. Moen et al. [5] presented an analytical method
for predicting residual stresses in sections formed by the roll-forming process. The
study also included several analytical approaches for determining residual stress
distribution through the thickness of rolled sheet. Their motivation of the study is to
define residual stresses of cold formed steel at its initial state. Quach et al. [6, 7]
established a closed-form analytical method for predicting residual stresses and
equivalent plastic strains from coiled, uncoiled, and mechanical flattening of carbon
steel sheets. Then he implemented the finite element 2D technique for press-braked
sections as an alternative of laboratory measurements to predict residual stresses
distribution. The outcomes showed good agreement with experimental values.

Most of the studies investigated the effects of roll-forming operations on steel
section behaviours. Press-braking was not of much interest to many researchers
except for [7–9]. These studies confirmed the residual stresses variation through the
thickness by 2D FE model. However, Quach et al. [1, 10] stated that stress dis-
tribution changes in a narrow region close to the member edges which are free of
stresses. Therefore, this makes the 2D-FE insufficient for determining the residual
stresses distribution. This study aims to investigate the residual stresses along the
corner region by simulating a 3D finite element model. The main motivation of this
study is to establish a comparison between 2D and 3D FEM in the determination of
the maximum residual stresses.
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2 Simulation of Press-Braking Process

2.1 Scope

Press-braking is a simple section forming process where flat sheet material is placed
between a punch and die and folded along the length of the member as shown in
Fig. 1. The investigation into the finite element modelling technique for estimating
residual stresses introduced by the press-braking process is restricted to the corner
region where it experiences the stamping force due to punch movement. Residual
stresses at the flat regions are introduced by coiling and uncoiling. This study
simulated a section tested by Weng and Peköz [3]. Their experiment results are
important to validate finite element results.

2.2 Model Description

An explicit finite element code in ABAQUS [11] was employed to simulate the
forming process (Press-braking process). As mentioned earlier, finite element
modelling is restricted to the corner region where it experiences the stamping force
due to punch movement. Residual stresses at the flat regions are raised by coiling
and uncoiling. The implementation of explicit analysis is more effective in
quasi-static problems such as metal forming.

The model contains three parts: Punch, Die, and Steel sheet. The punch and die
were modelled by an analytical model and the steel sheets were deformable shells
with a four-node, quadrilateral, stress/displacement shell element with reduced
integration and a large-strain formulation (S4R) [11]. This element can handle large
strains and rotations. Simpson’s rule with 11 integration points was used for inte-
gration across the shell wall thickness. The interaction between the model parts was
simulated by general contact.

Fig. 1 Press-braking process
of cold formed steel
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2.3 Geometrical Properties

The section properties were extracted from [3]. A thin-walled lip channel section
with 3.96 mm corner radius was investigated for residual stress distribution through
thickness. Full details on geometrical properties of the section are presented in
Table 1, Fig. 3.

2.4 Material Properties

The modelling of material nonlinearity in ABAQUS [11] required the definition of
a true stress—logarithmic plastic strain relationship up to the ultimate point, which
was converted from the nominal stress–strain data. Figure 2 shows the nominal
stress–strain curves, true stress–strain curves and true stress-logarithmic plastic
strain curves that were extracted from the following equations. Regarding Ref. [3]
experiment, specimen PBC14 did not provide experimental stress–strain curves [7]

r ¼ Ee; e� ry
�
E ð1Þ

Table 1 Geometrical and material properties of lipped channel sections

Specimen t
(mm)

a
(mm)

b
(mm)

c
(mm)

R
(mm)

ry

(MPa)
ru
(MPa)

ey(�10−6) E
(GPa)

n
(�10−2)

eau%

PBC 14 1.80 76.23 41.45 15.37 3.96 250.1 345 1230 203.3 9.56 33

Where R is the corner radius, ry is yield stress, ru is ultimate stress, ey is yield strain, eu is ultimate strain and E is
modulus of elasticity

Fig. 2 Weng and Peköz specimen PBC14 [7]
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r ¼ ry
Ee

ry

� �n

; e[ ry
�
E ð2Þ

Full details on geometrical, material properties of the section and FE model are
presented in Table 1, Figs. 3 and 4.

2.5 Mesh Convergence Study

Mesh convergence studies have been performed for a rectangular metal sheet
subjected to metal forming by press-braking in order to determine the optimal
density of mesh in the sheet metal model. Four mesh densities were examined and
the residual stresses of the steel sheets were noted. The shorter edge of the plate had

Fig. 3 Dimensions of a lipped channel section

Fig. 4 FE model
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number of seeds that was higher than the longer edge as at this location, the metal
sheet had interaction with the punch and the die, hence experienced large bending.

In this study, the stress results of three longitudinal node lines—mid-corner line
A-A was monitored and shown in Fig. 5. The steel sheet can be divided into three
regions: a corner region and two flat regions. The location of point A is at the
middle of the bend curve. This location was selected in order to verify the finite
element results with those of Refs. [3, 7].

In this convergence study, maximum compressive residual stresses are taken into
account as these stresses have influence in the section buckling strength [12]. This
study examined the stresses at the mid-corner line (A-A) only. Table 2 summarizes
the results on the convergence test.

From Table 2, a mesh of 300 � 150 is taken as a reference to evaluate the
accuracy of the other three meshes. It can be seen that the mesh with 200 � 150
showed results closer to the reference mesh. Therefore, the mesh with 200 � 150 is
the adopted mesh for this study.

Fig. 5 The selected
longitudinal lines

Table 2 Comparison of maximum compressive stresses for PBC14 at mid-corner line (A-A)

Mesh No. of elements Max. compressive residual stresses

rTran: (MPa) Diff. % rLong:
(MPa)

Diff. %

(150 � 100) 15,000 278.74 0.75 164.58 0.22

(200 � 100) 20,000 275.95 −0.26 164.35 0.08

(200 � 150)
Adopted

30,000 276.83 0.06 162.66 −0.95

(300 � 150) 45,000 276.66 0.0 164.22 0.00
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3 Results and Discussions

3.1 Validation of the Results

When performing numerical simulations, it is essential that the results from the
finite element analyses be compared with independent published work.
Consideration has been given to the work of Weng and Peköz [3] and also Quach’s
2D finite element simulation [7]. Quach et al. [6] concluded that the magnitudes of
residual stresses were sensitive to the coiling radius and the yield stress of the
material; the larger the radius the smaller the stresses. Hence, this study assumed
that residual stresses arising from the coiling and uncoiling process is negligible by
considering that the coil diameter has the magnitude of 1100 mm [7].

The residual strain at flat regions were determined by the closed-form analytical
solution presented in [6] that predicts residual stresses and equivalent plastic strains
from the coiling-flattening process. Transverse to longitudinal stress ratio is
expressed as a function of the distance from the mid-plane and the material
behaviour is assumed to be elastic-perfectly plastic.

Figure 6 shows a good agreement between this study and results of plastic strain
in Refs. [3, 7]. Therefore, the 3D FE results of this study are validated. Comparing
the results in Fig. 6, 3D-FE longitudinal strains give a good prediction than the
results in 2D-FE.

3.2 Results Comparison

Previous numerical studies agreed that maximum residual stresses location is near
the middle surface of the corner region [3, 5, 7]. Earlier experimental study sug-
gested that the magnitude of longitudinal residual stresses at the corner area is in the
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Fig. 6 Comparison of residual strain of section PBC14
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range of 0.25–0.7ry yield stress [3]. Also, compression residual stresses were found
at the inner surface and tensile residual stresses found at the outer surface.
Meanwhile the 2D-FE analysis results in [7] showed that peak longitudinal and
transverse compression residual stresses at the mid-corner (A-A) were 0.9ry and
1.4ry respectively and peak longitudinal and transverse tensile residual stresses
were 0.5ry and 0.8ry at the mid-surface.

In the present study, maximum residual stresses were located near the middle
layer of the plate. At the mid-corner, maximum longitudinal compressive and
tensile residual stresses are about 0.68ry and 0.65ry respectively and are located
near the mid-layer of the plate. Additionally, peak transverse compressive and
tensile residual stresses are found near the mid-layer and they are 1.28ry and 1.11ry
respectively. The summary of the comparison between the current work and Refs.
[3, 7] is shown in Table 3.

Figure 7 shows that the 2D-FE results predicted residual stresses to be linear
along the corner region. However, 3D-FE shows that residual stresses are not linear
especially near the plate edges where it is lower than the rest of the plate.

4 Future Work

There will be future work implementing the same finite element technique to
investigate the effects of geometrical properties (Corner radius and sheet thickness)
on the prediction of maximum residual stresses.

Table 3 Comparison of
residual stresses (PBC14
Specimen)

A-A (Mid-corner)
rz
�
ry

rx
�
ry

Tensile Comp. Tensile Comp.

Experiment [3] 0.25–0.7 0.25–0.7 – –

2D-FE [7] 0.5 0.9 0.8 1.4

3D-FE 0.68 0.65 1.28 1.11
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5 Conclusion

Cold formed steel sections are normally produced by cold work manufacturing
processes. The amount of cold work to form the sections may have induced residual
stresses in the section especially in the area of bending. Studies by researchers in the
past on the effects of local buckling on the failure mechanics of thin-walled com-
pression members have shown that ultimate failure will occur when the yielding has
reached most of the middle surface in the corner region of the sections. Hence, these
cold work processes may have significant effects on the section behaviour and
load-bearing capacity. Most of the studies have investigated the effects of residual
stresses arising from roll-forming operations and its influence on steel section
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behaviour. Press-braking has not been of much interest to researchers. Therefore, a
3D finite element simulation was employed to simulate this forming process. This
study investigated the magnitude of the maximum residual stresses along the length
of the corner region and through-thickness residual stress variations induced by the
press-braking forming process. The study concluded that residual stresses are not
linear longitudinally (along the corner region). Maximum residual stresses exist
near the middle surface of the plate. The comparison between the 3D-FE results
with existing 2D-FE results illustrate that 3D-FE results show a variation in
transverse and longitudinal residual stresses along the plate length. In addition,
2D-FE results overestimated the residual stresses along the corner region.
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Probabilistic Study of the Undrained
Bearing Capacity of Strip Footings

N. Brahmi, M. Mellas, A. Mabrouki, D. Benmeddour
and M. Y. Ouahab

Abstract The undrained bearing capacity of strip footings has been extensively
studied in the literature by a deterministic manner where the soil is assumed uni-
form. In practice, the spatial variability of random soil affects the ultimate bearing
capacity of strip footings. This paper focuses on a probabilistic study using adaptive
finite element limit analysis combined with random field theory to investigate the
bearing capacity of strip footings subjected to vertical and centric inclined loads, on
a cohesive soil with spatially variable distribution of the undrained shear strength.
A parametric study is performed using OptumG2 to investigate the effects of
diverse probabilistic parameters associated in the problem of undrained bearing
capacity of strip footings.

Keywords Bearing capacity � Strip footing � Random field � Cohesive soil

1 Introduction

Classical methods of bearing capacity evaluation for shallow foundations consider
that the soil beneath the foundation is uniform, which involves a deterministic
analysis, using representative values for different soil parameters. These values are
generally the averages or the most conservative values obtained from in situ or
laboratory tests. These methods apply a global safety factor to take into account the
uncertainties of soil properties; this factor is obtained based on experience.

The sources of uncertainties associated with geotechnical engineering practice
can be classified in three main groups [1]: inherent variability or the natural
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heterogeneity, measurement errors, and model transformation uncertainties. The
present study is concerned only with the spatial variability, which can be modelled
as random field.

The assumption of homogeneous soil ignores some possible failure mechanisms
and may lead to an overestimation of the bearing capacity of the foundations. In
order to investigate the influence of randomly distributed undrained shear strength,
the bearing capacity of a strip rough footing has been studied using elasto-plastic
finite element analyses combined with random field theory [2]. It was found that the
mean bearing capacity for spatially random soil is always lower than the deter-
ministic bearing capacity. Also, the Random Finite Element Method (RFEM) was
used to investigate the effect of the variation in the shear strength, on the bearing
capacity of strip footing under combined loading [3]. The results showed that the
mean bearing capacity for separate vertical, horizontal or moment loading,
decreases with increasing soil variability; it was demonstrated that most of the
failure envelopes are found inside the deterministic one, which means that soil
variability can reduce the bearing capacity. Furthermore, the bearing capacity of
buried footings was studied by using the elasto-plastic finite element method and
the limit analysis method with its two bounding theorems (upper and lower bounds)
[4]. It was found that the bearing capacity factors for a footing in random soils are
all smaller than the corresponding bearing capacity factor in homogeneous soils.

Recently, the Random Adaptive Finite Element Limit Analysis (RAFELA) for
probabilistic applications was used [5], it was found that the proposed method
reduces the gap between the upper and lower bound solutions comparing with the
equivalent uniform meshes. The RAFELA method has been also adopted to study
the effect of spatial correlation distance in the undrained shear strength on an
eccentrically loaded strip footing [6]. It was demonstrated that the greatest reduction
in the bearing capacity is for pure vertical loads; moreover, the greatest reduction is
obtained for the smaller correlation lengths with a critical value that represents the
greatest reduction in the bearing capacity.

This paper investigates the effect of the spatial variability in the undrained shear
strength of clays, on the bearing capacity of strip footings under vertical and
inclined loads, using Random Adaptive Finite Element Limit Analysis (RAFELA).

2 Problem Presentation

In this paper, the finite element program OptumG2 [7] was used to study the
bearing capacity of rough strip footings of width B = 1 m, founded on a spatially
varying cohesive soil and subjected to vertical and inclined loads (Fig. 1). The soil
domain of width 8B and height 3B is modelled with a perfectly plastic constitutive
model and the material failure is defined by the Tresca criterion. The undrained
Young’s modulus and the unit weight of the soil are kept constant (Eu = 30 MPa
and c = 16 kN/m3) while the undrained cohesion is spatially variable.
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The footing is modelled as a rigid plate and the boundary conditions are shown
in Fig. 1. The vertical sides of the model were constrained horizontally, while the
base of the model was constrained in all directions.

The bearing capacity evaluation for the strip rigid footing with OptumG2 is
based on subdividing the soil into a number of elements, using Finite Element Limit
Analysis. Limit analysis is a powerful tool for analyzing the bearing capacity of
foundations. The bounding theorems, considers the soil to be perfectly plastic and
follows an associated flow rule. The bearing capacity is obtained by applying a
multiplier load which is amplified until a state of incipient collapse is attained. In
this study, the adaptive meshing in finite element limit analysis is used to reduce the
gap between the lower and upper bounds.

Spatial variability can be characterized by a trend refers to the mean value and
residual variation representing the variability about the trend. At two different
points in the space, the residuals are statistically correlated to one another. This
correlation is described by the autocorrelation function [6]:

q x1; y1ð Þ x2; y2ð Þð Þ ¼ exp
� x1 � x2j j

hx

� �
exp

� y1 � y2j j
hy

� �
ð1Þ

The integral of this function represents the scale of fluctuation; this latter also
called correlation length is defined as the distance over which the correlation of the
properties is relatively strong.

Soil spatial variability is modelled as random field which is described by the
coefficient of variation of the property (representing the percentage of dispersion in
data) and by the scale of fluctuation.

In the present study, a lognormal distribution is assumed for the undrained shear
strength with a mean value lCu = 10 kPa, a coefficient of variation (COV), a
vertical and horizontal correlation distances which are assumed to be isotropic
CLx = CLy.

Spatial variability is modelled using random field theory in conjunction with
finite element limit analysis and Monte Carlo simulations.

Fig. 1 Problem geometry
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3 Results and Discussion

3.1 Bearing Capacity Factor for Vertically Loaded Strip
Footing

The limit load of strip footing on clay is evaluated through the bearing capacity
factor Nc is well known to be p + 2 [8]. In the present study, this factor is calculated
as follows:

NC ¼ qu
lCu

ð2Þ

Where qu: the bearing capacity, and µCu: the mean value of the undrained shear
strength.

Deterministic analyses. The bearing capacity factor was first investigated by a
deterministic analysis, for a uniform soil with a value of 10 kPa for the undrained
shear strength.

Table 1 shows the results for the upper and lower bound solutions using both
uniform meshes and adaptive refinement, it can be seen that mesh adaptivity
reduces the gap between the upper and lower bounds, the average bearing capacity
factor is in a very good agreement with the exact solution [8].

Probabilistic analyses. A parametric study was investigated to explore the
influence of stochastic parameters on the mean bearing capacity factor. For each
analysis, four parameters are required to describe the log-normally distributed
random field of Cu:

• Mean value lCu (kPa)
• Coefficient of variation COVCu (%)
• Horizontal correlation length CLx(m)
• Vertical correlation length CLy (m).

Spatial correlation length is assumed to be isotropic (CLx = CLy), the dimen-
sionless spatial correlation length is then: H ¼ CLx=B ¼ CLy=B.

The mean value is kept constant in all analysis lCu = 10 kPa, while the coef-
ficient of variation and the spatial correlation lengths are varied respectively as
follows:

COVCu = 10, 20, 30, 40 and 50%.
H = 0.125, 0.25, 0.5, 1, 2, 3 and 4.
The cumulative probability distributions for all COVs are illustrated in Fig. 2 for

H = 1. It is worthwhile noting that the bearing capacity factors in this figure are the

Table 1 Deterministic
results

Nc UB LB Average Analytical

Uniform mesh 5.45 4.982 5.22 5.14

Adaptive mesh 5.206 5.082 5.144
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averages between the upper and lower bounds. It is clear that the mean bearing
capacity with all values of COVCu is less than 5.144 (the average deterministic
value of Nc).

Figure 3 shows the variation of the mean bearing capacity factor normalized by
the deterministic bearing capacity factor (lNc/Ncdet) with COVCu. It can be seen that
increasing spatial variability (COV from 10 to 50%) decreases the mean bearing
capacity factor. The same result is found by Griffiths et al. [2] and Cassidy et al. [3].

The variation of the mean bearing capacity factor normalized by the determin-
istic bearing capacity factor (lNc/Ncdet) with spatial correlation length is shown in
Fig. 4. It can be seen that for all correlation lengths, the value of lNc/Ncdet is less
than 1 which implies that the mean bearing capacity factor for random soils is
always less than the deterministic value. Also, the mean bearing capacity factor
decreases with decreasing the value of the correlation length with a critical value of
H = 0.25 that correspond to the greatest reduction of Nc. The obtained results are in
a good agreement with those of Abid et al. [6] and Griffiths et al. [2].

3.2 Effect of Load Inclination on the Bearing Capacity
of Strip Footing

A parametric study was carried out to explore the effect of spatial correlation
distance on the bearing capacity of a strip footing, subjected to inclined loading
with different load inclinations (a): a = 0° (pure vertical load), 5°, 10°, 15°, 20°,
30°, 60° and 90° (pure horizontal load).

The bearing capacity is expressed in terms of failure envelopes defined in VH
space for different spatial correlation lengths. Failure envelopes shown in Fig. 5 are

Fig. 2 Cumulative probability of bearing capacity factors Nc (for H = 1)
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plotted for mean normalized loads (each value of lVu/BCu and lHu/BCu is the
average between the upper and lower bounds). It is seen that the size and shape of
failure envelopes change with the variation of spatial correlation length.

Figure 6 shows the influence of spatial correlation length on the normalized
combined bearing capacity (the average between upper and lower bounds), for
different load inclinations. It can be seen that the decrease of load inclination,
increases the reduction of the bearing capacity, as observed, the greatest reduction

Fig. 3 Influence of varying COVCu on the mean normalized bearing capacity factor

Fig. 4 Influence of varying H on the mean normalized bearing capacity factor
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occurs when the load is vertical, while the least reduction occurs for horizontal
loads. As the spatial correlation length decreases the reduction of the bearing
capacity increases (for all load inclinations). In addition, the critical spatial corre-
lation length is 0.25.

Fig. 5 Mean normalized VH failure envelope

Fig. 6 Effect of spatial correlation length on the normalized combined bearing capacity
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3.3 Failure Mechanism

The failure mechanism associated with each spatial correlation length is shown in
Fig. 7. It can be observed that the shear path follows zones where the soil is weak,
resulting unsymmetrical failure mechanism especially for the greater correlation
length in contrast to the symmetrical failure mode in uniform soils. This result is
already observed by Li et al. [4], therefore the spatial variability in soil properties
changes considerably the bearing capacity and the failure mechanism.

Fig. 7 Failure mechanism associated with a H = 0.125 and b H = 4
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4 Conclusion

The influence of the probabilistic parameters (coefficient of variation and correla-
tion length for the undrained shear strength) was investigated for the bearing
capacity factor Nc of strip footings using RAFELA. It was found that random
bearing capacity factors are always lower than the deterministic value for vertical
loading. The mean Nc of the 1000 Monte Carlo simulations decreases with
increasing COVCu and with decreasing H, also in all cases is lower than the
deterministic value. This result demonstrates that the bearing capacity of the
foundation is reduced when the soil is spatially variable; a critical value of
H = 0.25 was observed for the greatest reduction of Nc. The failure envelopes for
inclined loading change with the variation of correlation length.

References

1. Phoon, K.K., Kulhawy, F.H.: Characterization of geotechnical variability. Can. Geotech.
J. 36(4), 612–624 (1999)

2. Griffiths, D.V., Fenton, G.A., Manoharan, N.: Bearing capacity of rough rigid strip footing on
cohesive soil: probabilistic study. J. Geotech. Geoenvironmental Eng. 128(9), 743–755 (2002)

3. Cassidy, M.J., Uzielli, M., Tian, Y.: Probabilistic combined loading failure envelopes of a strip
footing on spatially variable soil. Comput. Geotech. 49, 191–205 (2013)

4. Li, J.H., Cassidy, M.J., Tian, Y., Huang, J., Lyamin, A. V., Uzielli, M.: Buried footings in
random soils: comparison of limit analysis and finite element analysis. Georisk. Assess.
Manage. Risk Eng. Syst. Geohazards 10(1), 55–65 (2015)

5. Abid, A., Lyamin, A.V., Huang, J., Li, J.H., Cassidy, M.J., Sloan, S.W.: Probabilistic stability
assessment using adaptive limit analysis and random fields. Acta Geotech. 12(4), 937–948
(2017)

6. Ali, A., Lyamin, A.V., Huang, J., Sloan, S.W., Cassidy, M.J.: Effect of spatial correlation
length on the bearing capacity of an eccentrically loaded strip footing. In: 6th Asian-Pacific
Symposium on Structural Reliability and its Applications, Shanghai, China (2016)

7. Krabbenhoft, K., Lyamin, A.V., Krabbenhoft, J.: Optum Computational Engineering
(Optum G2), (2015), www.optumce.com

8. Prandtl, L.: Uber die Harte plastischer Korper, Nachrichten von der Koniglichen Gesellschaft
der Wissenschaftenzu Gottingen. Math. Phys. KI 12, 74–85 (1920)

Probabilistic Study of the Undrained Bearing Capacity of Strip … 233



Glass Footbridge

Yazmin Sahol Hamid and Gerard Parke

Abstract When a footbridge is made of glass, it shows to the pedestrians the
wonder and uniqueness of itself, i.e., its transparent characteristic. However, the
perceived unwanted characteristics, such as the brittleness of glass may make it
unsuitable, if used for a load-bearing structural member. But, using a toughened and
laminated glass panel as the primary structural member can be practical because this
toughened glass has a higher failure strength and is considerably safer when
compared to ordinary glass. This paper began with an architectural drawing of a
glass footbridge. Each primary beam of the footbridge was made from a large-sized
glass panel. The bridge was modeled using beam finite elements and analysed using
the finite element program, SAP 2000. The model was initially formed in 2D and
analysed using two different support conditions. The analysis was repeated for a 3D
model. The results of maximum moments, shear forces and deflections produced
using both the 2D and 3D models and also using different support conditions are
compared. The maximum stress was calculated and checked with the failure
strength of toughened glass. The maximum deflection was also checked with the
limiting value given in standard codes of practice. Connectors have been designed
to connect the glass sub-panels together which have been used to form the large size
glass panels, namely, the primary beams. The connectors have been designed and
the stress level in the connection checked. Modal analyses using 2D and 3D models
were also carried out to give frequencies and mode shapes of the footbridge under
vibration. The frequencies are checked against the minimum value required
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according to standard codes of practice. All of the above checks were found to
satisfy the relevant design criteria, and consequently the footbridge is now con-
sidered to be safe and ready for construction.

Keywords Glass footbridge � Finite element � SAP2000

1 Introduction

Over the last years, architects and interior designers have been busy creating new
innovative structural designs using new types of materials. Laminated glass has
driven a growing number of architects and engineers to work with elements in
unconventional ways. To exploit the unique characteristics of glass, it should be
used as the structural material for a closed room which will allow the sun, moon,
and stars to be viewed, while protecting the room from rain, wind and cold, which
is only becomes possible by using structural glass. In this paper, a footbridge made
from glass was investigated. The idea came from an architectural drawing by an
architect named Joris Luchinger, which is displayed in Nijsse [1]. The property of
transparency is a valued feature in this glass footbridge.

It certainly takes a leap of faith to cross a glass footbridge where there is no
visible framing, but which is only made of toughened laminated glass panels
supported by toughened laminated glass beams. So far, only a small number of
designers are willing to participate in using glass as the structural material because
of its unpredictability and potential to injure people in the case of a breakage or
falling shards. Glass acts in a significantly diverse manner compared to other
materials like, for example, steel. The failure of an annealed glass beam is brittle,
unlike a steel beam which may fail exhibiting large deformations. If an annealed
glass beam is over loaded it would fracture and break completely, thus causing
sudden failure of the beam. However, recent use of glass as a structural material has
not only given us great exposure but has helped people realize that laminated glass
can be used safely and successfully in working situations as proven by certain
architects and engineers, where three panels of glass glued together can make a safe
structural beam element.

As engineers, our paramount responsibility is the safety of people using the
structure. An engineer naturally has to assume the obligation to analyse all possi-
bilities of unwelcome effects of the proposed innovation. In this study, as men-
tioned above, a study of the behavior of the proposed glass footbridge structure
drawn by Joris Luchinger (Nijsse 2002) was investigated. From a model analysis,
the maximum moment, shear force, deflection and stresses of the glass panels were
obtained. Then a modal analysis was conducted in order to obtain frequencies and
mode shapes of the glass footbridge model. The model was created in the form of
2D and 3D to investigate the behavior of the proposed glass footbridge and also to
have a comparison between the two models. However, in the 2D analysis, hori-
zontal and torsional mode shapes are restricted which can only be obtained from a
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3D analysis. Since the bridge has not been constructed and only a detail architec-
tural drawing was given, a model and linear elastic analysis of this glass footbridge
was undertaken in order to determine the behavior of the proposed glass footbridge
structure.

1.1 Strength of Glass

Generally, loading on a structure induces bending moments and shear forces in the
structural members. The bending moments are analysed and assessed. In order that
the benefits of the analysis can be realized, the values of the bending moments must
be used to check the stress levels developed in the members subjected to the load.
Hence, a check for safety on the value of the maximum bending stress initiated
from the maximum bending moment value used on the basis of factored loading not
exceed the design stress.

For a structure made of glass, the undesirable characteristics of this material, i.e.,
its brittle character can cause fracture especially where there are flaws on the surface
of the glass which normally leads to stress concentrations. Hence, the possibility of
the formation of stress concentration cannot be overlooked and must be considered
in the design procedure whenever glass is used. Table 1 shows the design stresses
of different types of glass, such as float glass, heat-strengthened glass and tough-
ened glass. The values of the design stresses are for use with factored loads and,
where appropriate, for nonlinear analysis. In this paper, toughened glass is used and
therefore the maximum bending stress value obtained from the glass footbridge
analysis were compared with the design stress/strength of toughened glass given in
Table 1.

Table 1 Design stresses (Concept Ritchlijn: Construction glass (Holland), October 1996)

Type of glass Permanent loads Medium-term
loads

Short-term (gust)
loads

Float glass 7 N/mm2-single
7 N/mm2-single

17 N/mm2-single
14 N/mm2-double

28 N/mm2-single
24 N/mm2-double

Heat-strengthened
glass

22 N/mm2-single
19 N/mm2-
double

24 N/mm2-single
21 N/mm2-double

37 N/mm2-single
32 N/mm2-double

Toughened glass 50 N/mm2-single
43 N/mm2-
double

53 N/mm2-single
46 N/mm2-double

56 N/mm2-single
48 N/mm2-double
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1.2 Vibration

Over the past years there are several cases of footbridges experiencing severe
vibration due to pedestrian loading. On the opening day in June 2000 the
Millennium Footbridge, London experienced horizontal vibration induced by hor-
izontal synchronized pedestrian load which was caused by 8000–10,000 people
crossing the bridge. As a result, dampers were fitted to the Millennium Footbridge
to lessen the “sway” caused by high pedestrian densities. Generally, structures like
pedestrian footbridges are subject to static and also dynamic loading. If magnitude
of the vibration coincides with natural frequency of the footbridge, resonance
occurs and the structure can become unsafe [2]. Hence, footbridges must be
designed so as not to be susceptible to vibrations. For the analysis of structural
vibrations is necessary to calculate the natural frequencies of the structure and then
determine the response to the expected excitation. In this way it can be determined
whether a particular structure will fulfill its intended function. Conventional beam
footbridges of spans greater than 25 m are likely to have a fundamental natural
frequency within the range of the input excitation caused by pedestrians crossing
the structure. A valuable closed-form approximation is given in BS5400 Part 2, [3].
According to Hauksson [4], many footbridges have vertical and horizontal fre-
quency of 1.4–2.4 Hz and 0.7–1.2 Hz respectively. When walking over a bridge
pedestrians are more tolerant of vertical vibration than horizontal vibration. Based
on BD37/01, [5] the total minimum range of allowable vertical and horizontal
frequencies are 5 and 1.5 Hz respectively. Therefore, bridges are susceptible to
suffer excessive vibration under pedestrian action if the frequency is below the
minimum range mentioned. It is also essential to consider both the horizontal and
vertical excitation arising from pedestrians using the structure.

2 Model Analysis of Glass Footbridge

Figure 1 shows a detailed model of a glass footbridge that has not been constructed
yet. This model was taken from a book titled Glass in Structures (Nijsse 2002). The
concept was by Joris Luchinger, a graduating student, who drew and sent the
drawing as shown in Fig. 2 for his project submission in a design competition. The
goal of the competition was to propose a structure that can be used to cross the wide
waters in the Florida area in The Netherlands. Joris Luchinger proposed a com-
plicated footbridge, entirely made of glass. The footbridge has six large glass beams
used as its primary girders. The beams are tapered in the middle of the span to
create their “just not meeting” appearance. Each glass beam comprises of three
longitudinal panels, and each panel is formed from four layers of 15 mm thick
toughened glass, laminated by resin. Meanwhile, for each secondary beam which
spans between the primary beams, their height is 150 mm and consists of
2 × 10 mm annealed laminated glass rectangular plates. These secondary beams
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are at 30 mm center to center making a total of 300 beams forming the floor of the
bridge. The primary beams which are also known as the main girders are connected
to the secondary beams by a stainless steel shoe fastened in an inverted U-profile.
The small secondary beams are ensured of lateral stability by providing tensioned
steel cables in the plan of the bridge deck.

3 Modeling Approach

The use of glass as a structural material has undergone a marked changed in the
world of structural engineering. To create safe structures, it is necessary and
common in any engineering design to analyse the structure before it is constructed.
It is also wise to think ahead during early stage of conceptual design, making
approximate calculation in the process, so that problems that may occur in the
structure can be minimized. Therefore, it is good practice to develop a realistic
Finite Element (FE) model for structural simulations before construction.

For this study the analysis, using a general purpose structural analysis pro-
gramme, i.e., SAP 2000 has been performed. This programme is suitable for the
analysis of structures subject to static and dynamic loadings. In this investigation,
the structural response of the model in terms of its displacement and resulting forces
due to the excitation of loads was determined.

Fig. 1 Architectural drawing of a glass footbridge (Nijsse 2002)

Fig. 2 i Closeup view of glass footbridge. ii Side view of glass footbridge (Nijse 2002)
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In using SAP 2000, values of the material and section properties, support and
loading conditions and dimensions of the model become the input data for the
programme in order to determine the behavior of the model. Using this numerical
model different types of support conditions were investigated. Thus, the maximum
and minimum bending moment, shear force and deflection were obtained. Also the
frequency and deflection limits of the glass footbridge were determined in order to
satisfy the design code limits for footbridges as specified in BD 37/01, [5].

For the combination values, the dead load Gk and imposed load Qk, a partial
factor of safety of γf = 1.0 was applied to all load combinations at serviceability
limit state. The glass footbridge finite element model carries a uniformly distributed
dead load from deck slab of 1.47 and 0.74 kN/m and a uniformly distributed
imposed load of 5 and 2.5 kN/m for the inner and edge girders respectively.

3.1 Formation of the 2D Model

To carry out the analysis, a 2D model of an inner girder was created using SAP
2000. In order to create a simple 2D model, the structural plan in a 3D view is first
considered, before a typical 2D structure can be isolated. As stated earlier, the
original bridge of the structure consists of six large panels arranged to be 1.0 m
apart from each other. There are 300 small secondary beams placed perpendicular
to the panels, where each beam is 1.0 m in length and 60 mm in depth, forming the
floor of the bridge. However, for this investigation, the length and depth of the
secondary beams was converted into an equivalent width and depth of a flat slab,
1.0 m and 60 mm respectively. The six large glass panels were modeled using
beam finite elements. The above consideration simplified the input data for SAP
2000.

The beam was modeled to include a hinge at the middle of the span. This
non-prismatic girder was divided into seven elements. As shown in the finite ele-
ment model in Fig. 3, the seven elements labeled as FSEC1, FSEC2, FSEC3,
FSEC4, FSEC5, FSEC6, and FSEC7, define the finite beam elements of the main
girder under investigation.

Fig. 3 Finite element model of girder (2D view)
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Every beam element has a constant width, 60 mm, but with different heights and
lengths thus creating different values of longitudinal sectional area, volume, and
mass. The other important input data necessary for a finite element model is the
material properties of its elements. Therefore, all beam elements were given a
Modulus of Elasticity, density and Poisson’s ratio as 70 kN/m3, 2500 kg/m3 as 0.22
respectively. These values have been taken from a book titled Structural use of glass
in buildings (Institute of Structural Engineering), and are typical for annealed glass.

3.2 Formation of the 3D Model

For the formation of this 3D model, the structure is modeled into six large glass
panels joined together with a deck slab, 60 mm thick. Hence, the main beam (or
girder) defined in the 2D modal analysis is duplicated into five other girders which
are at 1 m center to center, making a total of six girders all together. However, for
the 3D model analysis, the uniformly distributed dead and imposed loads from deck
slab, which are transferred to the outer or edge girder, differs from the inner girder
by a half, since the edge girder only carries half of the deck slab width. In the 2D
model analysis, only beam finite elements of the primary girder are taken into
consideration. In contrast, in the 3D model analysis, both primary and secondary
beam finite elements are defined in the Programme SAP. Each secondary beam is
modeled as seven beam elements to simulate the solid deck of 60 mm thick. As
shown in the finite element model in Fig. 4, the seven beam finite elements labeled
as FSEC8, FSEC9, FSEC10, FSEC11, FSEC12, FSEC13, and FSEC14, define the
finite elements of the secondary beams under investigation. All components in the
3D model, i.e., primary and secondary beams exhibit the same material properties
of glass as specified in Sect. 3.1. For this specific analysis, every secondary beam
had a constant height and length of 60 and 1000 mm respectively. However, their
widths are different, thus creating different values of section properties.

4 Comparison Between the 2D and 3D Numerical Models

The aim of carrying out the 2D and 3D finite element analysis was to investigate the
response of the glass bridge structure due to static loads. The behavior using
different types of support conditions, i.e., pinned-pinned (ModelPP) or fixed-fixed
(ModelFF) supports were also investigated. Hence, FEA using both types of sup-
ports were conducted and the results are compared. The analysed models produced
values and locations of maximum bending moment, shear force and deflection.
Tables 2, 3 and 4 compare the maximum moment, shear force, and deflections
obtained from the 2D and 3D models. In the 2D analysis all the moments are carried
by the primary beams, hence the moments are slightly higher than in the 3D
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analysis because in 3D the secondary beams also help in carrying part of the
moments. The 2D analysis is expected to give the maximum deflection due to the
fact that the maximum moments were obtained from this model there by giving the
maximum deflection. Whereas, the 3D had the maximum shear force because the
secondary beams will also contribute part of the shear and total shear will be carried
by the primary beam. While in the 2D model there will not be any contribution from
the secondary beams.

Table 2 Comparison of maximum moment between 2D and 3D model

Supports Max moment 2D
model

Max moment 3D
model

Max moment, % difference
between models

Value
kNm

Location Value
kNm

Location

ModelPP 173.2
(+ve)

At quarter
span

164.2
(+ve)

At quarter
span

4.2

ModelFF 499.3
(−ve)

At support 449
(−ve)

At support 10.9

Fig. 4 Finite element model of glass footbridge (3D view)
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Table 3 Comparison of maximum shear force between 2D and 3D model

Supports Max shear force
2D model

Max shear force
3D model

Max shear force, % difference
between models

Value
kN

Location Value
kN

Location

ModelPP 58.3
(−ve)

At
support

64.4
(−ve)

At
support

10.5

ModelFF 97.5
(−ve)

At
support

98.4
(−ve)

At
support

0.9

Table 4 Comparison of maximum deflection between 2D and 3D model

Supports Max deflection
2D model

Max deflection
3D model

Max deflection, % difference
between models

Value
mm

Location Value
mm

Location

ModelPP 28.3 Near middle
span

24.6 Near middle
span

13.1

ModelFF 3.1 Near middle
span

2.7 Near middle
span

12.9

(i) 1st horizontal mode       (ii) 2nd horizontal mode       (iii) 3rd horizontal mode

(iv) 1st vertical mode      (v) 2nd vertical mode      (vi) 3rd vertical mode 

Fig. 5 The first three horizontal and vertical modes of the model with pinned-pinned supports
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(iv) 1st vertical mode       (v) 2nd vertical mode         (vi) 3rd vertical mode 

(i) 1st horizontal mode      (ii) 2nd horizontal mode       (iii) 3rd horizontal mode 

Fig. 7 The first three horizontal and vertical modes and frequencies of the model with fixed-fixed
supports

Fig. 8 Torsional mode of the
model with fixed-fixed
supports

Fig. 6 Torsional mode of the model with pinned-pinned supports
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5 Frequencies and Modes of Vibration on the Models

Generally, a 3D modal analysis gives three types of mode shapes, i.e., horizontal,
vertical and torsional as, compared to a 2D modal analysis which can produce only
two types of mode shape, namely vertical and horizontal. Figures 5 and 7 show the
first three horizontal and vertical modes and frequencies of the 3D model with
pinned-pinned and fixed-fixed supports respectively. Figures 6 and 8 show the
torsional mode and frequencies of the model with pinned-pinned and fixed-fixed
supports respectively.

BS5400 states that if the fundamental frequency of vertical and horizontal
vibration is less than 5 and 1.5 Hz respectively, the risk of upwards and lateral
movements of unacceptable magnitude may occur and should be considered in the
design. However, for this specific analysis of the glass footbridge the results
obtained clearly shows that frequencies obtained for both conditions are within the
required limits. A comparison of the vertical vibration criteria using pinned-pinned
and fixed-fixed support conditions is presented in Tables 5 and 6 respectively.
A comparison of the vertical vibration criteria indicates that the frequency obtained
from the 3D model is only slightly higher than the values obtained from the 2D
model by factors not exceeding more than 5.4%. This also indicates that there is a
good agreement between the 2D and 3D model with a maximum difference in the
order of 5%.

Table 5 Comparison of the frequency and mass participation factor between the 2D and 3D
models for the pinned-pinned supports

No. of
mode

2D model 3D model Maximum
frequency, %
difference
between models

Calculated
frequency
[Hz]

Mass
participation
factor (%)

Calculated
frequency
[Hz]

Mass
participation
factor (%)

1st
vertical
mode

5.68 76.8 5.9 76.7 3.9

2nd
vertical
mode

31.2 77.4 32.4 77.3 3.8

3rd
vertical
mode

41.6 87.9 42.7 84.7 2.6
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6 Connections

For steel connection design calculations, the average bearing stress, shear and
tensile stress is required. However, for a brittle material like glass, the approach for
its connection design procedure is comparatively more rigorous. Besides needing
the value of the average bearing, shear and tensile stress, the design calculation also
needs the value of the localized tensile stress concentration to ensure a safe design.
In the process, forces developed should be properly and smoothly transferred
between the glass members through the steel plates and bolts of the connections.

Due to the large size of each glass panel, being almost 10.5 m in length with a
variable depth up to 2.8614 m, each panel needs to be subdivided into at least three
smaller size panels which are connected with each other at Node 3 and Node 5 as
shown in Fig. 9. Each sub-panel is formed from four layers of 15 mm thick
toughened glass. Figure 10 shows the detail connection where the sub-panels are
fixed together. At the connection, two connecters are used to transfer the bending

Table 6 Comparison of the frequency and mass participation factor between the 2D and 3D
models for the fixed-fixed supports

No. of
mode

2D model 3D model Maximum
frequency, %
difference
between models

Calculated
frequency
[Hz]

Mass
participation
factor (%)

Calculated
frequency
[Hz]

Mass
participation
factor (%)

1st
vertical
mode

18.6 50.7 19.6 50.3 5.4

2nd
vertical
mode

32.4 51.0 33.5 50.5 3.4

3rd
vertical
mode

58.5 70.6 60.9 70.1 4.1

Fig. 9 Sub panel with connections
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moment between the sub-panels. For the purpose of designing the connecters at
Node 5, the maximum bending moment value along the panel is used as the design
moment acting on the connection. Hence, for Model PP the maximum bending
moment in the large panel at this location is 238.15 kNm as given in Table 7. Once
the connecters have been selected, stress levels in the connection will be checked.

The following shows the procedure adopted for the design of the connection.
Step1: To determine the force and type of bolt at Node 5 for Model PP;

Moment acting on the connection;M ¼ 238:2 kNm

¼ 238:2 � 103 kNmm

Table 7 Stresses at connection

Type of
support

Maximum
moment, M
(kNm)

Vertical
distance, d
(mm)

Ftension = M/
d (kN)

Tensile
area A
(mm2)

Stress in one
strap = (Ftension/
A)/2
(N/mm2)

Model
PP

238.2 1325.4 179.7 480 187.0

Model
FF

691.8 2770.7 249.7 480 260.1

Fig. 10 Connection details Adopted from Nijsse (2002) (All dimensions are in mm)
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Vertical Distance; d ¼ Height of beam at node 5ð Þ� 2 � Height of theð
connecterÞ ¼ 1625:4 � 2 � 150 ¼ 1325:4 mm

Note that the vertical distance d, is defined as the total height of the beam at node
5, minus the height of the two connecters. (Each connecter is 150 mm high.)
Horizontal shear force acting on the connection,

Ftension ¼ M=d

¼ 238:2 � 103 kNmmð Þ
¼ 1325:4 mm

¼ 179:7 kN

The above implies that the shear capacity of the connection bolts should be more
than 179.6 kN for a safe design. Hence, consider a total of 8, M20 Grade 8.8 bolts
in accordance with BS 4395: Parts 1 & 2 with an individual shear capacity of 184
kN in double shear.

Total shear capacity from two bolts is 2 × 184 = 368 kN and as 179.7 < 368 kN
the connection is OK!

Step2: To check the stress level;
Select steel plate 150 mm height, 70 mm wide and 10 mm thick.
Tensile area = (70 − (20 + 2)) mm × 10 mm = 480 mm2

where diameter of bolt = 20 mm and
clearance hole = 22 mm

Stress ¼ tensile force=tensile areað Þ
¼ 179:6 � 103Nð Þ= 480 mm2� �

¼ 374:2 N=mm2

However, as there are two straps carrying this load, one each side of the glass
beam this strap force can be divided by two; hence the tensile stress in each strap is
187 N/mm2. Since the steel grade S275 and the stress in one strap is less than
275 N/mm2, therefore the selected strap is adequate. Therefore, two connectors
with bolts size M20 Grade 8.8 are placed at Node 3 and Node 5 in Model PP. The
above steps are repeated when designing the connection at Node 3 and Node 5 in
Model FF, where the maximum moment 691.8 kNm for the panel is taken to be the
moment acting at the connection.

7 Discussion, Conclusion, and Recommendations

This paper presents the investigation into the behavior of a glass footbridge as
shown in Fig. 2. The footbridge is made of toughened glass, has six primary beams
or panels and 3000 secondary beams which act as the floor deck. The 2D finite
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element model shown in Fig. 3 is created using the Program SAP 2000, which is a
finite element general purpose program. The model is formed using beam finite
elements. The model having pinned-pinned supports, Model PP was analysed and
the analysis was repeated with model having fixed-fixed support conditions,
Model FF. Values in Table 4 indicate that the type of supports, influence the
analytical results, where Model PP has comparatively higher maximum deflection
whereas Model FF has higher maximum moment and shear force.

Maximum stresses for the models are calculated, where for Model PP and
Model FF are 18.1 and 7.32 N/mm2 respectively. Since these values are less than
the tensile failure strength of toughened glass, typically 43–50 N/mm2, the foot-
bridge using this type of toughened glass is considered to be safe. Tables 1, 2 and 3
compare the maximum moment, shear force and deflection obtained from the 2D
and 3D models. In the 2D analysis all the moments are carried by the primary
beams, hence the moments are slightly higher than in the 3D analysis because in the
3D model the secondary beams also helps in carrying part of the moments. The 2D
analysis is expected to give the maximum deflection due to the fact that the
maximum moments were obtained from this model there by giving the maximum
deflection. Whereas, the 3D had the maximum shear force because the secondary
beams will also contribute part of the shear and total shear will be carried by the
primary beam. While in the 2D model there was no contribution from the secondary
beams. The maximum deflection was 28.3 and 3.1 mm for model PP and Model FF
respectively. Since these values are lower than the limiting value of 82.0 mm
calculated based on code of practice, therefore the footbridge is safe.

Due to the large size of the glass panel (representing the primary beam), it was
subdivided into smaller size panels which needed to be connected together. At the
connections, connectors using steel bolts and steel straps were selected. The stress
levels at the connections were checked and found to be adequate.

Although the analytical results using the 2D model was expected not to be very
different from the 3D model, this investigation proves that this was in fact true,
because the results differ only slightly as shown in Tables 2, 3 and 4. Modal
analysis was carried out to determine the frequencies and mode shapes due to the
vibrations of the footbridge. Modal analysis using the 2D model produces fre-
quencies in a vertical mode only, whereas using the 3D model frequencies in three
different modes can be obtained, vertical, horizontal, and torsional. Because the
frequencies of vertical and horizontal vibrations of this footbridge are higher than
the minimum value required as specified in the standard, therefore vibrations of an
unacceptable magnitude would not occur in this footbridge. Because, the checks
carried out indicate that the footbridge satisfies the design criteria, the footbridge
design is considered to be safe and the structure is almost ready to be constructed.

Although a large portion of the glass bridge has been designed in this investi-
gation there remains addition work which needs to be undertaken before the
structure can be fabricated and erected. Further consideration has to be given to the
connections, especially the support connections, which are subject to high shear
loads and also to the bearing stresses in the glass adjacent to the bolts. Because the
main beams are laminated careful consideration has to be given to the material
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chosen to use between the individual laminations. It is important that the laminated
beam acts as one complete unit and that stresses are uniformly distributed
throughout the thickness of the beam otherwise the outer laminations may become
overstressed and fail prematurely.

As the proposed glass footbridge is a novel structure, if finance is available it
would be sensible to either construct a model of the structure or preferably to
monitor the actual structure to check that the measured stresses under full load are
in accordance with those calculated from the finite element analysis. In addition, the
fundamental frequency of the structure could be obtained by dynamically exciting
the structure and this could also be checked against the calculated value.

In the future it is expected that more glass structures with maximum trans-
parency will be developed. Such structures free engineers from building masonry
walls and steel frames and beams, which allow for more space and freedom.
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Performance Criterion for Selecting
Columns to Be Removed in the Alternate
Load Path (ALP) Analysis
for Progressive Collapse Assessment

Hazrina Mansor, Peter Disney and Gerard Parke

Abstract The alternate load path (ALP) method is an event-independent approach
in analysing robustness against progressive collapse, where the actual load arising
from the complicated triggering event is not considered. The method proposes the
removal of one or more load-bearing elements of a structure, such as a column, and
the consequences following from the location of removed column onto the inves-
tigated structure will be analysed in terms of its ability to redistribute the gravity
loads to the remaining intact structural elements. Since the assessment of structural
robustness using the ALP method is highly dependent on the location of the lost
column, it is important that selection of the critical column position that needs to be
removed for detail progressive collapsed assessment is undertaken with care. If this
is not the case, the results generated will not be able to show the actual level of the
robustness of the structure. In this paper, a new, performance criterion namely, the
computation of the total number of overstressed remaining members was introduced
to determine the most critical column location for further evaluation of the struc-
tural resistance against progressive collapse. SAP2000 structural design software
and MATLAB were used as tools for the collapse analysis. A ten-storey
moment-resisting steel frame structure was used to demonstrate the implementa-
tion of the proposed criterion. It can be concluded that the proposed criterion has
the potential to be a useful and quick indicator to determine the critical column
location for a more detail progressive collapse analysis of a structure.
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1 Introduction

The provisions which address the progressive collapse issue was first documented
in an approved document A3 in the United Kingdom Building Regulations docu-
ment, 2000 [1]. The recommendation for the progressive collapse issue was initi-
ated in the document after the Ronan Point collapse incident in 1968 and further
encouraged after the IRA bombing campaign in the UK in the 1970s and 1980s.
The regulations recommended the tying approach, the key element approach and
the alternate load path approach to ensure that structures have a minimum level of
strength to resist accidental loading. The tying approach requires members in the
structure to be horizontally and vertically tied together to enhance continuity,
ductility and structural redundancy between the structural elements. Meanwhile,
ALP approach is designed to allow for bridging over the lost, untied, member and
upon removal, the collapse is limited to at most 70 m2 or 15% of the area of each
floor, whichever is the smallest. Whilst, the key element approach is recommended
when the structural members failed to bridge over the loss of untied members;
therefore, the member should be designed as a key member and ought to be able to
withstand a pressure of 34 kN/m2. The three robustness strategies were then to be
applied to a building depending on the class of the building.

The implementation and scope of the proposed strategies given in the United
Kingdom Building regulation, Approved document A3 are very similar with the
Eurocode robustness requirements, which have been adopted in BS EN
1991-1-7:2006 [2] with only a slight modification. The Eurocode document pro-
vides two general design strategies based on accidental design situations. The first
strategy is based on an identified accidental action while the second type of strategy
is based on unidentified accidental actions. The strategy which is based on iden-
tified accidental actions, recommended three design strategies; these are (i) Design
for sufficient minimum robustness, (ii) Prevent or reduce action and, (iii) Design to
sustain action. In BS EN 1991-1-7:2006 the Eurocode document, these strategies of
identified accidental actions can be found in clause 3.2. In addition, the imple-
mentation of the first form of strategy might also provide adequate robustness for
the structure against some unidentified actions depending on the exact nature of the
strategy. As for the second form of strategy which is based on unidentified acci-
dental actions, the strategies include various possible events and are also linked to
strategies based on limiting the spread of localised failure. The strategy which is
based on unidentified accidental actions, recommended three design strategies;
these are: (i) Enhanced redundancy, (ii) Design to resist notional accidental actions
and (iii) Prescriptive rule. It should be noted that the sufficiency of the implemented
strategies is highly dependent on the actual characteristics of the accidental actions.
These design strategies can be found in BS EN 1991-1-7:2006 clause 3.3(1).

To conclude, the Approved Document A3 provided the initial idea to enhance
the overall structural integrity for buildings where its strategy in mitigating pro-
gressive collapse for a building is based on the requirement and the level of
importance of the building under consideration. Therefore, different progressive
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collapse design assessment approaches and robustness strategies are applied to
different classes of structure, which is quite cost-effective in terms of actual
implementation. However, in terms of the implementation of the notional element
removal and key element approaches, it should be stressed that there is a lack of
information in the document on how such approaches should be implemented to
evaluate the potential risk of collapse for a building.

Unlike the UK and Eurocode design guidelines, the General Service
Administration (GSA) and Department of Defence (DoD) recommend several loca-
tions on the ground floor to be considered for column removal. These recommen-
dations include an exterior column near the middle of both the long and short side of
the building, a column located at the corner of the building, an interior column near to
the perimeter column and other positions where the geometry of the structure changes
[3, 4]. The documents also come with the outline procedures on how to carry out
progressive collapse assessment via linear or nonlinear static and dynamic analyses.
These recommendations have been widely adopted by researchers investigating
progressive collapse, among them are Kwasniewski [5] and Liu [6, 7]. Although these
column locations have been recommended byGSA andDoD, there is still a possibility
that other columns might also be critical as has been found by Fu [8] and Tavakoli [9].
Nevertheless, in certain aspects, the approach given in the UK and Eurocode design
guidelines does have a great advantage since the evaluation process covers the
removal of all supporting elements in the structure, thus providing a more compre-
hensive view on the structure’s robustness. Therefore, more detailed information is
required with regards to the procedure on how such notional element should be
removed by utilising the idea of removing all supporting members as suggested in the
UK and Eurocode design guidelines and the types of analysis required for such an
approach, which is the focus of this paper.

2 Proposed Quantitative Column Removal Approach

The quantitative method proposed in this study comprises of four major steps, these
are (1) Structural design (2) Member removal process with subsequent analysis
(3) Determination of the critical column location and (4) Classification of the
column removal cases. First, the proposed structure is modelled and designed with
the appropriate dimensions, material properties, section sizes, support restraints and
loading in accordance with the general design procedure. In this study, the author
used the SAP 2000 finite element analysis software is used to design and model the
proposed structure. For the member removal process, the first step is the determi-
nation of the designed structural members that must be eliminated one at a time
when assessing the robustness of the structure and the second step is the elimination
process of the individual designed structural members that have been determined.
The type of structural members that need to be removed is highly dependent on the
design of the building. In this procedure, the selection of the members to be
removed is based on the UK and Eurocode design guideline; these are columns and

Performance Criterion for Selecting Columns to Be Removed … 253



the transfer beams supporting columns. To reduce the computational time taken
during the elimination process (i.e. when removing and analysing the structure), an
‘auto-operation’ technique is proposed with the aid of SAP 2000 finite element
analysis software version 15 and MATLAB. The general procedure used for the
elimination process is presented in the flowcharts shown in Fig. 1. The next stage is
the determination of the critical column location. The critical column location is
determined based on the proposed performance criterion achieved by counting the
total number of overstressed members for each case of column removal, where any
remaining intact member which has a Demand Capacity Ratio (DCR) value
exceeding 1.0 is overstressed. Finally, the classification of column removal cases
which will indicate the critical column location is carried out based on the proposed
performance criteria.

2.1 Demand Capacity Ratio

Force interaction criteria for cross-section resistance of a member
For the cross-section of a member which is subjected to combined axial force

and bending moment, the interaction equations in accordance with clause 6.2.1(7),
6.2.9 of the Eurocode 3 1993-1-1 [10] will be applied;

(a) Class 1 and class 2 cross sections

For I section, the summation of the utilisation ratios for each force component is
as follows:

DCR ¼ My;Ed

MN;y;Rd

� �a
þ Mz;Ed

MN;z;Rd

� �b
� 1 ðEC3cl:6:2:9:1ð6ÞÞ

where

a ¼ 2 and b ¼ 5n� 1

MN;y;Rd ¼ Mpl;y;Rd
1� n

1� 0:5a

� �
ðEC3cl:6:2:9:1ð5ÞÞ

MN;z;Rd ¼
Mpl;z;Rd; for n\a

Mpl;z;Rd 1� n�a
1�a

� �2h i
; for n\a

(
ðEC3cl:6:2:9:1ð5ÞÞ

where

n ¼ NED

NPl;Rd

� �
ðEC3cl:6:2:9:1ð5ÞÞ
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Save the file 

i =m?

i =
 i 

+1
 

Start 

Specify results output file in SAP 2000. This option is available via; 
Analyze > Set analysis options; 

Filename: Original.xls 
Database Tables Named set: RESULTS 

Group: ALL 

Open SAP 2000 model file of the original structure: Original.sdb.

Configure SAP 2000 to automatically save analysis results output. This process is available via; 
Define > Named sets >Tables > ‘Check’ Expose All Tables > select Joint Output results >

Steel Frame > Save Named set > Database Table Named Sets > type ‘RESULTS’ > click ok 

Define the required member that needs to be removed 

Configure MATLAB to invoke SAP 2000 using OAPI command provided by SAP 2000 

Set the program to automatically delete the defined member  

Save the modified file as Original_ith .sbd

No

End

Run linear static analysis followed by the steel frame design  

Rename the result output from Original.xls to Original_ith.xls

yes

Fig. 1 Auto-removal process
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However,

MN;y;Rd ¼ Mpl;y;Rd if NED � 0:25Npl;Rd

and

NED � 0:5
hwtwfy
cm0

ðEC3cl:6:2:9:1ð4ÞÞ

Furthermore,

MN;y;Rd ¼ Mpl;z;Rd if NED � 0:5
hwtwfy
cm0

ðEC3cl:6:2:9:1ð4ÞÞ

(b) Class 3 cross sections

For all shapes, the combined axial force and bending is conservatively calculated
by taking the linear summation of the utilisation ratios for each force component as
follows:

DCR ¼ NEd

NRd
þ My;Ed

My;Rd
þ MZ;Ed

MZ;Rd
� 1:0 ðEC3Cl:6:2:1ð7ÞÞ

Force interaction criteria for buckling resistance of a member
For a member that is subjected to a combined effect of axial compression and

bending with special emphasis on flexure and lateral torsional buckling, the demand
capacity ratio is defined by calculating the utilisation ratios obtained from the
interaction equation given in clause 6.3.3(4) of Eurocode 3 1993-1-1 [10], which is
given as follows:

DCR ¼ NEd
vyNRk

cM1

þ kyy
My;Ed

vLT
My;Rk

cM1

þ kyz
MZ;Ed
MZ;RK

cM1

� 1:0 ðEC3Cl:6:3:3ð4ÞÞ

DCR ¼ NEd
vzNRk

cM1

þ kzy
My;Ed

vLT
My;Rk

cM1

þ kzz
MZ;Ed
MZ;RK

cM1

� 1:0 ðEC3cl:6:3:3ð4ÞÞ

2.2 Computation of the Total Number of Overstressed
Members Based on Their Demand Capacity
Ratio (DCR)

The severity of the effect of a column removal on the structure is quantified by
counting the total number of remaining overstressed structural members. It is believed
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that the probability of a structure experiencing progressive collapse after a sudden
loss of a column is highly dependent on the number of failed or overstressed members
remaining in the structure. Therefore, the highest count is expected to indicate that the
structure is most susceptible to experience progressive collapse. Whilst, the lowest
count indicates the structure has the lowest tendency to collapse. The column removal
cases are first sorted according to the total number of overstressed members from the
highest to the lowest. The cases are then categorised into three classes, which are a
low number of overstressed members, a medium number of overstressed members
and a high number of overstressed members. The range between low, medium and
high categories can be determined by using the following formula:

Range ¼ Nmax; overstressed � Nmin; overstressed

3
ð1Þ

where

Nmax; overstressed is the maximum total number of remaining overstressed members
considering all the removal cases and

Nmin; overstressed is the minimum total number of remaining overstressed members
considering all the removal cases.

3 Implementation of the Proposed Approach

3.1 Proposed Structure

A ten storeys moment-resisting frame of a commercial office building was proposed
to demonstrate the effectiveness of the proposed method. The beam-column joints
were rigid, where all the translational and rotational movements are restrained.
Figure 2 illustrated the structural plan of the structure. All the storeys are 4.0 m in
height, apart from the ground to first floor which has a height of 5.5 m (refer to
Fig. 4). Figure 3 shows the three-dimensional and plan views of the moment
resisting ten-storey steel frame building respectively.

3.2 Member Removal Process

The proposed ten-storey moment-resisting steel frame building shown in Fig. 3
does not include any transfer beams which would support a series of columns, thus
in this case, only the removal of individual column sections needs to be considered.
Bearing in mind, that the direction of the wind load, floor arrangement, section
sizes, and geometrical structural stiffness of the designed structure were symmet-
rical in their global x-x axis, only columns which are located between the regions of
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Wind load 

Fig. 2 Plan view with wind load direction

Fig. 3 Three-dimensional view of the proposed frame
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grid 1 to grid 8 throughout levels 1–10 of the building were considered for removal
in this study. Overall, the total number of column locations for removal, one at a
time, equals 180, creating 180 individual cases to be analysed. Next, is the elimi-
nation process for each of the chosen columns. The elimination process was carried
out using the ‘auto-operation’ method. The location of the column that needs to be
removed and its element identification are determined and presented in Fig. 5a, b
and c. To execute the auto-operation, a MATLAB program has been written. The
columns were removed one by one where the sequence of column removal for grid
1 started from column element id 1 which was then followed by columns 11, 21, 31,
41, 51, 2, 12, 22 until element id 60. In addition, the same column removal
sequence was also applied to grid 4 and grid 7. At the start of the elimination
process, the designer must request the required results’ outputs such as joint output
and steel frame design data, so that the results will be automatically generated. As a
result of this auto-removal process, a total number of 180 configuration models
have been generated together with their results output into an Excel file. The
numbering of the 180 column removal cases was defined by its removal sequence
as shown in Fig. 6a, b and c. Case 1, Case 2, Case 3 and Case 4 and until Case 180
in Fig. 6a, b and c represents the cases of columns with element identification 1, 11,
21, 31 and until element identification number 180 were removed respectively.

3.3 Determination of the Critical Column Location

The requested DCR value for each member before and after removal must be
extracted from the 180 result sets output generated in Excel files in Sect. 3.2. To
simplify this process, a program has been written in MATLAB. Thereafter, the
results were then sorted according to the procedure explained in Sect. 2.2. The
results, based on the proposed performance criterion, are presented in detail in
subsequent sections.

Fig. 4 Dimension of the moment frame in elevation
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4 Results

In this section, the results for all column removal cases in terms of their total
number of overstressed members have been determined and sorted in descending
order from the highest to the lowest. From the results produced by the algorithm,
the sudden loss of a column in case 65 causes the maximum number of remaining
overstressed member in the structure, which is 124 members. Meanwhile, the
minimum total number of remaining overstressed members upon the sudden
removal of a column is determined from case 180 with only 2 overstressed

Fig. 5 a Element id for member in grid 1, b element id for members in grid 4, c element id for
members in grid 7
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members. All the 180 column removal cases were then divided into three categories
which are (1) highest number of total overstressed members, (2) medium number of
total overstressed members and (3) lowest number of total overstressed members.
Therefore, using Eq. 1, the ranges of these categories are calculated as follows:

Range ¼ Nmax; overstressed � Nmin; overstressed

3

¼ 124� 2
3

¼ 40:67 � 41
ð1Þ

Fig. 6 a Column removal cases in grid 1, b column removal cases in grid 4, c column removal
cases in grid 7
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where

Nmax; overstressed is the maximum number of remaining overstressed members
considering all of the removal cases and

Nmin; overstressed is the minimum number of remaining overstressed members
considering all of the removal cases.

Using the range value of 41 for each category, the limits for high, medium and
low categories are listed in Table 1.

Utilising the calculated limit for each category as presented in Table 1, all
column removal cases were placed in their corresponding category as presented in
Table 2.

5 Analysis and Discussion

In all 180 column removal cases applied to this structure, the case with the highest
total number of overstressed members is column removal case 65, while column
removal case 180 has the lowest number of overstressed members. Based on the
total number of overstressed members in all cases, utilising Eq. 1, the limits for the
high, medium and low categories are 2–43, 44–85 and 86–127 respectively (refer
Table 1). In terms of the number of cases per category, it has been found that 29 out
of 180 cases are in the high category, 67 cases are in the medium category and 84
cases are in the low category (refer Table 2). For the column removal cases in the
high category, most of the removed columns are in the interior of the structure and
also near to the perimeter. This can be seen in Figs. 7 and 8 whereby the location of
columns which have been categorized under the high category is highlighted in red.
Due to their interior location, they have more members spanning on to them. Upon
their removal, it is expected that the connected beams will have a small capability to
effectively redistribute loads from the loss of the column as the unsupported length
would have doubled and the loss of the column would have induced forces into the
beams that were not considered in the original design. Therefore, this effect sig-
nificantly increases the applied load on the surrounding members. It is understood
that the total of axial loads carried by a column will be decreasing as the storey
levels increases. Since many columns in the high category are situated at level 1–5,
they are normally subjected to high axial loading compared to the columns at higher
storey location. Consequently, their removal will substantially increase the vertical

Table 1 Categories of column removal cases based on the total number of overstressed members

Category Limit of total number of overstressed members

Low 2–43

Medium 44–85

High 86–127
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Table 2 Categorisation of column removal cases based on the proposed criterion

Category Column removal cases (no. of overstressed members)

High Case 65 (124), Case 62 (120), Case 71 (116), Case 63 (112), Case 68 (112)

Case 64 (109), Case 77 (109), Case 122 (109), Case 125 (109), Case 74 (106)

Case 128 (103), Case 131 (103), Case 69 (101), Case 123 (101), Case 124 (100)

Case 70 (99), Case 83 (98), Case 80 (96), Case 134 (96), Case 137 (96)

Case 75 (94), Case 76 (91), Case 89 (91), Case 129 (91), Case 130 (90)

Case 135 (87), Case 140 (87), Case 143 (86)

Medium Case 86 (85), Case 81 (84), Case 136 (84), Case 146 (82), Case 82 (81)

Case 149 (80), Case 5 (79), Case 95 (79), Case 92 (78), Case 155 (77)

Case 141 (76), Case 11 (75), Case 2 (74), Case 152 (74), Case 142 (73)

Case 8 (71), Case 87 (71), Case 17 (69), Case 88 (69), Case 3 (67)

Case 4 (66), Case 66 (66), Case 101 (66), Case 14 (64), Case 98 (64)

Case 147 (64), Case 72 (63), Case 126 (63), Case 148 (62), Case 9 (61)

Case 23 (61), Case 61 (61), Case 161 (61), Case 10 (60), Case 78 (60)

Case 67 (59), Case 93 (59), Case 121 (59), Case 132 (59), Case 158 (59)

Case 20 (58), Case 15 (57), Case 16 (56), Case 94 (56), Case 127 (56)

Case 73 (55), Case 29 (54), Case 138 (54), Case 84 (52), Case 21 (51)

Case 26 (51), Case 133 (51), Case 153 (51), Case 22 (50), Case 144 (49)

Case 154 (49), Case 79 (47), Case 27 (46), Case 35 (46), Case 107 (46)

Case 28 (45), Case 104 (45), Case 90 (44), Case 99 (44), Case 100(44)

Case 150 (44)

Low Case 32 (43), Case 139 (43), Case 6 (42), Case 1 (41), Case 167 (41)

Case 12 (40), Case 33 (40), Case 34 (39), Case 156 (39), Case 164 (39)

Case 159 (38), Case 160 (38), Case 7 (37), Case 18 (37), Case 85 (37)

Case 24 (36), Case 38 (35), Case 41 (35), Case 145 (35), Case 13 (34)

Case 96 (33), Case 30 (32), Case 105 (32), Case 106 (31), Case 19 (30)

Case 39 (30), Case 40(30), Case 165 (30), Case 166 (30), Case 91 (29)

Case 36 (27), Case 151 (27), Case 162 (27), Case 25 (26), Case 113(25)

Case 44 (24), Case 47 (24), Case 102 (24), Case 110 (24), Case 31 (22)

Case 45 (22), Case 46 (22), Case 173 (21), Case 157 (20), Case 170 (20)

Case 37 (18), Case 42 (18), Case 97 (18), Case 48 (15), Case 43 (14)

Case 50 (14), Case 51 (14), Case 53 (14), Case 111 (14), Case 112 (14)

Case 168 (14), Case 52 (13), Case 108 (13), Case 103 (12), Case 172 (12)

Case 163 (11), Case 171 (11), Case 49 (10), Case 54 (9), Case 174 (8)

Case 114 (7), Case 116 (7), Case 119 (7), Case 176 (7), Case 179 (7)

Case 109 (6), Case 169 (6), Case 56 (5), Case 59 (5), Case 117 (4)

Case 118 (4), Case 177 (4), Case 178 (4), Case 55 (2), Case 57 (2)

Case 58 (2), Case 60 (2), Case 115 (2), Case 120 (2), Case 175 (2)

Case 180 (2)
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load on the surrounding columns. Furthermore, as the removed columns are at the
low levels, their removals are likely to initiate a cascading failure of all members
above the removed column. As for the column removal cases in the medium
category, the loss of these columns will induce the same detrimental effects on the
surrounding members, as experienced by the column removal cases in the high
category. The distribution of the cases which fell into this category is highlighted in
yellow and can be found in Figs. 7, 8 and 9. However, the total number of over-
stressed member in this category is slightly lower due to two main factors. First,
some of the cases in the medium category are distributed in grid 1, where they are
mostly at level 1–5. Since these columns are located at the perimeter, they have
fewer connectivity members compared to those in the interior. Therefore, the
resultant total number of overstressed members occurring when these columns are
removed will be lower as fewer members were connected to the removed column.
Second, the column removal cases in this category can also be found in grids 4 and
7, where the position in term of storey level varies from level 3 to level 7. Due to
the reduction in the number of supported storeys for these columns, their carried
load is reduced compared to columns at lower storey level such as columns posi-
tioned at ground floor. Thus, the amount of load being redistributed is lower on the
removal of these columns. Finally, the column removal cases in the low category
show a significant reduction in their total number of overstressed members, where
the majority of them are located at the higher level and at the corner of the structure
(refer to Figs. 7, 8 and 9). To be more specific, they are located between level 6 and
level 10. As has been described before, a reduction in the number of supported
storeys which in turn reduces the vertical load in these columns has indirectly
lowered the number of overstressed members upon the removal of the considered
column.

Category indication by colors

Column removal cases in low category

Column removal cases in medium category

Column removal cases in high category

Beam

Fig. 7 Location of column removal cases in high, medium and low categories in grid 1
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6 Conclusion

This paper has illustrated a quick approach to determine the critical columns for
removal in a ten-storey moment resisting steel frame structure for ALP analysis.
The proposed method utilised a new criterion, which is the computation of the total
number of overstressed intact members remaining. The advantages of the proposed
approach are that it utilises the basic idea of Approved Document A by the UK
Building Regulation and Eurocodes, where both the documents require transfer
beams supporting columns and all columns are to be removed one at a time in
assessing the consequences of the removed column on the remaining structure, and
the auto-operation technique proposed herein is able to speed up the column
elimination process. Although the proposed method has been carefully constructed,

Category indication by colors

Column removal cases in low category

Column removal cases in medium category

Column removal cases in high category

Beam

Fig. 8 Location of column removal cases in high, medium and low categories in grid 4

Category indication by colors

Column removal cases in low category

Column removal cases in medium category

Column removal cases in high category

Beam

Fig. 9 Location of column removal cases in high, medium and low categories in grid 7
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there will still be limitations existing within the method. First, the proposed removal
method was designed without considering the possible effects of impact loads from
the upper floors upon the removal of each column. Because of this, all the removal
processes were undertaken by neglecting this dynamic effect. In addition, it is also
highlighted that the determination of the critical column location implemented in
this study is based solely on linear static analysis where the effect of nonlinearities
such as material and geometric nonlinearities are excluded. Although this type of
analysis may not realistically represent the actual behaviour of the structure, still it
is believed that this is the best compromise in analysing each individual column
when selecting the most vulnerable column location. To justify the accuracy of the
selection of the critical column location, it has been decided that the proposed
criterion will be compared with other performance criterion and a more compre-
hensive nonlinear dynamic analysis would be carried out for selected locations,
which will be presented in the future companion papers.
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Effect of Clinoptilolite on Fresh
and Early Strength Properties
of Self-Compacting Concrete

Khalid Mohammed Breesem, Manal M. Abood
and A. B. M. Amrul Kaish

Abstract The type of concrete called Self-compacting concrete (SCC) is well
accepted nowadays by construction industries because of its flowability. In this
study, the effect of natural zeolite (NZ) (Clinoptilolite) on the behaviour of
self-compacting concrete was observed. Different percentages of NZ (5, 10 and
15%) by weight of cement were used in replacing cement. Water to powder (w/p)
ratio was chosen 0.36, 0.38 and 0.4. Slump flow and V-funnel tests were used in
investigating the concrete’s fresh properties; and the compressive strength was
investigated at 3 and 7 days of curing. Results showed that the flowability decreases
with an increasing amount of NZ. It was also observed that the specimens which
had clinoptilolite had lower compressive strengths than that of the control speci-
mens within the period of 3 days. However, after 7 days, strengths of SCC become
closer to the strength of control specimens. It can be considered as a clear
improvement in strength after 7 days for mixes containing NZ up to 10% compared
to control mixes. Therefore, it can be said that NZ can be utilised up to 10% to
replace cement in the production of SCC.
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1 Introduction

Nowadays, the use of supplementary materials in concrete is very common. These
materials improve one or more properties of concrete [1]. Using waste materials in
self-compacting concrete (SCC) lead to mitigating the massive quantities generated
waste from various industries, and the construction works becoming friendly to the
environment [2, 3]; as well as enhancing the quality of concrete [4, 5]. There are
three major criteria for achieving a good SCC and they include; filling ability,
passing ability and stability (segregation resistance). Clinoptilolite as natural zeolite
has been used in building and construction sector since a long time [4].

The investigations of the usage of NZ to make SCC as a replacement of cement
have been conducted by many researchers [5–7]. Also the enhancement of the
microstructure of paste [8], early hydration [9] and engineering as well as durability
properties of both cement and concrete [10, 11]. Canpolat et al. stated that some-
times the strength of the concrete can be improved by Clinoptilolite just like fly ash
and silica fume which are better than cement in terms of improving the strength of
the concrete [12, 13].

Despite several studies performed in incorporating of NZ in SCC, limited
research has been published about the early strength behaviour. This study aims at
investigating the fresh properties and early strength of SCC. For this target, slump
flow, V-funnel and compressive strength were determined to evaluate fresh and
hardened properties of SCC mixes containing varying percentage of NZ. Results
have significance as an indicator to a related property in both of the casting and the
early strength properties.

2 Materials and Methodology

Self-compacting concrete samples consist of cement, fine aggregate, coarse
aggregate and superplasticizer. The use of Ordinary Portland cement (OPC) with a
certain gravity (SG) of 3.1 and fineness of 328 kg/m2 was employed; Fine
Aggregate has SG and fineness modulus of 2.67 and 2.84, respectively. 10 mm
crushed gravel with SG and water absorption of 2.67 and 0.63, respectively, was
used as coarse aggregate. Concrete mixes consist of total powder of 500 kg/m3. The
proportion of fine to total aggregate content was kept 50.46% of the total aggregate
content. The water to powder (w/p) ratio was 0.36, 0.38 and 0.40. Three control
mixes used OPC only, and the rest mixes were replaced OPC by NZ at 5, 10 and
15% weight of cement. The slump flow and V-funnel tests were conducted and
compared with EFNARC proposed limits. The compressive strength test was car-
ried out using 100 � 100 � 100 mm3 cube specimens after 3 and 7 days of wet
curing based on (BS EN 12390-3, 2002). The descriptions of mixtures are shown in
Table 1.
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3 Result and Discussion

3.1 Fresh Properties of SCC

Table 2 presents the effects of NZ substitution on the fresh properties of SCC. As
shown in the table, concrete which contains NZ satisfies slump flow. However, the
using of a higher level of NZ resulted in a higher demand for SP to preserve the
necessary flowability. Cement replacement by NZ led to a high viscosity that offers
an essential stability and high segregation resistance required for SCC [14].
Concrete mixes with NZ shows a slump flow in the range of 693–652 mm,
761–788 mm and 843–813 mm for w/p ratios of 0.36, 0.38 and 0.40, respectively
compared to 725, 756 and 843 mm for C36, C38 and C40, respectively. The
findings can be attributed to that of the behaviour of this pozzolanic material
involving reactive SiO2 and Al2O3 as well as reducing the free water content and
increasing the concentration of fine particles which may enhance the cohesion and
viscosity.

V-funnel time was also recorded in the range of 6–13.98 s. Similarity was
observed between Tendency noted in T50 flow time and V-funnel times of SCC
mixes which were commonly increased when NZ was included. The finding sup-
ports the observation by Raggiotti et al. [15] who stated that because of the high
surface area of NZ and the higher paste volume of the mixtures by the inclusion of
NZ, the viscosity of fresh concrete increases. Based on the NZ content, the effect of
w/p ratio of 0.36 is around 11.76–51.5% higher than that of w/p ratio of 0.40.

Table 1 Mix proportion for SCC (kg/m3)

Mixes OPC NZ Sand Gravel SP w/p

C36 500 0 855.90 840.60 6.5 0.36

C38 500 0 840.00 824.60 5.9 0.38

C40 500 0 826.80 811.30 4.5 0.40

M36Z5 475 25 855.90 840.60 10.0 0.36

M36Z10 450 50 855.90 840.60 11.3 0.36

M36Z15 425 75 855.90 840.60 11.3 0.36

M38Z5 475 25 840.00 824.60 11.1 0.38

M38Z10 450 50 840.00 824.60 11.0 0.38

M38Z15 425 75 840.00 824.60 11.0 0.38

M40Z5 475 25 826.80 811.30 10.8 0.40

M40Z10 450 50 826.80 811.30 11.0 0.40

M40Z15 425 75 826.80 811.30 12.8 0.40

C = control mix; M = concrete mix with NZ; 36, 38, 40 = “water to powder ratio of 0.36, 0.38,
and 0.40”; Z5, Z10, and Z15 = NZ at 5, 10, and 15%; SP = superplasticizer
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3.2 Early Compressive Strength

Compressive strength is a significant property that reflects the quality of concrete.
In this study, the compressive strength properties at early ages of concrete con-
taining NZ was compared with the control mixes. Figure 1 shows the SCC com-
pressive strength at 3 and 7 days. It indicates that the specimens’ compressive
strength increased with age at a specific w/p ratio. Specimens with clinoptilolite
showed lower compressive strengths than that of the control SCC specimens,
especially at 3 days. However, after 3 days the compressive strengths of the SCC
with NZ at 5, 10 and 15% of weight are close to the strength of control concrete

Table 2 Data recorded from of slump flow and V-funnel tests

Mix ID Data of slump flow test Data of V-funnel test

Slump (mm) T50 cm (s) Flow (s) Time funnel at T5 min

C36 725 4.00 6.80 7.41

M36Z5 693 4.16 8.15 9.70

M36Z10 655 4.22 8.78 11.10

M36Z15 652 4.46 13.98 16.10

C38 756 2.97 6.20 6.76

M38Z5 661 3.11 6.50 8.30

M38Z10 680 3.18 7.20 8.75

M38Z15 688 3.43 8.66 11.20

C40 843 2.36 6.00 6.76

M40Z5 838 2.58 6.40 8.16

M40Z10 829 2.80 6.50 9.19

M40Z15 813 2.95 7.10 10.07

Fig. 1 SCC compressive strength at early ages compressive strength at early ages
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(namely C36, C38 and C40). It is mentioned by several researchers that the NZ has
a positive effect on the strength of the concrete specimens with the high specific
surface area [10, 12, 16].

At the age of 3 days, the compressive strengths of the SCC specimens of M36
with 5 and 10% NZ content are lower than that of the C36 by 5.7, 7.9%,
respectively.

The reduction is because of the lack of Ca(OH)2 in the process of hydration at
early ages even after an increase in reactive clinoptilolite phases in concrete [17].
However, there was an increment from 3 to 7 days by 17.38% in strength for M36,
while 31.47% increment for M38, and 19.24% increment for M40. Therefore, it
could be said that the secondary C-S-H gel is produced by reacting silicon dioxide
(present in NZ) with the Ca(OH)2 (from the hydration of OPC). However, 10% NZ
replaced cement increases the strength over of 10%; and the compressive strength
decreases considerably beyond this limit.

4 Conclusion

The following conclusions are drawn based on the findings of this study:

• The flowability of SCC mixes decreases with an increased in the NZ content.
• It was noted a link between the reduction rate of slump flow and the NZ amount;

which is an increased dose of SP is needed for the maintenance of the
self-compacting property of concrete.

• NZ shows slower reactivity at an early age which is reflected by the lower
compressive strength of SCC compared to control mix. In addition to that, this
decrease becomes higher with high replacement levels.

• The compressive strength of SCC increases with the reduction in the water–
powder ratio.

Finally, the study is a concept that reflects environmentally friendly materials
used in the manufacture of concrete. Using of clinoptilolite in this research, the
goals are achieved, one of them is to improve mechanical properties of concrete to
achieve the best performance and reduce the amount of cement used and reduce
CO2 emissions and then reduce energy consumption.
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Characterization of Homogeneity
of Asphalt Concrete Using 2D
Cross-Sectional Images

Ayhan Oner Yucel and Murat Guler

Abstract Asphalt concrete is fabricated from a three-phase mixture consisting of
aggregate, asphalt binder, and air voids. Homogeneity of asphalt mixtures affects
performance characteristics of asphalt concrete pavements. In this study, homo-
geneity is determined from 2D vertical section images of gyratory compacted
specimens. Because the aggregate structure dominates the performance of asphalt
concrete, the mixture homogeneity is determined via statistical distribution of
aggregate particles. The cross-sectional images are obtained using a flatbed scanner
and then processed to detect various particle shape parameters and locations.
Aggregate shape parameters are used for the purpose of determining aggregate
gradation curves based on 2D cross-section images of asphalt concrete specimens.
An algorithm is developed to detect all the particles in the cross-sections, and then
the detected aggregates are redistributed at random orientations and locations to
create synthetic images of the same cross-sections. In this way, a large number of
sectional images representing the distribution of the same aggregate size fractions
are generated. Statistical analyses are performed on four different mixture speci-
mens to determine the range of particle size distributions functions. Results show
that the particle distribution of the specimens fall within the range of distribution
functions for homogenous mixtures.

Keywords Asphalt mixtures � Homogeneity � Image processing and analysis

1 Introduction

Homogeneity has many effect on performance-related properties of asphalt concrete
pavements [1–5]. Mixture homogeneity is of primary importance in terms of
expected performance properties of asphalt concrete pavements [6]. Previous
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studies show that mixture segregation during lay-down process can significantly
reduce the stiffness, tensile strength, and fatigue life of asphalt concrete [6]. Asphalt
mixture consists of three major components: asphalt binder, aggregate, and air
voids. Asphalt mixture homogeneity can be evaluated based on aggregates distri-
bution because the distribution of other components depends mainly on aggregates
structure [5, 7].

There are many approaches to evaluate the homogeneity of asphalt mixture
components [7–9]. In this study, homogeneity of asphalt mixtures was studied
using 2D cross-sectional digital images obtained from asphalt concrete specimens
after applying a series of image-processing techniques. The analysis procedure
started with determining the aggregate gradation using various particle shape
parameters in order to approximate the actual aggregate gradation. The mixture
homogeneity was then evaluated for four different asphalt concrete specimens based
on their vertical cross-sectional images.

2 Aggregate Size Distribution of Asphalt Mixtures

2.1 Image Acquisition and Enhancement

Transferring images to computer memory is the initial step of digital image pro-
cessing [10]. This operation is named as image acquisition. The acquisition can be
done via different types of devices but in this study a 2D flatbed scanner was used.
The scanning resolutions was set to 600 dpi to capture small-size particles enough
for the minimum aggregate size necessary in the study. Flatbed scanners are
functional and easy to use for capturing 2D cross-sectional images from asphalt
concrete samples [11]. After acquiring and storing the images, next step is the
image enhancement before starting the particle shape analyses.

The output format of the digital cross-section images was lossless bitmap with
24-bit RGB color scale. The original images from the flatbed scanner have to be
converted to binary images using an appropriate thresholding method to conduct
further image analysis techniques. In the binary conversion operation some infor-
mation about the image can be lost [12]. To be able to prevent this problem, image
enhancement should be carried out considering minimum loss of information. For
instance, color variations between aggregates or in a single particle surface become
difficult problems to tackle in particle recognition. In this study, enhancement
operations like smoothing and histogram equalization were used to increase the
success of particle recognition. Figure 1 shows an original RGB image and its
binary equivalent for a vertical section of one of the asphalt concrete specimens.
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2.2 Shape Parameters

This study was conducted using four different asphalt concrete specimens with two
gradations and two aggregate types, which are basalt and limestone. Table 1 shows
the properties of mixtures and Table 2 shows the selected gradations.

Because of the limitation in the resolution of the scanner used, it is, in general,
difficult to detect fine particles in the 2D surface section images. Based on the
analyses of several images taken at different resolution levels, it is discovered that
the detection of particles smaller than 0.425 mm in size practically not possible.
Therefore, the image analyses for particle detection were limited to 0.425 mm and
the calculated size distributions were corrected for the undetected size portion using
an appropriate procedure as discussed in the below section.

Ozen and Guler [13] determined that the maximum Feret diameter is an optimal
shape parameter to estimate the size distribution of aggregates in concrete samples.
There are also other shape parameters used for particle shape analysis such as
particle area, equivalent circle diameter, equivalent ellipse major axis, polygon

Fig. 1 Vertical section image. a Original image, b binary image

Table 1 Properties of mix designs

Mix design 1 2 3 4

Gradation Type-1 Type-2 Type-1 Type-2

Aggregate type Basalt Basalt Limestone Limestone

Table 2 Gradation of asphalt mixtures

Sieve sizes (mm) 19 12.5 9.5 4.75 2 0.425 0.18 0.075

Percent
passing

Type-1 100 88 72 42 25 10 7 3

Type-2 100 100 90 72 53 28 16 8
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diameter, major axis length, minor axis length in the literature [14]. In this study,
the size distribution of aggregates was estimated by using the maximum Feret
diameter and the equivalent circle diameter of aggregate particles. Both the hori-
zontal and vertical cross-sections of laboratory prepared specimens were used for
the size distribution analyses. For each specimen, only one vertical section image
and one horizontal section image were used in the image analyses.

In the particle shape analysis, maximum Feret diameter is a line segment con-
necting the two perimeter points with the farthest distance between them. The
diameter of an equal area circle is called equivalent circle diameter as shown in
Fig. 2.

2.3 Size Distribution Analysis of Aggregates

In mechanical sieving, mass of particles is used in the calculation of particle size
distribution, however, the area of particles can only be used in the digital image
analysis of aggregate particles. As in the size distribution analysis procedure
implemented in our study, maximum Feret diameters and equivalent circle diam-
eters were calculated and compared with the standard diagonal sieve sizes and the
square sieve sizes, respectively, to determine the percent retaining aggregates from
which to calculate the passing of each size fraction.

2.4 Results of Size Distribution Analyses

Retaining percentages on each sieve were found by calculating the ratio of the
particle areas retaining on the corresponding sieve to the total aggregate area. To
eliminate the effect of undetected small aggregates, minimum size was determined
and the particles smaller than this value were ignored in the distribution analyses
using Eq. (1).

Pe ¼ 100� Pfð Þ
100

Pi; ð1Þ

Fig. 2 Maximum Feret diameter and equivalent circle diameter of aggregate particles
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where Pe = normalized percent retaining; Pf = percentage of excluded particles
from the image analysis; and Pi = percent retaining as computed from the image
analysis.

The results of gradation analyses are given in Table 3 for four mixtures of
horizontal and vertical cross-sections.

Analysis results show that maximum Feret diameter and equivalent circle
diameter can be successfully used to approximate the actual size distribution of
mixtures’ aggregates.

3 Homogeneity Test

3.1 Homogeneity Index

To establish the characteristics of aggregate size distribution and the range of
relevant distribution functions for a 2D cross-section image, a MATLAB® algo-
rithm was developed. The algorithm can detect all the particles in the cross-sections,
and then detected particles are redistributed to create synthetic cross-sectional
images. In this way, a large number of sectional images using the particles of the
original cross-sections can be generated. In the developed algorithm, aggregates are
sorted from large to small sizes according to their maximum Feret diameters and
then relocated into the new image without any overlapping problem. The center

Table 3 Results of gradation analysis

Percent passed

Sieve
size
(mm)

Actual Horizontal (s) Vertical (s) Horizontal (s) Vertical (s)

Max.
Feret

Eq. dia. Max.
Feret

Eq. dia. Max.
Feret

Eq. dia. Max.
Feret

Eq. dia.

Mix-1 Mix-3

19 100 100 100 100 100 100 100 100 100

12.5 88 89.9 84.1 89.7 90.7 90.8 89.6 95.1 94.8

9.5 72 71.3 71.4 76.7 76.7 78.6 76.4 86.1 82.4

4.75 42 40.6 42.2 43.7 44.7 44.1 41.4 45.9 44.6

2 25 23.1 24.1 23.4 24.7 24.1 23.7 25 25.3

0.425 10 10 10 10 10 10 10 10 10

Mix-2 Mix-4

12.5 100 100 100 100 100 100 100 100 100

9.5 90 89.6 88.3 92.1 94.4 90.9 89.2 94.6 95.1

4.75 72 70.3 71.1 72.9 74.5 72.3 72.4 77.6 76.9

2 53 48.9 49.9 51 53.4 52.8 53.4 54.1 54.4

0.425 28 28 28 28 28 28 28 28 28
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coordinates and the orientation of each particle are randomly determined in the
synthetic images.

In the redistribution process, input is the binary image of the compacted spec-
imen vertical or horizontal cross-section and the output is the image of the same
size as the original image but with redistributed aggregates.

Homogeneity index has been developed based on the relative frequency distri-
bution of aggregates. One of the cut surfaces of the asphalt concrete specimens was
divided into vertical strips of the same dimension as shown in Fig. 3. Number of
strips was selected according to the maximum aggregate size exist in the
cross-section.

In the homogeneity analyses, cross-section images were divided into seven strips
and five size intervals were used in the calculation of relative frequency distribu-
tion. Table 4 shows relative frequency distribution of particles calculated for
mixture-1. It can be seen that the sum of all relative frequency values is equal to 1.

Size limits shown in the table represent maximum Feret diameter of the
cross-section particles. Particles with maximum Feret diameter smaller than 70
pixels are ignored in the homogeneity index evaluation.

Homogeneity index was calculated based on the absolute difference between
average relative frequencies of 1000 synthetic images created using the developed
algorithm and the relative frequency distribution of the original specimen particles.
As many as 1000 runs were implemented for each mixture type using the

Fig. 3 Vertical section divided into strips of same dimension

Table 4 Relative frequency distribution

Size (pixel)/
location

P-1 P-2 P-3 P-4 P-5 P-6 P-7

>230 0.0144 0.0224 0.0160 0.0176 0.0160 0.0192 0.0224

190–230 0.0080 0.0064 0.0096 0.0096 0.0224 0.0128 0.0048

150–190 0.0192 0.0160 0.0144 0.0192 0.0176 0.0160 0.0128

110–150 0.0224 0.0337 0.0417 0.0256 0.0288 0.0208 0.0224

70–110 0.0865 0.0577 0.0737 0.0785 0.0577 0.0689 0.0641
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redistribution algorithm. The test statistics of four asphalt mixture specimens was
calculated and compared with their critical values to evaluate homogeneity index.

3.2 Statistics for Critical Values

It is important to determine critical values for the evaluation of mixture’s homo-
geneity. To obtain critical statistic, probability distribution of homogeneity index
should be determined. It is necessary to regenerate as many sectional images as
possible using the redistribution algorithm to find the critical values of homogeneity
index. In this study, 1000 synthetic images were created for each type of mixtures,
and then critical values were determined. Three different levels of significance,
which are 10, 5, and 1% (with cumulative probabilities of 90, 95, and 99%), were
considered because the importance of homogeneity might be different for different
specimens. In the calculation of the cumulative distribution functions, it is assumed
that the test statistic has standard normal distribution. Figure 4 shows these
cumulative probabilities for homogeneity indexes of four mixtures.

Critical statistics were determined for three levels of significance by the help of
cumulative distribution functions. The critical values were found from the upper tail
of the distributions. Table 5 shows critical values, homogeneity indexes which were
calculated for original specimens and probability levels. Probability level means
cumulative probability value corresponding to homogeneity index. In general,
cumulative distribution functions of four mixtures show that the test index has
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Fig. 4 Cumulative distribution functions of test mixtures
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standard normal distribution and the standard deviations of homogeneity indexes of
regenerated images are very close to each other for four mixtures.

According to Table 5, it can be seen that all of the specimens are homogeneous
because the homogeneity indexes are smaller than their critical values, however, the
homogeneity index of the first mixture is very close to critical value at 10% sig-
nificance level. Probability level of mix-1 is also significantly higher comparing to
the others.

According to cumulative distribution functions, mix-3 and mix-4 have almost
same probability distribution. Mix-3 and mix-4 were prepared using same type
aggregate with different gradations. Probability distributions of mix-1 and mix-2 are
also very close to each other. Again mix-1 and mix-2 were prepared using same
type aggregate with different gradations. Cumulative probability distributions of
mixtures 1 and 2 are very far from distributions of mixtures 3 and 4. These results
show that aggregate type seems to have more effect on probability distribution of
test indices than aggregate gradation.

An experimental study conducted by Sun [6] investigated effect of aggregate
gradation and aggregate type on asphalt mixture homogeneity. In this study, it was
concluded that both aggregate gradation and aggregate type influence the index of
homogeneity at different extents. In our study, effect of aggregate type on proba-
bility distribution of test indices is obvious, but a significant effect of aggregate
gradation on test indices was not detected from the probability distributions.

4 Conclusion

The study has presented a testing method of homogeneity of asphalt mixture
specimens by the help of image analysis and processing methods. Homogeneity
index of asphalt concrete specimens was calculated based on relative frequency
distributions of aggregate particles. Critical statistics were determined from
regenerated synthetic cross-sectional images representing the distribution of the
same aggregate size fractions as the original cross-sections. Homogeneity of four
different mixtures was evaluated by dividing the vertical section images into ver-
tical panels.

Table 5 Homogeneity index and critical values of specimens

Specimen/level of
significance

Critical values Homogeneity
index

Probability
levels10 5 1

Mix-1 0.1664 0.1739 0.1879 0.1598 83.3

Mix-2 0.1775 0.1862 0.2026 0.1542 62.2

Mix-3 0.2000 0.2093 0.2267 0.1757 62.9

Mix-4 0.2015 0.2114 0.2299 0.1701 55.1
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Results show that all of the tested specimens homogenous according to the
controlled significance levels. Probability level corresponding to first mixture as
considerably larger than probability levels of other tree mixtures, so it can be
concluded that the first mixture is more segregated than others. Proposed test
method can be developed for the further studies to determine homogeneity of
asphalt concrete specimens using different distribution parameters.
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Risk Analysis of the In Situ Production
of Precast Concrete Members

Jeeyoung Lim, Seunghyun Son, Youngju Na and Sunkuk Kim

Abstract The precast concrete (PC) method has been preferred for reasons of
shortening of construction time, quality assurance, and cost reduction. In addition,
in situ production of PC members under equivalent production conditions can save
costs while ensuring quality equal to or better than in-plant production. Despite
these advantages, in situ production is being avoided due to possible risks from
project management. Therefore, in order to generalize the in situ production of PC
members, it is necessary to clarify the causes of the possible risks and establish
responses. Therefore, the purpose of this study is to analyse the in situ production
risks of PC members. The results of this study can be used to establish a systematic
response plan for possible risks in the in situ production of PC members.

Keywords Precast concrete members � In situ production � Risk analysis
Risk identification

1 Introduction

The precast concrete (PC) method has been preferred for reasons of shortening of
construction time [1], quality assurance [2], and cost reduction [3–5] and is growing
constantly by new technology development and investment [6]. At this time that
equipment and material costs are reduced while labour cost is increased,
capital-intensive PC method is great advantage [7].

In addition, under equivalent production conditions, in situ production of PC
members can save costs while ensuring quality equal to or better than in-plant
production [8]. Despite these advantages, in situ production is being avoided due to
possible risks from project management. However, if risk factors are analysed
systematically before the in situ production of PC members and countermeasures
are devised, the concerned risks can be overcome.
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A study on in situ production is surveyed. Lim et al. [9] analysed the problems of
as-is plywood form and requirements for development of in situ production form of
composite PC frame. Lee [10] presented the management factors and requirements
for in situ production of composite PC members, developed a management model
and applied them to the case site.

Park et al. [11] developed concrete manufacturing technologies for ultra-high
strength concrete pile. And for this study, it measured the strength using
pilot-produced elements and proposed optimum production conditions. Won et al.
[12] conducted a study on energy-efficient of the steam curing for the in situ
production of PC members. Although these studies explored details about pro-
duction method of in situ production and the effect of application of the case site,
further research is needed to study on risks analysis of in situ production of PC
members.

In order to generalize the in situ production of PC members, it is necessary to
clarify the causes of the possible risks and establish responses. Therefore, the
purpose of this study is to analyse the in situ production risks of PC members. For
conducting this study, in situ production members are columns and beams only.
And risks set limit to negative aspects such as loss, damage and lack, except in
positive aspects such as profit, gain and opportunity.

For this purpose, the in situ production process of PC members is analysed and
the factors of in situ production risk are analysed. These risk factors can be used to
establish a systematic response plan for possible risks in the in situ production of
PC members.

2 Analysis on Influence Factors for In Situ Production
of PC Elements

As shown with Table 1, conditions are assumed for analysis of in situ production
risk factors. First of all, because PC slabs require a lot of space in production as well
as relatively large facilities, it is assumed to procure the slabs only by in-plant
production. However, PC columns and beams are relatively slender elements, and

Table 1 Conditions for analysis of risk factors

Condition Description

1 PC slabs are procured only by in-plant production

2 If the site conditions are not satisfactory and all PC columns and beams are
difficult to produce in site, some of them would be procured by in-plant
production

3 In situ produced PC members have better cost and quality than in-plant produced,
and thus they are assigned to in situ production by priority

4 Schedule for in situ production of PC members is satisfied with erection schedule
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thus smaller area and simpler facilities are required for production of them.
Therefore, this study is only for in situ production of columns and beams.

However, if the site conditions are not satisfactory and all PC columns and
beams are difficult to produce in site, some of them would be procured by in-plant
production. Because in situ produced PC members are better cost and quality than
in-plant produced, it is assumed to assign to in situ production by priority. Schedule
for in situ production of PC members is dependent on erection schedule. Therefore,
this study is to analyse risks for in situ production of PC members satisfied with
erection schedule [13].

As shown in Fig. 1, influence factors of in situ production are analysed based on
assumed conditions. Production and installation of PC members are reflected both
of duration and quantity simultaneously. Production of PC members is influenced
by production plan and production plan is composed of in situ production plan and
in-plant production plan. Because the sum total of quantity of in situ production and
in-plant production is in concordance with total quantity of installation of PC
members, production and installation affect each other.

In situ production plan is influenced by available production area in construction
site, the number of moulds determining production members per production cycle,
and production cycle included production time and production process. Available
production area is determined by layout plan included moulds, curing facilities and
stacking area [14]. Adequacy of production plan should be examined by the match
logic between production and installation plan.

Fig. 1 Analysis on influence factors for in situ production
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3 Analysis on In Situ Production Process of PC Elements

Risk identification is the process to analyse types and characteristics of risk factors
related to the project, classify systematically these and weight these according to
their importance [15]. In addition, only for risks selected at risk identification,
analysis and response are conducted, and thus all of risk factors related the project
should be identified thoroughly [15]. Therefore, for analysing correctly risk factors,
the process for in situ production of PC members should be established.

As shown with Fig. 2, the process for in situ production of PC members is
composed of establishment of in situ production plan, execution of in situ pro-
duction and installation of PC members. While establishing in situ production plan,
first of all, quantity of in situ production of PC members is calculated from total
quantity of them. Some of them would be procured by in-plant production, if the
site conditions are not satisfactory and all PC columns and beams are difficult to
produce in site such as complex structural system of PC members and difficulty of
assuring available production area.

Subsequent to determining quantity for in situ production, project duration is
estimated, and the start and the completion of installation of PC members are
calculated from this duration. Deciding the duration of installation work, and then
time difference between the start of in situ production and the start of installation is
calculated so that lead time is determined.

In addition, the completion of production is calculated from curing and transport time
of PCmembers, and then time lagabout thecompletionofproductionand the completion
of installation is determined. After calculating in situ production duration, detailed plans
are established such as deciding production cycle process, production time per pro-
duction cycle, available production area, layout plan and the number of moulds.

If establishment of in situ production plan is completed, layout plan of in situ
production is conducted to reflect minimizing interference of other works and
transport time of members. In-plant produced bent rebar should be procured before
the beginning of concreting, and is used by crane to instal on accurate position
according to shop drawing. Concreting and curing is completed, and then PC
members is inspected according to quality regulations and stacked in the order of
installation.

Fig. 2 Analysis on in situ production process
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Subsequent to in situ production, lifting work of PC members is prepared such as
connecting work with members in order of stacking. After PC members are lifted,
moved and installed by positioning, they are dismantled promptly the connecting
part. If duration and quantity are not matched each other between in situ production
and installation, reproducing PC members or delayed happen.

4 Risk Identification for In Situ Production
of PC Elements

In situ production of PC elements should be satisfactory in aspects of time, cost,
quality and safety. Thus risk factors are classified into four sections as shown with
Table 2, and analysed by three stages of in situ production process as mentioned.

Table 2 Risk identification for in situ production of PC elements

Phase Risk factors

Establishment of
in situ production plan

Composite
item

Difficulty to establish in situ production plan due to a
lack of experience

Time Decision delay

Difficulty to get lead time influenced the start

Difficulty to estimate lead time and time lag, if
production cycle information can’t be obtained

Execution of in situ
production

Composite
item

Limited and small space. (requirement for curing and
stacking area)

Interference with other works

Complex construction site due to employing labour and
equipment for in situ production of PC members

Variable climatic conditions

Discordance between plans and site conditions

Time Time increase in comparison with in-plant production

Procurement delay of materials such as bent rebar for
in situ production

Cost Cost increase in comparison with in-plant production
while in situ production partly

Operation of independent in situ production manager

Quality Difficulty for quality assurance of PC members

Lack of quality regulation

Installation of PC
elements

Composite
item

Discordance of quantity between production and
installation

Installation process errors due to stacking without
regard to installation process

Time No match logic between in situ production and
installation time. (Difficulty of producing timely PC
members)
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When planning in situ production, risk factors are classified with time and
composite item concerned in general aspects of time, cost, quality and safety. If
production manager and the persons concerned have a lack of experience related to
in situ production of PC members, it is difficult that whole plans are established
correctly. PC members should be completed to produce before installing, and thus
assurance of the lead time is important. Therefore, if lead time cannot be ensured
because of decision delay or the construction start delay, delay of the completion
happens. In addition, if manager cannot obtain production cycle information, it is
difficult to estimate lead time and time lag because he do not know accurate
production period.

When executing in situ production, risk factors are classified with composite
item, time, cost and quality. Since construction site has limited space, during in situ
production, interference with production works happens as well as it is too small to
conduct other works. In addition, employing labour and equipment for producing
PC members is the cause of complex construction site. In situ production is
important to climatic conditions in comparison with in-plant, and re-establishing
in situ production plan could happen due to discordance between plans and site
conditions.

In terms of time, production members per production cycle are limited, and so
there is concern about longer period increase of in situ production than in-plant.
And the project completion delay happens due to procurement delay of materials
such as bent rebar for in situ production. In terms of cost, unit cost increase happens
if in situ production partly is conducted, and due to operation of independent in situ
production manager, labour cost increase happens in comparison with in-plant
production. In addition, in terms of quality, there are difficulty for quality assurance
of PC members in comparison with in-plant and the lack of quality regulation of PC
members.

At installation, risk factors related to in situ production are classified with
composite item and time. Due to duplicate or missing PC members of in situ and
in-plant production, quantity discordance between production and installation can
happen. If stacking is conducted without regard to installation process, installation
process errors becomes delay and cost increase problems. In terms of time, due to
no match logic between in situ production and installation time, difficult situation of
ensuring stacking space or complete delay can happen.

Through identifying risk factors, it is confirmed that risk management is nec-
essary in general aspects of time, cost, quality and safety. And, it is confirmed that
three great division is more useful than detailed division for risk identification.

5 Conclusion

In this study, influenced factors for in situ production of PC members are analysed
and risk identification by phase is conducted. The following conclusions were
derived:
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First, through analysis on influence factors for in situ production of PC elements,
it is confirmed how in situ production and installation are related with each factor
such as available production area, the number of moulds and production cycle
information. Adequacy of production plan should be examined by whether logic
between production and installation plan are matched or not.

Second, in situ production consists of three phases such as establishing in situ
production plan, executing in situ production and installing PC members. And
detailed works conducted by phase and considerations is confirmed.

Third, influence factors on each phase are analysed and it is confirmed that it is
necessary to manage risks in aspects of time, cost, quality and safety.

Risks analysed in this study have dynamic relationships in aspects of time, cost
and quality. Therefore, causal loop diagram should be drew for defining risks’
relation. Then, risk management model should be conducted using system
dynamics. Finally, the results of this study are used for developing enterprise
system to manage risks systematically, as well as provide the basis for productivity
improvement of in situ production of PC members academically.

Acknowledgements This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MOE) (No. 2017R1D1A1B04033761).

References

1. Chan, W.T., Hu, H.: Constraint programming approach to precast production scheduling.
J. Constr. Eng. Manage. 128, 513–521 (2002). https://doi.org/10.1061/(ASCE)0733-9364
(2002)128:6(513)

2. Eastman, C.M., Sacks, R.: Relative productivity in the AEC industries in the United States for
on-site and off-site activities. J. Constr. Eng. Manage. 134(7), 517–526 (2008). https://doi.org/
10.1061/(ASCE)0733-9364(2008)134:7(517)

3. Badir, Y.F., Abdul Kadir, M.R., Hasim, A.H.: Industrialized building systems construction in
Malaysia. J. Archit. Eng. 8(1), 19–23 (2002). https://doi.org/10.1061/(ASCE)1076-0431
(2002)8:1(19)

4. Kale, S., Arditi, D.: Diffusion of ISO 9000 certification in the precast concrete industry.
Constr. Manage. Econ. 24(5), 485–495 (2006). https://doi.org/10.1080/01446190600601594

5. Polat, G.: Factors affecting the use of precast concrete systems in the united states. J. Constr.
Eng. Manage. 134(3), 169–178 (2008). https://doi.org/10.1061/(ASCE)0733-9364(2008)134:
3(169)

6. Kang, H.J.: A study of ship design process optimization in a concurrent engineering
environment. Master’s thesis, Seoul National University (2008)

7. Oh, O.J.: A model for production and erection integration management (PEIM) of large scale
pc structures using system dynamics. Doctor’s thesis, Kyung Hee University (2017)

8. Hong, W.K., Lee, G., Lee, S., Kim, S.: Algorithms for in-situ production layout of composite
precast concrete members. Autom. Constr. 41, 50–59 (2014). https://doi.org/10.1016/j.autcon.
2014.02.005

9. Lim, C., Joo, J.K., Lee, G.J., Kim, S.: Basic analysis for form system of in-situ production of
precast concrete members. In: 2011 Autumn Annual Conference of Construction Engineering
and Management, vol. 12, no. 1, pp. 137–138 (2011)

Risk Analysis of the In Situ Production of Precast Concrete … 289

http://dx.doi.org/10.1061/(ASCE)0733-9364(2002)128:6(513)
http://dx.doi.org/10.1061/(ASCE)0733-9364(2002)128:6(513)
http://dx.doi.org/10.1061/(ASCE)0733-9364(2008)134:7(517)
http://dx.doi.org/10.1061/(ASCE)0733-9364(2008)134:7(517)
http://dx.doi.org/10.1061/(ASCE)1076-0431(2002)8:1(19)
http://dx.doi.org/10.1061/(ASCE)1076-0431(2002)8:1(19)
http://dx.doi.org/10.1080/01446190600601594
http://dx.doi.org/10.1061/(ASCE)0733-9364(2008)134:3(169)
http://dx.doi.org/10.1061/(ASCE)0733-9364(2008)134:3(169)
http://dx.doi.org/10.1016/j.autcon.2014.02.005
http://dx.doi.org/10.1016/j.autcon.2014.02.005


10. Lee, G.J.: A study of in-situ production management model of composite precast concrete
members. Doctor’s thesis, Kyung Hee University (2012)

11. Park, S.H., Lim, C.Y., Lee, W.J., Kim, D.S., Jung, Y.S.: The experimental study on concrete
manufacturing technologies for ultra high strength concrete pile. In: 2013 Spring Annual
Conference Korea Concrete Institute, vol. 25, no. 1, pp. 67–68 (2013)

12. Won, I., Na, Y., Kim, J.T., Kim, S.: Energy-efficient algorithms of the steam curing for the
in situ production of precast concrete members. Energy Build. 64, 275–284 (2013). https://
doi.org/10.1016/j.enbuild.2013.05.019

13. Lim, J., Cho, W., Lee, T.O., Kim, S.: A basic study of process and layout for in-situ
production of precast concrete members. In: 2016 Autumn Annual Conference of The
Architectural Institute of Korea, vol. 36, no. 2, pp. 945–946 (2016)

14. Lim, C.: Construction planning model for in-situ production and installation of composite
precast concrete frame. Doctor’s thesis, Kyung Hee University (2016)

15. Kim, I.H.: Risk management in the construction projects. Kimoondang, pp. 51–52 (2001)

290 J. Lim et al.

http://dx.doi.org/10.1016/j.enbuild.2013.05.019
http://dx.doi.org/10.1016/j.enbuild.2013.05.019


Risk Identification of Innovative
Composite Precast Concrete Structure
Applied to Heavy-Loaded-
and Long-Span Buildings

Seunghyun Son, Jeeyoung Lim, Oumjung Oh, Jeong Tai Kim
and Sunkuk Kim

Abstract Most of the heavy-loaded- and long-span buildings are being constructed
with pin-joint PC method. For pin joints, adequate erection time is needed to ensure
the structural stability of the joint. Since the SMART frame developed to solve this
problem is moment-jointed, structural stability is ensured at the same time as the PC
member is assembled. In addition, if SMART frame is used for heavy-loaded- and
long-span building projects, it will be possible to shorten erection time, secure
quality, and reduce costs. However, in order to apply the SMART frame in practice,
it is necessary to predict in advance the risks that may arise during project exe-
cution. Therefore, the purpose of this study is to identify the risk identification of an
innovative composite precast concrete structure with heavy-loaded- and long-span
buildings. The results of this study will be used as basic data for systematic risk
management when SMART frame method is applied.

Keywords Composite precast concrete structure � Heavy-loaded- and long-span
buildings � Construction site application � Risk analysis � Risk identification

1 Introduction

Most long-span- and heavy-loaded buildings such as large distribution centers are
constructed in steel frame or PC structure. In case of the conventional PC structure,
beams are simply placed on top of columns and they are pin-jointed. Such joint part
cannot deliver moment. Thus, a large shear wall or RC structure core must be
installed to support the lateral load [1]. Yet, it may be one of the biggest burdens on
the client because of its tremendous amount of installation cost and it is the cause of
delayed construction for it is a critical process of the framework. Additionally,
simply mounting beams on columns may cause collapse accidents. SMART frame
method developed to complement these problems is a composite precise concrete
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structure system that applies the advantages of steel frame and reinforced concrete
[2]. Several studies have confirmed that the SMART frame method is effective in
terms of structural stability, constructability and economic feasibility as well as
superior to the conventional frame systems [3].

In particular, the innovative advantage of SMART frame is that it ensures
structural stability once it is installed with moment-joint [1]. When SMART frame
with such advantage is applied to long-span- and heavy loaded buildings like large
distribution centers, it is expected to show significant improvement in construction
period, quality, safety, and ultimately, cost reduction when compared to the existing
PC structure. For verification, it is necessary to compare it with the conventional PC
structure method and analyze the risk and opportunity of SMART frame in terms of
construction period, quality, safety and cost. Therefore, the purpose of this study is
for risk identification of an innovative composite precast concrete structure applied
to heavy-loaded- and long-span buildings. The study procedure is described as
below.

First, a theoretical study is conducted regarding the conventional PC structure
and SMART frame which is the composite PC structure. Characteristics of each
construction method are identified through this theoretical consideration. Second,
the identified characteristics of each type (SMART frame vs. PC structure) are
compared and analyzed. Their advantages and disadvantages upon implementation
of long-span- and heavy-loaded building projects are drawn. Third, the opportunity
of SMART frame is identified in comparison with the existing PC structure and its
risks in terms of construction period, cost, quality and safety are investigated.

2 Theoretical Consideration

2.1 Conventional PC Construction Method

PC construction method is one of the assembly methods in which members are
fabricated at factories and transported to sites for assembly. However, when
installing the members, they are simply mounted which makes it rather difficult to
ensure continuity in joints of the structure. Such disadvantage is the main cause of
reduced constructability. Especially, Seo Soo-il [4] analyzed the characteristics of
PC construction through a case study on PC construction of Jeonju World Cup
Stadium. Several consideration points were identified through the study, including
reviews on temporary building materials for structural stability, necessity of skilled
engineers for installation of members and treatment of each member joint.
However, they are related to the characteristics of pin-joint PC construction method,
and it has limits in reducing defects. To solve this, it is necessary to use a structure
system that simplifies construction and stably ensures quality of joints, and com-
posite PC members.
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2.2 SMART Frame

Moment-joint is used to restrain rotation of beam members by fastening both
H-shaped steel webs and flanges with bolts or welding. SMART frame that is
considered in the study is composed of columns and beams which integrated the
advantages of reinforced concrete and steel frame, and its joint is a moment-joint.
As shown in Fig. 1, the composite PC column of SMART frame consists of the
steel frames for beam–column connection and for PC column–PC column con-
nection, and reinforced concrete columns. In case of the composite PC beam, it is
composed of steel frame and reinforced concrete, and there are several types of PC
beams depending on the steel frame installation method [3].

3 Comparative Analysis of the Conventional PC Structure
and SMART Frame

This section compares the characteristics of the conventional PC structure and
SMART frame, studied in the previous section, when applied to long-span- and
heavy-loaded buildings. Accordingly, the advantages of SMART frame method
against PC method are identified. The comparative analysis of two methods is
shown in Table 1.

Notable advantages of SMART frame that are identified in Table 1 when
compared with the conventional PC structure are as follows. First of all, it is easy to
assemble using bolts for the joint, and the moment-joint ensures structural stability

Fig. 1 SMART frame composition [1, 3]
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and construction stability immediately after the assembly. Thus, no additional lat-
eral load resisting system is needed, resulting in cost reduction. Second, the slab
installation process is not critical and inexpensive slabs, including deed deck plates
can be used, which contributes to reduction of construction duration and cost.
Third, unlike the conventional PC structure that must be applied with the
floor-by-floor method, SMART frame may be applied with floor-by-floor, section
and/or upward method. This makes it possible for SMART frame to reduce the
construction period.

4 Risk Analysis

This section analyzes potential risk and opportunity when SMART frame is applied
to long-span- and heavy-loaded buildings. It is shown in Table 2.

When it comes to the construction period, the expected risk of SMART frame is
the increased time for member installation or reproduction of members as the joint
quality degrades. Upon fabrication of members, there may be errors and member
installation may be impossible. Steel forms can be used to make members and
minimize construction errors. The expected risk in relation to cost is the increased
material cost due to an increased amount of steel frames when compared to the

Table 1 Conventional PC structure versus SMART frame

Classification PC structure SMART frame

Main
member

General PC(RC) Composite PC(SRC)

Joint
structure

Pin-joint Moment-joint

Core role Shear wall supporting the
lateral load

Simple vertical passage

Construction
safety

Lateral stiffening like braces
needed

Lateral stiffening not needed

Lateral load
resisting
system

Shear wall (wet), core wall
(wet), brace and etc. needed

Installation not needed

Slab system Expensive PC slab required
(Double-T, RPS and etc.)

Inexpensive deck plate system can be used
(Deep deck and etc.)

Installation
method

Floor-by-floor method must be
applied

Floor-by-floor, section or frame type
upward method can be all applied (same
as the framework)

Critical
process

Mainly RC core PC member assembly

Equipment
operation
plan

Limited equipment flow
planning owing to the
floor-by-floor method

Diversity of equipment movement
planning owing to the section method

294 S. Son et al.



quantity used in the conventional PC structure. Additionally, a large-capacity crane
should be used for installation of modular frames that are two-floor-one-section and
three-floor-one-section because the member weight increases. This results in
increased cost for renting a crane. However, one of the advantages of SMART
frame is quick installation, which shortens the renting period of crane, and con-
sequently may reduce cost. Any expected risk related to quality is inaccuracy of
steel frame connection when SMART frame is adopted. Such inaccuracy may be
caused by errors in member production accuracy, including the position of steel
frames. Furthermore, unskilled engineers may make construction errors. The
expected safety risk is the increased anxiety upon installation of modular frames
that are two-floor-one-section, three-floor-one-section and so forth.

Table 2 Risk & opportunity of SMART frame

Classification Conventional PC
structure

SMART frame

Opportunity Risk

Construction
period

1. Additional lateral load
resisting systems such as
braces and shear walls
are needed;
2. Upper floor
construction cannot be
done until the joint is
cured

1. Construction period is
reduced because
additional lateral load
resisting system is not
needed
2. Construction period
may be reduced by
modular frame
installation

1. Member installation
time may increase or
members may need to
be reproduced as the
joint quality degrades

Cost 1. Input of temporary
members;
2. Input of additional
manpower;
3. Additional lateral load
resisting system (shear
wall, RC core)

1. Reduced temporary
members;
2. Reduced (skilled)
manpower;
3. Reduced
cross-section of
members

1. Increased material
cost because of
increased quantity of
steel frame;
2. Increased cost for
renting a crane as the
member weight
increases upon modular
frame installation

Quality 1. Potential quality
degradation due to
additional processes
such as pouring for
joints and lateral load
resisting system

1. Outstanding quality
maintained even during
the joint processing;
2. Same performance for
construction work even
when unskilled
engineers are input

1. Inaccuracy upon steel
frame joint connection

Safety 1. Existing risk of
removal as beams are
simply mounted on top
of columns

1. Stability of the joint
secured because of the
moment-joint;
2. Risk factors may
decrease owing to
improved working
environment as
temporary structures are
reduced

1. Increased anxiety as
the member weight
increased during the
modular frame
installation;
2. Risk factors may
increase depending on
the lifting method
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5 Conclusion

The study was conducted to identify risk that may occur during execution of the
project to apply SMART frame that is developed to improve the problems of the
conventional pin-joint PC method. The study performed the following analyses.

First, it reviewed studies on the conventional pin-joint PC structure and
moment-joint composite PC structure, SMART frame, and arrived at the conclusion
that it is necessary to have an improved structural system.

Second, it analyzed the structural characteristics of and differences between the
conventional pin-joint PC structure and SMART frame, and identified the advan-
tages and disadvantages of each structural system.

Third, after verifying the opportunity of SMART frame when applied to
long-span- and heavy-loaded buildings, its corresponding risk was investigated.

The risks identified in the study have dynamic relations that are mutually
interfering in the aspects of construction period, cost, quality and safety. Thus, the
study result will be used to draw a causal loop diagram for dynamic analysis.
Moreover, it will be used as the basic data to build a risk management system when
applying the SMART frame method to long-span- and heavy-loaded buildings.
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The Use of Polystyrene as Substitute
of Sand in Pontoon Concrete

Norpadzlihatun Manap, Jung Sem Wong
and Noor Shahifah Syahrom

Abstract The construction industry in Malaysia has been growing over the years.
In order to fulfil the demand, new land needs to be opened and developed.
However, this could be an issue as opening and developing a new land causes
adverse effects to the environment as these leads to the Green House effect. One of
the solutions is to design pontoon-type concrete structure. Pontoon-type concrete
structure refers to the artificial pontoon-type structure made from concrete.
However, designing a pontoon-type structure requires a special mixture of concrete
and infill material. It is profitable to use sustainable material including polystyrene.
This research aims to determine the strength of pontoon type concrete partially
made from polystyrene and to compare the strength of it with M20 mix concrete.
A laboratory testing has been conducted and it can be concluded that the strength of
concrete made from polystyrene were lesser than conventional M20 concrete. These
may come from the fact that the smooth surface of polystyrene tends to have a weak
bonding in the cement paste. It can be concluded that the concrete made from
polystyrene could be used for pontoon concrete for non-structural application. This
result is significant for the construction industry as it produces new sustainable
material for construction industry.

1 Introduction

Pontoon-type concrete structure refers to the artificial pontoon-type structure made
from concrete. Pontoon concrete structure have been developed for a variety of
purposes such as floating bridges, floating plant, floating terminal and floating cities
[10]. The designing concept of pontoon type concrete structure aims to solve the
insufficient land problems. Pontoon-type concrete structure is one of the
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technologies that support future large human habitation on the sea. The concept of
floating cities had been introduced by Pernice in 2009 [9].

The construction industry is growing over the years, therefore in order to fulfil
the demand, new land needs to be opened and developed to provide spaces for
building and facilities. However, this lead to insufficient land-use issues. One of the
solutions is to design pontoon-type concrete structure. The pontoon-type concrete
structure is a type of concrete structure that allows the building floats on the water.
However, designing a pontoon-type structure requires a special mixture of concrete
and infill material [8].

The construction industry in Malaysia is expanding as more construction works
have been done over the years. The value of the construction work has shown an
increase in the past few years. In order to fill the demand, new land need to be
developed for building and facilities. However, this could be an issue as opening a
new land has adverse effects to the environment. Green House effects will occur due
to demolishment of forest for construction purpose. Destruction of natural habitat
for several species of animals and plants is the main concern regarding the opening
of new city.

One of the solutions is to design pontoon-type concrete structure. The pontoon
concrete is a type of concrete structure that allows the building float on the water.
The application of pontoon-type concrete structure is an innovative solution to
encounter insufficient land issue. However, the conventional concrete with high
density is very low in floatability. Moreover, the issue is to design a pontoon-type
structure requires a special concrete [8]. Basically, the concrete used in the pontoon
concept are concrete made from lightweight aggregate. However, lightweight
aggregate concrete is expensive than conventional concrete. The extra cost consists
of material cost, cost for storing, placing, curing, reinforcement details, including
protection from contamination of the water [5]. Therefore, there is a necessity to
seek new material instead of using lightweight aggregate. Polystyrene with very
lightweight property and cheap price are very suitable for replacing lightweight
aggregate in producing the pontoon-type concrete.

The objectives for this research are to determine the strength of pontoon-type
concrete made partially from polystyrene and to compare the strength of between
pontoon-types concrete made partially from polystyrene with M20 mix concrete.
Pontoon-type concrete will be produced and tested in the Construction Material
laboratory in the Faculty of Technology Management and Business, Universiti Tun
Hussein Onn Malaysia. There are many benefits to perform the research of
pontoon-type concrete made from recycled materials. Basically, it can be classified
into the environment and the construction industry. Designing the pontoon-type
concrete using discarded polystyrene is a good way to manage high volume of trash
for a long period of time. Through the usage of polystyrene, the industry can seek
for a new resource in production of pontoon type concrete.
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2 Literature Review

Historically, construction activities have been associated with the process of
industrial and urban development since the Industrial Revolution period. A number
of studies have confirmed that approximately half of the investment in gross fixed
capital formation is contributed by the construction sector in most developing
countries. The construction industry and its activities have great impact on all
aspects of human life [2, 3]. As the urbanization expand, the land reclamation is
carried out to ease the pressure on existing heavily used land and underground
spaces. However, land reclamation has its limitation [7]. Moreover, it can damage
the marine environment [4]. Design of pontoon concrete is an attractive way as a
solution for artificial land on the sea [10].

Concrete is most widely used in construction industry today. The main ingre-
dients of concrete are fine aggregate, course aggregate, cement and water. Special
additives are also added to enhance or modify its properties. The fine aggregate and
course aggregate constitute the most of the volume in concrete as it is an eco-
nomical filler material that improves the durability of the concrete. When cement is
mixed with water, it acts as a hydrates agent to bind the mixtures to form a hard
substance when dried which called concrete. Concrete is a good construction
material and it is suitable to be used for construction of strong structural building
with a relatively low cost as compared with the use of timber. Besides that, concrete
can be easily shaped to fill the needs while it in the fresh concrete form. Moreover,
several of finishers such as tiles can be applied to it for aesthetic value.

Although concrete has a higher compressive strength, concrete relatively are low
in tensile strength. However, this can be solved with adding the reinforcement in
concrete to enhance the tensile strength of it. In addition, conventional concrete has
a higher density compared with other materials. Concrete is one of the highest
durability construction materials. It only requires little maintenance and it is a very
good thermal-resistance material. The properties of the concrete can be affected by
the amount of ingredients in the concrete. Exceeding of water content will drop the
strength of concrete. On the other hand, the properties of concrete can be improved
with some special additive such as plasticizers and air-entraining material. The
properties of concrete include low-cost parameter, high compressive strength, low
tensile strength, high density and high thermal resistance. The strength of concrete
refers to its load affordability. Concrete is a comparatively brittle material which is
relatively weak in tension. Therefore, reinforced concrete is designed to equally
bear the compressive strength and tensile strength. Basically the concrete will go
through a curing process at the age of 7th and 28th days for the purpose of studying
the strength developments of concrete. The differences of design of concrete
mixtures are to establish specific concrete characteristic and to select the proportion
of available materials to produce concrete with required properties.

In addition, density of the typical foamed concrete being used in construction
engineering generally ranges from 500 to 1200 kg/m3, are very suitable in
designing the concrete pontoon to sustain the structure float on the water [6].
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Compared to normal classified into two categories, which are used due to its
characteristic to reduce its weight and density. In construction industry, foamed
concrete had been applied in concrete, the most distinct characteristics of thermal
conductivity. Lightweight concrete is generally lightweight aggregate concrete with
its low density and high thermo-insulating. The main properties of the lightweight
concrete are the low density and low capacity. Lightweight aggregate concrete is
used for construction of super high-rise building with giving the benefits by
reducing self-weight. Due to the high porosity of the lightweight aggregate,
lightweight aggregate concrete is more insulating than normal concrete [1].

Pontoon concrete is a concrete floating berth which carries a certain amount of
weight. For the pontoon to stay afloat on the water, the design concept is usually
hollow in core. But there is also exception that is filled with foam or other lighter
materials in the pontoon. This design concept is to make sure the pontoon light as it
is designed to displace a large amount of water. Generally, the concrete pontoon
consists of two parts, which are the concrete mixtures and the inner system. So it is
a necessity to design a lightweight concrete so that the pontoon can stay afloat on
the water. The pontoon concrete is design based on the concept of Archimedes’
Principle. Thus, the inner system inside the concrete affects the floatability of the
pontoon. Basically the design of the pontoon is based on the idea of submarine.

The pontoon concrete normally is designed as a hollow system inside the core.
The pontoon will stay afloat on the water surface as long as the load applied on the
pontoon do not exceed the maximum load capacity. On the other hand, the design
of the pontoon should use lightweight expanded clay aggregate, and raisin had been
used in designing the concrete for the pontoon. Those materials have a lesser
density than water. Therefore, several researches had been conducted to seek lighter
material in designing the pontoon concrete. Materials such as coconut fibre and
aluminium foil can be an option.

3 Methodology

Eighteen concrete cubes were produced which six of it made from 25% of poly-
styrene as substitute for course aggregate; six of it made from 50% of polystyrene
as substitute for course aggregate and the rest of the cubes were made from 75% of
polystyrene as substitute for course aggregate. The cement used was Ordinary
Portland Cement (OPC) which manufactured locally; the water used is obtain from
pipe water; the fine aggregate and course aggregate used was obtained from a
nearby quarry; polystyrene used was recyclable. A small capacity of concrete mixer
was used in the experiment as only a small amount of concrete needed to cast the
specimens.

The concrete was mixed using concrete mixer. Ready mix concrete was poured
carefully into the formwork of test cube with dimension 100 mm � 100 mm
� 100 mm. Cube test was carried out once the cube is being removed from the
formwork. The cube specimens were cured in a water tank and compression test
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were conducted on 7th days and 28th days after casting. A total number of 18 cube
specimens were tested for 7th and 28th days.

The compressive strength of the sample was recorded and presented in graphs.
The collected data will be compared against the targeted value, which is M20 mix
of concrete. The type of M20 mix concrete will give 20 N/mm2 compressive
strength after 28 days curing process. Basically, after curing period of 7 days, the
concrete will achieve around 65–70% of the M20 mix concrete strength.

4 Result and Discussion

4.1 Strength of Concrete Made from 25% of Course
Aggregate Replaced with Polystyrene

Figures 1 and 2 shows the strength of concrete made by replacing 25% of course
aggregate with polystyrene for a curing period of 7 days and 28 days, respectively.
When 25% of course aggregate was replaced by polystyrene, the concrete produced
a compressive strength that is almost similar to the normal strength of the M20
concrete mix. The compressive strength of the concrete recorded an average of
11.0 N/mm2 after 7 days curing process (Fig. 1) and an average of 19.3 N/mm2

after 28 days curing process (Fig. 2).
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4.2 Strength of Concrete Made from 50% of Course
Aggregate Replace with Polystyrene

Figures 3 and 4 shows the strength of concrete made with replacing 50% of course
aggregate with polystyrene for a curing period of 7 days and 28 days respectively.
When 50% of course aggregate was replaced by polystyrene, the concrete produced
a compressive strength that is only achieved almost half of the normal strength of
the M20 concrete mix. The compressive strength of the concrete recorded an
average of 7.9 N/mm2 after 7 days curing process (Fig. 3) and an average of 9.2 N/
mm2 after 28 days curing process (Fig. 4). The concrete shows a difference of −5.1
and −10.8 N/mm2 in strength respectively.

4.3 Strength of Concrete Made from 75% of Course
Aggregate Replace with Polystyrene

Figures 5 and 6 shows the strength of concrete made with replacing 75% of course
aggregate with polystyrene for a curing period of 7 days and 28 days respectively.
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When 75% of course aggregate was replaced by polystyrene, the sample concrete
shows huge difference in compressive strength as compared with normal strength of
the M20 concrete mix. The compressive strength of the concrete recorded an
average of 3.0 N/mm2 after 7 days curing process (Fig. 5) and an average of
4.7 N/mm2 after 28 days curing process (Fig. 6). The concrete shows a very huge
difference in compressive strength which were −10.0 and −15.3 N/mm2 in strength
respectively.

4.4 Comparison of Strength of Concrete with Course
Aggregate Replaced with Polystyrene

Figure 7 shows that the increase of the polystyrene content in the mix will directly
decrease the compressive strength of the concrete cube. The mix with 25% of
course aggregate replaced with polystyrene was the only mix that is able to produce
the required strength of 20.0 N/mm2 after 28 days curing process. The mix with
50% of course aggregate replaced with polystyrene shows the least of increased
strength between 7 and 28 days, which was only 16.5%, while 75% of course
aggregate replaced with polystyrene shows increase of 56.7, and 25% of course
aggregate replaced with polystyrene shows the highest increase of 75.5%.

After comparison of normal concrete with the samples, it can be concluded that
the strength of concrete made from polystyrene was lesser than normal concrete
(M20 mix concrete). These may come from the fact that the smooth surface of
polystyrene tends to have a weak bonding in the cement paste. Because of the poor
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bonding, failure takes place in the cement paste, hence affecting the compressive
strength which tends to be lesser when polystyrenes contents increase. Besides that,
polystyrene could be used for pontoon concrete for non-structural application due to
its properties that is lower density than normal concrete.

5 Conclusion

A conclusion can be made that the increasing of the proportional of polystyrene
replaced with course aggregate in the concrete mixture will directly decrease the
compressive strength of the concrete cube. The strength of concrete made with 25%
of course aggregate replacing with polystyrene showed an average of 11.0 N/mm2

for 7 days curing process and 19.3 N/mm2 for 28 days curing process. Meanwhile,
with the increasing of polystyrene contents to 50% in the concrete mixtures, the
strength of the samples shows an average of 7.9 N/mm2 for 7 days curing process
and 9.2 N/mm2 for 28 days curing process. For the concrete cube that replacing
75% of course aggregate with polystyrene, the strength of the samples shows an
average of 3.0 N/mm2 for 7 days curing process and 4.7 N/mm2 for 28 days curing
process. It can also be concluded that the samples recorded show the strength of
concrete made from polystyrene was lesser than normal concrete (M20 mix con-
crete). The result shows the strength of concrete made with 25% of course
aggregate replaced with polystyrene was the only sample that almost achieved the
targeted value as 28 days curing period. The strength of the samples recorded an
average of 19.3 N/mm2 which was slightly weaker than normal concrete after
28 days curing process. Meanwhile, for concrete made with 50 and 75% of coarse
aggregate replaced with polystyrene gives an average of compressive strength of
9.2 and 4.7 N/mm2 respectively. The result showed a huge difference in terms of
compressive strength when the samples were compared to the control (M20 mix
concrete). The research helps to improve the way of waste management towards
polystyrene waste as well as enhancing the environmental health in the construction
industry. However, concrete made from polystyrene was suggested for future
research to be designed and tested for its plasticity limit.
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LEED and Green Building Designs

Walaa Mohamed Metwally

Abstract Scientific consensus agrees that global climate changes over the past
centuries until today are due to human activities. And it is a growing threat to
environment in the society. With this in mind building industries need to contribute
their efforts to encourage a healthier life style and to live in a healthier environment.
One contribution devoted to preventing harm to the environment is the (LEED).
LEED is a body that provides certifications for Environmental and energy Design
from architectural industry to the applicants. It is the only rating system for the
green building design that communicates with global sustainable development
practices and projects. LEED certification is based on the overall score that is
achieved for any given project. This certification will measure the impact of the
green building design and sustainability, and it will provide the project with one of
the LEED rating levels (platinum, gold, silver and certified), also it will help the
project’s owner and operators to measure the building’s performance. Projects from
office towers to single family homes have registered for LEED certification. Some
of them have submitted registration for the LEED certification, as a result of the
continuous growth that has spurred the recent pricing structure changes. This is a
clear indication of LEED’s continued strength and value to the growing market
places. This paper aims to

1. Recognize and celebrate high-quality “green” building.
2. Measure the “green” building solution which is based on sustainable building

practices.
3. Explain how to register a project.
4. Raise awareness of the efficiency of staff performance in the work place.

The research focuses on two studies in order to reach its aims

1. First is the theoretical part which is divided into many factors

• What is the LEED?
• What is the LEED certified to?
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• What are the LEED measures?
• Why certify?
• Why are the LEED professional credentials changing?
• What are the eligibility requirements for the LEED professional credentials?
• How to register a project with the LEED?

2. Second is the applied part

• This part includes the projects submitted for LEED certification, and one is
selected for the case studies in Saudi Arabia. Thereafter, the study ends with
important conclusions and recommendations.

Keywords LEED � Green building � Sustainability � Energy and environmental
design

1 Introduction

Our economy is changing based on the development of new technology. The
environmental sustainability field is one that has entered a period of rapid expansion
that directs the economic and political indicators that determine growth in the near
future to creating a health and environmental buildings and homes for humans.

LEED has become a professional, long-term investment in the promotion of a
healthy planet. Moreover, LEED is furnished with skills that are in demand by
many sectors of the architectural industry. It is internationally marketable and
engages clients in activities which aim to transform the globally built environment
to a firm hold on professional and beneficial skills in the environment.

2 An Overview of the Issue of Concern

This study was produced in 2009 by (UNEP) the United Nations Environment
program, which lead to increase the sustainable projects and products in future; this
study is based on the changing of climate and building and The enormous scale of
the global in the built environment.

The study’s result stated that 30% of global annual greenhouse gas attributed to
the building sector, which represents up to 40% of global energy usage. The climate
change and their negative effects and the public pressure can be solved by trans-
forming the globally built environment to green and sustainable environment
considering how much and how it will take to change it to this value.

LEED is an asset that can aid negative effects in the building industry, by
transforming the built environment and meeting its demands for sustainable and
green projects. These environmental sustainability products are growing and sup-
porting a long-term professional investment in the community and also helping
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professionals grasp the limitless possibilities associated to serve all professionals
engaged in construction activities and transforms our built environment in the years
to come.

3 Green Building Design and Sustainability

Since the 1990s, the media has often talked about “green” or “sustainable” build-
ings [1].

Green building or sustainability can be defined as
“Eliminates negative environmental impact completely through skilful, sensitive

design” [2].
Green building is also responsible for the environmental process in the building

life-cycle starting from the building design, building construction, building oper-
ation, building maintenance, renovation, and demolition. Also attempts to reduce
the environmental impacts (heating, electricity use, carpet cleaning, etc.). During
the building production, construction process, as well as during the building life.

Also this green design will emphasize in practice, the efficiency of cooling and
heating system, recycled or reused material in the building, solar technology, wind
power, and on-site management.

All of these require a strong cooperation between the project’s responsible:
Client, design team, architects, engineers, they will be responsible in all the pro-
ject’s stages starting from the site selection, project’s formation, material selection
and project’s implementation [3].

A building will be a “green” design with the following:

• Reducing the consumption of natural resources for its construction, for example,
control the use of wood that are available in the forest.

• Reusing the recycled materials in the building construction instead of sending to
landfill.

• Reducing the cost and the consumption of water uses and energy.
• The development footprint is limited, open space is restored and enhanced, and

landscape architecture is designed to provide wildlife habitat, storm water
management, and beauty with minimal water consumption and maintenance.

• Minimizing or eliminating the heat for the site and the building designs in
walkways design and construction, parking area, asphalt and other
non-reflective materials on the building roof which absorbs much solar heat that
effects on the air condition, ventilation and heating system, and landscape
irrigation system needs.

• Having natural day lighting and outdoor views in majority of the interior spaces.
• Applying high efficient systems for the materials like paint, flooring, and fur-

niture are used to improve the indoor environmental air quality.
• Using recycled materials starting from the building structure to choosing the

furniture and carpeting.
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4 Benefits of Green Building and Sustainable
Development1

There are many benefits of “green” building that effect and improve the people’s
health in the environment The “green” building can reduce the building impact in
the long run during the degradation of the environment.

On the other hand, the sustainable environment has financial and personal
benefits, for example, reduced water bills, using the water-efficient fixtures, In
addition, reducing the heating costs in the use of insulation with a high heat
resistance rating.

The “Green” architecture features can be found in

• Designing the ventilation, heating, and cooling systems for the building designs.
• Using the lighting and appliances with full energy-efficiency.
• Applying the water and plumbing fixtures in right ways
• Planning the landscapes design by considering to maximize the passive solar

energy
• Using alternate sources such as solar or wind power
• Using non-synthetic, non-toxic materials which are found in the environment.
• Obtaining the local stone and woods and eliminating the cost of the trans-

portation instead of long-hauls
• Using the woods which are available (Harvested)
• Reusing the older building and constructions,
• Using recycling materials for architectural salvage
• The space use (ensuring efficiency)
• Choosing the locations—enabling optimal locations and maximizing sunlight,

winds, and natural sheltering.

** Most “green” buildings do not have all of these features, however, in order to
achieve sustainability or do “green” the highest goal is to be fully sustainable.

5 LEED

There is a promotion for green and green building. Since 1993, over time and by the
year 2000, the U.S. “Green” Building Council created a new rating system for
buildings to develop the project to sustainability and pursing for LEED certifica-
tions by earning points across several area. These areas will be scored according to
address sustainability issues for one of the four LEED rating level of certifications.

1Reference [4].
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Any building project from homes to corporate headquarters2 can be assigned for
the LEED certification which comes a fee; The US “Green” Building Council rating
system develop the products to include the following steps: The technical devel-
opment by committee, pilot testing, a public comment period, approval by council
membership, and then the release for public use.

In the event that major renovations are performed, high standards are maintained
for certifying the design and construction of various commercial projects or insti-
tutional buildings. In order to deliver architecturally sustainable designs the fol-
lowing categories are considered

– Minimizing the impact of water resources and using sustainable sites (SS)
– Reducing the Water efficiency (WE).
– Innovation in using the Energy and Atmosphere (EA)—using different

strategies.
– Reducing the waste of Material and Resources (MR—using sustainable building

materials.
– Designing better Indoor Environmental Quality (IEQ)—using daylight and

view.
– Innovation in Design (ID)—sustainable building expertise.
– Regional priority (RP)—regional environmental priorities.

The architectural industry has embraced the concept of designing sustainable
buildings. Moreover, its vast interest has led architects to become accredited LEED
professionals [5].3

5.1 Guidelines to Achieve the Certification
for LEED-Commercial4

Step 1—Register the project by submitting the registration details and the payment
(Fig. 1).

In preparation for the registration, it is very important to ensure that the project
meets the requirements. First, the applicant must comply with the project size
requirements, second, they should be informed about specifics on the minimum
project requirements, and (this information can be found by visiting the credit
library). Third, the applicant must select the appropriate rating system for their
project from the LEED guide manual.

The commercial rating systems for LEED 2009 and LEED v4 can be certified in
any of the following:

2Reference [4].
3Reference [5].
4Green Building Council, 2017, [6].
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– LEED certification for Homes and Midrise
– Certification for Building Design and Construction (LEED BD + C)
– Certification for Interior Design and Construction (LEED ID + C)
– Certification for Operations and Maintenance (LEED O + M)

Now applicants are ready to apply. Applicants must visit the LEED website.
Then they should submit the information for their project, complete, and submit the
application and payment then sign the certification agreement. The application will
be accessible on the LEED website.

Re-certification (LEED O + M only)
It is required for the projects that already has been certified with LEED O + M to

recertify within 5 years of the previous LEED certification to remain as currently
certified. Also this project is eligible for re-certification after 12 months and can be
re-certified every 12 months.

Step 2—Apply for the LEED certification online and pay a review fee.
The applicants can submit all the project’s documents through LEED website,

they should upload their documents and make sure with the quality check of the
entire application before submitting for review after receiving these documents by
GBCI, they will be ready to review the project with their team members, then they
will collect all the information, analyse the project’s data and calculate the per-
formance in order to identify the LEED credits.

Step 3—Reviewed by GBCI
GBCI will conduct a technical review. This review will vary from one project to

another and it depends on the type of the project and its needs, and also the level of
the certification rating system which the projects will register for.

If the applicants feel that the result is incorrect, they can appeal for their project
(CIR appeal) by contacting GBCI

Step 4—Certified: The certification decision is received. Success applicants will
be notified of the LEED certification.

In the event that the project team is not satisfied with the final certification report
they have the right to appeal to the GBCI. Once the applicant has accepted the final
certification report, it is deemed “closed out” which means that the applicant has
lost the right to re-appeal for the certification or even review their decisions.

1 

Register

2 

Apply

3 

Review

4 

Certify

Fig. 1 Diagram for guidelines to achieve LEED certification
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5.2 The Level of the LEED Certification

The entire project can be assigned in one of four LEED level certification and the
degree of the project that will be achieved as follows:

– The project earned 40–49 points can be certified as LEED Certified™
– The project earned 50–59 points can be certified as LEED Silver®
– The project earned 60–79 points can be certified as LEED Gold®
– The project earned 80+ points can be certified as LEED Platinum®

5.3 Certification fees

The fee will be charged per building or project and it based on the project’s scale
and which rating system will be register for.

5.4 LEED-Certified Projects

Over 62,000 projects around the world have been certified for LEED in more than
150 countries, and every day around 2 million square feet of LEED space certified,
all of these statistical numbers and the increase in numbers indicate the importance
of becoming LEED for many countries and projects. Also the professionals are
positioning themselves to remain competitive in an increasing economy by
acquiring skills that are in demand and internationally profit-making.

(KAFD)—King Abdullah Financial District is one of the most important projects
for prestigious urban developments. Located in Riyadh, it is noticeably an ambi-
tious, distinguished project that has earned its position as a substantial addition to
the economic sector (Fig. 2).

5.5 Introduction to King Abdullah Financial District
(KAFD) project

The KAFD is an under construction project located on King Fahad Road in Al
Aqeeq area of Riyadh, Saudi Arabia (New York Times 2006) [7].5

5Reference [7].
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On Tuesday, 9/5/2006, King Abdullah bin Abdulaziz laid the foundation stone
of King Abdullah Financial District (KAFD) as the biggest urban edifice in Riyadh
city which includes the most important official financial institutions and other
financial bodies.6

KAFD project master plan was designed and overseen by Danish Architect
“Henning Larsen” and the development of this project was headed by Waleed Al
Eisa the CEO. Additional designs will be provided individually for each sub project
by their own designers.

There are many staffs were working in the KAFD project: designers, engineers,
manager’s team, observers, workers who are working together and spare no effort
around the clock to accomplish the project to make sure that the work is maintained
according to the preset plans as agreed, The project is led by engineers team from
Al-Ra’idah Investment Company and they are the main contractor of the KAFD
project, Hill International.7 Also the contractors assigned are working 24 h a day to
stay on target (Fig. 3).

KAFD was the largest project in the world that seeking green building accred-
itation in 2011. The project built on 1.6 million square meters and includes 59
towers in the site.

The project is designed to meet the growing demand for class-A offices which
equipped with high tech and modern capabilities. The KAFD Financial Academy is
expected to meet all the domestically high demand for manpower qualified in the
financial domain and in modern investment management.

The project has a direct route to the King Khalid Riyadh airport, and is served by
many main roads which lead to many regions. In addition, it is near to al-Olaya
Region which contains many commercial areas located in.

The project includes various uses with three million square meters, and can be
divided to

– Accommodation area for 12,000 residents
– Parking spaces
– KAFD also contains the headquarters of the Financial Market (Tadawul)8

– Financial academy

Fig. 2 General view for King Abdullah financial district

6ALRA'IDAH, 2017 [8].
7See Footnote 6.
8Reference [9].
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– Numerous banks equate to 62,000
– Other financial institutions
– Alongside financial service companies and other multinational corporations.

5.6 KAFD’s Vision and Mission

The KAFD vision is to establish a project for generations and the generations to
come,

KAFD entrenches well-established pillars meant to put into effect this vision,
which accords with the aspirations of the upcoming generations,

The project will ensure the development and continuity of the pioneering role of
the Kingdom of Saudi Arabia, as the country with the largest economy Gulf region
(Fig. 4).9

Fig. 3 KAFD construction work in progress

9See Footnote 6.
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5.7 Project’s Aims and Objectives10

The KAFD project aims to establish several economic gains by contributing to the
economic growth and development. The projects objective is to enable Riyadh to
witness with different fields which are follows:

• Combining the working in the financial sector and the agencies
• Developing the Saudi economy by raising the contribution of all the financial

sector in KSA with its available capabilities required
• Attracting the largest companies in financial investments field.
• providing many job offers for professionals and for Saudi national force
• Setting up a financial academy to meet the demands and needs of training and

professional development for employees (Fig. 5).

Fig. 4 Picture of KAFD illustrates the future generation

10Reference [10], 2017.
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5.8 KAFD and Design Concept

KFAD was setting up as financial academy to meet the demands and needs of
training and professional development for employees. It has been designed to be a
smart, elegant, and self-sufficient center with the global standards.

The project has been designed that facilitates include the places for the financial
work practice and investment in the KSA, the projects contains many international
banks, several prestigious local, varies of investment companies, and professional
services area needed for the financial field work In order to become one of the
biggest and effective economy and financial city that serve the professionals in the
financial field.

5.9 Activities and Components of the Project

KAFD consists of the main headquarter, “Capital Market Authority”, Tadawul
Center which is the “Stock Exchange” headquarter, academy financial project, and
several national banks and other companies and institutions. Also it Included the
components of any projects required with each sector: accounting, legal auditing,
and the consulting and financial institutions.

Further components includes, different services and facilities: five stars hotels,
residential projects and neighborhood, conference and showroom halls, recreational
and sporting activity places, and modern means of transportation.

The project’s activities and work areas:

• Work places: are designated for the financial companies and institutions. This is
considered as very important area in the project, as it includes the “Capital
Market Authority” (main headquarters), Famous banks, and companies. All of
these are collectively intended to secure the Kingdom’s leading role in its
capacity as the region’s hugest economy and financial status. Work place area
will also accommodate high-qualified employees and workers that will be
working in the financial sectors.

• Education: An educational institution, pioneered by the financial academy, will
be a part of the center. It will deal with courses’ trainers, financials specialties,
and the people working in financial institutions.

• Mosque: A number of mosques have been designed for the center which will
welcome local Muslims and other Muslim visitors. The comfortable, relaxing

Fig. 5 KAFD and the economic growth
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and convenient environment will make their worship experience peaceful. One
of the mosques was awarded the global award for Islamic architectural dis-
tinction for the tremendous achievement which demonstrates the outstanding
quality and creativity of the efforts towards uniqueness.

• Housing: Part of the center a residential compound for financial projects’
workers and for educational services, this area was designed with the global
standard to provide suitable future human needs.

• Meeting Places: these areas were designed to create meeting points for the
compound’s inhabitants for exchanging the ideas and opinions also to create
entertainments areas for different activities which include many attraction and
recreation areas such as: aquarium, center of earth’s climate, Vally park (AL
Wadi), environmental and science Museums, also many recreation and educa-
tional facilities and projects.

• Transportation: KFAD was designed to provide different kinds of trans-
portation for their users

– The transporting of cars were designed to make the projectways move
smoothly and comfortably and it includes self-contained infrastructure.

– The attraction areas were designed to move between the project’s buildings
by suspended monorail that connects all the different area in the project with
each other.

– Skywalk area was designed to wander on foot in safe and smooth way,
passing with well-designed environmental passages and landscape required
for entertainments.

• Services and Facilities: KFAD is considering one of the most important
self-contained financial centers in the world which includes many services and
facilities needed for the twenty-first-century specifications.

The project provides large number of hotels (5 stars), showroom center, conference
building, administrative offices, many towers for financials sectors, and these build-
ings are provided with modern and creative equipments and prerequisites.11

In the front of each building in the project, car parks were designed according to
global standards and added with special valet services for their user’s car and
securing till they exit the project.

5.10 LEED/Master Plan and Design Concept12

The project master plan was designed by architect Henning Larsen, his concept is
based on sustainability and all the master plans were designed to achieve LEED
certificate.

11See Footnote 10.
12Reference [11] P 1.
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Most of the individual buildings were designed also to achieve either Silver or
Gold LEED certifications. And for that the architect Henning Larsen will consult
during the building design and implementation phases, to ensure that the proposed
scheme achieves a standard for LEED certification and sustainable development.

Henning designed the master plan to create modern metropolis project style
which unites the Arabian urban traditions which will give the Saudi capital, Riyadh
a different kind of a project that includes open and public space and a skyline with a
new outstanding landmark. These project will be the heart of Wadi Hanifa Area as
an attractive urban project in Saudi Arabia, and also included different areas and
activities: residential area, commercial and recreation projects, restaurants, hotels,
conferences, and sport facilities as an active and creative compound in Riyadh city.

The project based on the following important environmental achievements can
be applied for any sustainable projects:

• Optimizing the proportion of each building in the project for lower outside
temperature by 6–8 °C

• Using suitable materials in the building’s facades, many water features, and
covering with vegetation in the landscape design to avoid the high humidity and
achieve lower temperature.

• Controlling the heat of daylight to create the well-designed environmentally
controlled outdoors by designing the transparencies of the project’s facades.

• Respecting the orientation that effected on designing the project’s facades to
save more energy.

• Reducing the energy consumption by using local materials reduce energy
consumption for different transportation ways.

• Minimize the project’s maintenance and using high-quality materials which
have a long lifetime to maintain it.

• Using the solar cells as environmental treatment placed on roofs and integrated
into the facades.

• Reducing cooling loads to lower outdoor temperature but using shading of the
project’s facades.

• Using roofs capes in order to achieve sustainable objectives.
• Designing the skywalks which used to connect between the different project’s

areas and buildings, it was affected on reducing the needs of the car trans-
portation; this skywalk was designed to save the energy by using powdered
solar energy.

• Reducing the energy consumption by using “Intelligent” lighting, KFAD was
designed to be a smart, elegant, and self-sufficient (Fig. 6).

6 Brief conclusion

• Sustainable Architectural Designs aims to assist teacher and designer to create
buildings that help the community to meet their needs.
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• Support development with “green” to reduce future operation and maintenance
costs.

• Create sustainable green buildings that become durable value to the society and
culture and also users which have been built to them.

• Save energy and use renewable energy by incorporating energy efficiency into
projects and assessing the efficiency of existing equipment.

• Integrate sustainable green building which includes the efficiency of energy,
conservation of water, increase the quality of out and in door spaces and areas
and increases the value and environmental integrity in the design projects.

• Expand green building education and outreach services in the architectural,
environmental, and construction fields to include more green building projects.
In addition, consider program standards to a higher level of performance.

• Keep current projects with the green building rating systems and participate in
the ongoing development of green building rating systems.

• Use certified and qualified contractors. Consider standards for building con-
struction through LEED, and with green school design.

• Encouraging architects to become LEED-accredited professionals. As the LEED
certifications are considered now not as US market leader, but it becomes the
most widely used rating system by federal and state agencies, it also helps the
building projects to communicate with other sustainability design projects
achievements [5].13

• Set a minimum goal of LEED certification to achieve as many points possible
for water and energy conservation.

Fig. 6 KAFD Facades are orientated in order to enhance energy saving

13Reference [5].
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Regression Analysis
of OPC-MK-RM-Based
Ternary-Blended Concrete Based
on Its Experimental Results

Rathan Raj Rajendran and E. B. Perumal Pillai

Abstract The performance and strength needs are not adequately satisfied by the
advancement in concrete technology as well as the development of new materials
and components. Part replacement of cement by mineral admixtures in concrete
overcomes many problems and leads to improvement in the strength as well as
durability of concrete. This paper deals with the regression analysis of various
experimental results on compressive strength of Ordinary Portland Cement (OPC)-
Metakaolin (MK)-Red Mud (RM)-based ternary-blended concrete with different
water-binder ratios (w/b) 0.40, 0.38, 0.36, and 0.33. For all w/b ratios, the com-
pressive strength was determined at different days of curing. In all the w/b ratios the
regression analysis using SPSS software and the regression curve had been carried
out by replacing 0–14% of the mass of OPC with MK and RM separately and a
combination of MK:RM of different proportions of 50:50, 60:40, 70:30, and 80:20.
The analysis was also done using neural network. From the experimental results the
strength activity index was high in 8% replacement of OPC by MK and 4% by RM
whereas in the combination of MK:RM at 10% for the proportion 80:20 shows the
highest strength activity index.

Keywords Metakaolin � Red mud � Strength activity index � Regression models

1 Introduction

Concrete, the utmost popular and the powerful building material is being used
nowadays for all types of infrastructural projects. Bearing in mind, the worldwide
use of concrete for most of the constructions and its increasing demand for new
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structures, the technical advantages of materials such as mineral admixtures and
waste materials from industries are further complimented by other economic,
ecological, and environmental considerations. Concrete provides a safe haven to
many of the toxic elements present in industrial wastes through chemical binding.
Technical solution to handle and dispose waste materials will cause less harm to our
environment. However, in spite of the overwhelming technical, environment, and
economical benefits derived from the use of mineral admixtures and waste materials
in concrete, there is still a considerable misinformation on their use in concrete. The
integrity and durability of concrete structures are closely linked with the charac-
teristics of these materials used, but there is no clear understanding of this inter-
relationship between material characteristics and structural performance.

In this paper, a brief investigation about the utilization of Metakaolin (MK) as
mineral admixture and Red mud (RM) as waste material in cement concrete were
studied and the results are presented.

Several researches have proposed modifications to conventional methods.
Within the limit of available raw materials, the selection of the suitable materials,
proportions and mixes conducted in the field and laboratory have typically proven
adequate concrete characteristics [1, 2]. With adequate mechanism of proportion
and replacement of materials, concrete with compressive strengths of 60 MPa is
possible in construction.

The increase in concrete strength when metakaolin partially replaces cement in
concrete under three elementary factors namely cement hydration, pozzolanic
activity, and relative strength [3]. The strength development of Jamaican red mud
formed by the addition of hydrated lime, condensed silica fume and lime stone was
preliminarily investigated [4]. The investigation results provide a suitable com-
posites construction material without Portland cement as binder to the construction
industry.

2 Experimental Investigation

2.1 Materials Used

The following are the materials that were used in this investigation:

• Ordinary Portland Cement confirming by BIS: 12269-1987.
• Metakaolin in dry densified form conforming to ASTM C 1240.
• Red mud is a byproduct in dry densified form.
• NSF-based Superplasticizer confirming by BIS: 9103 [5] and ASTM C-494 [6].
• Broken granite stones confirming by BIS: 383 [7].
• River sand confirming by BIS: 383 [7].
• Portable water used for concreting and curing.
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2.2 Mix Proportions

A formulated mix design procedure by combining the BIS, ACI method, and the
available literatures on HSC was used in this investigation. The formulation of mix
and detailed design procedure [8] is explained by the author in his previous
publication.

Based on the published mix design procedure, a HSC mixture proportions with a
characteristic target mean compressive strength of 30, 40, 50, and 60 N/mm2 were
designed without any mineral admixtures. However, the use of several trial mix-
tures is important in the design of HSC. Therefore, to get the optimum proportions,
trial mixes were arrived by replacing 0, 2, 4, 6, 8, 10, 12, and 14% of the mass of
cement by MK and RM separately also in the proportion ratios of MK:RM (50:50,
60:40, 70:30, and 80:20) respectively. In all the above combinations, a super-
plasticizer by name CONPLAST SP430 was used at 1% by weight of the binder for
obtaining workable concrete. The quantities of different material requirement per
m3 of concrete for the trial mixes of different w/b ratios are available in the author
another publication [9].

3 Results and Discussions

3.1 Effects of Metakaolin on Cube Compressive Strength

The variation of rate of development of cube compressive strength of concrete with
metakaolin in terms of strength activity index is measured for the four w/b ratios of
0.40, 0.38, 0.36, and 0.33 is given in Fig. 1. The rate of development of strength of
metakaolin concrete in compression increases monotonically with a raise in
metakaolin level at all four w/b ratios and at all curing times. The strength activity
index is maximum for mixes with 8% replacement of cement by metakaolin in all
w/b ratios. The same was observed by other researchers [10, 11]. The development
of compressive strength in terms of strength index increases as the metakaolin
content increases from 0%, the compressive strength gradually increases up to 8%
and thereafter, it gradually falls off.

Figure 2 shows the regression analysis of experimental results on various con-
crete mixes with MK of all water-binder ratios. The relationship between 28 days
compressive strength of concrete and w/b ratio of metakaolin based concrete was
obtained as

fck ¼ 1:569ðw=bÞ�3:52 ð1Þ

where,

fck Cube compressive strength of concrete at the age of 28 days in N/mm2 and
w/b water-binder ratio
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Hence it was experiential that the compressive strength of concrete with addition
of MK and different w/b ratios also varied like conventional concrete and their best
fit curves also obey Abram’s law for conventional concrete, compressive strength
fck = A/(Bw/c).

3.2 Effects of Red Mud on Cube Compressive Strength

Figure 3 shows the variation of rate of development of compressive strength of
concrete with red mud in terms of strength activity index for the four water-binder
ratios. The rate of development of compressive strength of red mud-based concrete
increases up to 4% replacement of red mud in all w/b ratios. However beyond 4%
the strength starts decreasing for all mixes. The increase in the rate of development

Fig. 1 Variation of strength activity index concrete with metakaolin

Fig. 2 Relationship between
compressive strength and
w/b ratio of metakaolin based
concrete
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of compressive strength may be due to the fact that the cement replacement of
around 4% increases the finer particles in the mix, which increases its density by
filling the voids.

Another reason for increase in strength may be due to extra availability of Al2O3,
SiO2, and TiO2 whose presence up to certain percentage increases the strength of
concrete by combining with other constituents of cement during the progress of
hydration. The compressive strength of concrete obtained from cement and neu-
tralized red mud increases up to 5% replacement for constant water to (ce-
ment + red mud) ratio [12].

Figure 4 shows the regression analysis based on the experimental results of
various concrete mixes with red mud of all water-binder ratios. The relationship
between 28 days compressive strength and water-binder ratio of red mud based
concrete was obtained as

fck ¼ 2:493 ðw=bÞ�2:94 ð2Þ

Fig. 3 Variation of strength activity index concrete with red mud

Fig. 4 Relationship between
compressive strength and
w/b ratio of red mud based
concrete
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3.3 Effects of Metakaolin and Red Mud Blend on Cube
Compressive Strength

The influence on cube compressive strengths in terms of strength activity index for
the four w/b ratios of concrete containing various MK and RM blends of MK:RM
of different proportions of 50:50, 60:40, 70:30, and 80:20 as partial cement
replacement at various ages is shown in Fig. 5. The rate of development of strength
increases with the metakaolin content of the blend. In all the w/b ratios at 10% of
total replacement, a maximum of strength occurs at 80% metakaolin and 20% red
mud. The increase in strength is associated with acceleration of the hydration
reactions of metakaolin; the red mud particles are acting as a filler materials in
concrete, and this phenomena is same for all the mixes. Also in all the replacement
levels and of different MK:RM proportions the variations of the strength activity
indexes are very small. Beyond the 10% replacement levels there are remarkable
reductions in the strength activity index, it shows that 10% replacement is acting as
the optimum replacement level which gave higher strengths.

Figure 6 shows the regression analysis based on the experimental results of var-
ious concrete mixes with a combination of Metakaolin and red mud of all w/b ratios.
The relationship between 28 days compressive strength water-binder ratio of
MK-RM blend based concrete was obtained as

fck ¼ 2:508ðw=bÞ�2:99 ð3Þ

Fig. 5 Variation of strength activity index concrete with metakaolin-red mud blend
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3.4 Relationship Between Cube Compressive Strength
and the Independent Variables

The regression analysis was carried out using SPSS software and the regression
curve was drawn. This analysis was calculated based on the experimental results of
various concrete mixes with cement replacement by MK, RM, and MK-RM blend
of all w/b ratios. The following independent variables such as w/b ratio (w/b),
cement (C), MK, RM, and curing days (D) were considered to prepare the
regression fit with the compressive strength (fck) as the dependent variable. The
relationship between compressive strength of concrete with MK, RM, and MK-RM
blend and the independent variables was obtained as follows:

fck ¼ 478:38� 820:56 ðw=bÞ � 0:363 ðCÞ � 0:283 ðMKÞþ 0:428ðDÞ
fck ¼ 355:76� 624:85 ðw=bÞ � 0:229ðCÞ � 0:283 ðMKÞþ 0:318ðDÞ
fck ¼ 311:80� 566:73 ðw=bÞ � 0:180ðCÞ � 0:110 ðMKÞ � 0:137ðRMÞþ 0:415ðDÞ

Which is subjected to upper and lower bounds of examination indicates below:

0:33\w=b\0:4 311:75\C\439:39 7:25\MK\61:52
7:25\RM\61:52 1\D\56

The analysis was also done using neural network. The results obtained from
regression analysis and neural network analysis were found to be closer to each and
the points fit on the regression curve and the neural network curve were found to be
very much coinciding with the experimental results. Figures 7, 8 and 9 show the
influence of metakaolin, red mud, and metakaolin-red mud blend on the cube
compressive strength based on regression analysis and neural network analysis.

Fig. 6 Relationship between
compressive strength and
w/b ratio of metakaolin-red
mud blend
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Fig. 7 Influence of metakaolin on cube compressive strength based on regression and neural
network analysis
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Fig. 8 Influence of red mud on cube compressive strength based on regression and neural
network analysis
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Fig. 9 Influence of metakaolin-red mud blend on cube compressive strength based on regression
and neural network analysis
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4 Conclusion

Based on the studies on concrete with metakaolin, red mud, and MK-RM combi-
nations the following are the conclusions were drawn.

• The optimum percentage replacement of cement by metakaolin and red mud for
all w/b ratios of concrete mixes was found to be 8 and 4% for achieving the
maximum strength activity index at the age of 28 days. For metakaolin-red mud
blend the optimum percentage replacement was found to be 10% with MK:RM
ratio 80:20.

• Based on regression analysis the relationship between strength and w/b ratio was
arrived at, for cement with metakaolin, red mud and metakaolin-red mud blend
are as follows.

fck ¼ 1:569 ðw=bÞ�3:52

fck ¼ 2:493 ðw=bÞ�2:94 and

fck ¼ 2:508 ðw=bÞ�2:99

• For all the replacement levels and for different MK:RM proportions, the strength
activity index variations are insignificant. The increases in strength activity
index due to these replacements were never more than 20%.

• In all the w/b ratios with all MK:RM proportions replacement, the little raise in
compressive strength is due to pozzolanic and acceleration of hydration reac-
tions of MK alone. Hence it is not suggested that the secondary cementitious
materials should be used for enhancing the strength
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Comparative Study on Various
Behaviours of an RC Structure
with Prestressed Concrete Structure

Jasim Anamangadan, J. Visuvasam and Anoj Kumar Dubey

Abstract Aesthetics of a structure are given primary importance in the present
days and this demands new and challenging designs with large spans and com-
plicated designs. The role of a structural engineer becomes more significant because
of these structural irregularities. This makes it necessary to have advanced tech-
nologies like post-tensioning if we are not ready to compromise in the aesthetics.
Generation of such irregular structures will form varying mass and stiffness dis-
tribution which imparts to the effect of torsion. This paper deals with the various
structural behaviour of a multi-storied RC Convention Centre building having large
spans of around 32 m. The effect on the structure due to these large spans is
compared with both RC and prestressed concrete. The roof slab of the auditorium
portion of the structure is designed with normal RCC and compared with Slabs
resting on Prestressed Post-tensioned Girders using the software Adapt Builder
2016. A comparative study between RCC and prestressed concrete is also done.
Diaphragm action of the structure is considered for seismic design in order to
provide a monolithic action and hence to counteract the effect of torsion.
A comparative study is done with and without considering the effect of torsion into
account and the results shows that in higher seismic zones the effect of torsion is
predominant and proper care should be given to extreme columns and corner
columns which are more vulnerable to failure. Response spectrum analysis of the
structure is done in STAAD.Pro and storey response plots are obtained.
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1 Introduction

The architectural demands are changing day by day and new designs are being
implemented in buildings which creates irregular structures. This study deals with
the various structural behaviour of an RC Convention Centre building. The struc-
ture is in New Delhi having auditoriums, office space, library, assembly halls,
conference rooms, etc. The main feature of the project is that in certain portions like
the auditorium, there are large spans of around 32 m. The larger spans are first
designed with RCC and the sizes of the members are noted and they are again
designed with advanced technologies like Post-Tensioning and the new sizes of the
members are noted and are compared.

The irregularity in the structure will lead to varying distribution of mass and
stiffness which imparts to the effect of torsion. Torsion is predominant in higher
seismic zones and proper care should be given to extreme columns and corner
columns which are more vulnerable to failure. Diaphragm action of the structure is
considered for seismic design in order to increase the strength and monolithic action
and hence to counteract the effect of torsion.

In India, IS Code: 1893-2002 provides suitable provisions for earthquake
resistant design. In usual design practice, the effects of torsion are not considered
but as the location is in high seismic zone, additional provisions are provided for
torsion so as to check the consequences like partial or entire failure of the structure.
The roof portion is assigned as a rigid diaphragm with the cut-outs being removed.
The roof slab of the auditorium of the structure is designed with normal RCC and it
is compared with RC slabs resting on Prestressed Post-Tensioned Girders and a
comparative study between RCC and prestressed concrete is also done.

2 Methodology

A multi-storied structure is selected in a high seismic zone and the Response
Spectrum Analysis was performed to check the performance of the model. Storey
response plot as well as the effect of torsion in the structure was found out. The
critical spans of the model were identified and designed the structure with normal
RCC. The same critical spans were analysed manually using post-tensioned design
using the design code for Prestressed Concrete IS 1343 and found out the required
section for the design. The structure is then analysed and designed in post-tension
analysing software Adapt Builder 2016. The results were noted and the deflections,
bending moments coming on the structure were noted and they were compared with
the RC structure. A comparative study between the sizes of the structure with RC
and prestressed concrete is performed [1–3].
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3 Prestress Analysis

The technology in which the high yield strength and elasticity of the steel bars and
high compressive strength of concrete are utilised together with some new tech-
nology which is capable of more load resisting capacity than normal concrete is
termed as prestressing. Basically there are two methods of prestressing, they are
pre-tensioning and post-tensioning. In pre-tensioning, the tension is applied through
the jacks before the casting of concrete. And in post-tensioning the cables are
stressed only after acquiring adequate strength to the casted concrete. The minimum
cube strengths used for pre-tensioning and post-tensioning are M40 and M35
respectively [4].

In this study the top portion of the auditorium is to be considered as RC slab
resting on large spanned post-tensioned girders.

3.1 Load Balancing Methodology

The analysis is done by load balancing methodology in which “Prestressing bal-
ances a certain portion of gravity loads so that the flexural members like Beams,
slabs, girders will not subject to bending stress under given loading”.

In this method, approximately 65–80% of the load will be balanced by tendons.
These are effective for indeterminate structures. The other methods for prestress
analysis are elastic stress and the ultimate strength methods. Unlike the other
methods of analysis, load balancing method is more advantageous in case when
dealing with flat slabs and other thin-shelled structures [5].

4 Torsional Analysis

Torsion or the twisting action is a major cause for failure of the structures. The
structures with various constraints like irregularity, non-uniformity, unequal dis-
tribution of masses, etc. have developed the irregular distribution of mass, strength
and stiffness tend to cause serious damages to the structure. During earthquake, as
the structure vibrates the inertial force acts through the Centre of Mass while the
force developed due to the resisting action acts through the centre of rigidity of the
structure. This creates a lateral-torsional-coupling due to the eccentricity created
between the centre of mass and centre of rigidity of the structure (Fig. 1) [6, 7].

Comparative Study on Various Behaviours … 335



4.1 Eccentricity Consideration

As per Indian Seismic Design Standard Code, the seismic loads are added by taking
four load cases for earthquake as per Clause 7.9.2 of IS:1893-2002. The clause
states that

The design eccentricity edi to be used at the floor i shall be taken as

edi ¼ 1:5 edi þ 0:05 bi

Or

edi ¼ edi�0:05 bi

Whichever of these gives the more severe effect in the shear of any frame where
edi = Static eccentricity at floor i defined as the distance between centre of mass

and centre of rigidity.
b1 = Floor plan dimension of floor i, perpendicular to the direction of force.
The factor 1.5 represents dynamic amplification factor while the factor 0.05

represents the extent of accidental eccentricity.
The loads are added in four cases as of the above clause with the coefficients as

1.5 and 0.05 for the positive X and Z directions and 1.0 and −0.05 for the negative
X and Z directions (Fig. 2) [8].

Fig. 1 Generation of torsion [7]
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4.2 Diaphragm Consideration

The structure is modelled by assigning rigid diaphragms at the floor level and the
whole structure acts monolithically as a single unit which increases the seismic
resisting capacity and helps to increase the stiffness of the structure. In Staad the
diaphragm can be assigned by taking the General > Specifications > Node > Floor
Diaphragm. The range for the location of the diaphragms has to be specified by
removing the cut-outs from the structure. Removal of cut-out is mandatory because
which may provide additional stiffness which is actually not there in the struc-
ture [9, 10].

4.3 Seismic Load Consideration

In spite of doing normal methodology for accounting torsion, we shall go for a
separate method in which two reference loads R1 and R2 were created. Reference
loads can be created from Load definitions > Reference Loads > add new
Reference Load. The first reference load R1 is to account for the modal masses
which will be acting in all the three directions with a positive magnitude. The loads
acting on the structure are considered by removing the negative magnitude and
added them in all three directions X, Y and Z. While defining the load case for R1
the loading type has to be set into Mass to account for the seismic mass of the
structure. R2 has to be assigned similarly but the change is that R2 is with loading
type as gravity and only the load in the Y direction has to be considered and that too
with the real sign (Fig. 3).

Fig. 2 Seismic load
definition for torsion
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5 Model Description

The structure is modelled as several 3D frame elements. Frame element is modelled
as a straight line connecting two points each with 3° of freedom at ends. Each
element will be prismatic and having its own local coordinates system for defining
sectional properties and loads. Each frame element is loaded by gravity load.
Element internal forces are produced at the ends of each element. Sections are
defined independently of the frame elements, and are assigned to the elements.

Building is designed for Gravity load and seismic load as per the Indian Standard
Codes IS 456 and IS 1893-2002, which includes Dead load, Live load and seismic
load without taking the effect of torsion and the other case with considering the
effect of torsion which includes the provisions for accidental eccentricity as per IS
1893-2002. The Lateral force applied using “Equivalent Static Analysis” in which
the lateral forces are calculated manually and lumped at each floor (Fig. 4) [11].

As per the irregularity conditions mentioned in IS 1893-2002 Part I, the structure
will exhibit vertical irregularity if A/L ratio exceeds 0.15.

Here for our structure the value of A coming is 13.4 m.
And the base length L for the structure is 83.5 m.
Hence

A
L Ratio ¼ 13:4

83:5 ¼ 0:160;
Which is greater than 0.15.
Hence the structure is showing vertical geometric irregularity.

Fig. 3 Reference loads
definition
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The main auditorium capable of occupying 700 persons having a span of
32 m � 32m which is having a clear height of 10 m. The auditorium portion
having large spans is designed both in RCC and Prestressed concrete (Fig. 5).

Adapt Builder 2016 is a prestressing analysis and design software used for pre
tensioned and post-tensioned members like PT girders PT slabs, etc. The whole
structure of auditorium above which the library is there is modelled and the loads
are applied accordingly (Fig. 6; Table 1).

6 Results and Discussions

6.1 Storey Drift

Storey drift is defined as the ratio of displacement of two consecutive floors to
height of that floor. It is the drift of one level of a multi storey building relative to
the level below.

As per IS 1893(Part 1):2002, “the storey drift shall not exceed 0.004 times the
storey height”. Here in this study the floor height considered is 5 m and the
maximum value of permitted storey drift is 0.02 mm.

The storey drifts are plotted for various floor levels and it can be seen that the
maximum drift coming in this structure is around 0.014 coming in the second floor
which is less than 0.02 mm the permissible limit (Fig. 7) [11, 12].

Fig. 4 Vertical geometric
irregularity
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6.2 Torsional Design Results

When the Torsional analysis was carried out it can be seen that certain columns at
critical locations like re-entrant columns have adverse effect due to Torsion. Hence
those columns in the structure tend to fail. The bar graph with blue colour repre-
sents the area of steel required for the column design when torsion was not con-
sidered. When torsion was considered, in all these cases the area of steel are revised
and shown in red colour which is slightly higher than the previous reinforcement.
The two graphs represent the columns C1–C5 and C6–C10 with area of steel on the
Y axes. It can be seen that there is around 20% increment in the percentage of steel

Fig. 5 Architectural plan and layout of the auditorium portion

Fig. 6 3D Model of the auditorium
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consumed at re-entrant columns and an increase of around 10–15% at other critical
locations (Fig. 8) [6, 8, 13].

6.3 RC and PT Design Results

Prior to the design in PT, the structure was modelled and designed in Staad.Pro and
the design outputs were noted for the critical portion, i.e. near to the auditorium.
The largest span of around 32 m is coming in the structure above the auditorium
portion.

Table 2 represents the reinforced concrete design results and our aim is to
optimise and economise the section and the reinforcement by using the advanced
prestressing technology. Thus the structure is modelled in Prestressing analysis and
design software called Adapt Builder and a comparative study is conducted
between normal RC and Prestressed Concrete. The same complicated portion of the
structure with a span 32 m which is having a beam dimension of 750 mm
1750 mm by RC design has designed manually for the same loading conditions
using prestress design and it is found that the new optimised section designed as
Post-Tensioned Girder coming is 600 mm � 1300 mm (Fig. 9).

Table 1 Loads considered in the design

Dead load Magnitude (KN/m2) Live load Magnitude (kN/m2)

Typical floor 7.15 Parking 5.0

Terrace 6.0 Auditorium 4.0

Parapet 7.0 Library 6.0

Partition wall 14.0 Staircase 4.0

Landscaping 1.5 Fire tender 20.0

Fig. 7 Storey drift
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6.4 Comparison of RCC with PSC

The entire structure is modelled and analysed in the software Adapt Builder and
various behaviours of the structure are compared for both RC and Prestressed
concrete.

Deformation. The auditorium portion of the structure alone is considered and is
modelled in Adapt builder with the new optimised size of beams as 600 mm
1300 mm and the first fig represents the deformation of the auditorium portion with
post-tensioned girders and the second one with the normal RC girders. The

Fig. 8 Effect of torsion
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deformations for the second case is very much higher as there is no PT tendons in
this case and also the span is more hence the deformation (Fig. 10).

Bending Moment. When the beams are designed as Post-Tensioned girders with
the new dimension of 600 mm � 1300 mm, the maximum bending moment
coming for the structure is around 3400 kNm. But we can see from the manual
calculations that the maximum moment carrying capacity of the section is up to
3900 KNm. Hence the moments are within the permissible limits only (Fig. 11).

Deflection. The first figure representing the deflection contour of the auditorium
when the structure is modelled as PT and the following second figure represents the

Table 2 Beam design and reinforcement details

Beam dimension Span (m) Reinforcement

B1
1200 mm � 2100 mm

10 Top 7#32 mm bars

Bottom 7#32 mm bars

B2
1800 mm � 2000 mm

15 Top 10#32 mm bars

Bottom 10#32 mm bars

B3
1500 mm � 2000 mm

20 Top 12#32 mm bars

Bottom 12#32 mm bars

B3
750 mm � 1750 mm

32 Top 12#32 mm bars

Bottom 12#32 mm bars

Fig. 9 PT design results

Fig. 10 Deformation comparison
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deflection contour of the structure without PT tendons with the girder dimensions as
the reduced dimensions, i.e. 600 mm � 1300 mm. In the first case it can be seen
that the deflection range is from 0 to 46.39 mm and the maximum deflection is
lying with in the permissible limit. While the second case the deflection is beyond
the maximum limit of 120 mm (Fig. 12).

The deflections permitted are represented graphically for the two cases with the
limiting deflection as a cut off level. It can be clearly seen that the deflection is
beyond the limit when the reduced dimension of PT, i.e. 600 mm � 1300 mm is
applied to the RC. In order to keep the deflection with in the limit the RC structure
must be designed with a larger size that is 750 mm � 1750 mm (Fig. 1).

Area of Steel required and Volume of Concrete. The areas of steel required
for both prestress and RC were found out and they were compared and represented
graphically. It can be seen that there is a reduction of around 50% in the area of
steel used for the structure when Prestressed Concrete is employed and also there is
considerable amount of reduce in concrete as the size of the section decreases
drastically (Fig. 14) [6, 8, 13].

Fig. 11 Bending moment representation

Fig. 12 Deflection comparison
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Fig. 13 Deflection graph

Fig. 14 Area of steel and volume of concrete graph

Fig. 15 Cost comparison
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Cost Comparison. The reduction in size, early form work removal, less volume
of concrete, less area of steel requirement, etc. contributed to a reduction in cost of
the structure. But it is to be noted that this economy can be achieved only if the span
of the structure is greater than 7 m otherwise the cost of jacking and stressing
operations will be more. Compared to normal RC works the operation and instal-
lation of PT needs skilled and qualified labour hence if the span is less instead of
having cost saving the price may be more (Fig. 15) [5].

7 Conclusion

Based on the work the following point-wise conclusions are drawn:

• The torsional design is mandatory for structures in high seismic zones with edge
and re-entrant corner columns with more care.

• Proper ductile detailing has to be done for these structures, as we are focussing
on strong column weak beam methodology more importance has to be given for
the column reinforcements.

• For members with large spans the structure has to be designed in prestress to
make use of the advantages like economic sections, less deflections, early form
work removal, etc.

• The size of the critical sections coming in RCC are more than that of prestressed
concrete both of which are supposed to carry the same load.

• The deflections are coming within the limit for a smaller section in case of
post-tensioned girders

• The prestressing will be effective when the span is beyond 7 m otherwise the
stressing will cause more when compared to that of the RC structure.

• Bending moment is within the limit when it comes to the prestressed concrete
with reduced dimension.

• Stresses of the members are within the permissible limits only.
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Performance of Cold-Formed Steel
Frames In-filled by Polystyrene Light
Weight Concrete Subjected to Lateral
Load

Hossein Parastesh, Mohammad Rezaeian Pakizeh and Farzad Hejazi

Abstract Today, it is very important to apply innovative technologies and mate-
rials for the purpose of constructing lightweight buildings, reducing time built, and
improving the performance and earthquake resistance of buildings. In such walls,
the empty spaces are normally filled with stone wool and polystyrene blocks. To
this end, lightweight concrete (LWC) can also be used, which results in an
improvement in behavior of these frames; it makes the walls considerably stiffer
and reduces the local buckling of sections. This research was carried out for
evaluating the performance of cold-formed steel frame in-filled by polystyrene
lightweight concrete using ABAQUS software. In this study, three cold-formed
steel frames were introduced with 2.4 m length, 1.4 m height, and 5 cm thickness
and analyzed under lateral load. The first specimen was consisted of studs and
runners with semi-rigid connections and without bracing. The second specimen
consisted of studs and runners with X-shaped bracings. Finally, the third one was
similar to the first one except that the cavity between members was filled using
Polystyrene lightweight concrete. To achieve the best type of LWC and explore the
optimum mix design with efficient concrete consistent with the frame system,
testing was done on totally 30 samples of perlite and polystyrene concrete and
compared with each other. Based on the results, in comparison with strap bracing,
because of high stiffness of in-filled frames, they could act as the main lateral
load-bearing system, hence attracting more portions of the lateral excitations.
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1 Introduction

Nonstructural components, e.g., in-fill walls, have a significant effect on the
structural seismic response; they also improve the lateral stiffness and reduce drifts
and displacements [1]. Cold-formed lightweight steel frames are increasingly
applied to current industrial constructions in seismic zones. Three issues have
promoted the use of cold-formed thin steel elements: cost reduction,
economical-geographical conditions, and limitations of the resources required to
supply the construction materials. In general, in countries such as North America,
Europe, Japan, China, and Australia, to build low-rise residential and commercial
constructions for load-bearing and enclosure systems, the structures that are framed
by means of cold-formed steel (CFS) containing lightweight sheathing and CFS
members are employed instead of timber structures. These structures generally
come with a number of advantages, including lightweight, workability, dimensional
stability, full recyclability, and cost effectiveness. They are normally consisted of
steel frames—which include tracks, studs, bracing members, and blocking members
—and lightweight sheathing connected to CFS members by means of self-drilling
screw connections. Typically, shear walls give support to vertical loads that are
transferred from roofs and floors of the building and also to seismic loads and
horizontal winds. Under horizontal loads, these structures usually have a complex
mechanical behavior.

The American Iron and Steel Institute (AISIS213) [2] gives its standards on the
basis of results of remarkable cyclic and monotonic tests carried out by Serrette
et al. [3–5] on CFS-framed shear walls. Due to light weight of CFS frames and their
weakness against lateral forces, e.g., earthquake forces, it is helpful to use light-
weight concrete in order to fill out CFS frame since they have light weight and
appropriate insulation against heat and sound. It results in unit weight decrease of
concrete and at the same time, preserving adequate strength [6].

The literature shows that replacing the Ordinary Portland Cement with Perlite
Powder slightly reduces compressive strength of concrete; though, it considerably
enhances the lightness and permeability [7]. Because in these types of structures,
the cross-sections of wall were filled using thermal and acoustic insulators, all
through the exploration, it was associated with negative impacts produced by the
hollow walls. Nevertheless, developing these types of structures in high-seismic
regions by means of in-filled walls using combinatorial and light materials can
effectively optimize the buildings. As a result, these systems can be developed by
filling the walls with light materials like perlite concrete or polystyrene foam
concrete. For the purpose of simplifying the detailing of frames; enhancing the
acoustic, thermal, and fire resistance performance; and improving the load-bearing
capability and stability of the structures, the present study recommends the appli-
cation of lightweight concrete to filling out cavities that exist between members.
This system outperforms the braced type regarding not only improvement of
structural behavior, but also architecture and the use of structures; this leads to
improving the structural performance and increasing the buildings’ level of safety.
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In addition, it enjoys an entire and has no problem concerning cavity walls sprayed
with lightweight concrete that generally suffer from problems with installation
procedures of attached parts.

In the present study, at first, different mix designs of polystyrene and perlite
concrete were examined in order to identify the best type of lightweight concrete
(LWC) and explore the optimum mix design with capable and effective concrete
consistent with the frame system. To this end, totally 30 samples (comprising 10
mix designs each of which had 3 samples) were prepared and tested. After that,
some experiments were conducted on structural composition of the CFS frame,
which was in-filled with lightweight concrete, and the results were compared with
those obtained from a case to which strap bracing had been applied. In addition, the
failure modes, lateral stiffness, ductility, load-bearing capacity, and strain variation
in the CFS frame specimens were completely analyzed.

2 State of the Art

The application of CFS members to construction industry was started in the 1850s
in both the UK and the US [8]; though, these components were not broadly used in
buildings until 1946. The publish of a variety of new editions of codes suggested
for designing the structural components of CFS structures by American Iron and
Steel Institution (AISI) accelerated the development process of steel structures with
thin cold-formed cross-sections. During the early nineteenth century, these thin
steel elements were applied to the bridge constructions; then, with the development
of aircraft industry in the early twentieth century, the industry section also applied
them [9].

The light steel structures were meanwhile applied to commercial buildings
across the world. In the US, statistics indicate that over 60% of light steel frames are
nonstructural, and in this type of frames, walls are not generally designed [10]. Two
last decades have witnessed the growth of light steel frames application to resi-
dential housing in Australia. Considering different advantages of this system, in
2005, the National Association of Steel-Framed Housing INC (NASH) prepared a
comprehensive standard titled “Light Residential Braced Steel Frames” [11].

3 Review of Experimental Studies

3.1 Cold-Formed Steel

Adham [12], in 1990, was the pioneer in experimental research on steel frames in
which five tests were carried out where cyclic loading was used in CFS walls and
studs were fixed together by means of diagonal clamps at the end, in a back to back
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form. The clamps to frames were designed with overhead gusset plates so that they
can inhibit failure in connection. In addition, two gypsum plates with 16 mm in
thickness were positioned in each side of the wall [12]. Each sample was simul-
taneously put under cyclic lateral and vertical loads. In the samples that had higher
lateral stiffness, local buckling occurred by crippling at the top of braces, and drift
and tracks were then observed more than 0.8%. Furthermore, when the area of
braces increased, the capacity of panels enhanced, too. In 2004, Fulop and Dubina
examined three samples. At each side of the samples, cross braces with the length to
width ratio of 1.5 were positioned and the samples were exposed to cyclic and
monotonic loadings. Double studs were applied in corners, and connection of the
brace to frame occurred according to the yield tension. In spite of a rise in the studs’
length on the braces, the results did not demonstrate the ductility capacity of braces
completely since the fracture increased at the corner, and lateral deformations took
place because of stretches in the braces [13]. In 2006, Kim carried out shaking table
experiment in order to examine the operation of CFS in structures with two stories.
This test demonstrated the yielding in nonlinear behavior in clamps of the first story
in addition to yielding phenomenon near the track. In the studs, due to local
buckling, any flexibility was not shaped [14]. Afterward, in 2007, an experimental
research was performed in Germany to test the behaviors of shear walls that were
made up of CFS with sheathing on one or both sides under vertical and horizontal
loads. According to the obtained results, a design process was provided in such a
way that it can allow the design of walls to carry both horizontal and vertical loads.
In addition, this research indicated the effects and significance of the presence of
sheathing for cold-formed section in the mechanism of failure in shear walls [9].

Pan and Shan [15] conducted a number of experiments on structural strength of
CFS-framed shear walls sheathed in gypsum boards, calcium silicate boards
(CSBs), and OSB panels. While designing the test specimens, two aspect ratios, i.e.,
1.0 and 2.0, were considered. Regarding the highest ultimate strength, the CFS
walls that had OSB panels ranked the first; the second in the ranking were the walls
with CSB panels and the CFS walls that had gypsum boards. For the same aspect
ratio, the ultimate strength of the wall specimens with one-sided sheathing was
around 50% of those specimens that were sheathed on both sides. The design
ductility ratios of 6.6, 3.9, and 3.8 were introduced for CFS-framed walls sheathed
with gypsum boards, OSB panels, and CSB panels, respectively. A number of tests
were performed by Nithyadharan [16] on eight various CFS-framed shear walls that
had been sheathed in CSB panels. As shown by findings, the failure process
included bearing, titling, and pull-through of the screws; then, entire separation took
place following by rigid body rotation of the CSB panels. The increase of the board
thickness and distance of the screw edge led to increase of the ultimate strength and
energy dissipation. Compared to the walls panels with Type A board arrangement
(a single board across which the shear was transferred), the walls panels with
Type B board arrangement (two boards with a discontinuity at the intermediate
stud) were subjected to a remarkably greater deformation. The reason was excessive
relative slippage at the screws in the interior studs of the former.
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Several cyclic tests were conducted by Liu [17] on the full-scale CFS walls
sheathed by the OSB panels; which demonstrated that the most important mecha-
nism of energy dissipation occurred at the fastener-to-sheathing connections, which
involved bearing, tilting, and pull-through. The interior gypsum boards were
applied to improve the initial stiffness and make a modest enhancement on the
strength, whereas the other behaviors were similar to behaviors seen in cases with
ledger track and with no interior gypsum board. Typically, the hysteretic behaviors
of the CFS wall panels involved a serious pinching response. Two models, namely
Pinching 4 fitted to the tested data and Equivalent energy elastic plastic (EEEP),
were suggested to be used for nonlinear history analysis.

Zeynalian [18] made use of fiber-cement boards (FCBs) to apply cyclic lateral
loading to sheathed CFS-framed shear walls to study their structural behavior. It
was revealed that under cyclic loading, the walls showed reasonable lateral resis-
tance to ductility and shear strength; as a result, the design was proved appropriate
to be applied to regions with seismic actions. On the other hand, with elimination of
the FCB panels from one side, a reduction occurred in both the strength and the
ductility of the wall. Such modification could be made effectively for those diagonal
stud elements that were applied to corners of the wall. To design CFS-framed shear
walls, the US Army Corps of Engineers (USACOE) (the publisher of TI809-07
[19]) made available some guidelines that were more stringent than the AISI
Standards [2]. The USACOE standards suggest that to calculate the shear capacity
of a CFS wall, the sheathing contribution to both sides should be ignored and just
the strength of the CFS frame should be relied on. Zeynalian [20–22] carried out
numerical and experimental research on CFS frames with knee elements and
reported that the CFS frames demonstrated relatively high maximum drifts; though,
their strength was lower than the strength of X-shaped bracing systems. As a result,
the knee-stud bracing systems can be applied merely to low-seismic-activity regions
in which there is a low requirement for lateral resistance capacity. In another
research, Moghimi [23] studied the shear behavior of CFS frames with steel-strap
X-shaped bracing, and the results showed the incidence of distortional and local
buckling of frame members in stable modes; in addition, the strap-braced CFS
frames were shown capable of providing a substantial shear capacity level after
incidence of the first buckling signs. Attaching brackets to four corners of a CFS
frame made a considerable improvement on the lateral performance of the frame
assemblies. Through selecting suitable perforated straps, strap alongside the dis-
tributed holes could be created so that they could reach yielding, which prevented
tear of the strap at the tension unit location or the strap-to-frame connection.
A number of experimental and theoretical studies were conducted by Iuorio and
Macillo [24, 25] in order to examine the seismic behaviors of CFS-strap-braced stud
walls, and it was reported that a reasonable agreement existed between the
experimentally determined and theoretically predicted behaviors of the walls and
the connection systems in terms of the shear capacity. In addition, the necessity for
cautiously designing the wall corners was emphasized as their behaviors showed
significant effect on the overall wall’s response. Furthermore, behavior factor values
stated by AISIS213 [1] were confirmed by experiments, with the code values that
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were corresponded to lower limits of experimental results. Several scholars have
introduced new sheathing and connecting techniques to enhance the shear resis-
tance of CFS-framed shear walls. Serrette [26, 27] made use of structural adhesive
and steel pins in order to attach structural wood sheathing, and the shear capacity
was demonstrated approximately comparable to the shear capacity obtained by
self-drilling screws. To further reduce the needed thickness of CFS-framed shear
walls, Yu [28, 29], DaBreo [30], Shakibanasab [31], and Mohebbi [32] investigated
the shear behaviors of such walls by means of plain steel sheathing and reported
that they were substantially stiff and strong.

Vigh [33] employed low-profile corrugated steel sheets, as a replacement for
plain steel sheathing, in order to decrease the out-of-plane deformation of sheathing.
The corrugated shear wall was proved to have proper ductility as well as higher
shear strength. Moreover, Mowrtage [34] introduced a novel sheathing technique
wherein shotcreted ribbed steel sheets were used to enhance load-bearing capacity
and stability of the walls. Lateral load-bearing capacity of the walls sheathed by
means of the proposed technique was also shown almost two times more than that
of the walls sheathed using conventional boards. To satisfy the thermal, acoustic,
and fire resistance needs, complex detailing of CFS-framed shear walls should be
provided. Traditionally, a thermal insulator in the shape of expanded polystyrene
(EPS) boards, extruded polystyrene (XPS) boards, or insulation cotton are placed
inside cavities or on the external surfaces of the steel frames. Furthermore,
breathable papers and waterproof membranes are used in external facades in a way
to minimize the energy loss through exchanging vapor between walls and external
environment.

3.2 Lightweight Concrete

Many studies carried out in recent decades have focused on the utilization of
concrete with lightweight aggregate in building construction. More specifically,
many reports have been released in regard to application of lightweight concrete to
road infrastructures and railways subgrade [35]. In recent years, lightweight con-
crete has been encouraged primarily because of quick developments occurred in
construction of high-rise buildings and concrete structures with large dimension and
long spans. Light concrete has shown more improved insulation, higher energy
absorption, and lower density compared to conventionally used concrete. It can
decrease both weight and cost of construction; though, its strength level cannot
satisfy the minimum level of strength required as a structural member, which has
resulted in being rejected as a load-bearing and structural member. Currently,
researchers of this field have been focused on making a concrete with low density
and acceptable properties so that it can be dependably utilized as a structural
member and a load-bearing structure. This type of concrete makes a significant
decrease in weight of buildings, hence reducing considerably the effective earth-
quake force on the buildings that, in tu rn, reduces damage to the buildings. In order
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to create a structural lightweight concrete, mineral aggregates and lightweight
industrial must be used as replacements for the common aggregates in a way to
preserve the compressive strength while the density decreases. A number of tests
were done by Li et al. [36] on mechanical properties of lightweight concrete that
contained polystyrene aggregates, which resulted in proposing some solutions to
existing defects. They also tested the compressive strength, density, and stress–
strain behavior of lightweight concrete and introduced the most effective mixture
design with polystyrene aggregates. As proved by the obtained results, the volume
of polystyrene aggregates had significant effects on the compressive strength and
ratio of water to cement in lightweight concrete. It was also revealed that the most
important problem of this concrete was the segregation of polystyrene aggregates
from the concrete matrix; the segregation could be evaded by molding.

Madandoust et al. [37] made use of some methods like the slump flow, V-shaped
funnel test, T50, and L-shaped concrete block to investigate the properties of
lightweight self-compacting EPS concrete in the fresh stage. Findings indicated that
the mixture design with a high density could generally satisfy the criterion of
self-compacting concrete.

Chen et al. [38] studied the impact of superplasticizers on workability of
lightweight EPS concrete. Furthermore, they studied the impact of curing condi-
tions and the ratio of superplasticizers to cement on the bending strength of
lightweight EPS concrete. Results showed that the strength of lightweight EPS
concrete that contained superplasticizers was meaningfully dependent on curing
conditions. Additionally, the superplasticizers could improve the bending strength
of lightweight concrete. Babu et al. [39] examined the relationship between the size
of polystyrene aggregates, humidity characteristics, and lightweight concrete. It was
shown that the concrete containing smaller sizes of polystyrene aggregates had
higher compressive strength in comparison with concrete with larger sizes of
polystyrene aggregates. In addition, the use of EPS aggregates led to beginning of
gradual fracturing process under loading despite brittle fracturing of common
concrete. Their study showed that if EPS is used, it results in humidity character-
istics (e.g., evaporation), and absorption will become more desirable.

Miled et al. [40] conducted also a research on the compressive behavior of
concrete containing EPS aggregate and the impacts of polystyrene size upon
fracture mode of the concrete. As confirmed by the obtained results, the EPS
aggregate size had effect on the compressive strength. In addition, it was demon-
strated that the concrete that had less porousness was affected much less than that
with more porousness. The fracture mode examination was used to propose a new
model for prediction of the compressive strength of lightweight EPS concrete with a
variety of aggregates sizes. The shrinkage and mechanical properties of lightweight
EPS concrete was examined by Tang et al. [41]. It was reported that in lightweight
concrete, the polystyrenes possessed adequate ductility; though, due to low
strength, it could not be utilized as a structural member. They made use of poly-
styrene aggregates to form lightweight concrete; then, they tested it with a density
ranging from 2247 to 2270 kg/m3. Findings showed high dependency of density
and modulus of elasticity on the type and size of the polystyrene aggregates. EPS
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concrete and perlite concrete were compared by Bagon [35] regarding their
application to marine vessels. With a specific density; the modulus of rupture,
compressive strength, and modulus of elasticity of EPS concrete were 25, 50, and
100%, respectively, higher than those of the perlite concrete. Ray et al. [42] made a
test on the mixture design and mechanical properties of concrete with very low
density. To make lightweight concrete, polystyrene aggregates were employed. As
demonstrated by the obtained results, if smaller sizes of EPS are used, it will result
in higher compressive strength. Perry et al. [43] carried out research on behaviors
and mixture designs of EPS concrete. They examined a concrete containing
polystyrene with volumetric percentages of 40, 50, and 60. The level of density and
strength of the samples were measured. In addition, the stress–strain relationship of
lightweight EPS concrete was investigated. Bischoff et al. [44] investigated the
behavior of EPS concrete under tough impact; the impact was made by free-fall of a
hammer from a certain height. They also formed three groups of samples and tested
them with compressive strengths ranging from 4 to 12 MPa. Finally, a comparison
was made between the obtained results and the static penetration tests. The samples
commenced destruction from the crushing zone under the impact. This type of
concrete was proved to have low crushing resistance while having enough capacity
to be appropriately compacted and shaped.

A research was carried out by Babu et al. [45] on behavior of lightweight
concrete that comprised microsilica and EPS. They employed EPS as lightweight
aggregates and microsilica as cement supplementary material. The study was pri-
marily focused on the workability, durability, and strength of lightweight concrete
containing polystyrene. Findings confirmed that increasing the percentage of
microsilica resulted in enhancing the concrete strength.

In the present study, a variety of mix designs of polystyrene and perlite concrete
were examined in order to attain the best type of lightweight concrete and explore
the optimum mix design with effective concrete in consistency with frame system.
To this end, totally 30 samples (i.e., 10 mix designs each of which had 3 samples)
were taken into account.

4 Tests Program

We took into consideration the frame system and their lightness, and to obtain a
proper application in these frames, lightweight concrete was utilized in a way to fill
out the cavities existed between the members. First, a number of experimental tests
were carried out on various lightweight concretes to attain an optimum mix design.
Such concrete was chosen to have a low level of density and a satisfactory com-
pressive strength (associated with low density). After that, the ABAQUS software
was applied to analysis of behaviors of CFS frames in three models under lateral
loads and the obtained results were compared to each other (see Fig. 1).
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(a) Frame with no bracing and with semi-rigid connections (the first specimen). For
this specimen laboratorial model was manufactured and verified by Abaqus
model.

(b) Frame with both X-shaped bracing and semi-rigid connections (the second
specimen).

(c) Frame with no brace, but in-filled with lightweight concrete (the third specimen).

4.1 Lightweight Concrete

The present research tested both polystyrene and perlite concretes in order to
identify the best type of concrete and explore the optimum mix design with effective
concrete in consistency with the frame system. To the end of this paper, a total of 30
samples (i.e., 10 mix designs each of which had 3 samples) were examined.

Fig. 1 Configuration of CFS frames: a CFS frame without bracing, b CFS frame with X-shaped
bracings, c CFS frame in-filled by light weight concrete
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The present research made use of the weight method taking into consideration
other studies previously conducted on this field. Though, since low density is the
criteria of operation, the method of trial and error was used. For the perlite concrete,
rate of water absorption and density of materials were computed prior to mixing;
furthermore, the utilized perlite was entirely dried to remove any humidity. Samples
in different ages were examined and varied mix design and test results were attained
for the perlite concrete (see Table 1).

On the other hand, for the polystyrene concrete, to reduce the weight of concrete
as far as possible, polystyrene granules were used as granule or filler; they showed
much less density compared to that of the perlite concrete. In addition, microsilica
contents of the polystyrene concrete were more than that of the conventional
concretes. Typically, the volume of microsilica is freed out since the alkali reaction
with concrete is 10–15% of the weight of cement and the rest of it plays the role of a
filler. This reaction considers the empty spaces between polystyrene particles, and
this way, it enhances the compressive strength of the concrete. Table 2 presents the
mix design and the results obtained from the tests conducted on different poly-
styrene concretes.

4.1.1 Selection of the Optimum Mix Design

Various mix designs made high efficiency and low density. The observations done
based on designs are

1. The perlite concrete had higher level of density in comparisonwith the polystyrene
concrete; this property was because of high density of the perlite granules.

2. The perlite showed high sensitivity to percussion and with long mixing time, it
broke out and its granulating varied, which resulted in increase of cement and
water usage, hence leading to having high density.

Table 1 Properties and result of perlite concrete

Mix design 1 2 3 4 5

Cement (kg) 250 250 300 375 475

Perlite (kg) 110 55 100 110 246

Water (kg) 130 130 150 300 190

Polystyrene (kg) – 5.5 0 – –

Gravel (kg) – – – – 125

Sand (kg) – – 100 – 38

Density (kg/m3) 1155 561.2 737 1261 1157

Compressive strengths (MPa) 4.01
3.87
4.13

0.88
0.86
0.89

1.32
1.4
1.27

5.77
5.69
5.84

2.0
2.16
1.87

Average compressive strengths (MPa) 4.0 0.88 1.33 5.77 2.01

Age (day) 7 7 7 7 30
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3. It was obvious that the polystyrene dosage and water cement ratio most sig-
nificantly affected the compressive strength of the lightweight concrete [46].

4. When microsilica concrete was used with polystyrene granules, it not only
enhanced the strength (because of the alkali reaction with concrete), but also
acted as a filler due to the existence of empty spaces between polystyrene
granules; it positively affected the strength. The proper final mix design to make
the lightweight concrete for this study is presented in Table 3 and its stress–
strain graph is displayed in Fig. 2.

4.2 Test Specimens of CFS Frames

The test specimens were produced on 1/2 scale of the real model designed on the
basis of the Iranian CFS code [47] and constructed in Pardis of Tehran, Iran

Table 2 Properties and result of polystyrene concrete

Mix design 1 2 3 4 5

Cement (kg) 300 200 350 350 375

Polystyrene (kg) 5.4 5 10 10 40

Water (kg) 200 120 180 116 250

Sand (kg) 0 80 0 0 0

Polypropylene (kg) – – – – 4.5

Microsilica (kg) – – – – 150

Superplasticizer (kg) – – – – 5

Density (kg/m3) 608.3 736.6 1348 651.5 585

Compressive strengths (MPa) 0.86
0.85
0.92

0.64
0.72
0.78

1.14
1.18
1.19

1.31
1.38
1.28

2.04
1.93
1.97

Average Compressive strengths (MPa) 0.88 0.71 1.17 1.33 1.98

Age (day) 7 7 7 7 30

Table 3 Properties of
appropriate final mix design

Cement (kg) 375

Polystyrene (kg) 40

Water (kg) 250

Sand (kg) 4.5

Polypropylene (kg) 150

Microsilica (kg) 5

Superplasticizer (kg) 585

Density (kg/m3) 587

Compressive strength (MPa) 2.03
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(see Fig. 3). Table 4 presents the material properties of the CFS members. Each test
specimen was 2400 mm in width and 1400 mm in height, and the CFS studs were
spaced at 300 mm. Configurations of the CFS frames are displayed in Fig. 1. As
demonstrated in Fig. 4, each CFS frame comprised runners (0.75 mm thickness,
25 mm flange, and 50 mm web), studs (0.75 mm thickness, 25 mm flange, 50 mm
web, and 8 mm lip), and strap bracing members (0.75 mm thickness, 1500 mm
length, and 100 mm width) (Fig. 4).
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Fig. 2 Stress–Strain curve of
appropriate final mix design
samples

Fig. 3 Actual model of CFS in Pardis of Tehran
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For the laboratorial model of the first specimen (Fig. 6a), three self-drilling
screws were provided for the semi-rigid connection between runners and studs in
each direction (see Fig. 5a). Seven base plates were applied to connecting the
bottom runner to the foundation. In each base plate, two NO, #20 bolts with
550 mm length were installed (with 100 mm distance). In case of the CFS frame
with X-shaped bracings (Fig. 6b), gusset plates (0.75 thickness, 150 mm length,

Table 4 Properties of Cold-Formed Steel

Nominal thickness
(mm)

Yield stress
(Fy) (MPa)

Ultimate stress
(Fu) (MPa)

Elongation
(%)

0.75 270 326 36

1 280 338 39

Fig. 4 Cross-sectional dimension of CFS frame; a stud, b runner

Fig. 5 Details of connections: a Connection of stud to runner in laboratorial model of first
specimen b connection of X-shaped bracings to gusset plate and end studs of second specimen in
Abaqus software
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and 100 mm width) were applied to strengthening the connection with the help of
X-shaped bracings (see Fig. 5b). The CFS-framed shear wall specimen (Fig. 6c)
comprised studs and runners with properties of the first and the second specimens,
with no bracing. Cavities between members in this type of specimen (Fig. 6c) were
entirely filled using proper lightweight concrete (Table 3).

4.3 Loading Protocols

The displacement control method (which was based on the Method B of the ASTM
Standard [48]) was applied to the horizontal cyclic loading protocol for the labo-
ratorial specimen. The reason of choosing this method was relatively low lateral
stiffness and shear capacity of the specimen. A hydraulic jack with 10 tons of

Fig. 6 a Laboratorial and FE models of first specimen: Frame without bracing but with semi-rigid
connections b second specimen: Frame with X-shaped bracing and with semi-rigid connections
and c third specimen: Frame without brace but in-filled with lightweight concrete
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weight was utilized in this experiment to apply the pushover load. Loading of the
frame was done in a unidirectional form, and as shown in Fig. 7, the hydraulic jack
was positioned at the top of the frame designed previously for the purpose of this
test. Three linear variable differential transformers (LVDTs) (G1, G2, and G3) were
applied to the tests as displayed in Fig. 7. Two LVDTs (i.e., G1, G2) measured the
horizontal displacement at the height of 0.7 and 1.25 m, respectively, and one
LVDT (i.e., G3) measured the vertical displacement.

5 Results and Discussion

Several tests were carried out on the forces-displacement curves, deformation in
height of wall, lateral resistance, and their failure mechanism, and the obtained
results were compared to each other. The following subsections explain the
advantages of lightweight concrete in lateral performance of the walls compared to
strap bracing.

5.1 Initial Hardness of Specimens

According to the results obtained after the specimens’ displacement, the gradient of
load-displacement curve was taken into consideration as an initial hardness in the
specimen and displayed in Fig. 8. The hardness level of the third specimen made up
of lightweight concrete was clearly four times higher than that of the second
specimen that had utilized strap brace.

Fig. 7 Frame of loading
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5.2 Failure Mechanism

5.2.1 First Specimen

Since this frame did not have strong connections, the frame showed insufficient
tolerance, and while the force was reaching 200 N, in connection of upper runner
and stud No.2, a case of local buckling occurred (Fig. 9), and even with constancy
of the force, the displacement augmented. After unloading, the frame moved 1 cm
towards its first position and 9 cm permanent deformation occurred (see Fig. 10).
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Fig. 8 Force-Displacement curve of specimens

Fig. 9 Local buckling of connection in first specimen
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Fig. 10 Permanent deformation in first specimen
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5.2.2 Second Specimen

At this specimen, after influencing the lateral forces in the, the frame deformation
began and the first and last span (braced) turned clockwise in connection of the
lower runner with stud numbers 1 and 7. As Fig. 11 displays, with around 3100 N
force, buckling happened in the compression brace. In addition the upper runner
shape changed in the sinus formation. At the time when force was reaching close to
3000 N, in connection of upper and lower runner with stud number 7, not only
buckling, but also crippling took place, and a decrease was observed in the
load-bearing of the frame (see Fig. 12). At this stage, the ultimate displacement of
G1, G2, and G3, was 70, 39, and 10.7 mm, respectively.

5.2.3 Third Frame Specimen

For the third frame filled with polystyrene lightweight concrete, when the concrete
was loaded, its age was 30 days, and the mix design was selected based on the
chosen mix design and the production procedure presented in Table 3. Following
the application of lateral load, due to high stiffness of the in-filled frame, the frame
rotation was rigid, but lateral buckling took place and the final frame deformation
was similar to sinus; though, it was much slighter than a braced frame. When
loading ended, the concrete was not damaged, the frame was safe, and the problem
was related to failure of CFS frame (see Figs. 13 and 14).

Fig. 11 Buckling of braces and sinus shape of deformation in second specimen
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Fig. 12 Buckling and crippling in connection of bottom runner in second

Fig. 13 Deformation of CFS frame in third specimen
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6 Conclusions

This research tested one specimen and analyzed three ½ scale specimens, com-
prising one CFS frame in-filled by lightweight concrete, one bare CFS frames, and
one CFS frame with x-shaped bracing using ABAQUS software. The conclusions
drawn through the tests are as follows:

(1) As one of the most important parameters was the thinness of the CFS members
(that may cause tearing), increasing the number of self-drilling screws did not
lead to increase of the connection rigidity, and the connection performance was
comparable to that of the pin.

(2) The initial hardness of materials was another parameter studied here. As
revealed by findings, if lightweight concrete is used, the lateral stiffness of CFS
frame increases significantly.

(3) Utilization of lightweight concrete as a replacement for strap brace led to an
enhancement in the lateral load-bearing of the frame up to 84.6%.

(4) The rate of energy absorption of CFS frame with the use of lightweight con-
crete was shown 68% higher than the braced frame.

(5) CFS frame filled by polystyrene concrete in comparison with strap bracing,
because of high stiffness of in-filled frames, they could act as the main lateral
load-bearing system.

Fig. 14 Deformation of concrete in third specimen
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Shear Behavior of Strengthened Beams

Abdesselam Zergua and Sabiha Barour

Abstract Strengthening the reinforced concrete elements using polymer fibers
continues to interest many researchers. In this context, an experimental study has
been completed to evaluate the reinforcement on shear behavior of beams. Different
fiber band positions were applied to beams in nodal zones. The four-point bending
tests have been performed. The results have shown that the inclined bands by 45°
with respect to the beam axis provide better results compared to those obtained by
orthogonal bands (90°), in strength, stiffness, and ultimate load, as well as defor-
mations. In addition, the use of these bands increases the bearing capacity by
reducing the arrow and limits crack widths and ensures better behavior of these
structures.

Keywords Strengthing of beams � Shear behavior � Band fiber reinforcement

1 Introduction

Using externally bonded fiber-reinforced polymer (FRP) sheets to strengthen
structural elements as columns and beams has been reported by many authors [1–3].
This reinforcing method presents many advantages related to FRP material such a
good corrosion resistance, light weight, high-strength-to-weight ratio, easy to
install, non-conductive and resistance to the chemicals [4].

Externally bonded FRP reinforcement is used to wrap the beam cross-section
with fibers and thus enhances its shear resistance [5–9].

Flexural behavior of reinforced concrete (rc) beams can be well predicted.
However, up to date, just a few studies have been focused on the shear strength-
ening with FRP. The prediction of shear behavior of rc beams is so difficult because
of the complexity on shear transfer mechanism [10].
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It has been reported that the brittle nature of rc beams causes their shear failure
which is the most disastrous failure mode. In general, shear failure should be
avoided. The strengthening is achieved by having FRP reinforcement to limit the
development of cracks and thus reduces their intensification into the compression
zone.

This study focuses on the shear performance and failure mode of rc beams
strengthened with different configurations of externally bonded FRP sheets. To
fulfill this objective, 20 rc beams specimens were constructed and strengthened with
three FRP configurations. The beams were loaded until the failure and the load
displacement curves were recorded.

2 Material and Test Procedure

A total of 20 rc beams were grouped into four series called as P0, P1, P2, and P3.
The beams consisted of a 1000 mm simply supported span. The cross-section of all
tested beams was a rectangular with a total depth of 150 mm and a width of
100 mm. They were reinforced for flexure using four steel bars 8 mm steel strands
with high yield strength. They were designed to fail in shear while the flexural
reinforcement is within the elastic range to simulate the linear behavior of FRP. The
concrete used had average 28-day compression strength of 50 MPa and an average
tensile strength of 4 MPa, based on splitting test of concrete cylinders.

In series P0, five rc beams were tested without shear reinforcement. They were
used as a control beams. Those of series P1 and P2 were reinforced for shear by
FRP sheets oriented at 90°, spaced of 50 mm and 100 mm, respectively. However,
the last five beams were reinforced by FRP oriented at 45° spacing 50 mm for
series P3.

Details of the tested beams are summarized in Table 1.
The simply supported beams were tested monotonically under four-point

bending by means of a universal testing machine. Each beam was loaded contin-
uously to failure with each load increments approximately 5% from its theoretical
ultimate load.

3 Results and Discussion

All beams were tested and loaded till failure. Table 2 and Fig. 1 show the exper-
imental results for different beams.

From the experimental data, the control beams (series P0, without FRP sheets)
showed that shear cracks (or diagonal cracks) appeared initially at load 20 kN
(about 39% of its ultimate load). They appeared at the bottom part near the support
point. However, flexural cracks occurred later at load 29 kN (at about 55% of the
ultimate load). Further new cracks developed at the tension zone of the mid-span
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area during the occurrence of the shear crack. Diagonal cracks are located near the
supports. They were caused by excess applied shear forces. As load was increased,
they propagated to the beam compression zone. However, in cases of wrapped
beams P1, P2, and P3 series, flexural cracks appeared initially at load 27, 22, and 27
kN respectively. They started from the bottom of the beam and widened to the top
part (the compression zone). This is because the FRP limits and restricts the shear
cracks development. That is the effectiveness of the FRP wrapping. As the load
continues increasing, new cracks appeared at the tension zone, near the support
point. They widened and propagated to the compression zone. At the outer shear
span, several diagonal cracks were also observed. As the load increases, new cracks
began to appear at the tension zone which widened and propagated to the com-
pression zone of the beam.

Table 1 Configuration of reinforcement

Beams series Configurations

P1

P2

P3

Table 2 Experimental results

Beams
series

Load for first crack
(kN)

Failure load
(kN)

Gain in strength
(%)

Max displacement
(mm)

P0 20 52 0 5.2

P1 27 55 5.8 9.61

P2 22 53 2.0 10.55

P3 27 56 7.7 10.4
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For the wrapped specimens, gains in strength of 2–7.7% were achieved. In
addition, the FRP reinforcement effectiveness was influenced by the configuration.
It increases with decreasing the space between the sheets.

A longitudinal crack formed on the top surface of the specimen before the
failure. The crack initiated close to the applied load position. They extended
towards the support then the failure occurred on a vertical plane by concrete
splitting.

Figure 1 presents the curve load versus vertical displacement for beams series.
P0 series shows a linear behavior until the appearance of the first shear crack
corresponding to 20 kN load and 0.175 mm displacement. Then the cracks widened
and propagated until the failure at 52 kN and displacement of 5.2 mm. However,
these curves are highly similar for all the beams. Three steps are then observed. The
first one concerns the linear part characterized by the absence of cracks. The
stiffness of the reinforced beams is greater than those with no reinforcement. The
second part is the beginning of the damage. It is characterized by the appearance of
flexural cracks in case of reinforced beams and shear cracks in beams without
reinforcement. This part is longer in case of reinforced beams because of the
effectiveness of FRP. The third part is also highly similar for all the beams (Fig. 2).

Beams P0 Beams P1

Beams P2 Beams P3

Fig. 1 Cracks and failure modes of beams
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4 Conclusion

The experimental results allow the following conclusions:
Externally bonded FRP reinforcement can be used to enhance the shear capacity

of RC beams. This enhancement depends on the wrapped configuration.
The failure mode of the strengthened specimens was flexural failure, while the

failure of the control specimens was shear compression failure mode.
The flexural capacity of the strengthened specimens was less than their shear

capacity. The strength gain ranges from 2 to 7.7%. For those specimens, the failure
mode was dominant by flexural.

The load versus the mid-span deflection curves of the tested beams are shown in
Fig. 2. For all test series, the strengthened specimens showed a higher failure load
compared to the control specimens. In Series P1, P2, and P3, the mid-span
deflection of the strengthened specimens ultimate load was about 2.5 respectively,
which corresponds to three times the deflection of the control specimen.

The control specimen had a more ductile behavior than the strengthened spec-
imens. The specimen P1, completely wrapped FRP sheets showed a large ductility.

Shear reinforcement prevents failure in shear, increases beam ductility, and
subsequently the sudden failure will be reduced.
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Probabilistic Analysis of Slopes by Finite
Element Method

Imene Bougouffa, Mekki Mellas and Mohamed Baheddi

Abstract A 2D deterministic stability analysis of the frictional slope is done in
order to estimate the coefficient of security using the finite element limit analysis.
The methodology makes use of the Optum G2 software. Hence, a 2D probabilistic
study was considered by the finite element analysis with the random field theory
according to the Monte Carlo simulation by the Karhunen–Loeve approach, the
spatial variability and the local averaging of the soil’s random variables were
addressed into the analysis to determine the effect of their random log-normal
distribution in a parametric study, while considering the rest of the slope’s
parameters as constants. Hence, the choice of the stochastic parameters of the slope
(coefficient of variation COV, correlation lengths h) is taken into account to
evaluate the probability of failure. The analysis was repeated until obtaining stable
statistics of the output utilizing 1000 Monte Carlo runs, and then representing the
analysis results via the familiar software Microsoft Excel 2013. It is found that the
mean value of the coefficient of security decreases with the raise of the spatial
variability (COV), thus, it presents a reduction in the standard deviation. However,
the probability of slope failure increases with COV for a corresponding high factor
of security; and large values of the correlation lengths provide more smoothly
varying field.
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Slope stability � Spatial variability
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1 Introduction

In general, the physical and hydraulic properties of the soil vary spatially in vertical
directions, while the horizontal directions are less significant in many of the
geotechnical analyses; the inherent variability of the soil’s properties depends on the
heterogeneity of the soil and the statistical uncertainty of its in situ measurements,
the soil’s geological formation history and its variation by nature, laboratory equip-
ment and random tests on the soil mass, especially when the results are transformed
into a model of soil properties through empirical models or correlation ones.

The deterministic analysis gives only approximate solutions near to the actual
ones; for this reason, the probabilistic analysis is carried out recently. It has started
spreading in the 1970s, and it has been followed by some studies of the failure of a
cohesive slope by finite elements, in which the resulting probability of failure can be
unconservative while neglecting the spatial variability which causes a decrease in
the factor of safety [1]. Others have referred to the importance of simple circular
stability charts in the determination of the probability of failure without running
Monte Carlo simulation [2]. A good agreement has been found between the per-
turbation finite element method and the spectral stochastic finite element method
SSFEM, in which they can handle the second-moment analysis of the slope stability
[3]. It has been noted via the random finite element method that the spatial cor-
relation length conducts to a minimum reliability of the slope [4]. The use of the
modified code mFEM has been studied to prove that reinforcing constructed slopes
by geosynthetics can lead to small probabilities of failure and the soil friction angle
can affect the outcomes [5]. And others have searched for the spatial variability
impact of normally consolidated slopes with linearly increasing strength with depth
and inspected their probability of failure [6].

This paper has determined the effect of the randomly log-normally distributed
parameters (C – u) on the coefficient of security utilizing Optum G2 software,
taking into consideration the same C – u slope in a previous study [7] without the
reinforcing system, in which an elastoplastic analysis according to the method of
shear strength reduction was utilized to locate the slip surface. In addition, the same
slope was calculated [8] with the difference finite analysis according to the method
of the shear strength reduction utilizing the Flac3D. Both of these studies showed a
critical slip surface according to the maximum shear strength in the pile while
neglecting the maximal shear deformation in the soil, which is considered to be
unreasonable. The study was carried out in the present paper by the finite element
limit analysis with the random field theory according to the Monte Carlo simulation
by the Karhunen–Loeve approach. The results were presented statistically.

The parameters that do not represent any significant variation in the analysis are
treated as constants and analysed deterministically; while the others are taken into
account as random variables and will be analysed stochastically; knowing that, the
stochastic parameters are chosen according to the intervals of Phoon [9].
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2 Finite Element Limit Analysis

The finite element method principle is to transform a continued problem into a dis-
cretized one consisting of many elements of the geometry; thus, transforming the
system of partial derivative equations into a system of algebraic equations tomake the
problem less complicated by solving it in one procedure. Hence, in slopes the finite
element method necessitates taking into account the shear strength parameters of the
soil under drained and undrained conditions, and the time scope of the analysis (long
or short terms) to give pretty accurate results of the factor of safety Fs according to the
failing zones where the shear strength is unable to sustain shear stresses [10].

In order to simplify the field generation and to distribute the shear strength
parameters (C and u) the use of one thousand triangle mesh element (3 Gauss points
per element) is available; Figs. 1 and 2 show a slope’s adaptive mesh with 1000
lower or upper bound triangle elements. Moreover, the mesh adaptivity is chosen in
order to avoid the noticeable differences between the outputs obtained from the
upper and the lower bounds of the limit analysis and it takes into consideration all of
the necessary zones of plasticity in the failing mechanism of the slope to achieve a
high level of accuracy; more details about the comparison between a uniform and an
adaptive meshing was explained in an earlier study [11]. The principle of the upper
and lower bounds is based on the virtual work principle Eq. (1). The upper bound is
defined by an admissible kinematic velocity field that refers to the possible failure
mechanism (the kinematic discontinuities are presented as the failing surface), taking
into account that the admissible word refers to the rate of the resulted deformation
that should satisfy the flow rule; the latter is defined as in Eq. (2).

Z
v

rT _epdV �
Z
v

bT _UdV � a
Z
Sr

tT _UdS ¼ 0: ð1Þ

F _kb ¼ _epa: ð2Þ

where rT is the stress field vector, _epis the plastic strain rates (time derivative), V is
the solid of volume, bT are the body forces vector, _U is the exact velocity field, a is

Fig. 1 Linear triangle
element
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the load multiplier, Sr is the part of the boundary S subjected to tractions, t is the
traction vector. However, the velocity field, in general, is expressed as follows:

r _U ¼ F _k ¼ _ep: ð3Þ

where F is the yield function, _kb is the plastic multiplier in a considered stress field
of rb, and _epa is the plastic strain rates in a considered stress field of ra, r is the
matrix of the partial derivative. However, in the upper bound theorem, the coeffi-
cient of security is found according to the equity between the rate of total work W
done by external body forces or volumetric forces, and the rate of dissipated work
inside of the failure mechanism D as planes (straight lines) in case of u � 0, and
log spirals (circles) in case of u = 0

W ¼
Z
s

titidSþ
Z
St

bitidSt: ð4Þ

D ¼
Z
St

rij _eijdSt þ
Z
L

ti ti½ �dL: ð5Þ

where St refers to the discontinued velocity surface, and L is the velocity discontinuity
line. The associated flow rule provides equity between the rates of strains and stresses
according to the yield condition as shows Eq. (6). However, the Mohr–Coulomb
criterion and the associated flow rule, take the consideration of all surfaces of a rigid
block as an admissible velocity discontinuity line, so the velocity jump vector should
be inclined at an angle u on the velocity discontinuity line in the 2D and the 3D
analysis as shows Eq. (7)

_eij ¼ _k
@FðrijÞ
@rij

� �
: ð6Þ

tn½ � ¼ tt½ �tgu: ð7Þ

Fig. 2 Adaptive 1000
triangle mesh elements of a
2D slope
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where _eij is the rate of strain, _k is the plastic multiplier and @rij is the stress
according to the yield condition @FðrijÞ with respect to its partial shear strength
parameters that might cause the yielding of the soil. Moreover, tn½ � and tt½ � are the
normal and tangential velocity jump vector components respectively. Thus,
according to the finite element method, the Fs is defined according to the parts
resulting from the division of the failing surface

Fs ¼
Pn
i¼1

cþ ritguð ÞMli
Pn
i¼1

siMli
: ð8Þ

where ri and si are the normal stress and the shear stress corresponding to each
segment; Mli is the length of a segment corresponding to the failing surface in the
ith element. In the middle of the ith segment, si and ri are expressed in terms of
rx; ry; and rxy

si ¼ 0:5 ry � rx
� �

sin 2að Þþ rxy cos 2að Þ: ð9Þ

ri ¼ rxsin2 að Þþ rycos2 að Þ � rxysin 2að Þ: ð10Þ

where a is the inclination angle of the element to the horizontal. Taking into
account that a value of Fs inferior of 1.5 indicates failing of slopes in which is
considered risky for people’s lives; thus, it is necessary to obtain a value equals or
superior of 1.5 to assure high stability and less hazards [12].

3 Random Field and the Inherent Variability

Spatial variability is taken into account in natural soils, in which the parameters
in situ are randomly distributed according to the random field of Gauss–Laplace [1].
The soils parameters which influence the coefficient of safety are the cohesion, and
the friction angle; whereas the others which influence the calculated stabilization
are the Young’s modulus E, the Poisson’s ratio m; and the unit weight c. Thus, in the
present study, the cohesion and the friction angle are considered as random vari-
ables, while the others are maintained as constants.

The spatial variability of the random parameters is distributed log-normally.
Thus, the stochastic parameters that define the inherent variability are the mean lx,
the standard deviation rx, the coefficient of variation COV and the horizontal and
vertical correlation lengths respectively (scale of fluctuation) h hð Þ; h vð Þ, who repre-
sents the correlation between a set of measured values of the parameter at a specific
spatial point with the adjacent point, however, they are obtained by statistical
analysis [9].
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lx ¼ ely þ
r2y
2 : ð11Þ

where y ¼ lnx, x is the random variable.

rx ¼ lx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp r2y

� �
� 1

r
¼ lx:

COV
100

% ð12Þ

h vð Þ ¼ 2� 6½ �m; h hð Þ ¼ 40� 60½ �m: ð13Þ

And the COV (%) is chosen according to the interval as represented in Table 1
Or it can be obtained from a simplified expression as the following:

COV ¼ rx
lx

: ð14Þ

4 Monte Carlo Simulation (Karhunen–Loeve Expansion)

The Monte Carlo simulation according to the Karhunen–Loeve expansion is carried
out to generate the log-normal random field based on its nodal coordinates by
entering the set of statistical parameters (input) of COV and h corresponding to the
probabilistic field which has a specific expansion degree N of the normal standard
variables. Moreover, this number of terms was chosen equal to 1000 based on an
earlier study [13], and it increases whenever h decreases. Hence, the output is in the
form of statistics of the coefficient of security Fs, the mean, the standard deviation,
its probabilistic distribution function PDF and its cumulative distribution function
CDF. Hence, the two latter parameters are defined by the following expressions
respectively.

f xð Þ ¼
1

xry
ffiffiffiffi
2p

p exp � 1
2

lnx�ly
ry

� �2	 

; x [ 0:

0; if not:

8>><
>>: ð15Þ

Table 1 Values of the coefficient of variation COV% corresponding to the cohesion and the
friction angle adopted for this paper

Geotechnical
parameter

Type of soil The mean value
KN/m²

COV
(%)

Source

u Sandy–
Clayey soil

l = 20°− 40° 5–15 Lab measurements

C Clayey soil l = 5–400 10–40 Field measurements
(Vane shear test)
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F x; l; rð Þ ¼ 1
2
erfc � ln x� ly

ry
ffiffiffi
2

p
 !

: ð16Þ

where erfc is the complementary error function. Thus, the PDF can be defined in
terms of the CDF Eq. (17). However, the probability of the slope’s failure will be
estimated, in which a random variable X is inferior of a particular value of x
Eq. (18); in other words, the collapse happens while the algorithm is enabled to
converge and remains stable for any given Monte Carlo realization. The Karhunen–
Loeve expansion discretizes the random anisotropic field in 2D, taking into account
the minimal number of the shear strength random parameters that are distributed
log-normally for reasons of accuracy. The process of discretization is based on the
spectral decomposition of the autocorrelation function.

fFs yið Þ ¼ CDF yið Þ � CDF yi�1ð Þ
yi � yi�1

: ð17Þ

Pf X\xð Þ ¼ U
lnX � llnX

rlnX

� �
: ð18Þ

where U is a cumulative standard normal distribution function.

5 Case of Study

The slope considered in this study [7, 14] is frictional, yielding to the Mohr–
Coulomb criterion. The parameters of the soil are represented in Table 2, as well as
the geometry in Fig. 3 in which, the pile reinforcement was not taken into account
in this paper. Moreover, a boundary condition representing full fixity in the base
and a tangential one on the side boundaries. The deterministic 2D limit analysis
gave a factor of safety Fs equals to 1.18; which is in good agreement with the
previous studies since it was considered by the authors in the reasonable interval
of the factor of safety 1; 18� 1; 2f g. Then, the 2D probabilistic analysis was
performed for the log-normally distributed cohesion and friction angle, with
the following stochastic parameters: Horizontal and vertical correlation lengths,

Table 2 Parameters of the
C – u slope in two
dimensions

Parameters Soil

Unit weight ɣ (kN/ m3) 20

Cohesion C (kPa) 10

Friction angle u (°) 20

Elastic modulus E (MPa) 200

Poisson’s ratio t 0.25
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respectively, in which they were held constants for the following analysis hc hð Þ ¼
50 m; hc vð Þ ¼ 2 m; and hu hð Þ ¼ 50 m; hu vð Þ ¼ 2 m:

The parametric study was performed for the coefficient of variation, which is
varying for the cohesion and the friction angle as represented in Table 3. Thus, the
influence of Monte Carlo realizations on the mean and the standard deviation of the
security factor for the four sets of input variables are represented in Fig. 4 with
respect to the average values of the upper and lower bounds of the limit analysis,
these analyses (a, b, c, d) give a decreasing mean value of Fs lFs , respectively,
equals to 1.176; 1.141; 1.106; 1.072 corresponding to the following decreasing
standard deviation of Fs rFs , respectively, 0.154; 0.342; 0.465; 0.517 and a prob-
ability of failure equals to PfðFs \1:5Þ ¼ 97; 87; 86; 85%. From Fig. 5, as
expected the probability of failure decreases as Fs increases and decreases with the
increase of COV for (Fs < 1.5). The opposite of this trend happens for (Fs > 1.5)
and it results of high probability of failure for an opposite influence of spatial

Fig. 3 Slope’s geometry with embedded row of piles [7], in which the reinforcement is not taken
into account in this paper

Table 3 Values of the coefficient of variation corresponding to the cohesion and the friction
angle, respectively, of the C – u slope for the parametric study

Coefficient of
variation

Analysis 1
(%)

Analysis 2
(%)

Analysis 3
(%)

Analysis 4
(%)

COVc 10 25 30 40

COVu 5 10 15 15
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Fig. 4 Resulting parametric PDF and CDF of the factor of safety obtained by Optum G2 for the 4
analyses respectively
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variability and decreasing values of COV. Moreover, for a mean value of Fs as high
as lFs ¼ 1:5 (corresponding to COVc = 10%, and COVu = 5%), the soil leads to a
probability of failure of Pf ¼ 0:37, which indicates a rarely failing system.

Figures 6 and 7, deduce the effect of different spatial variabilities on the standard
deviation and the mean value of the factor of security, the latter increases as the
corresponding spatial variability COV of the soil strength parameters decreases.
Thus, it presents an increase in the standard deviation, in which it tends to a
constant value for COVc [ 40%, and COVu [ 15%.
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Fig. 5 Probability of failure versus factor of safety based on the variation of COV
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The second part of the parametric study, is to maintain the coefficient of vari-
ation values constants COVc ¼ 10%; COVu ¼ 5%, and varying the correlation
lengths of the cohesion in an anisotropic way in order to estimate whether the
random field is ragged or smoothly varying. From Table 4; we can conclude that
large values of correlation lengths provide more smoothly varying fields which lead
to larger values of the coefficient of security, thus the probability of failure
decreases; and the vice versa, whereas it compares well with the frictional field, in
which the correlation lengths are varying in the same way. Moreover, Fig. 8 shows
that the probability of failure is sensitive to spatial correlation lengths, thus, it
decreases with the increase of Fs and with the increase of h for (Fs < 1.5). The
opposite of this trend happens for (Fs > 1.5) and it results in high probability of
failure for an opposite influence of spatial variability and decreasing values of h.
Hence, the crossover refers to the feeblest path through the soil, and it happens for
Fs = 1.37 with a Pf = 0.61.
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Fig. 7 Mean value lFs and standard deviation rFs of the factor of safety versus the COV of u in
(a) and (b) respectively
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6 Conclusion

This paper introduces a deterministic analysis of a frictional slope to investigate its
factor of safety; in which it is in good agreement with the previous studies. The
analysis was carried out using the finite element limit analysis in two dimensions via
the Optum G2 program. Hence, the probabilistic analysis was performed considering
the slope as a random field with log-normally distributed random variable (cohesion
and friction angle). The study showed the influence of the coefficient of variation and
the correlation lengths on the resulting mean and standard deviation of the factors of
safety, and the probability of failure in a parametric study. However, the probability of
failure was estimated as the probability that the factor of safety be inferior of 1.5.
Moreover, the parametric analysis showed that low values of the coefficient of vari-
ation COV for both of the slope’s random variables, give a mean value of the factor of
safety tends to the deterministic one. In otherwords, as lower as the factor of safety can
get, the slip surface becomes deeper and the probability of the slope’s failure becomes
higher. Thus, the sensitivity of the probability of failure to the spatial correlation was
investigated, in which it decreases with the increase of the correlation lengths h.
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Building Information Modelling—
Development and Validation
of Implementation Framework
for Improving Performance
of Subcontractors

M. Sodangi

Abstract Recent problems related to design and poor performance of many
indigenous subcontractors in Saudi Arabia are clear calls for action to improve the
overall performance of the subcontractors to be highly competitive; deliver high
quality service to clients and wider society, minimize the rate of disputes and push
the local industry forward. With the exclusive ability of Building Information
Modelling (BIM) to enhance organization amongst operators, contractors and
design teams; its implementation reduces project time, cost, material consumption
and carbon emissions while improving contractors and subcontractors’ productivity
and quality performance. The technology to implement BIM is readily obtainable
and quickly evolving. However, many subcontractors in the Kingdom are perceived
to be slow in embracing the BIM revolution due to widespread lack of BIM
knowledge, lack of will amongst the subcontractors to implement BIM. There is
also apparent confusion due to lack of clear methodologies for BIM processes in the
Kingdom. Thus, this paper made attempt to develop and validate a framework that
could assist the relevant authorities to prepare regulatory guidelines that could
encourage subcontractors’ full utilization of building information modelling in their
construction projects and seek to raise their general capabilities. Expert validation
was used to authenticate the framework. The high relative importance indices rated
by the participants for most of the functions in the framework strongly indicate that
the various functions (activities) are significant in influencing the adoption of BIM
in projects and improving subcontractors’ performance. This paper provides orig-
inal contribution to knowledge through a methodical investigation of the awareness
and readiness levels of the subcontracting sector of the Saudi Arabian construction
industry in applying the functions of BIM technology for construction projects. The
paper also determined the critical success factors that are critical in the decision of
adopting BIM. Above all, the paper presented a concise methodology for the
development and validation of the BIM implementation framework for improving
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subcontractors’ performance. The outcomes of this study could be useful to regu-
lators of the Saudi Arabian construction industry for preparing guidelines to
improve the general level of BIM adoption and expertise within the industry.

Keywords Building information modelling � Framework � Subcontractors
Saudi Arabia

1 Introduction

The BIM is an automated illustration of the physical and functional features of a
facility. Thus, BIM functions collaborative knowledge source for information about
a facility, establishing a consistent platform for decision making during the service
life of a facility from initial inception to demolition [16]. Recent problems with
design and poor performance of subcontractors in Saudi Arabia necessitate for
urgent action to reposition and enhance the local construction industry to be highly
competitive; deliver high quality service to clients and society as a whole, minimize
the frequency of disputes as well as move the industry forward. The BIM tech-
nology is a relatively evolving approach to project design, construction as well as
operations and facilities management. It facilitates the building development,
construction and building operation [6]. It is gradually changing how construction
projects are being executed worldwide. This new technology has unique capacity to
improve coordination between design teams, construction contractors and opera-
tors. Thus, BIM implementation reduces project time, cost, material consumption
and carbon emissions while improving contractors’ productivity and quality per-
formance, Mom and Hsieh [15]. The BIM’s cost-effectiveness and its apparent
efficiency are generally recognized worldwide. Developed nations in Asia, Europe
and North America are at present enjoying the numerous benefits of BIM imple-
mentation in construction project delivery, operations and facilities management.
Conversely, the GCC region in particular is perceived to be slow in embracing the
BIM revolution. The region may as well fall further behind in the global con-
struction industry.

Despite the obvious benefits and readiness of BIM software, Issa [13] pointed
out that BIM adoption has been slower than anticipated in the GCC region. The
author further highlighted that the few ‘big’ construction companies that use BIM in
their major projects generally apply it to some basic functionalities. This indicates
that the industry is to a large extent lacking the requisite proficiency in BIM
application. Not that alone, considerable number of the region’s construction
subcontracting organizations hardly use BIM in their projects, which is attributed to
lack of clear implantation guidance. Similarly, Baldwin [7] acknowledged shortfall
in local BIM knowledge. Besides, there is apparent confusion due to lack of clear
methodologies for BIM processes in the region. He further emphasized on the need
for the region’s regulatory authorities to advocate for industry-wide BIM adoption
and the industry must seek to improve its proficiency level.
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2 Related Study

A construction industry-based BIM framework that focuses on the areas of tech-
nology, process, as well as policy, was introduced by Succar [21]. However, the
framework lacks any measure for evaluating and enhancing performance. Few
years after, a much improved framework was developed by Jung and Joo [14] that
identified promising areas and driving factors for BIM in practice. Still, the
framework lacked the clear guidance on how construction subcontracting compa-
nies should implement BIM and falls short in providing strategies for improving
performance and productivity. In an attempt to position BIM adoption in the
industry, a collective BIM decision framework was developed by Gu and London
[10]. The authors focused on analyzing the preparedness of the construction
industry with respect to the people, process and products. Yet, the analysis pre-
sented mainly highlighted the mapping process and not the much desired perfor-
mance appraisal as well as enhancement. Remarkably, BIM strategies, protocols,
and integrated project delivery methods were introduced by prominent bodies [1, 3,
4, 17] to define the needs, requirements, and obstacles for BIM implementation.
Nonetheless, a Multi-Criteria Decision Making Model for selecting of BIM tools
was not provided. A more improved attempt was made by Succar [22] when he
developed a maturity matrix for BIM performance appraisal and enhancement. Yet,
the study was limited to the conceptual phase; more work was required to
authenticate the findings through a construction industry-wide survey.

Recently, Gerges et al. [9] determined the present position of BIM adoption in
the Middle East by analyzing the level of BIM implementation among relevant
stakeholders in the construction industry. Findings of the survey reveal that the
extent of BIM adoption in the region is not satisfactory. They further affirmed that
nearly 20% of construction organizations apply BIM in any capacity whereas the
remaining 80% are neither applying the technology nor involved in its imple-
mentation process in whatever way. Similarly, Hassan [11] conducted a study on
BIM implementation, practices and barriers in the GCC construction industry. The
author acknowledged the application of the technology in selected construction
projects in UAE and Kuwait though there are no published sources to ascertain the
real status of BIM implementation in the entire GCC. Key among the findings of his
study was the evidence of low implementation rate for BIM in construction projects
in the GCC construction market and the lack of BIM awareness, and unwillingness
of the stakeholders in accepting to change the existing work practices. In a related
attempt by [2], their study was aimed at evaluating the awareness and experience
levels of 4D planning and BIM technology in the industry in Qatar as well as
identifying the likely challenges to the general implementation of BIM. The eval-
uation was undertaken through an industry wide survey administered to related
experts in Qatar.

The research findings reported by Issa [13] and Baldwin [7] on the use of BIM in
the Middle East region have plainly emphasized a lack of guidance on how con-
struction subcontracting companies in the GCC region and Jordan should
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implement BIM. This lack of guidance is one of the reasons why the construction
subcontracting companies are disinclined to adopt BIM. Therefore, this research is
aimed at developing a framework to support the implementation of Building
Information Modeling (BIM) for improving subcontractors’ project-level
performance.

2.1 Study Objectives

The central goal of the study is to propose a framework for implementing BIM that
would support the enhancement subcontractors’ project-level performance in Saudi
Arabia.

The goal will be achieved through the following objectives:

• To determine the subcontractors’ awareness and preparedness for implementing
Building Information Modeling in their construction projects.

• To prioritize the critical success factors for practical use of BIM for construction
projects.

• To develop and validate the framework for implementing BIM.

3 Methodology

3.1 Objective 1—Determining the Subcontractors’
Awareness and Preparedness for Implementing
Building Information Modeling in Their Construction
Projects

A Saudi Arabian construction industry wide survey was conducted to examine
subcontractors’ awareness and preparedness for implementing BIM in their con-
struction projects. Judgmental sampling was adopted in carefully selecting the
subcontracting companies for the survey. The sampling frame for the targeted
subcontracting companies predominantly have their core business operations in the
areas of architectural engineering, structural engineering, geotechnical engineering,
and building services (mechanical and electrical works). The sample was generated
from a recent list made available to the researchers by the Saudi Arabian Ministry of
Housing & Public Works. Initial information on the subcontractors was obtained
from the Ministry. A total of one hundred and twenty six questionnaires were
distributed to the subcontracting construction companies. Electronic mail based
questionnaire was used for the survey considering its considerable short response
time, better response quality, low costs and internet access to the participants.
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Severity index analysis was used to rank the subcontractors’ levels of awareness
and preparedness, while reliability test was run to ascertain how reliable the
questionnaire method was.

3.2 Objective 2—Prioritizing the Critical Success Factors
for Practical Use of BIM for Construction Projects

A GCC regional construction industry wide questionnaire survey was undertaken to
identify and rank the critical success factors that are critical in the decision of
adopting BIM. Also, the factors’ level of contribution in the decision to adopt BIM
was identified and ranked. In this survey, Judgmental sampling was also be adopted
to carefully select the Architectural, Engineering and Construction companies that
have set the pace in the use of BIM in their design and construction projects. The
selection was based on information obtained from Building SMART ME.

3.3 Objective 3—Developing and Validating the Framework
for Implementing BIM

The proposed framework was developed according to the empirical results and
discussions. Key among the building blocks for developing the framework are the
factors for practical adoption of BIM in the construction industry. Interview was
used during the expert validation process to authenticate and validate the
framework.

4 Results and Discussion

4.1 Determining Subcontractors’ Awareness
and Preparedness for Implementing BIM
in Construction Projects

Respondents for this survey have their core business operations in the areas of
architectural engineering, structural engineering, geotechnical engineering, and
building services (mechanical and electrical works). This implies that the survey
participants have the proficiencies to give dependable and consistent response to the
survey questions. Since BIM serves an information center to provide better com-
munication among construction team members, the responses from these profes-
sionals in their respective positions would be valuable for the outcomes of this
paper. The essential information given by the competent participants is considered
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reasonably consistent and vital for this survey. In order to prioritize the factors for
evaluating the levels of awareness and preparedness, frequency and the below
severity index formula were used:

S:I ¼
X5

i¼ 1

wi � fin �
100=ða � 100Þ ð1Þ

The index of severity varies from zero to one. The five levels indicating the
awareness and readiness extent of the respondents are transformed to severity index
values: very high awareness/readiness (0.80–1.00); high awareness/readiness
(0.70–0.79); moderate awareness/readiness (0.50–0.69); Low awareness/readiness
(0.20–0.49) and very low awareness/readiness (0.0–0.19). From the transformed
severity indices mentioned above, it could be inferred that a factor’s higher value of
severity index suggest higher level of awareness/readiness for that particular factor.
Conversely, the lower the severity index value for any factor the lower level of
awareness/readiness for that particular factor [12, 20].

Figure 1 shows the severity level of BIM Awareness among subcontractors in all
the Project Stages. It could be seen that all the four respective Construction Project
Stages have low severity indices values (0.20–0.49), which indicates low BIM
awareness among the respondents in the entire project stages presented for the
survey.

The implication of the low BIM awareness in the ‘in-use and maintenance stage’
is that most of these subcontractors do not know the BIM’s ability to minimize
energy waste, obtain maintenance and repair cost pre-estimation, carry out main-
tenance and repair at the appropriate time and to recover building data for planned
intervention works.

As for the low BIM awareness in the ‘Construction stage’, it can be affirmed that
the subcontractors are not quite aware of the capabilities of the BIM to simplify and
improve project-level construction processes and only a small group of the
respondents are conversant with the powers of BIM application in construction

Feasibility
Stage

Design Stage Construction
Stage

In-use &
Maintenance

Stage

47%
38%

32% 29%

Fig. 1 Severity level of BIM awareness among subcontractors in project stages
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industry. The low BIM awareness in the ‘feasibility stage’ seems to suggest that
only a small number of these subcontractors know the BIM’s ability to showcase a
model for the project during the feasibility stage in order to produce enhanced
visualisation to all concerned parties to the project. This great ability of BIM, which
allows project owners and designers to easily make modifications to the project
model and analyse the subsequent cost implications accordingly is to a high extent
not well known among the subcontractors. As for the implication of the low BIM
awareness in the ‘design stage’, it goes to show that the subcontractors have poor
knowledge of the BIM’s ability to provide better communication among con-
struction team members, reduce discrepancies between architect & engineer
drawings, reduce discrepancies between drawings and bill of quantities and to
decrease tendering duration by eliminating the taking off process. This finding
obviously points to the fact that other important BIM’s functions in the design stage
are not well known among the subcontractors.

Figure 2 presents summary of the severity indices of factors used in assessing the
respondents’ level of preparedness in implementing BIM in construction project.
A closer observation in Fig. 3 would reveal that all the four respective readiness
aspects have low severity indices values (0.20–0.49), which indicates low level of
readiness for BIM implementation in construction among the respondents. This
seeks to emphasize clear lack of will and motivation amongst the subcontracting
companies towards using BIM for construction works. This may be linked to the
fact that there are some drawbacks to BIM implementation across subcontracting
sector of Saudi Arabian construction industry. These drawbacks or difficulties could
be related to poor knowledge of the BIM technology amongst the subcontracting
companies; lack of obvious proof of financial benefits, high cost of training,
shortfall on government guidelines and strategies, social and typical refusal to
accept change and most importantly, construction clients are not demanding the
usage of BIM on construction projects.

Fig. 2 Severity level of subcontractors’ readiness to implement BIM in construction
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4.2 Prioritizing the Critical Success Factors for Practical
Adoption of Building Information Modeling
in the Construction Industry

In total, seventy five questionnaires were distributed to selected companies and
sixty (80%) were returned and analysed. The response rate is regarded satisfactory
and acceptable for questionnaire survey. In relation to similar surveys in this field of
study, twenty one percent is considered satisfactory and acceptable by Proverbs
et al. [18]. Thus, 80% response rate is considered to be very good. The participants
were required to rate the significance level of the factors for practical adoption of
BIM in the construction industry based on a five-point Likert scale. The scale was
pre-defined to them as; 1 = not at all important; 2 = slightly important; 3 = im-
portant; 4 = very important and 5 = extremely important. The explanation of rating
scale was done in such a way that if a participant rated a factor extremely important;
the equivalent score for that factor will be five. Therefore, the 5-point Likert-scale
was then converted to Relative Importance Indices (RII) for each factor. The index
varies from zero to one. Enshassi et al. [8], Sodangi et al. [19], Tam et al. [23], Zeng
et al. [24] pointed out that an RII value of 0.80 is rated high. Therefore, any factor
that scores an RII value of 0.80 (80%) is regarded as highly important factor.

Figure 3 shows the RII values and ranks of critical success factors for adoption
of BIM in construction industry. Most of the respondents considered the three
categories of the Critical success Factors as being very significant in influencing the
adoption of BIM in construction industry. This is indicated by the aggregated
relative importance indices for the three categories, (0.91, 0.93 and 0.92) which are
excellent scores since 1.0 is the maximum value on the scale. The prioritization of
these factors influenced the development of the framework for BIM
implementation.

Contractor /
Consultant related

factors

Client related
factors

Government
related factors

0.91

0.93

0.92

Fig. 3 Relative importance index and ranks of critical success factors for BIM adoption
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4.3 Develop Framework for Using BIM in Construction
Projects

The BIM implementation framework for improving subcontractors’ performance
evolved based on earlier obtained empirical results, findings and discussions.
Prominent among the building blocks for developing the proposed conceptual
framework (Fig. 4) are the critical success factors for practical adoption of BIM in
the construction industry.

From Fig. 4, it could be seen that the BIM Implementation Framework consists
of three major components (critical success factors) namely; the expected roles of
the Client, Government (regulatory authorities) and Contractor/Consultant’s com-
panies. These components form parts of the philosophy and criteria for practical use
of BIM for construction projects.

The meticulous arrangement of the critical success factors i.e. the expected roles
of the Client, Government (regulatory authorities) and Contractor/Consultant’s

The road to 
practical BIM 
implementation in 
construction 
projects 

GOVERNMENT 
RELATED ROLES 

CLIENT RELATED 
ROLES 

CONTRACTOR/CONSULTANT 
RELATED ROLES

Benefits
of BIM 

adoption in 
construction

 projects 

Top 
management 

commitment to 
BIM 

Organizational structure 
that supports BIM 
implementation 

Employing 
staff with high 

ICT literacy Careful selection of 
BIM software

Requisite BIM 
training for staff

Clients’ 
readiness to adopt 

BIM

Clients’ satisfaction 
levels on BIM projects Enforcement by 

clients for applying 
BIM in their 

projects 

Collaboration 
with universities 

& relevant
research centers

Enhance BIM 
education in construction 

industry

Develop 
national BIM 

guidelines

Development of 
domestic BIM 

software

Provision of incentive 
scheme for BIM 

application 

Showing 
satisfactory BIM 

awareness by clients

Clients’ continuous
investment in projects that 

apply BIM

Fig. 4 BIM implementation framework for improving subcontractors’ performance
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companies in the framework provides a gradual procedure for preparing the
implementation framework. This indicates that the BIM implementation framework
for improving subcontractors’ performance was tactically and consistently envis-
aged and initiated. The framework is shown in Fig. 4. The authors are hopeful that
it could function as a tool for preparing national BIM guidelines for construction
companies to implement BIM in construction projects. Expert validation was used
to authenticate and approve the framework. The validation statistics is presented in
Table 1.

The displayed results in Table 1 reveal that not a single participant assessed any
of the factors slightly or not at all important. Nearly all the entire participants rated
the BIM implementation framework as being very important in influencing the
adoption of BIM in construction projects and improving subcontractors’ perfor-
mance. This is supported by the mean RII of 0.95(95%). Going by results of the
validation, an RII value of 0.87 is the least value among all the factors in Table 1.

Table 1 Distribution of validation statistics

Stakeholders for
BIM adoption

Functions/roles Importance scores RII Mean
RII1 2 3 4 5

Contractor/
consultant

Top management commitment to
BIM implementation

0 0 0 4 8 0.93 0.95

Organizational structure that
supports BIM implementation

0 0 0 1 11 0.98

Employing staff with high ICT
literacy

0 0 0 3 9 0.95

Requisite BIM training for staff 0 0 0 0 12 1.00

Careful selection of BIM software 0 0 0 2 10 0.97

Clients Showing satisfactory BIM
awareness by clients

0 0 0 4 8 0.93

Enforcement by clients for applying
BIM in their projects

0 0 0 1 11 0.98

Clients’ readiness to adopt BIM 0 0 0 5 7 0.92

Clients’ satisfaction levels on BIM
projects

0 0 0 3 9 0.95

Clients’ continuous investment in
projects that apply BIM

0 0 1 6 5 0.87

Government Enhance BIM education in
construction industry

0 0 1 1 10 0.95

Develop national BIM guidelines 0 0 0 0 12 1.00

Provision of incentive scheme for
BIM application

0 0 0 0 12 1.00

Collaboration with universities &
relevant research centers

0 0 0 2 10 0.97

Development of domestic BIM
software

0 0 0 6 6 0.90
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For that reason, the high RII values obtained by all the factors strong indicate that
the various factors significant in influencing the adoption of BIM in projects and
improving subcontractors’ performance.

5 Conclusion

This section draws together the major themes of the paper. Survey findings on the
assessment of subcontractors’ awareness and preparedness level for implementing
BIM in construction projects in Saudi Arabia reveal a widespread lack of BIM
knowledge across subcontracting sector and emphasize clear lack of will and
motivation amongst the subcontracting companies towards implementing BIM in
construction projects. On the other hand, findings of the GCC regional construction
industry wide survey identified and ranked the critical success factors that are
critical in the decision of adopting BIM i.e. Government-related, Client-related and
Contractor/Consultant-related factors. Also, the factors’ level of contribution in the
decision to adopt BIM was found to be very high (over 90%). Thus, the main
critical success factors and their sub-factors are considered as being very significant
in influencing the adoption of BIM in construction industry. The BIM implemen-
tation framework for improving subcontractors’ performance was developed based
on the empirical findings and discussions. The framework consists of three major
components (critical success factors) namely; the expected roles of the Client,
Government (regulatory authorities) and Contractor/Consultant’s companies. These
components form parts of the philosophy and criteria for practical use of BIM for
construction works. The arrangement of the expected roles of the Client,
Government (regulatory authorities) and Contractor/Consultant’s companies in the
framework suggests that the BIM implementation framework for improving sub-
contractors’ performance was tactically and consistently envisaged and initiated.
The framework could serve as a tool for preparing national BIM guidelines for
construction companies to implement BIM in construction projects. The framework
was validated by panel of specialists. The specialists rated the framework as being
significant in influencing the adoption of BIM in construction projects and
improving subcontractors’ performance.

This paper provides original contribution to knowledge through a methodical
investigation of the awareness and readiness levels of the subcontracting sector of
the Saudi Arabian construction industry in applying the functions of BIM tech-
nology in construction related works. Also, the paper determined the critical suc-
cess factors that are critical in the decision of adopting BIM. Above all, the paper
presented a concise methodology for the development and validation of the BIM
implementation framework for improving subcontractors’ performance. The out-
comes of this study could be useful to regulators of the Saudi Arabian construction
industry for preparing guidelines to improve the general level of BIM adoption and
expertise within the industry.

Building Information Modelling—Development … 403



Acknowledgements The Author wishes to express sincere gratitude to the Deanship of Scientific
Research (DSR), Imam Abdulrahman Bin Faisal University (formerly University of Dammam),
Dammam, Kingdom of Saudi Arabia for their unflinching support.

References

1. AGC.: The AGC contractors’ guide to BIM, 1st edn. Available online: http://www.
agcnebuilders.com/documents/BIMGuide.pdf(2006). Accessed: Nov 2013

2. Ahmed, S.M., Emam, H.H., Farrell, P.: Barriers to BIM/4D Implementation in Qatar. The 1st
international conference of cib middle east & north africa conference, pp. 533–547, Abu
Dhabi, UAE, Dec 2014

3. AIA.: AIA Document E202–2008: Building information modelling protocol exhibit, 2008.
Available online: http://www.revit3d.com/files/ipd/Revit3D%20E202-2008_eSample_Blank
%20Property%20of%20AIA.pdf. Accessed: Oct 2013

4. AIACC.: AIA California council, integrated project delivery: a guide, version 1, 2007.
Available online: http://www.aia.org/aiaucmp/groups/aia/documents/document/aiab085539.
pdf. Accessed Oct 2013

5. Aibinu, A.A., Jagboro, G.O.: The effects of construction delays on project delivery in
Nigerian construction industry. Int. J. Project Manage. 20, 593–599 (2002)

6. Aranda-Mena, G.; Crawford, J.; Chevez, A.; Froese, T.: Building information modeling
demystified: does it make business sense to adopt BIM? In: Paper presented at W078—
Information technology for construction: 25th international conference on information
technology in construction, Santiago, Chile, July 15–17, (2008)

7. Baldwin, M.: BIM in the Middle East—a need for open BIM Guides, Standards and Manuals.
Internet: http://iug.buildingsmart.org/resources/. Mar 21–Dec 21, 2013

8. Enshassi, A., Mohamed, S., El Karriri, A.: Factors affecting the bid/no bid decision in the
palestinian construction industry. J. Financ. Manage. Property Constr. 15(2), 118–142 (2010)

9. Gerges, M., Austin, S., Mayouf, M., Ahiakwo, O., Jaeger, M., Saad, A., Gohary, T.E.: An
investigation into the implementation of Building Information Modeling in the Middle East,
ITcon. 22, 1–15 http://www.itcon.org/2017/1 (2017). Accessed 20 Apr 2017

10. Gu, N., London, K.: Understanding and facilitating BIM adoption in the AEC industry.
Autom. Constr. 19, 988–999 (2010)

11. Hassan, M. A.: Implementation of building information modeling (BIM): practices and
barriers in construction industry in gcc. Master of Science Dissertation, http://www.academia.
edu/14046998/module_code_d31zz_implementation_of_building_information_modelling_
bim_practices_and_barriers_in_construction_industry_in_gcc (2012). Accessed 20 Apr 2017

12. Idrus, A.B., Newman, J.B.: Construction related factors influencing the choice of concrete
floor systems. J. Constr. Manage. Econo. 20, 13–19 (2002)

13. Issa, R.: Survey findings, BIM in the Middle East—The Reality and the Way Forward. http://
www.bimjournal.com/wp-content/ (2013). Accessed 20 Apr 2014

14. Jung, Y., Joo, M.: Building information modelling framework for practical implementation.
Auto. Constr. 20(2), 126–133 (2011)

15. Mom, M.; Hsieh, S.: Toward performance assessment of BIM technology implementation,
14th International Conference on Computing in Civil and Building Engineering. Moscow,
Russia, June, 2012

16. National Institute of BUILDING SCIENCES.: National BIM Standard-United States. https://
www.nationalbimstandard.org/files/NBIMS-US_FactSheet_2015.pdf (2015). Accessed 20 Apr
2017

17. Ohio DAS.: State of Ohio Building Information Modelling (BIM) protocol. Available online:
http://das.ohio.gov/LinkClick.aspx?fileticket=VD8N3VDCjno%3D&tabid=305. (2010). Last
accessed Nov 2013

404 M. Sodangi

http://www.agcnebuilders.com/documents/BIMGuide.pdf
http://www.agcnebuilders.com/documents/BIMGuide.pdf
http://www.revit3d.com/files/ipd/Revit3D%20E202-2008_eSample_Blank%20Property%20of%20AIA.pdf
http://www.revit3d.com/files/ipd/Revit3D%20E202-2008_eSample_Blank%20Property%20of%20AIA.pdf
http://www.aia.org/aiaucmp/groups/aia/documents/document/aiab085539.pdf
http://www.aia.org/aiaucmp/groups/aia/documents/document/aiab085539.pdf
http://iug.buildingsmart.org/resources/
http://www.itcon.org/2017/1
http://www.academia.edu/14046998/module_code_d31zz_implementation_of_building_information_modelling_bim_practices_and_barriers_in_construction_industry_in_gcc
http://www.academia.edu/14046998/module_code_d31zz_implementation_of_building_information_modelling_bim_practices_and_barriers_in_construction_industry_in_gcc
http://www.academia.edu/14046998/module_code_d31zz_implementation_of_building_information_modelling_bim_practices_and_barriers_in_construction_industry_in_gcc
http://www.bimjournal.com/wp-content/
http://www.bimjournal.com/wp-content/
https://www.nationalbimstandard.org/files/NBIMS-US_FactSheet_2015.pdf
https://www.nationalbimstandard.org/files/NBIMS-US_FactSheet_2015.pdf
http://das.ohio.gov/LinkClick.aspx%3ffileticket%3dVD8N3VDCjno%253D%26tabid%3d305


18. Proverbs, D.G., Holt, G.D., Olomolaiye, P.O.: Factors influencing the choice of concrete
supply methods. Build. Res. Inf. 25(3), 116–126 (1999)

19. Sodangi, M., Khamidi, M.F., Idrus, A., Hammad, D.B., Umar, A.A.: Best practice criteria for
sustainable maintenance management of heritage buildings in Malaysia. Procedia Eng. 77,
11–19 (2014)

20. Sodangi, M., Salman, A.F., Shaawat, M.E.: Exploring the Challenges in Utilization of BIM in
Maintenance Management of Mosques. Proceedings of the first international conference on
mosque architecture, pp. 31–48, University of Dammam, Saudi Arabia, 2016

21. Succar, B.: Building information modeling framework: a research and delivery foundation for
industry stakeholders. Auto. Constr. 18(3), 357–375 (2009)

22. Succar. B.: Building information modeling maturity matrix. In: Underwood, J., Isikdag, U.
(eds.) Handbook of Research on Building Information Modelling and Construction
Informatics: Concepts and Technologies. Information Science Reference, pp. 65–102. IGI
Publishing (2010)

23. Tam, C.M., Deng, Z.M., Zeng, S.X., Ho, C.S.: Quest for continuous quality improvement for
public housing construction in Hong Kong. Constr. Manage. Econ. 18(4), 437–446 (2000)

24. Zeng, S.X., Tian, P., Tam, C.M.: Quality assurance in design organizations: a Case Study in
China. Manag. Aud. J. 20(7), 679–690 (2005)

Building Information Modelling—Development … 405



Use of Concrete Wastes as the Partial
Replacement of Natural Fine Aggregates
in the Production of Concrete

Suman Saha, C. Rajasekaran and K. Vinay

Abstract Due to rapid development of construction industries in various dimen-
sions, demand for construction materials is also gaining high momentum.
Therefore, availability of natural sources of construction materials is going to be in
decreasing trend to cope up with the high demand. Again currently, quantity of
construction and demolition waste is also going too high day by day. Reuse of these
construction and demolition waste is one of the promising solutions to protect
natural fine aggregates. This study aims at investigations the possibility of the usage
of these construction and demolition wastes to produce the fresh concrete with
desirable properties. Natural fine aggregates (river sand) are replaced by the recy-
cled fine aggregates by the different percentage levels for the production of fresh
concrete. A comparative interpretation on the strength characteristics of the con-
crete produced with Ordinary Portland Cement and Portland Pozzolana Cement is
also presented and discussed in this paper.

Keywords Recycled fine aggregates � Compressive strength � Flexural strength
Splitting tensile strength � Concrete

1 Introduction

Concrete is the most commonly used construction material in the world and it is
basically consists of 70–80% of aggregates. In the recent years, due to the increase
in demand for construction activities resulted in two major problems namely lack of
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aggregates or raw materials for construction purpose and generation of millions of
tonnes of construction and demolition wastes (C&DW), which creates environ-
mental disposal problems. There is a need of finding a solution to the above
problems. There are several experimental works carried out that were related to
using of alternative materials in construction especially in concrete. The solution for
such problems is the utilization of recycled aggregates from C&DW, which will
give a solution to both the problems which are causing environmental problems. It
has been stated that approximately 40% of C&DW is of concrete wastes and
conducted an experimental study to investigate the possibility of using these con-
crete wastes for the production of fresh concrete [1]. An experimental study was
done to determine the possibility of incorporating fresh concrete waste as recycled
aggregate in concrete both fine and coarse aggregates [2]. In order to determine
performance of mortar where the recycled concrete aggregates were used as a
replacement to natural fine aggregate, an experimental investigation was conducted
[3]. A series of experiments were conducted to determine the long-term perfor-
mance of concrete produced with fine recycled concrete aggregates obtained from
an original concrete and concluded that the replacement of recycled fine aggregate
in concrete gives feasible durability conditions for smaller percentage of replace-
ment, i.e. up to 30% and also suggested to use the binders other than Ordinary
Portland cement to get higher acceptable the replacement ratio, which could
compensate the presence of fine recycled concrete aggregates [4]. To assess the
performance of demolished waste as fine aggregate in concrete, experiments were
conducted and concluded that the recycled aggregate concrete may be an alternative
to the conventional concrete [5]. Another experimental investigation was done on
the properties of concrete by replacing crushed fine stone, furnace bottom ash and
fine recycled aggregate with natural fine aggregates [6]. The reasons behind the
increasing trend of the generations of huge quantity construction and demolition
wastes has been stated and conducted investigation on the incorporation of recycled
coarse aggregates in concrete mixes [7, 8]. 15–30% reduction in strength for
concrete containing crushed concrete and 10% reduction in strength for concrete
containing 100% crushed brick as fine aggregate were observed in this study [9].
Difficulties with respect to durability view were observed for the 100% replacement
of the natural fine aggregates by RFA in a concrete mix [10].

2 Experimental Programme

2.1 Materials

The materials used in the present investigation were Ordinary Portland Cement
(OPC), Portland Pozzolana Cement (PPC), Natural Coarse Aggregates (NCA),
Recycled Fine Aggregates (RFA), Natural Fine Aggregates (NFA) and Water. The
properties of these materials have been discussed in the following sections:
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Ordinary Portland Cement (OPC). OPC 43 grade cement conforming to IS:
8112-1989 [11] was used for the experimental work. The following tests were
conducted to obtain properties of cement and the results are tabulated in Table 1.

Portland Pozzolana Cement (PPC). PPC is generated by inter grinding OPC
clinker with 15–35% of pozzolanic material. In the present experimental work, fly
ash based Portland Pozzolana cement conforming to IS: 1489-1991 (Part 1) [12]
was used. The results of the various tests on PPC properties are given in Table 1.

Natural Coarse Aggregate (NCA). Coarse aggregate was procured from
locally available resources and in this work, 20 mm was used as the maximum size
of aggregate. The properties of natural coarse aggregate were determined as per the
guidelines given by IS:2386-1963 [13] and presented in Table 2. Particle size
distribution of NCA is shown in Fig. 1.

Natural Fine Aggregates (NFA). The aggregate material which passes through
4.75 mm IS sieve and retained on 75 l IS sieve is termed as fine aggregate. The
sand used for the experimental works was procured from local resources and
conformed to grading zone II (IS: 383-1970) [14]. Table 3 represents the properties
of fine aggregates used in this study.

Recycled Fine Aggregates (RFA). The RFA was produced from the available
old tested concrete specimens (cubes, cylinders, beams, etc.) in the concrete lab-
oratory of Department of Civil Engineering, National Institute of Technology
Karnataka, Surathkal. The specimens without reinforcement were first crushed by
hydraulic machine and then manually using hammer broken down into small pie-
ces. Then fine aggregate was separated from the coarse aggregate by sieving
through 4.75 mm sieve. The aggregate materials, which passed through the IS sieve
size 4.75 mm and retained on 150 l sieve, were considered as RFA. After sepa-
rations of aggregates were kept separately in a dry place till it had been used in the
concrete. The properties of RFA are presented in Table 3. To maintain particle size
distribution curve (as shown in Fig. 1) of the RFA similar to that of the natural fine

Table 1 Properties of OPC and PPC

Characteristics OPC PPC Standard values

Normal consistency 29% 31% –

Initial setting time 80 min 55 min Not to be less than 30 min

Final setting time 225 min 170 min Not to be greater than 600 min

Fineness 1.90% 1.73% Not to be greater than 10%

Specific gravity 3.10 2.83 –

Table 2 Properties of natural
coarse aggregates

Characteristics NCA

Type Natural

Specific gravity 2.72

Water absorption 0.5%
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aggregate, the different sizes of RFA were mixed in a suitable proportion during the
production of fresh concrete.

Water. Tap water was used for the purposes of mixing and curing both. The pH
value of the water, which was used for the present study, was 8.32. According to IS
456: 2000 [15], pH value of water should not be less than 6.

2.2 Concrete Mixes

In this study, the mix proportions of the concrete were calculated according to the
guidelines given in IS: 10262-2009 [16]. Concrete mixes had been designed by
keeping the water–cement ratio as 0.5. NFA were replaced by RFA as per desired
replacement level. Extra quantity of water was added to take care of the water
absorption properties of RFA. For both types of concrete, mixes with zero per-
centage of RFA were taken as the control mixes. The quantity of the different
materials required for one cubic metre of concrete is tabulated in the Table 4 for
OPC-based concrete and in Table 5 for PPC based concrete.

Fig. 1 Particle size distribution curve of NCA, NFA and RFA

Table 3 Properties of fine
aggregates

Characteristics Value

Type Sand (NFA) RFA

Specific gravity 2.61 2.25

Grading zone II II

Water absorption (%) 1.0 10.2
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2.3 Tests on Concrete Mixes

Cubes of size 150 mm � 150 mm � 150 mm were cast to study the compressive
strength, cylinders having dimension 150 mm (diameter) � 300 mm (height) were
cast to study the splitting tensile strength and prismatic beams, having dimension
100 mm � 100 mm � 500 mm were cast to study the flexural strength of various
concrete mixes. After careful demoulding, the specimens, i.e. cubes, cylinders and
beams were kept for curing in normal tap water at the room temperature in the
laboratory. Cast specimen samples were tested after moist curing of 7 days and
28 days as per standard guidelines [17, 18].

Table 4 Quantity of Materials per m3 OPC based concrete

Mix
name

W/
C
ratio

Replace-
ment of
NFA (%)

Cement
(kg)

NCA
(kg)

NFA
(kg)

RFCA
(kg)

Water
(kg)

Extra
water
(kg)

Total
W/C

MOPC0 0.50 0 372 1170.3 688.40 0 186 12.73 0.53

MOPC10 10 629.02 59.34 18.19 0.54

MOPC20 20 569.52 118.78 23.66 0.56

MOPC30 30 510.13 178.17 29.12 0.58

MOPC40 40 450.74 237.56 34.58 0.59

MOPC0 Concrete mix with zero percentage of RFA (Control Mix); MOPC10 Concrete mix with
10% of RFA; MOPC20 Concrete mix with 20% of RFA; MOPC30 Concrete mix with 30% of
RFA; MOPC40 Concrete mix with 40% of RFA; W/C water–cement ratio; NFA Natural Fine
Aggregates; NCA Natural Coarse Aggregate; RFA Recycled Fine Aggregate

Table 5 Quantity of Materials per m3 PPC based concrete

Mix
name

W/
C
ratio

Replacement
of NFA (%)

Cement
(kg)

NCA
(kg)

NFA
(kg)

RFA
(kg)

Water
(kg)

Extra
water
(kg)

Total
W/C

MPPC0 0.45 0 372 1151.13 677.0 0 186 12.52 0.53

MPPC10 10 618.64 58.36 17.88 0.54

MPPC20 20 560.28 116.72 23.25 0.56

MPPC30 30 501.92 175.08 28.62 0.57

MPPC40 40 443.56 233.44 34.00 0.59

MPPC0 Concrete mix with zero percentage of RFA (Control Mix); MPPC10 Concrete mix with 10% of
RFA; MPPC20 Concrete mix with 20% of RFA; MPPC30 Concrete mix with 30% of RFA; MPPC40

Concrete mix with 40% of RFA; W/C water–cement ratio; NFA Natural Fine Aggregates; NCA Natural
Coarse Aggregate; RFA Recycled Fine Aggregate
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3 Results and Discussion

3.1 Compressive Strength

Figures 2 and 3 show the variation of compressive strength at 7 and 28 days
respectively for OPC- and PPC-based concrete mixes. The compressive strength of
the cubes cast with OPC- and PPC-based concrete mixes having RFA was observed
to be in increasing trend till the percentage level of replacement of NFA by RFA is
20%. Even with 30% of RFA, concrete specimens also showed higher strength than
that of control mixes.

Increase in compressive strength may be due to the additional cementitious
materials present in the recycled aggregates, which will increase the amount of
binder materials to the mixes. Furthermore, with increase of replacement percentage
the strength decreases due to the high water absorption property of RFA. In order to
compensate high water absorption capacity of RFA, extra water was added to the
mixes, which results total water–cement ratio in concrete mixes high.
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3.2 Flexural Strength

Flexural strength of OPC-based concrete mixes with RFA was observed to be
increased up to 20% replacement of NFA by RFA whereas for PPC-based concrete
mixes up to 10% replacement of NFA by RFA. Variation of flexural strength of
prismatic beam specimens at 7 and 28 days are shown in the Figs. 4 and 5
respectively. Bonding between binders and recycled aggregates at high percentage
replacement may be weaker. Increment in flexural strength of OPC-based concrete
mixes produced with RFA was found higher than that of PPC-based concrete
mixes.
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3.3 Splitting Tensile Strength

Splitting tensile strength of cylindrical specimens at 7 and 28 days are shown in
Figs. 6 and 7 respectively. It was observed that splitting tensile strength of OPC-
and PPC-based concrete mixes increased with the increment of RFA up to 10% in
the mixes. Increment of splitting tensile strength of OPC based concrete mixes with
10% RFA was found higher than that of PPC-based concrete mixes with 10% RFA.
When the replacement percentage level is higher than 10%, decrement in splitting
tensile strength was observed for both types of mixes.
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Fig. 6 Splitting tensile
strength at 7 days
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4 Conclusions

In this paper, results of experimental investigations to determine strength of recy-
cled aggregate concrete using Ordinary Portland Cement and Portland Pozzolana
cement are presented and discussed. From this study, the following conclusions can
be made:

• Water absorption capacity of RFA was observed to be significantly higher than
the NFA. Due to this, desired workability of concrete mixes may not be
achieved. Water absorption capacity of RFA was noticed ten times more than
that of NFA (sand). This study also reported similar results from their work [19].

• With 20% RFA, concrete mixes showed 10.58% increase in compressive
strength after 7 days for OPC-based concrete whereas for PPC-based concrete
mixes increment is 17.84% with respect to control mixes. Increase in com-
pressive strength after 28 days were observed to be 7.89% for OPC mixes and
8.47% for PPC mixes with 20% RFA. When the replacement level of NFA by
RFA is 40%, decrease of compressive strength after 7 and 28 days was found to
be 6.53 and 5.68% respectively for OPC mixes and 7.11 and 4.87% for PPC
mixes.

• Increment in flexural strength of concrete after 7 days was noticed to be 11.78%
for OPC mixes and 5.13% for PPC-based mixes with 20% RFA. Flexural
strength of concrete mixes with 10% RFA after 28 days were increased by
6.19% for OPC mixes and 4.92% for PPC mixes.

• Splitting tensile strength of concrete after 7 days and 28 days was found to be
increased 5.54 and 4.08% respectively for OPC mixes and 3.54 and 4.22%
respectively for PPC mixes when NFA is replaced 10% by RFA.

• Compressive strength, flexural strength and splitting tensile strength of concrete
were observed to be decreased than that of control concrete mixes when NFA is
replaced 40% by RFA.

In order to overcome the problems related to procure natural fine aggregates
(sand) and to protect natural resources, environmental systems, etc. RFA can be
used as alternative materials for sand in concrete mixes with limited percentage
even though strength decrement was observed with higher quantity of RFA in
mixes. Same conclusions made by several researchers [5, 20].
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Early Strength Properties of Concrete
Incorporating Plastic Fibers Derived
from Waste Plastic Bags

Asset Turlanbekov and A. B. M. A. Kaish

Abstract Malaysia alone generates approximately 30,000 tons of rubbish every
day containing around 13% of solid plastic waste. Besides conventional recycling
and landfilling, an alternative disposal of this waste is required for sustainable
development. Adding plastic waste as a fiber in concrete would play an important
role to reduce plastic waste. This study investigates the 7 days test results of
properties of concrete containing plastic fibers derived from waste bags. In this
study, polyethylene waste plastic bags were manually cut into fibers of two different
lengths (5–12 mm and 20–35 mm). Nine concrete mixtures were prepared with
quantities of 0.1, 0.2, 0.3, 0.4% of both types of plastic fibers. Workability, com-
pressive strength, splitting tensile strength, and flexural strength were tested at
7 days and compared with conventional concrete. The addition of plastic fibers
significantly improved concrete properties. Research results showed that depending
on quantity of plastic fibers, concrete may achieve different strengths. The test
results proved that the utilization of plastic fibers derived from waste plastic bags in
concrete is possible and it can improve the properties of concrete.

Keyword Plastic wastes � Plastic fibers � Green technology
Fibre reinforced concrete

1 Introduction

Plastic waste worldwide is increasing and especially in Malaysia it is become
critical. Plastic waste takes years to decompose which make the issue more critical.
According to the Association of Plastic Manufactures, low-density polyethylene is
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the biggest waste contributor with approximately 23% (plastic bags). The world’s
usage of plastics increased from five million tons in the middle of twentieth century
to one hundred million tons at the beginning of twenty-first century [1]. Since the
twentieth century, plastics have been used increasingly, in 2012 45.9 million of tons
of plastics were used only in Europe [2]. According to the Environment Agency up
to 80% of waste plastics are sent to landfills. Malaysia is not an exception and they
also have the same challenge.

As a developing country with a population of over 30 million people, it uses
huge amounts of different types of plastic bags. All these waste plastic bags are
nowadays being disposed in landfill sites and thus increasing the threat to the
environment. Therefore, we need to study some alternative disposal ways for these
plastic bags. These waste plastic bags can be utilized in the production of concrete.

With the addition of plastic fibers, they enhance the mechanical properties of
concrete, because polypropylene fibers inhibit the cracking growth that occurred in
the concrete [3]. Polypropylene fibers mixed with steel can significantly decrease
the plastic shrinkage as well as drying shrinkage cracking. It also minimizes the
degradation of compressive strength of the concrete after exposure to elevated
temperatures [4]. With the addition of polypropylene fibers also improve the
durability properties of concrete [5]. Hsie [6] studied the effects of polypropylene
fibers in concrete. Results show positive effects when it was compared with pure
concrete. It was found that drying shrinkage decreases with the increase of fiber
content [6]. Naaman [7] stated that the usage of waste polypropylene fibers posi-
tively affect the flexural strength of concrete. The presence of fibers in concrete
controls the crack and fibers bridging cracks reducing concrete permeability [8].

However, previous researchers did not focus on the utilization of waste plastic
bags in concrete. For this reason, because of a lack in information about developing
Plastic Fiber-Reinforced Concrete (PFRC) incorporating plastic fibers derived from
waste plastic bags, a study is required to develop a new way of utilizing waste
plastic bags in concrete as fiber to minimize its disposal problem. This research
would help us to understand an alternative way of utilizing plastic bags.

2 Experimental Program

Ordinary Portland cement, aggregates, water and waste plastic bags were used to
prepare plastic fiber-reinforced concrete (PFRC). River sand with a specific gravity
of 2.68 was used as a fine aggregate. 20 mm downgraded crushed stone was used as
coarse aggregate in this study.

The experimental program of concrete properties was conducted in two phases,
in fresh and a hardened condition. The slump test was conducted immediately after
the preparation of concrete mix using a slump cone according the BS 1881:102
standard. After the slump test, concrete was cast in standard molds of cube,
cylinder, and beam to determine the hardened properties. The concrete was
de-molded after 24 h of casting and placed in water for curing until the date of
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testing. İn the second phase of experimental test, the compressive strength test
based on BS EN 12390-3:2009, flexural strength test based on BS EN
12390-5:2009 and splitting tensile strength test was conducted.

3 Experimental Program

3.1 Slump

Figure 1 shows the slump test results. When the addition of fibers increased, the
mix became stiffer. The slump test showed that short fibers PFRC workability was
better than long fibers PFRC. With the addition of fibers the workability of concrete
decreased. Both types of fibers with the amounts of 0.3 and 0.4% had low work-
ability results.

3.2 Compressive Strength

Table 1 shows the average compressive strength of PFRC at 7 days. The results
show the compressive strength of control mix (CM), PFRC 0.1%, PFRC 0.2%,
PFRC 0.3%, PFRC 0.4%. For each concrete mix 3 specimens was tested and only
the average results are reported here. The compressive strength of plain concrete
was 20.94 Mpa. However, the average strength of PFRC with 0.1% of long plastic
fibers is 20% greater than that of CM specimens. This increased strength might be
attributed to the crack bridging action by the fibers. For the rest of the specimens,
compressive strength gradually decreases with the increase of fiber content.
However, PFRC with 0.4% fiber showed lower strength than CM specimens.
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3.3 Splitting Tensile Strength

Figure 2 shows the results of the splitting tensile strength. It is clear from the figure
that the concrete specimens with the addition of plastic fibers achieved better results
than conventional concrete. PFRC specimen with 0.3% of short fibers shows the
highest tensile strength of 3.21 Mpa. However, when the quantity of fibers were
increased the tensile strength of specimens decreased, because of the low worka-
bility of concrete.

3.4 Flexural Strength

During flexural test, PFRC was more durable than the control mix design.
Specimens with long fibers content showed higher flexural strength than specimens

Table 1 Compressive
strength of specimens

Mix design Compressive strength (Mpa)

Control mix 20.95

PFRC 0.1% (20–35 mm) 24.02

PFRC 0.2% (20–35 mm) 22.50

PFRC 0.3% (20–35 mm) 20.7

PFRC 0.4% (20–35 mm) 20.4

PFRC 0.1% (5–12 mm) 22.35

PFRC 0.2% (5–12 mm) 21.95

PFRC 0.3% (5–12 mm) 21.6

PFRC 0.4% (5–12 mm) 19.9
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with short fibers content (Table 2). All the PFRC specimens show better flexural
strength that of CM specimens at any replacement level. The highest result was
obtained in the case of specimens 0.1% long fibers. However, flexural strength
decreases with the increase in fiber content. This decrement is more prominent in
the case of PFRC with long fibers (Table 2).

4 Conclusion

Our global problem of waste plastic bags and its catastrophical increasing makes its
disposal a very critical problem. Current study was done to observe the feasibilities
of utilizing waste plastic fibers in concrete. Test results show that the utilization of
plastic fibers derived from waste plastic bags in concrete is possible; and it can
enhance the properties of concrete in terms of compressive, split tensile, and
flexural strengths. This type of concrete can also be utilized in seismically active
areas, since PFRC showed positive strength in terms of flexural and split tensile
strength compared to plain concrete. However, further studies about PFRC utilizing
waste plastic bags is required to warrant its field application.
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Numerical Analysis on Lateral
Distortional Buckling of Octagonal
Castellated Steel Beams

M. Mimoune and S. Siouane

Abstract A numerical model is suggested to predict the behavior of alveolar
beams to multiple octagonal openings up to failure taking into account material and
geometric nonlinearities in calculation. This research is interested in the effect of
web distortions in a lateral distortional buckling mode of the I-beams on simply
supported subjected to a load concentrated in the middle of the beam. Analytical
expressions obtained from previous works have been adapted to these alveolar
beams in order to study the influence of thick flanges, stocky flanges, slender webs,
and slender beams. The study was carried out in order to compare the numerical and
analytical results in addition to the design method of the EC-3.

Keywords Analytical results � Castellated beam � FEA � Web-post

1 Introduction

Castellated beams are beams containing different forms of holes. The technical
importance of this dispositive is to decrease the weight and to increase the bending
stiffness (inertia moment) of the beam. These openings significantly affect con-
siderably the shear and buckling resistance of the girder leading to failure. Six
potential failure modes were obtained [1] depending on the geometrical settings,
positions and type of loading and supports conditions. The ruin of this type of
beams often manifests itself as lateral torsional buckling and local buckling. In
castellated beams, the existence of web openings results in a reduction in the
stiffness of the web plate which increases the level of web deformations. As a result
local web distortions are more likely to accompany the lateral torsional buckling
deformation leading to the occurrence of lateral distortional buckling mode. Several
studies have been carried out on lateral and distortional buckling of castellated
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beams [2, 3, 4, 5]. In this paper, the lateral distortional buckling of octagonal steel
beams is studied to show the impact of the potential failure modes of those beams.
The analytical equations applied, gave different values which will be used for
comparison with the Eurocode 3 [6] values.

2 Design Method

The inelastic Lateral Torsional Buckling solutions for beams with solid web pro-
posed by Bradford and Trahair [7], then modified for the case of lateral distortional
buckling by Pi and Trahair [4] and Kalkan and Buyukkaragoz [3], has shown that
the stiffness of the steel I-beam is influenced by the large deformations due to the
buckling of the web, are used herein. These solutions are adapted and applied to
castellated beams. We introduce the previous concept of reduced rigidities, while
calculating the geometrical characteristics of the sections in mid-length of the
opening of the alveolar beams, as recommended in the Eurocode Annex N [6].

A comparison is made between analytical results and numerical resultants cal-
culated by Ansys. Table 1 resumes the data and results that depend on calculation
inelastic domain of beams.

3 Modeling by Finite Element

We used the numerical software ANSYS version 12.1 [8] to realize the modeling of
the beam, this software of research is special in the numeric simulations by finite
elements it offers a wide range of options for the graphical interface. Solid webs,
web-posts, and flanges were modeled by shell elements SHELL43 with four nodes,
with six degrees of freedom at each node with a capacity of plastic deformation in
great displacement (Fig. 1).

The precision of the results around the openings is obtained by finer meshes. The
calculation model was used as a whole and loading about the upper girder flange at
mid-span of beams. In this work, we take the same support conditions and loading
of beams used in the tests of [5], at illustrated in Fig. 2.

The steel of beams used was modeled as an isotropic bilinear material, elastic
perfectly plastic behavior (in tension and in compression) taking Von Mises

Table 1 Results of calculation plastic

Specimen ht
(mm)

tw
(mm)

Class bw Mpl (kN
m)

Lr

(m)
rv

(LB) (MPa)

IPE-B900 900 10.2 2 1.0 941.1 5.410 626.4

IPE-B900t 2 1156.8

HEB-B900 900 14.5 2 1.0 2087.6 8.914 1,338.8

HEB-B900t 1 2394.3
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criterion. The Young’s modulus E = 210 GPa, the Poisson’s ratio t = 0.3 and the
yield strength fy = 235 MPa.

A 3D numerical model was obtained on the basis on 04 series studied beams of
varied lengths from 2 to 86 s (opening pairs varying from 2 to 86, which corre-
spond to lengths varying from 1575 m to 60,375 m), these series composed:

• 02 series of alveolar beams of octagonal openings to basis of the profiles IPE500
and HEB500.

• 02 series of solid-web beams (even previous alveolar beams with closing of the
openings). These beams are denominated: IPE-B900t and HEB-B900t, Fig. 1
and Table 2.

L = Var. = n.s

s

w

h oao

w

a - a

a

a

w

bo

w

c
c

F

hp thhoh

fb

d 1

wt

ft

Lateral bracing
th

Fig. 1 Castellated beam with octagonal openings

Fig. 2 FE model for octagonal openings beam (n = 8)
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4 Validation of Finite Element Model

The references of Zirakian and Showkati (2006) [5] and [9] were used as the basis
for validation, and ANSYS software for analysis. The tested beams were loaded so
that the lateral torsional buckling is favored. The load is applied at the upper of
flange in the mid-span of the beam. The vertical stiffeners at the supports will make
it possible to eliminate the deformations in the ends of the beam.

The studied beams failed by lateral torsional buckling, lateral distortional
buckling, or web-post buckling effect. The numerical model by FE developed for
alveolar beams has been validated with the results available in the literature [5, 9].
Table 3 summarizes the comparison of the results obtained.

5 Analysis and Comparison of Results

The purpose of this research concerns the influence of slenderness of the octagonal
castellated beams on the lateral buckling moment and the failure modes under
concentrated middle loading. Among factors influencing the behavior (elastic,
inelastic) of alveolar beams are the lateral torsional buckling moment to plastic
moment ratio, the slenderness of the web dw/tw, and the slenderness of the beams.
The parameters, which are considered in the present study also the thickness and
width flanges, the length of beam between lateral supports and the dimensions of
the octagonal opening web. The numerical analysis was carried on 63 octagonal
castellated beams and 63 solid-web beams. The theoretical study took into account
the experimental parameters. The slenderness of the web ht/dw varies from 0.60 to

Table 2 Geometric properties of alveolar beams in mm

Specimen L bf tf d1 tw ao bo w c s hp ho h ht

IPE-B900 Var. 200 16 134 10.2 525 175 175 150 700 200 600 884 900

HEB-B900 Var. 300 28 122 14.5 525 175 175 150 700 200 600 872 900

Table 3 Comparison of experimental, FEA and EC-3 critical loads

Beam L (1) Pcr
[5]

(2) Pcr
[9]

(3) Pcr
[6]

(4)
PFEA

|Da|% |Db|%

C180-3600 3.60 21.58 / 18.36 21.65 −0.32 −15.20

C180-4400 4.40 15.63 / 13.59 16.65 −6.31 −18.38

C210-3600 3.60 37.22 / 35.52 36.08 3.16 −1.55

C210-5200 5.20 24.90 / 20.16 26.03 4.34 −22.5

2.94 [9]a 2.94 / 32.8 30.64 31.38 4.53 −2.36

4.20 [9]a 4.20 / 14.9 13.24 13.77 8.21 −3.85
aBeams not contain braced; Da = (1;2) − (4)/(4); Db = (3) − (4)/(4); Unit: kN, m
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0.70; the results obtained are shown in Figs. 3 and 4. These results obtained are
compared with those calculated with the formulas developed by Kalkan and
Buyukkaragoz [3] and according to EC-3 [6], for the different cases envisaged of
alveolar beams manufactured on the basis of the profiles IPE500 and HEB500 and/
or without closing of the web openings.

In Fig. 3, the results of the comparison of the moments obtained for the different
ratios of the slenderness L/rz are presented in the same conditions of supports and
loading as the specimen C210-3600 of Zirakian and Showkati [5]. For IPE-B900
beams, it can be seen that the moment calculated by FEA solution is nearly equal to
the theoretical critical moment for slenderness k � 600, analytical solutions
underestimate the buckling moments, particularly for L/rz ratios less than 600 the
curves diverge. It is clear from this figure that the EC-3 result gives more con-
servative estimates. It is also observed that the beams whose slenderness is weak
(less than 200) failed at elastic state. We can note that the FEA values obtained for
solid-web beams are higher than those of the castellated beams.

For the short beams, the instability is manifested by buckling of the web-post
and local buckling web, before reaching the plastic moment. It can also be noted
that the EC3 code limits the influence of the local buckling or web-post buckling in
both flexion and compression by the classification of the cross-sections by the mean
of calculation of the slenderness of elements. In this study the beams studied are
considered of class 1 and 2 (Table 1), which is able to reach their full plastic
moment. The EC-3 [6] gives a high moment of resistant of lateral buckling moment
for the short beams whereas the failure beams intervenes by buckling of the
web-post for the castellated beams and by buckling of the web for the solid-web
beams.
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Fig. 3 Comparison: analytical, FEA and EC-3 results (IPE-B900)
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The curves also indicate that the percentage difference is less than 10% between
the lateral buckling moments and the lateral distortional buckling moments for
slenderness k � 500, which shows that the web distortion has no important effect
on the ultimate load of the beams with low slenderness. When the slenderness k
increases beyond 500, the effect of web distortion increase slightly. Consequently, it
is clear that the slender web is not affected by the distortion particularly between
lateral fixing points with large distances (length of the unmaintained span increa-
ses). The influence of the web distortion decreases for wide and thick flanges
corresponding to HEB profile. It is also noted that the gap between FEA results,
EC-3 results and analytical results increase in this case (Fig. 4).

Figure 5 shows clearly the huge effect of the flange thickness on the plastic
moment of beams, on the other hand the slenderness of web-post or solid web
appears to be of secondary importance. The increase in the flange thickness of the
beam seems to play a role in reducing the web distortion. Intermediate cases may
occur where instability occurs as a result of the lateral torsional buckling of beams
accompanied by local buckling of web or web-post buckling in the case of less wide
and thin flanges (Fig. 6).
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Fig. 4 Comparison with analytical, FEA and EC-3 results (HEB-B900)
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6 Conclusion

Numerical model was suggested to estimate moment capacity resistance of octag-
onal castellated beams. The analytical expressions applied to castellated beams give
interesting results. The main conclusions of the comparative study were

Fig. 5 Lateral distortional buckling of castellated beam. HEB-B900 (L = 19.775 m)

Fig. 6 Lateral distortional buckling of castellated beam. HEB-B900 (L = 9.975 m) Pcr = 864 kN

Numerical Analysis on Lateral Distortional … 429



• In alveolar beams the ruin occurs by buckling in the web-post contrary to solid
web.

• Eurocode give more conservative results compared to numerical model results
and analytical result.

• It has been found that the reductions in the buckling moments of octagonal
castellated beams since web distortions produce an increase when the slender-
ness of the web increases.

• Lateral distortional buckling solutions given in this study is very close to
numerical model results (FEA) for alveolar beams with wide and thick flanges.

• The web distortion has no influence on the ultimate load of the I-beams with low
slenderness and with thick flanges.
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Implementation of Construction Safety
Knowledge Management via Building
Information Model

Kongphon Chunko and Vacharapoom Benjaoran

Abstract Occupational safety and health is the most important concern of con-
struction companies because both direct and indirect losses impact the companies.
In addition, knowledge management can help raise safety awareness in the com-
panies. Therefore, this research aims to develop Building Information Model for
Construction Safety Knowledge Management (BIM-CSKM), which implements
construction safety knowledge management and uses the building information
modeling software for storing and presenting safety knowledge. The test results
show safety knowledge for each of the five risky areas in the construction project,
i.e., floor openings, radius of tower cranes, material stockpiles, scaffolding struc-
tures, and excavations.

Keywords Knowledge management � Construction safety � Building
information model

1 Introduction

Knowledge management is one of the powerful management methods of a modern
organization that has currently received attention. Kanjananit et al. [1] stated that
knowledge management helps create new knowledge systematically by using the
prior knowledge of the people in the organization. According to Malhotra pointed
in [2], the organization needs to integrate the capability of information technology
with the ability of people appropriately. The characteristics of each construction
project are unique and result in different new work experiences and knowledge of
people in the company, one important of this is safety knowledge. Lin and Lee [3]
have developed a tool (method) to capture and share knowledge among a group of
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engineers, using online discussions as a channel for exchanging their acknowledged
problems and mistakes with an attempt to gain mutual solutions or preventions.

Building Information Model (BIM) is a tool for managing construction project
information throughout the project life including design and construction processes.
Many successful applications of BIM in construction can be found in the literature.
For example, Ding et al. [4] have developed a tool for risk management in the
construction project by using BIM. It visually presents risk information and safety
issues in construction projects.

Safety management is one of the most important missions to which construction
companies should give priority and great attention. This research aims to develop a
novel method for capturing and presenting existing implicit safety knowledge of the
company, and implement the knowledge management process guided by the Office
of The Public Sector Development Commission [5]. Therefore, Building
Information Model-based Construction Safety Knowledge Management
(BIM-CSKM) is initiated.

2 Research Methodology

This research is divided into the following three tasks:

Task 1: Exploration of the present safety knowledge management

The interview sessions are performed with a group of people involved in con-
struction safety including one project manager, four safety officers, two project
engineers, two foremen, and one worker. The interview agenda is about the details
of the practical safety knowledge management in terms of safety activities and
protocols, measures for accident preventions or corrections, collaborations among
the team, and dissemination and presentation of the knowledge discovered. Results
are characteristics of the practical knowledge management implementing on con-
struction companies, and these are then used for the development of BIM-CSKM.

Task 2: Development of BIM-CSKM

BIM-CSKM consists of five steps. They are the knowledge search tool, knowledge
identification, knowledge analysis, knowledge access, and learning BIM-CSKM,
which captures and analyzes the safety knowledge resulting from the individual
experiences and uses SketchUp version 2017 by Trimble companies for visually
presenting this safety knowledge. These five steps are assigned to a particular
person (e.g., chief safety officer) as a knowledge agent [6] who is responsible for
reducing the knowledge gap and sharing knowledge among people in different
positions of the construction company.
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Task 3: Test of BIM-CSKM

After the development, BIM-CSKM is tested on a selected construction project as a
case study. All five steps of BIM-CSKM are performed to prove if any new
knowledge can be captured and diffused. Furthermore, the test also includes the
evaluation of learning. A panel of the interviewees is asked for comments after the
presentation of safety knowledge through BIM-CSKM.

3 Results

3.1 Task 1 Result

From the interviews with 10 samples, nine of them pointed that the safety talk is the
main activity and channel for sharing present safety information and they are
interested in joining this weekly event. Eight of them reported that individual safety
knowledge transferred through talks while working. All interviewees unanimously
agreed that the companies lacked a tool or technology for managing valuable tacit
safety knowledge and they are positively interested in implementing a contempo-
rary information technology for the knowledge management.

3.2 Task 2 Result

The development of BIM-CSKM is initiated. Its process of knowledge management
for construction safety consists of the following five steps:

Step 1: Knowledge Search Tools. A chief safety officer is responsible for
creating a formal questionnaire which is used as a knowledge search tool. The
questionnaire includes a set of closed-ended questions for collecting individual
experiences about one’ s occupational injuries and the other set of open-ended
questions for collecting safety knowledge, especially, accidents caused by working
over workers’ capability [7], for example, take a shortcut on an operation, and
ignore safety rules or disciplines. The construction project is distinguished into five
risky operational areas namely floor openings, radius of tower cranes, material
stockpiles, scaffolding structures, and excavations.

Step 2: Knowledge Identification. The chief safety officer then uses the
questionnaire for interviewing people of various ranks on site. The interviewees
answer the closed-ended questions according to their work and accident experi-
ences. The interviewer also uses a structured interview approach as the open-ended
questions to capture individual experiences.

Step 3: Knowledge Analysis. The chief safety officer analyzes the results of
interviews using the inductive method which considers similar characteristics of
problems or accidents occurred in the construction project. In addition, the results
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of the analysis have to present accident causations and accident protections for the
five risky areas that are further formulated with a suitable building information
model software.

Step 4: Knowledge Access. Tacit knowledge is difficult to document [8];
therefore, it has to be presented through a visualization with a use of building
information model. An assist of a competent draftsman is required to employ the
SketchUp program for storing, presenting, and accessing safety knowledge. The
details of the formation of building information model for this process are as
follows:

Process 1: Model the constructing buildings on the positions as placed in the site
layout plan along with some other temporary facilities such as site office, tower
cranes, and fences.

Process 2: Specify the five risky areas in the construction project and model
them as shaded blocks as shown in Fig. 1. They are the floor opening area (rep-
resented by number 1), e.g., elevator shaft, the swing radius of tower crane (rep-
resented by number 2), the stockpile area (represented by number 3), e.g., stack of
steel bars, the scaffolding area (represented by number 4), and excavations (rep-
resented by number 5), e.g., underground water tank.

Process 3: Add the component attributes function for inputting the captured
safety knowledge for the five risky areas into the model. An example of safety
knowledge as the input data to the component attributes pop-up is shown in Fig. 2.

Fig. 1 The specified five risky areas in the case study of the construction project
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Process 4: Use the scene function to simulate and animate the related activity,
safety precaution, and accident prevention. This is to raise safety awareness for
people involved.

Process 5: Use the component options function for presenting safety knowledge
of each of the five risky areas.

3.3 Task 3 Result

The test results show safety knowledge for each of the five risky areas in the
construction project used as a case study. That is as follows:

Project manager who has more than 10 years of construction work experience
told that the safety flag instead of safety guardrail installation around floor openings
cannot prevent anyone from falls. He reported a real case that a worker carried the
materials carelessly and fell from floor openings with the safety flag around.

Foreman who has more than 10 years of work experience in construction. He
reported that the materials transportation with a use of a crane. An improper
materials bundle with different sizes and types, which causes some materials get
loosed and could slip out of the bundle and fall.

Safety officer has 1–3 years of work experience in construction. He said that
storing materials onto the stockpile untidily without sorting the type of materials out
requires more time for searching for what we want and increases the risk of other
materials falling onto him.

Fig. 2 An example of safety knowledge input into component attributes
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Project engineers have 6–10 years of work experience in construction. He
reported that a use of plywood sheets instead of the walking panels on the scaf-
folding structures and their unsuitable supports can cause a movement or slip of the
plywood sheets and people fall from the scaffolding structures.

Worker has more than 10 years of work experience in construction. He said that
a construction scrap from working above and nearby an excavation can fall on
people working within the excavation.

This captured safety knowledge and likely accident details are then presented
component options function as shown an example in Fig. 3. 3D animations are also
formulated and visually presented as well. These 3D animations help characterize
and simulate the details of accident scenes which were directly experienced and
learnt by the knowledge contributors.

The presentation of information of BIM-CSKM has been evaluated by a panel of
interviewees who gave some comments on their learning. The result showed that
the presentation of safety knowledge through the animation and visualization from
the building information modeling software can help audiences understand a greater
detail of information, and gain their attention to learn. It can also help the learners
raise a safety awareness and agree to abide the safety rules of the company.
Nevertheless, the presentation of BIM-CSKM has some limitations such as the
language used in the communication where audiences may currently be the

Fig. 3 An example of the presentation of safety knowledge through the component options
pop-up
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diversified workforce, a variety of activities at different stages of the construction,
the nature of the construction project, and the availability of equipment used for the
presentations.

4 Conclusion

This research has developed BIM-CSKM, which is the method for storing and
presenting safety knowledge. The test results show the characteristics of various
safety knowledge captured from different positions and experienced individuals in
the company. The evaluation results show that the presentation with animation and
visualization can assist the learners to efficiently understand the details of the safety
knowledge so that they can implement and follow the safety knowledge correctly.
The construction company can apply this method for sharing safety knowledge to
other people in the company. It helps facilitate learning and fully utilizing that
valuable knowledge to prevent similar problems or accidents happen again. The
knowledge management for construction safety by BIM-CSKM cannot be suc-
cessful if top management does not support and people in the company do not
cooperate and accept changes.
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Finite Element Analysis of the Loading
Position Effects to the Bending
Behaviour of Triangular Web Profile
Steel Section

F. De’nan, K. K. Shoong and N. S. Hashim

Abstract Loading position effect on the bending behaviour of triangular web profile
(TRIWP) steel section is presented in this paper. A TRIWP steel sectionwasmade by the
connection two flanges to a web plate triangular profile, which were analysed using
LUSAS finite element software. The study involved 3000, 4000 and 4800 mm span of
TRIWP steel sections with size 200 × 100 × 6 × 3 mm and 180 × 75 × 5 × 2 mm,
respectively. Three types of loading positions were studied: the middle of the slanting
part, the upper corner and the lower corner (of the corrugation profile). It was observed
that the middle of the inclined part loading position contributes lower deflection
compared to the others loading position. This was true for both deflection in major axis
of TRIWP1 and TRIWP2 steel section. This was due to the middle position (inclined
part) of the web section, which is more stiffen between the upper and lower positions of
the web. Meanwhile, for the minor axis, the deflection value of inclined part is nearly
close to the upper and lower loadingposition results, although the deflectionvalue of the
inclined part is the highest compared to the other loading positions.

Keywords Finite element analysis � Bending behaviour � Triangular web profile

1 Introduction

Economic design is achieved by changing the web into a corrugation profile.
Through web corrugation profile, it is increased the stability against buckling.
Besides that, corrugation web profile possible to reduce the raw material and cost of
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web stiffeners. It is estimated more than 30% compared with standard I-beams and
about 10–30% compared with conventional built-up sections. By comparing with a
truss system, high strength-to-weight ratio section is achieved and reduces the cost
and steel, as the clear spans increase. In addition, it is reduced the erection cost.
Lifting equipment are not required when lifting and unloading the beam because
over the weak axis bending and rotation, the corrugation in the web makes the
section high on bending resistance. The necessity for brace angles or tubes against
rotation resistance is reduced, further erection cost and time also reduced [1].

Bending behaviour almost the mainly structural action for each section. Other
effects such as bearing and shear are also presented. Therefore, it is important that
the stiffness properties of the section are adequate to avoid any excessive deflection.

Previous researchers had conducted several tests to investigate structural prop-
erties of the vertically trapezoidal corrugation such as bending and shear mode and
including compressive patch loads. It was found that local buckling on the web for
coarse corrugation and global buckling on the web for dense corrugation was the
main failure effects under shear loading [2]. Since early 60s, the studies on the
behaviour of trapezoid web profile beam are conducted and only on 1980, the full
capacity of trapezoid web profile has been explored in detail [3–5].

According to the previous study, when the trapezoidal web girder is loaded at the
centre of the oblique corrugation part, the highest strength value is achieved.
Meanwhile, when it is applied at the centre of the flat corrugation part, the girder
has the lowest strength value [6, 7]. With a Ramberg–Osgood strain-hardening
model for webs, the ultimate strength of girder is about 8–12%, which was higher
than the ultimate strength of an elastic-perfectly plastic analysis. Through block
distribution analysis, it was found that the degree of strain hardening and yield
stress for the small region material at the corner of the web profile is higher than in
other regions. However, the ultimate and the shear capacity post-buckling increase
by the increment of web thickness. The corrugation depth did not affect the ultimate
shear capacity but affected the buckling mode localization degree. Thus, in order to
increase the bending behaviour of corrugated steel section, a new shape of steel
section known as triangular web profile (TRIWP) steel section has been studied in
this paper.

This triangular web profile (TRIWP) steel section eliminated the eccentric stiff-
eners as in trapezoidal web steel section. The transition model from trapezoidal web
steel section to triangular web profile (TRIWP) steel section are clearly figured in
Fig. 1. This type of steel section was used to study the effect of the loading position
to the bending behaviour in major (Ix) and minor (Iy) axes of TRIWP by finite
element analysis.

Generally, without carrying any axial stresses due to flexure, prestressing, creep,
the corrugated webs can withstand shearing forces. Thus, only pure shear stresses
appear in the corrugated webs. As a result, by using corrugated webs, alternative
attractive to composite bridges girder is obtained [8–11].

Ordinary plane web I-beam was tested experimentally to analyse the strength
effects on a beam web corrugation. The comparison between the results obtained
from both methods, for the plane web type, shows 3.1–7.1% differences and for the
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beams with vertical corrugated web, 38.8–54.4% able to stand higher moments than
the horizontal type. The vertical corrugated web provides a more resistance to the
flange buckling, between the plane and horizontal corrugated web types and the
same results for the other three radiuses. Moreover, corrugated web beams with
larger corrugation radius could resist higher bending moment, and it is true for the
sizes used. 10.6% reduction in weight for the vertical corrugated web compared to
the FW beam [12]. However, the compression flange yielded and vertically buckled
into the crippled web [13]. Besides that, larger radius corrugation was able to resist
high bending until the yielding stage. This affected the increment of the second
moment of area (I) that controls the bending stresses (σzz).

In addition, the panel width had the most significant effect on the mode of
buckling. An ideal ratio between the inclined panel width and the horizontal panel
width for a trapezoidal corrugation profile is proposed to be 1.0 [14]. Besides that,
global buckling mode governs the instability behaviour for significantly small
corrugation width b (dense corrugation), and the local buckling mode governs the

Fig. 1 The transition model from TWP steel section to TRIWP steel section
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behaviour for significantly large values of b. The corrugation angle also affects the
interactive critical stress for small panel widths, b where the behaviour is controlled
by either pure global buckling or interaction between global buckling and steel
yielding. The numerical analysis reveals that after web buckling has occurred,
corrugated web girders still continue carrying the load. The width of panel clearly
affected the post-buckling strength. For corrugated webs with bigger panel widths,
the strength of post-buckling reached 53% for a 400 mm panel width. For such
girders, the lateral torsion-flexure buckling resistance is 12–37% higher than the
traditional plane webs plate girders [15].

In web, the shear force caused some varying buckling modes such as local,
global and interactive shear buckling. However, the shear force due to accordion
effects was overcome by using corrugated web [16]. In particular, the interactive
shear buckling among local and global modes was clearly discussed [17].

It was found that the critical moment increases from constant web to corrugation
web [18]. About 21–29% the elastic lateral-torsional buckling strength of the
I-girder with trapezoidal web corrugations higher than the I-girder with flat
webs [19].

For I-girder with corrugated webs in a plastic and elastic stage, as the section
became elastic section, the effect of bracing stiffness decreased and increased as the
lateral unbraced length increases [20]. It means modified slenderness of I-girder is
one of the factors that affected the stiffness of the restraint. Moreover, numerical
simulations indicated that when the loading length increases, the load carrying
capacities increased linearly. However, the load carrying capacity decreases for the
high web or fold ratios. Besides that, when the corrugation angle increases, the
patch loading resistance increases and the failure mode in the parameter range of
bridges is mainly local buckling [21].

Throughout this investigation, a triangular web profile (TRIWP) steel section was
selected. Parametric studies were carried out on TRIWP to investigate the loading
position effects to the bending behaviour.

2 Parametric Study

Two types of mild sections were studied, namely, TRIWP1 (200 × 100 × 6 × 3 mm)
and TRIWP2 (180 × 75 × 5 × 2 mm). A parametric study by FEA on the TRIWPwas
analysed to obtain the loading position–deflection graphs of the bending behaviour for
TRIWP steel sections. For this analysis, no initial imperfectness and load eccentrically
occurred were assumed. Table 1 shown the dimensions for each type of section.

The maximum deflection, d for elastic condition of a simply supported beam as
shown in Fig. 1, can be calculated by using Eq. 1, if a point load, P, is applied at
the mid-span:
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d ¼ PL3

48EI
ð1Þ

where I = second moment of area, P = applied point load, L = length of span,
E = elastic modulus of steel, and d = vertical deflection at midspan.

A linear relationship between the load (P) and deflection dð Þ can be obtained
from a load–deflection graph [22]. In this study, each surface of TRIWP models is
formed by 4 nodal lines. Thin shell element in 3D dimension was selected to
represent the model element type. Each of TRIWP steel section was assigned
ungraded mild steel with Young’s modulus, E, of 209 × 103 N/mm2, shear mod-
ulus, G, of 79 × 103 N/mm2 and Poisson ratio of 0.3. Throughout the analysis, the
material properties remain constant.

The boundary and loadings situation have to represent the actual situation of
triangular web profile for its application. Throughout this analysis, the total global
distributed load is assigned in the middle of the span. The nodes at the support are
constrained in its x, y and z translation at both sides of the support to make sure the
load is applied entirely the whole web. The boundary and loading conditions
assigned to the model in the minor and major axis are shown in Fig. 2. The support
condition enlargement to the model was shown in the respective figure.

3 Convergence Study

Increased mesh density and higher order elements were inputted in each part of the
model simultaneously to get the suitable mesh for TRIWP steel section model. It is
clearly indicated that from the Model 1 to Model 6, the displacement increment
becomes smaller. It is observed that a convergence mesh is obtained when the
number of elements is 234. Therefore, elements size 20 is used in following
analyses.

Table 1 The detail properties of TRIWP and FW specimens

Case Plan view Size

TRIWP1 L = 3000, 4000,
4800 mm

200 × 100 × 6 × 3 mm

TRIWP2 L = 3000, 4000,
4800 mm

180 × 75 × 5 × 2 mm
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4 Results and Discussion

The effects of the stated three loading positions on bending behaviour as shown in
Fig. 3 were investigated. The aim of this analysis is to know the best loading point
for use in design work.

The results of analysis due to the loading position effects under point load 14 kN
in major axis and 3 kN in minor axis are listed in Table 2 for the TRIWP1 steel
section and Table 3 under point load 8 kN in major axis and 1 kN in minor axis for
the TRIWP2 steel section, and are shown in Figs. 4 and 5. From Figs. 4a and 5a, it
was noted that the loading position at the middle of the inclined part gives mini-
mum deflection compared to the others loading position. This was true for both

(a) The loading and support situation in major axis

(b) The loading and support situation in minor axis

Fig. 2 Mode of deflection of a TRIWP model

(a) The middle of the slanting (b) The lower corner (c) The upper corner

Fig. 3 Types of loading position
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deflections in the major axis of TRIWP1 and TRIWP2 steel section. This was due to
the middle position (inclined part) of the web section, which is more stiffen between
the upper and lower positions of the web. Meanwhile, for the minor axis, the
deflection value of inclined part is nearly close to the upper and lower loading
position results, although the deflection value of the inclined part is the highest
compared to the other loading positions (see Figs. 4b and 5b).

In this section, parametric studies were presented to investigate how loading
position influences the bending behaviour in minor and major axis of TRIWP steel
section. For conclusion, the best loading point in bending about the major axis is in
the middle of the slanting part. Deflection due to bending in minor axis is found
more or less same of each loading point.

The comparison between maximum deflection results of the experimental and
theoretical analysis for FW and TRIWP steel section was presented [22] and tab-
ulated in Tables 4 and 5. It was found that the deflections in major axis for TRIWP
steel section is higher compared to that of FW steel section. However, deflection in
minor axis for TRIWP steel section is lesser compared to that of FW steel section.

Table 2 Deflection in minor and major axis for section 200 × 100 × 6 × 3 mm

Loading position Span
(mm)

Deflection in major axis,
δmajor (mm)

Deflection in minor axis,
δminor (mm)

At the upper corner 3000 10.47 3.74

4000 19.04 11.70

4800 26.95 21.93

At the lower corner 3000 20.76 3.72

4000 28.19 11.75

4800 35.38 21.99

At the middle of the
slanting part

3000 5.40 5.54

4000 8.81 11.79

4800 12.62 22.02

Table 3 Deflection in minor and major axis for section 180 × 75 × 5 × 2 mm

Loading position Span
(mm)

Deflection in major axis,
δmajor (mm)

Deflection in minor axis,
δminor (mm)

At the upper corner 3000 11.52 3.47

4000 22.05 11.97

4800 27.36 18.98

At the lower corner 3000 17.87 3.50

4000 21.97 11.95

4800 32.32 19.01

At the middle of the
slanting part

3000 4.95 3.90

4000 8.81 12.36

4800 13.75 19.23
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(a) Major axis (Ix) under point load 14 kN

(b) Minor axis (Iy) under point load 3 kN
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Fig. 4 Deflection, δ versus loading position (section 200 × 100 × 6 × 3 mm)

(a) Major axis (Ix) under point load 8 kN

(b) Minor axis (Iy) under 1 kN point load
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Fig. 5 Deflection, δ versus loading position (section 180 × 75 × 5 × 2 mm)
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It means in minor axis, the TRIWP steel section is stiffer compared to that of FW
steel section. Therefore, in minor axis, TRIWP steel section has a higher bending
resistance than FW steel section.

The load versus deflection of experimental and analytical study for both types of
steel section was plotted. It was observed the entire data is returned to zero when
the applied load being unloaded. It means the section returns to the original shape
after the loading being unloaded. This proved that bending tests were carried in
elastic condition only.

In major axis, the maximum deflection of TRIWP was higher than that of the FW
steel section. The web section with triangular profile acted as stiffeners was not
effected the bending behaviour in major axis. However, in minor axis, the maxi-
mum deflection of TRIWP steel section was lower than that of the FW steel section.

In summary, the deflection in minor axis for TRIWP for both sizes is lower than
FW steel section. It shows that TRIWP steel section is stiffer compared to FW steel
section in minor axis. Meanwhile, the deflections in major axis for TRIWP is higher
than that of FW steel section.

5 Conclusions

In general, the study of corrugated steel section and literature on the previous
research were reviewed in this paper. It was concluded that the bending behaviour
of FW and TWP sections research is early discussed. However, the bending

Table 4 Deflections for TRIWP1 and FW1 steel section (200 × 100 × 6 × 3 mm)

Span
(mm)

Major axis Minor axis

dTRIWP

(mm)
δFW
(mm)

δTHEORY
(mm)
Equation 1

dTRIWP

(mm)
δFW
(mm)

δTHEORY
(mm)
Equation 1

3000 5.403 3.088 2.908 5.536 8.057 8.071

4000 8.806 6.924 6.894 11.789 17.283 19.130

4800 12.616 13.100 11.913 22.015 32.776 33.060

Table 5 Deflections for TRIWP2 and FW2 (180 × 75 × 5 × 2 mm)

Span
(mm)

Major axis Minor axis

dTRIWP

(mm)
δFW
(mm)

δTHEORY
(mm)
Equation 1

dTRIWP

(mm)
δFW
(mm)

δTHEORY
(mm)
Equation 1

3000 4.951 3.636 3.281 3.900 7.710 7.654

4000 8.811 7.856 7.777 12.362 18.343 18.140

4800 13.754 13.502 13.440 19.230 30.858 31.346
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behaviour research of TRIWP steel section is not available yet. From the previous
analysis, it was identified that bending behaviour of trapezoidal web girder is
dependent on loading position. Therefore, investigation of the effects of loading
position was studied in detail because it may influence the bending behaviour of
TRIWP steel section.

A parametric study was done by using LUSAS software. Bending behaviour for
both sizes of TRIWP due to the effects of section properties was observed and
investigated. It was observed from the parametric study results that the best loading
point in bending about major axis is at the middle of the slanting corrugation
part. Deflection due to bending about minor axis is found to be approximately the
same regardless of position of the loading point. For economic design consideration
in bending, appropriate loading position should be early considered.
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Comparative Analysis of Progressive
Collapse of Regular and Irregular RC
Building

Moinul Haq and Ashish Agarwal

Abstract Progressive collapse analysis of three 20-storey regular building with/
without central atrium and irregular RC frame buildings using linear elastic static
and nonlinear static methodologies is carried out using SAP2000 software.
Irregularity is provided by taking stepped-type geometry in elevation along shorter
bay. Each procedure of the performed analysis is investigated thoroughly and DCR
values are quantified, described in brief with advantages and disadvantages, com-
paring significantly according to GSA guidelines. The purpose of this research is to
investigate structural linear and nonlinear behaviour of different building structures
and develop design rules and strategies to economically design structures resistant
to progressive collapse. Using nonlinear static analysis, rotation and displacement
of plastic hinges are observed along with percentage GSA load attempt caused due
to sudden removal of primary load-bearing column member of ground floor from
different positions.

Keywords Progressive collapse � LSA � NSA � Multi-storeyed RC building
GSA

1 Introduction

A structure encounters progressive collapse in condition when an essential basic
member collapse because of man-made or natural causes, the loads from the lost
member are transferred to connecting members, and afterward adjoining member
fails because of the redistributed loads, and the process repeats until a dispropor-
tionate amount of the structure is damaged or collapses. The term initiating damage
refers to local damage that sparks progressive collapse [1].
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Progressive collapse includes nonlinear mechanism in which members of
structure are stressed beyond their elastic limit to failure [2]. The objective of this
study is to identify a methodology for determining the potential of a structure to
progressive collapse using different analysis techniques. Static Linear analysis and
Static Nonlinear (Pushover Analysis) techniques are considered in contrast for
analyzing the structure [3].

1.1 Building Geometry

Three 20-storey RC Frame building, i.e. without atrium, with atrium and stepped
along shorter span are considered for analysis (Fig. 1). Size of all buildings is
40 m � 32 m with 4 m � 4 m panel size in plan with overall height of 57 m.
Storey height for top 17 floors are 3 m and lowest three are of 2 m height utilized
for parking spaces.

The size of beam and column is taken as 250 mm � 300 mm and 450 mm
450 mm respectively with 150 mm slab thickness. M25 concrete and Fe415 &
Fe250 steel grade is used for material properties. Dead load of structure with walls
on periphery of building and live load of 3 kN/m2 is taken into account for design
of building according to IS 456-2000.

For building with central atrium (Fig. 1b), the size of atrium is 16 m � 16 m,
whereas in stepped building stepping is done along shorter span after 7th and 12th
storey (Fig. 1c).

Fig. 1 a Regular building with no atrium. b Regular building plan with atrium & c Irregular
building with stepped elevation
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2 Linear Static Analysis

In linear static analysis (LSA), different cases of column removal from the specified
location of ground floor are considered in geometry (Fig. 2) and analysis with the
gravity load given by Eq. 1 imposed on the structure has been carried out. From the
analysis results, Demand Capacity Ratio (DCR) is calculated for each structural
member after observing demand at critical locations in each building. These DCR
values as calculated from this analysis will ultimately assist to ascertain the
potential against progressive collapse [4].

While performing a static linear analysis, the vertical load case applied to the
structure is taken as

Load ¼ 2 DLþ 0:25LLð Þ ð1Þ

The GSA 2003 proposed the use of the DCR, the ratio of the member force and
the member strength, as a criterion to determine the failure of main structural
members by the linear analysis procedure [5]

DCR ¼ QUD=QCE; ð2Þ

where, QUD is the influential force (demand) deduced in components (moment,
axial force and shear, etc.); and QCE is the expected ultimate capacity of the
component (moment, axial force, shear, etc.). At any section, capacity of the
member is calculated as per IS456:2000 from the obtained reinforcement details
after analysis and design [6].

The permissible DCR values according to GSA guidelines for primary and
secondary structural members are

Fig. 2 Building plan grid showing various positions from where ground floor column is removed
in different structures
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DCR < 2.0; for Regular Buildings
DCR < 1.5; for Irregular Buildings

If the DCR of a member at any section exceeds the acceptance criteria in shear
and flexure as stated above, the member is considered as failed.

The steps followed in LSA according to GSA 2003 guideline. [7]

1. The space models for different structural geometry are prepared followed by
concrete design and reinforcement check which ultimately helps to calculate the
capacity of the member in flexure. Strength increase factor is considered during
PCA.

2. Before performing LSA, DCR values are generated by calculating demand and
capacity as per Indian Standard codes provision for each members considering
column loss scenario by removing ground floor column from the specified
locations as mentioned above one at a time.

3. These calculated DCR values are checked for acceptance criteria along with the
comparison in corresponding storeys of structure provided in GSA 2003 [8].

The moment’s diagrams for different types of RC frame building with no column
removal and column removal from C1, C2, C3 and C4 locations are shown in
Figs. 3, 4 and 5. The unsymmetrical distribution of moments over the collapsed
ground floor column to the top floor is observed in all column removal cases which
impart more tendencies to fail in progressive collapse [9].

3 Static Nonlinear Analysis (NSA)

In NSA nonlinear behaviour of structural members attaining maximum load
(load-controlled) or maximum displacement (displacement controlled) by applying
increasing loads in steps is examined. NSA is also known as “pushover analysis”.
Ductility of structural components can be quantified by using this method under
lateral load conditions. It is a measure which is expressed as the ratio of maximum
deformations and yield deformations. Generally, the ability of the structure to attain
large ductility results in better performance under earthquake loading. In
well-designed structures, pushover analysis engages many structural elements and
generally ensures balanced design (strong columns and weak beams, for example)
[10]. In most cases, vertical pushover analysis would be load-controlled, since, in
analyzing for progressive collapse potential, structural performance under normal
service loads is evaluated [11]. Vertical pushover analysis for the evaluation of
progressive collapse will lead to overly conservative ductility values. The advan-
tage of this method is that it includes material nonlinear behaviour and the disad-
vantages of this method are it does not consider dynamic effects such as
amplification factors, inertia and damping forces [2].
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The steps followed in NSA according to GSA 2003 guideline [8].

1. The space models for different structural geometry are prepared that consecu-
tively undergo concrete design and reinforcement check which ultimately helps
to calculate the capacity of the member in flexure. Strength increase factor is
considered during PCA.

2. Before performing NSA, M3 and V2 plastic hinges are assigned at both the ends
of beam whereas P-M2-M3 hinges are assigned to columns at both the ends in
SAP2000 uses Tables 5-6 of FEMA-356 [12].

3. Perform the analysis after defining the load combination as per GSA for non-
linear case. Hinge formations are observed till failure [7].

Load case defined for static nonlinear analysis is same as static linear analysis.
For nonlinear analysis automatic hinge properties are assigned to each frame
element.

Fig. 3 Moments distribution in regular building when a No column removed, b Column C1
removed, c Column C2 removed, d Column C3 removed
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Figures 6, 7 and 8 shows hinge formed along longer bay in horizontal and
traverse direction in different buildings geometry.

It is observed from the pushover analysis results shown in Figs. 6, 7 and 8 that
corresponding joints over collapsed column shows excessive deformation, and it should
be compulsory to ensure beam–column joint have sufficient strength and ductility so as
to ensure permissible hinges formation before opting for pushover analysis.

4 Results

4.1 DCR Values

A plot of DCR values in flexure on ordinate with number of storey on abscissa of
Regular Building, Building with atrium and Irregular Building with stepped ele-
vation is shown below in Figs. 9, 10 and 11 respectively.

Fig. 4 Moments distribution in building with atrium when, a column C1 removed, b column C2
removed, c column C3 removed, d column C4 removed
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Fig. 5 Moments distribution in irregular building with stepped elevation along shorter span when
a column C1 removed, b column C2 removed, c column C3 removed, d column C5 removed,
e column C6 removed

Fig. 6 Hinges formation in regular building when a no column removed, b column C1 removed,
c column C2 removed, d column C3 removed
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Fig. 7 Hinges formation in building with atrium when, a column C1 removed, b column C2
removed, c column C3 removed, d column C4 removed

Fig. 8 Hinges formation in Irregular building with stepped elevation along shorter span when
a column C1 removed, b column C2 removed, c column C3 removed, d column C5 removed,
e column C6 removed
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It is seen from shown plots that the corner column collapse in all the buildings
shows critical results followed by peripheral column removal case along shorter bay
as the DCR values exceeds the permissible limits as per GSA guidelines [8]. In all
cases the failure of beam–column joint will initiate above the fully damaged column
which will continue to impart to top floor. To resist this failure special consideration
in design is given to beam–columns joints of lower 12 storeys in given building
structures by taking heavy sections to resist progressive collapse at these critical
locations.

4.2 Percentage GSA Load Attempt

Percentage of load attempt is calculated as ratio of summation of the reactions
obtained at the supports of the structure for each analysis step and total load
applied. In NSA a building is considered to have enough resistance against pro-
gressive collapse if the percent load sustained by the building after loss of column
in each case exceeds 50% [7].

Percent load attempt in all the column removal cases of regular building are near
to permissible limit of 50%. This is due to heavy dead loads of tall building regular
structure (Table 1) as compared to building with atrium or stepped elevated
building (Tables 2 and 3). In irregular building with stepped elevation the critical
value of percent GSA load attempt is due to collapse of corner column of full height
building span.

Table 1 GSA load attempt in NSA for regular building

Column removal case GSA loading condition %GSA load attempt

Column C1 2(DL + 0.25LL) 66.73

Column C2 2(DL + 0.25LL) 67.78

Column C3 2(DL + 0.25LL) 60.16

Table 2 GSA load attempt in NSA for building with atrium

Column removal case GSA loading condition %GSA load attempt

Column C1 2(DL + 0.25LL) 88.05

Column C2 2(DL + 0.25LL) 74.26

Column C3 2(DL + 0.25LL) 74.75

Column C4 2(DL + 0.25LL) 87.25
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5 Conclusions

In this research observed data from analysis is compared with the proposed methods
to further evaluate accuracy and improve the assumptions and simplifications.
Various factors such as different structural geometry, different position of column
removal as well as different methods of analysis are considered in this study. The
effects of using different bay sizes, atrium space and irregularities on the model
should also be investigated to determine how the simplified models stiffness of
building changes.

It is observed that high rise RC frame structures has more tendencies to redis-
tribute moments after collapse and consequently offer more resistance to progres-
sive collapse. Maximum consideration to peripheral corner beam–column joint
sections in lower storeys above the collapsed column joint should be given for
design progressive collapse resistant building as DCR value passed across the
permissible limits according to GSA 2003 guidelines. The critical hinges formation
in all buildings due to overcoming gravity loads is examined. The ultimate goal of
this study is to give insight into ways to help prevent progressive collapse of
structures.
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Nonlinear Analysis of Triangular Web
Profile Steel Section Under Bending
Behaviour

F. De’nan, K. K. Shoong, N. S. Hashim and Chin Wai Ken

Abstract Corrugated web profiles have been introduced by researchers to increase
the stiffness of the web. A triangular web profile (TriWP) steel section is a section
of joining slanting stiffeners at a certain corrugation angle forming a triangular web
profile. In this research, the nonlinear bending behaviour of TriWP steel section in
major axis is analysed by finite element analysis and experimental. From the finite
element analysis and experimental testing, it is observed that in major axis FW
section shows a higher bending capacity compared to that of TriWP section.
Parametric study is carried out to analyse the effects of web thickness, depth,
corrugation angle, flange thickness and loading position to bending behaviour of
TriWP section. Result of parametric study shows that by the increment of web
thickness, flange thickness and depth of section, the bending capacity of TriWP
steel section is increased. Moreover, larger corrugation angle also improves the
bending capacity as the number of slanting stiffener increases throughout the span
as the corrugation angle increased.
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1 Introduction

Structural element such as beam is capable to withstanding load especially by
bending resistance. The induced bending moment on the beam is generally from the
external loads, span, weight. It is revealed that I-shaped section is effective to
sustain both bending and shears loads into the plane web [1].

The I-section or H-piles are commonly used in design works. Original shapes of
these beams are made from two parallel web and flanges which about 30–40% of
the whole weight of a medium narrow and width flange is contributed by the web
part. In construction application, the web normally resists the compressive stress
and transfers the shear in the beam while the flanges bear the most external loads.
Thus, cost-saving is achieved by using higher part for the flanges and thinner web
material, without affecting the load-carrying capability of the beam [2]. The beams
with wholly corrugated web (WCW) are introduced and could economize on
materials used and stronger in strength than the conventional beams. The effects of
the corrugation parameters and beams’ dimensions to the bending performance are
still scarce [3] especially for Triangular Web Profile (TriWP) steel section.

Overall construction cost and substantial savings in steel weight is achieved by
the use of partial strength or semi-rigid connections. It is concluded that the con-
nection use of extended end-plate has contributed to significant reduction to the
deflection and significant increment to moment resistance of the beam compared to
that of flush end-plate connection [4].

However, due to the location of the cut out in the parallel parts, local buckling is
always crucial. The ratio between 0.18 and 0.7 of corrugation depth (bt) to length of
parallel parts (a1) leads to higher shear resistance. For the corrugated webs with cut
out, the ratio of the length of parallel parts (a1) to the length of diagonal parts (a2),
b > 1.0 slightly increases the buckling coefficient. Lower sher resistance is occured
if the horizontal eccentricity of cut out was increased. However, the vertical
eccentricity is not effected on shear resistance [5].

The resistance of steel girders subjected to applied concentrated forces is called
patch load. Through geometric imperfections of nonlinear analysis, failure mode
and ultimate load is determined. It was found that by the increment of loading
length, flange thickness and flange width is increased by the patch loading resis-
tance. Meanwhile when the fold ratio increased and web ratio is decreased of the
load-carrying capacity if failure mode is local buckling [6].

For the case of pure shear force, the failure mode was shear buckling of the web
(case V1/V2 = 1) and the failure mode was local web crippling (case V1/V2 = −1)
for the case of pure patch loading, where V1 and V2 are shear forces at the two sides
of shear panel. There is no strict limit drawn in the interaction zone under patch
loading and bending, however a uniform transition between the two failure modes
can be observed [7].

It can be summarized that most of behaviours of corrugated steel section with
Trapezoidal Web Profile (TWP) is reviewed by researchers. Study on behaviours of
TWP such as bending [8], shear [9], secondary bending moment, lateral torsional
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buckling [10, 11], patch loading, partial strength connection, TWP with cut out and
combined shear, bending and patch loading is carried out. The advantages of
trapezoidal corrugated webs section is verified through the researches.

An alternative built-up section with Triangular Web Profile (TriWP) has been
introduced and analysed. A TriWP steel is corrugated at regular interval into tri-
angular shape along the span. This construction improves the ratio of section weight
to strength compared to conventional section. In Trapezoidal Web Profile (TWP),
the highest ultimate load is applied at the middle of the oblique part, whereas the
girder has the lowest ultimate load when it is applied to the middle of the flat part of
webs [12]. The introduction of TriWP steel section aborts the use of eccentric
stiffeners as used in TWP but maintain the use of slanting stiffeners joining one to
each other at a certain corrugation angle forming a triangular web profile [13].

The change in stiffness is small in the shape and material properties are assumed
to be the same throughout the deformation process. This is called the elastic
deformation. When the applied stresses exceed the yield strength, the beam will
deform permanently. This is called plastic deformation. Through nonlinear analysis,
the moment capacity of TriWP steel section is determined. The importance of
experimental study is to verify the finding through finite element analysis.

2 Methodology

Two approach methods are used to achieve the objective of this analysis including
finite element analysis (modelling) and experimental study. For detailed visual-
ization of stresses distribution and displacement, finite element analysis (FEA) is
used. Experimental study is carried out to verify the findings of FEA. Parametric
study by using LUSAS software to investigate the web thickness, depth, corruga-
tion angle, flange thickness and loading position effects to bending behaviour of
TriWP section is done.

3 Test Procedures

3.1 Experimental Study

At the both end, the beam is simply supported and restrained from any side way
movement to ensure the bending is uniaxial. The load cell is placed right at the mid
span. Two cylindrical loading noses with a spacing one-third of the support span are
placed at the centre. Meanwhile, three vertical displacement transducers (LVDT1,
LVDT2 and LVDT3), load (P) is applied and increased consistently through the
load cells. At each load increment, the readings of the vertical displacement are
recorded by the data logger. The test is continued until the beam reaches its ultimate
strength. The actual experiment setup is shown in Fig. 1.
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3.2 Finite Element Analysis

For this analysis, the model properties used are 200 � 100 � 6 � 3 mm which
200 mm is the depth of the web (D), 100 mm is the flange width (B), 6 mm is the
flange thickness (tf) and 3 mm is the web thickness (tw). There are several steps to
conduct finite element analysis using LUSAS software. First, a new model is
created by define the origin of the model and insert the coordinate of the model
based on the properties of the model respectively. After that, surfaces are created on
the model starting from the flange and the web of the model. Then, meshing,
geometry, material, support included the loading are defined and assigned to the
section. Nonlinear control option is set up before analysis started.

4 Results and Discussion

4.1 Experimental Study

Laboratory testing has been carried out to determine the moment capacity of TriWP
steel section and FW section. Four specimens (TriWP1C, TriWP1D, FW1C and
FW1D) with identical geometric parameters such as D = 200 mm, B = 100 mm,
tw = 3 mm and tf = 6 mm are tested. Figures 2 and 3 show the load deflection
curves of TriWP section and FW section respectively while Tables 1 and 2 sum-
marize the results of experimental testing and finite element analysis.

The sections behave elastically until it reaches the yield load (Py) when P < Py,
further increase in load (P) results in significant increase in deflection (d). The peak
of the load deflection curve is known as the ultimate load (Pu). From the experiment
results, by comparing the yield moment (My) and ultimate moment (Mu) of TriWP
and FW section, it is found that FW sections has higher bending capacity than

(a) FW Section  (b) TriWP Section

Fig. 1 Actual experiment setup
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TriWP section in major axis. The yield moment, My of TriWP section is 27.4% less
than FW section while the ultimate moment, Mu of TriWP section is 33.6% less
than FW section (Table 1). The failure load could not be determined from the finite
element results where strain hardening properties were used. Nevertheless, by
comparing load deflection curves, it shows a good agreement between the both FEA
and experimental testing results Moreover, by comparing the yield moments, the
percentage of differences are only 2.7% for TriWP section and 0.3% for FW section
(Table 2). Figures 4 and 5 shows the deformed sections after failure while the
failure modes of finite element models as shown in Fig. 6.

From the deformed shapes, it is noticed that deformed shapes of the specimen
after failure are well predicted by the finite element analysis models. From the
modes of failure, it can be concluded that FW section tends to fail by bending while
TriWP section tends to fail by local buckling.

Generally, the vertical loading induced bending of the beam. This results in
longitudinal stresses in one-half of the beam and compressive in the other. As the

Table 1 Comparison of experimental results between TriWP and FW sections

Section TriWP FW (MTriWP)/(MFW)

Yield moment, My (kNm) 11.15 15.35 0.726

Ultimate moment, Mu (kNm) 21.04 31.71 0.664

Table 2 Comparison of yield moment, My between experimental and finite element analysis
results

Method Lab testing (a) FEA (b)
% Difference

bÞ�ðað Þ
a � 100%

� �

Yield moment, My TriWP 15.35 15.40 0.33

FW 11.15 10.85 2.69

(a) FW1C (b) FW1D

Fig. 4 Deformed FW sections after failure
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bending moment increases, the steel reaches its yield stress. Eventually, across the
entire cross-section of the beam, the steel yields in tension or compression. At this
point the beam cross-section has become plastic at the point of maximum moment
induced by the loading.

4.2 Parametric Study

Parametric study is carried out to analysed the web thickness (tw), depth (D),
corrugation angle (h) and flange thickness (tf) effects to the bending behaviour of
TriWP section. Figure 7a shows the load deflection curves of TriWP sections with
various web thickness (tw) while Fig. 7b shows the load deflection curves of TriWP
sections with various depth (D).

(a) TriWP1C (b) TriWP1D

Fig. 5 Deformed TriWP sections after failure

(a) FW Section (b) TriWP Section 

Fig. 6 Failure modes of finite element analysis models
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Figure 8a shows the load deflection curves of TriWP sections with various
corrugation angles (h). In the design of steel section, larger corrugation angles (h)
results in a higher bending capacity, however larger corrugation angles (h) may not
be economical since the weight of the section and the amount of material used is
increased as the corrugation angle (h) becomes larger. Figure 8b shows the load
deflection curves of TriWP sections with various flange thickness (tf).

The result of parametric study shows that a thicker web and flange thickness
increase the bending capacity of TriWP steel section. A deeper section also results
in a higher bending capacity. Besides, larger corrugation angle improves the
bending capacity as the number of slanting stiffener increases throughout the span
as the corrugation angle increased.
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5 Conclusions

In conclusion, FW section has a higher bending capacity as compared to TriWP
steel section. The yield moment, My of TriWP section is 27.4% less than FW
section while the ultimate moment, Mu of TriWP section is 33.65% less than FW
section. The results of experimental study and the finite element analysis showed a
good agreement. By comparing the yield moment (My) obtained for both experi-
mental testing and finite element modelling, the percentage of differences is only
0.3% for FW section and 2.7% for TriWP section.

Parametric study shows that by the increment of web thickness, flange thickness
and depth of section, the bending capacity of TriWP steel section increased.
Moreover, larger corrugation angle improved the bending capacity because the
number of slanting stiffener increased throughout the span as the corrugation angle
increased.

As for conclusion, when beam is subjected to bending, the flanges mostly resist
the bending, the top flange will undergo compression where the bottom flange will
undergo tension. The shear force is resisted by the web of the beam. Therefore, the
web of the beam must be able to withstand the shear force to prevent excessive
deflection due to the applied loading.
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Constitutive Relations for Concrete
Properties Under Acid Environment

Irma Aswani Ahmad, Nurlita Pertiwi
and Nur Anny Suryaningsih Taufieq

Abstract The relationships between concrete properties (strength, porosity, and
carbonation) and time attacked by acid environment were studied. Current envi-
ronmental condition with acid rain caused air, soil, and water is acidic. It threats
the degradation building with concrete construction. Two groups were organized
in this research. One of them which was defined as control specimen was
immersed in water curing. The other one was immersed in a solution of 5%
sulfuric acid (PH3) for the purpose of simulating the acidic environment in the
laboratory. Different from other reports, the cubes were not previously immersed
in water for 28 days but directly immersed in acid solution after being demoulded
for one day. Furthermore, the constitutional equations from laboratory experiment
were validated by embedding the specimens in acid soil (real acid condition) with
similar PH. The results showed that due to immersion in sulphuric acid 5%,
concrete had a decreased strength, increased porosity and the occurrence of car-
bonation at the age of 3–90 days. The result from laboratory experiment for
compressive strength was similar with that of a field experiment. Furthermore the
relationship between the age of concrete and its porosity considered valid for the
age of under 14 days. However, the relationship between the age of concrete and
carbonation event judged invalid with that from a field experiment. The results
established that the constitutive relations of the properties of concrete in the acid
environment were considerably divided by the type of the acid environment.
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1 Introduction

Deterioration of concrete properties under acid environment shows due to decreased
strength of concrete and increased corrosion of reinforcing steel. In the past few
decades, special acid-resistant cement was used for buildings located in acidic
environments. However, the acidic soil, air, and water conditions are difficult to
avoid, so we need to think another way to improve structural quality. This research
examined the magnitude of the structural degradation due to the influence of acidic
environment in both laboratory and field experiments.

Several previous researchers have studied about the deterioration of concrete due
to acid attack. Concrete damage often occurs due to internal and external influences,
which are an aggregate expansion, salt weathering, carbonation, and leaching.
Furthermore, the corrosion affected the performance of concrete reinforcement.
Specifically for foundation construction, it is complicated to monitor the extent of
deterioration. Thus when designing of the concrete mixture, it is necessary to
concern all harmful impacts effects both on concrete and its reinforcement [1]. The
strength of concrete was reduced by 17.7% after kept in sulfuric solution for
180 days [2]. Furthermore, it implied that sulfate ions in sulfuric acid solution
might penetrate into concrete and produce gypsum by the reaction with CH. The
gypsum is known to be a border of concrete deterioration [3]. The degradation of
compressive strength and modulus of elasticity of concrete exposed to sulfuric acid
depend on the degree of microcracking which can be identified by the relative
dynamic elastic modulus. The compressive strength decreased to 84 and 76% after
28 and 90 days immersion in acid solution respectively [4, 5]. Another property of
concrete which is carbonation was also studied by several researchers. When
concretes previously carbonated and then attacked by chlorides, the chlorides
penetration were higher and much deeper into the concrete [6, 7]. Specimens which
reached higher compressive stress had a slower rate of carbonation. However, those
which reached higher tensile stress had a faster rate of carbonation. [8, 9]. Strength
losses of concrete immersed in a solution of 3% of sodium sulfate were 3.91% and
5.12% at 7 and 28 days, respectively [10].

To circumvent above problems, previous researchers have proposed to use waste
as cementitious materials such as slag, fly ash, rice husk ash to increase concrete
durability against acid attack [11–15]. However, the purpose of this research was to
determine the damage caused by the acid environment. There were two differences
from other researchers. First, in the previous research, the concrete was immersed in
acid solution after being cured completely for 28 days. Specimens in this research
were directly immersed in acid solution after demoulded. This condition is similar
to what happened in real concrete construction. Second, in the previous research,
the study was conducted only in the laboratory. While in this study the results of
studies in the laboratory were verified by embedded specimens in acid soil in the
field. Constitutive relations of concrete properties attacked by acid solution were
proposed to explain the relationship. There were compressive strength, porosity and
carbonation models which had been verified to use in the acid environment.
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These models were capable of giving information about the actual degradation due
to the acid solution. Experts and designer easily estimated the grade of concrete for
mixture under acid environment by recognizing the decrease of concrete properties.

2 Experimental Program

2.1 Materials

Materials in this study were coarse aggregate, fine aggregate, cement, and water.
The coarse aggregate used in this research was crushed granite. Maximum size and
specific gravity of the coarse were maximum 20 and 2.32 mm, respectively. The
fine aggregate was natural siliceous river sand. Its fineness modulus and specific
gravity were 2.56 and 2.41, respectively. The type of cement was Portland com-
posite cement (PCC).

2.2 Mixture Proportion

The concrete mixture was made by using the volume proportions of (1) portland
cement: (2) fine aggregate: (3) coarse aggregate. Water–cement ratio (w/c) used for
all specimens was 0.46.

2.3 Preparation of Test Specimens

Cube specimens of 15 � 15 � 15 cm3 were made for observation of compressive
strength, porosity, and carbonation. Slump test was conducted to evaluate workability
of mixtures according to [16]. Pouring of fresh concrete into the mold was done for
three layers. Compaction by using a bar compaction was done each layer.
Furthermore, the compaction was conducted by uniformly distributed strokes. After
each layer was completely compacted, the surface should be flattened with a trowel
until flush with the top side of the mold. After one day, the specimens were
demoulded. Two groups were organized in this research. One of them which was
defined as control specimen was immersed in water curing. The other one was
immersed in a solution of 5% sulfuric acid (PH3) for the purpose of simulating the
acidic environment in the laboratory. The sulfuric acid solution was controlled every
week to ensure that the solution retained at PH3. The tests were conducted at 3, 7, 14,
21, 28, 45, 75, and 90 days. Porosity and compressive strength of concrete were
measured in agreement with [17, 18]. Percentages of carbonation could be measured
using phenolphthalein. If this solution was sprayed onto the surface of the concrete,
then the color changes according to the level of acidity [19].
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Furthermore, a field experiment was conducted to verify the results from a
laboratory experiment. The specimens were not immersed in 5% sulfuric acid
solution but were embedded in acid soil in the field with approximately similar PH.

3 Results and Discussion

3.1 Compressive Strength

Figure 1 shows the results of compressive strength of concrete both in water curing
and acid solution at various ages. It was indicated that the compressive strength
enlarged with time. It happened because, during the water curing, hydration process
continued to form a hard compound. For example, specimens in water curing
reached a compressive strength of approximately 10.408 and 27.029 MPa at 3 and
90 days, respectively. Then specimens in acid solution showed a lower compressive
strength than those in water curing. The compressive strengths were about
10.204 MPa at three days and increased to 22.268 MPa at 28 days.

However, after immersion 28 days, the compressive strength decreased slowly
to 20.907 MPa at 90 days. This result illustrated that acid environment started to
affect the concrete strength after attacked by over 28 days. It may occur as a result
of non-curing before immersion in acid solution. The hydration process was not
perfect at the time of the attack by acid. The reactions that occurred between Ca
(OH)2 and the acid formed a less hard compound, thus lowering the strength.

Table 1 shows differences in compressive strength and strength ratio for both
conditions. The differences increased gradually from 0.204 to 0.907% at 3 and
28 days, respectively. However, the differences increased rapidly from 2.256 to
6.122% at 45 and 90 days, respectively. Strength ratios of specimens in acid
solution were slightly higher than those in a water curing for less than 28 days.
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Otherwise, strength ratios of specimens in acid solution were slightly lower than
those in a water curing for over than 28 days. For instance, the ratio of the specimen
for 3 days in water curing was 0.449 and slightly increased to 0.458 in acid
solution. However, the ratio of the specimen for 90 days in water curing was 1.166
and slightly decreased to 0.939 in acid solution.

The graph shown in Fig. 2 shows a model of compressive strength differences
between water curing and acid solution. The proposed relation was appropriately
evidenced by the higher value of regression coefficient (R2). Figure 2 shows the
result of regression analysis was a linear equation with 0.925 values of R2.

Regression equation in Fig. 2, y = 0.057x, with x is immersion periods, and y is
differences of compressive strength, was verified by embedded the specimens into
the acid soil in the field. The result of field condition was described in Fig. 3. It
indicated that new equation y = 0.053x from the field condition was similar with
that from acid solution.

Table 1 Differences and strength ratio

Period (days) Compressive
strength (MPa)

Differences (%) Strength ratio

Water Acid Water Acid

3 10.408 10.204 0.204 0.449 0.458

7 15.714 15.419 0.295 0.678 0.692

14 19.547 19.229 0.318 0.843 0.864

21 21.996 21.485 0.510 0.949 0.965

28 23.175 22.268 0.907 1.000 1.000

45 24.286 22.029 2.256 1.048 0.989

60 24.558 21.769 2.789 1.060 0.978

75 25.737 21.338 4.399 1.111 0.958

90 27.029 20.907 6.122 1.166 0.939

y = 0.0573x
R² = 0.9251
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3.2 Porosity

Figure 4 described the results of porosity of concrete both in water curing and acid
solution at various ages. It was indicated that the porosity of specimens cured in
water declined with time. Otherwise, the porosity of them immersed in acid solution
increased with time. For example, specimens in water curing showed a porosity of
about 4.97 and 4.05% at 3 and 90 days, respectively. On the other hand, specimens
in acid solution showed a porosity of about 5.02% for 3 days and increased to
5.12% for 90 days. The graph of porosity had the same tendency with that of
compressive strength. However, the degradation of porosity was higher than that of
compressive strength.

y = 0.0532x
R² = 0.8928
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For 3 days, the difference in porosity was 0.92%; whereas, for 90 days, the
difference increased to 26.20% (Table 2). The differences increased gradually from
0.92 to 2.65% at 3 and 14 days, respectively. However, the differences increased
rapidly from 8.29 to 26.20% at 21 and 90 days, respectively.

The graph shown in Fig. 5 shows a model of porosity differences between water
curing and acid solution. The proposed relation was appropriate evidenced by the
higher value of regression coefficient (R2). Figure 5 shows the result of regression
analysis was a linear equation with 0.948 values of R2.

Regression equation in Fig. 6, y = 0.338x, with x is immersion periods, and y is
differences of porosity, was verified by embedded the specimens into the acid soil
in the field. The result of field condition was described in Fig. 3. It indicated that
new equation y = 0.330x from the field condition was similar with that from acid
solution.

Table 2 Differences and
strength ratio

Period (days) Porosity (%) Differences (%)

Water Acid

3 4.97 5.02 0.92

7 4.94 5.03 1.70

14 4.90 5.03 2.65

21 4.65 5.03 8.29

28 4.60 5.10 10.81

45 4.29 5.10 18.96

60 4.17 5.11 22.61

75 4.06 5.11 25.94

90 4.05 5.12 26.20

y = 0.3381x
R² = 0.948
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3.3 Carbonation

Figure 7 described the results of carbonation in acid solution at various ages. It was
observed that the carbonation increased with a period of immersing in acid solution.
For example, the percentages of carbonation were 25.19% at 3 days and dramati-
cally rose to 97.49% at 90 days.

Figure 7 shows a model of carbonation differences between water curing and
acid solution. The proposed relation was appropriate evidenced by the higher value
of regression coefficient (R2). Figure 7 shows the result of regression analysis was a
linear equation with 0.908 values of R2.

Regression equation in Fig. 7, y = 10.33x, with x is immersion periods, and y is
differences of carbonation, was not verified by embedded the specimens into the

y = 0.3308x
R² = 0.9538
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acid soil in the field. The result of field condition was described in Fig. 3. It
indicated that new equation y = 7.800x from the field condition was different from
that from acid solution (Fig. 8).

Carbonation is a chemical reaction in the concrete, so it is strongly influenced by
the acid content. Therefore, differences in acid content between laboratory treat-
ments with on-site treatment caused a different level of carbonation. Carbonation is
also affected by the oxygen content present in the environment. This condition was
certainly different between laboratory treatments with on-site treatment.

4 Conclusions

Following conclusions can be delivered from this research:

1. The constitutive relation between immersion time and compressive strength in
the acidic environment was obtained by the equation y = 0.057x. The variable
x is the immersion time, while the variable y is the compressive strength.

2. The constitutive relation between immersion time and porosity in the acidic
environment was obtained by the equation y = 0.338x. The variable x is the
immersion time, while the variable y is the porosity.

3. The constitutive relation between immersion time and porosity in the acidic
environment was not obtained. The result of the validation analysis with the
value obtained in the field gave an illustration that the equation was invalid.
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Nonlinear Analysis of Reinforced
Concrete Hollow Beam with GFRP Bars
and Stirrups Using Finite Element
Method Under Cyclic Load

Sarah Jabbar, Farzad Hejazi and R. S. M. Rashid

Abstract Insufficient knowledge on using fibre-reinforced polymer (FRP) mate-
rials in hollow members limits their application. Torsional load results in the less
efficient hollow section that plays an important role in hollow members. This load is
generated on the members by an external load. The torsional load in hollow
members that are reinforced longitudinally with FRP has been discussed for years.
However, research on high-strength concrete (HSC) reinforced with glass
fibre-reinforced polymer (GFRP) is scarce. Therefore, in this study, the behaviour
of hollow beam internally reinforced with GFRP bars under cyclic load is inves-
tigated. For this purpose, the HSC-reinforced concrete hollow beam with GFRP
bars and hollow beam with normal reinforcement are considered and finite element
model is developed and nonlinear dynamic analysis has been conducted by
applying cyclic loads to the developed models. In addition, reinforced concrete
(RC) solid beam with HSC material is tested experimentally in order to verify and
validate the ability of finite element software to predict the result. The analysis
results are investigated in terms of the hysteresis loop, stress and strain distribution
in the beam and it is indicated that the performance of hollow beam reinforced with
GFRP bars and stirrups has improved in comparison with HSC beam with GFRP
bars and also HSC beam with normal steel reinforcement. Therefore, based on this
research, it is recommended to implement GFRP bars and stirrup for strengthening
the concrete members in the high humidity areas where use of normal steel is not
feasible due to corrosion threat.
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Keywords Cyclic load � Finite element � Hollow beam � High-strength concrete
Glass fibre-reinforced polymer bars

1 Introduction

The cost incurred in applying beams with high-strength concrete (HSC) is higher
than using normal-strength concrete (NSC). However, such beams are still widely
applied in building structures and bridges because of their distinctive features. The
beams with HSC present four basic faults depending on reinforcements when under
torsional load [14]. The main failures of these beams are brittle fracture caused by
inadequate reinforcement, a crisp failure because of insufficient strength of con-
crete, and corner cracking that leads to fragile and ductile failures. The increase in
the strength of concrete cans intensifies the failure. Bernardo et al. [3] conducted a
plastic analysis and evaluated the twist capacity of HSC hollow beams under pure
torsion. They reported that the increase in the compressive strength of concrete
slightly decreases the plastic twist capacity.

Corrosion can deteriorate the structure of beam and can thus cause cracking and
spalling of concrete such that the maintenance cost increases [15]. Hejazi et al. [8]
showed that weakness in the RC beam and columns may lead to reduce lateral
stiffness of a floor and cause to appear soft story in the structure. Therefore, various
techniques, such as applying fibre-reinforced polymer (FRP) materials, have been
developed to prevent the problem of corrosion. FRP has become an important
material in numerous applications because of its high specific strength and deter-
rence to corrosion. Fibre-reinforced composite materials are new industrial mate-
rials that can substitute concrete, metal or wood; these materials exhibit high
elasticity and high strength [17] and can be used to establish new materials. Tavares
et al. [18] studied the behaviour of reinforced concrete (RC) beams with glass FRP
(GFRP) bars under bending load. The results indicated that the capacity is lower
than that of the steel-reinforced beam. Similar flexural capacity can be achieved for
the steel- and GFRP-RC beams by controlling the stiffness and tension force of the
GFRP bars. Chansawat et al. [6] developed finite element (FE) model for RC beams
with GFRP and carbon fibre-reinforced polymer (CFRP) bars and indicated that the
FE simulations are an effective tool for analysing such a complex behaviour. Hii
and Al-Mahaidi [9] investigated experimental and numerical realizations on the
torsional strengthening of RC solid and hollow beams with the external bonding of
CFRP, which can increase the crack and ultimate strengths up to 40 and 78%,
respectively. El Maaddawy and Sherif [7] studied shear strengthening of concrete
deep beams with the external bonding of CFRP in the opening, and they found that
the shear strengthening of the external bonding of CFRP around the opening
effectively improves the shear strength of RC deep beams.

Prabaghar and Kumaran [16] compared concrete beams reinforced internally
with an equal percentage of GFRP with concrete beams reinforced with steel
reinforcements under torsional load. The results indicated that the torsional

486 S. Jabbar et al.



capacities are reduced by 20% for high-grade concrete and high percentage of steel
while approximately 30% for low-grade concrete beams. Metwally [15] conducted
nonlinear analysis using FE method for concrete deep beam reinforced with GFRP
and CFRP bars. The findings showed that the behaviour of deep beam reinforced
with GFRP bars differs from that of beam reinforced with CFRP bars. The differ-
ence is due to the low elastic modulus of the GFRP bars, there by dramatically
increasing the deflection. Li et al. [13] studied the GFRP of a one-span pedestrian
bridge in Taiwan using FE analysis (FEA). The deflection results from FEA showed
that the pedestrian bridge meets the deflection criteria, and the external bonding of
FRP composites on the concrete structures shows an effective and efficient way of
strengthening concrete structures. Inoue and Egawa [10] examined the flexural and
shear behaviour of hollow beam under cyclic load. The results indicated that the
ultimate deformation and energy dissipation capacity of the hollow beam are
smaller than those of the solid beam and that the ultimate failure is brittleness. In
addition, the diagonal crack can be generated in the early stages such that the strain
of stirrups considerably increases. Jabber et al. [11] studied the effect of web
opening in RC hollow beam under flexural, torsional, and cyclic loads with different
materials (HSC and ultra-high-performance concrete (UHPC). The findings
revealed that the web opening decreases the capacity of beam, and the twisting
capacity of UHPC beams is twice that of HSC beams. Torsional force is generated
in hollow members by external force and weakens the hollow section; such phe-
nomenon is rarely studied [19]. Burningham et al. [4] presented a repair method for
RC deep beams incorporated with externally unbounded post-tensioned CFRP rods.
The above-mentioned studies have insufficiently discussed the torsional behaviour
of hollow members with longitudinal steel or GFRP reinforcement. Therefore, the
present study investigates the behaviour of hollow beam internally reinforced with
GFRP (bars, stirrups, and their combination) under cyclic load compared with
hollow beam with steel reinforcement.

2 Hollow Beams with GFRP

FRP is an extraction of structural evolution of concrete material. This material is
recommended for concrete components under ACI codes. The harsh environmental
effects can be deterred using such materials of high strength and durability. FRP
materials are available in various forms, such as cables, sheets, and plates. FRPs can
be obtained in the form of bars via pultrusion, and FRP bars are employed as
internal reinforcements and can be used as an alternative to the conventional steel
reinforcements. The manufacture of FRP bars can cause various surface imper-
fections, which provide desirable coning between the bar and the surrounding
concrete. The application of FRP bars in structural concrete flexural elements has
attracted much attention from researchers. These applications include slabs, beams,
and the flexural hollow section with HSC and UHPC. These hollow sections are
used as passages for electrical and mechanical utilities, and they decrease story
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height, material, and construction costs. The inadequate study has caused non-
availability of specific provisions regarding minimum reinforcement amount for
ensuring the ductile behaviour of beams under flexural loading. ACI [2] is based on
empirical testing and provides information regarding the minimum amount of
reinforcement. The Canadian Standards Association model code [5] in Mississauga
identified the minimum amount of reinforcement for shear; this specification pro-
vides sufficient flexibility for the hollow section under cyclic loads. Applying FRP
or GFRP is challenging but obtains a good result; this topic has been scarcely
investigated. Therefore, the present study analyses the behaviour of hollow beam
with internal reinforcement of GFRP under cyclic load.

2.1 Geometry of Considered Beam

Four beams are developed and analysed for validation purposes. All the models
have the same cross-section dimensions of 600 mm � 600 mm with a length of
6000 mm [14] to consider the failure criteria in beams during the loading (Fig. 1).
The concrete damage plasticity for Grade 50 is defined during the modelling. All
parameters for damaged plasticity are considered following the experimental test by
Jankowiak and Lodygowski [12] as listed in Table 1. Moreover, damage analysis is
conducted by considering principal stresses and strains and comparing with yield

(a) Cross-section (mm).

(b) Longitudinal view (mm).

Fig. 1 Reinforced concrete beam [14]
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stress in reinforcement and concrete and maximum yield strain. In this study, the
yield stress (fy) for reinforcement and concrete are 400 and 50 MPa, respectively.
The three-dimensional (3D) two-node first-order truss elements (T3D2-Truss) are
used to model the GFRP reinforcing bars in the FE model of concrete beam
specimens. Therefore, the GFRP with 19 mm diameter, 37,900 MPa modulus of
elasticity and 0.26 Poisson’s ratio is used as presented in the study of Metwally
[15]. 3D tetrahedral element is used to model the beam in this study. The reason is
that the solid (or continuum) elements in ABAQUS can be used for the linear and
complex nonlinear analyses of contact, plasticity, and large deformations of hollow
beam with GFRP (bars and combined bars and stirrups) under cyclic load. The
interaction between GFRP bars and surrounding concrete using embedded region
and truss elements is explored to represent the GFRP reinforcement bars, which are
embedded in the “host” continuum solid elements (concrete). Embedding means
that the translational degrees of freedom at the nodes of the embedded element is
eliminated and constrained to the corresponding interpolated values in the host
continuum element. The solid parts with embedded reinforcement approach assume
perfect bond only at the embedded nodes. The parametric study is conducted to

Table 1 Material parameters of the CDP model for the B50 concrete class [12]

Material’s parameters Parameters The parameters material’s of CDP
model

b 38°

Concrete elasticity m 1

E [GPa] 19.7 f ¼ fb0=fc 1.12

v 0.19 c 0.666

Concrete compression hardening Concrete compression damage

Stress [MPa] Crushing strain [-] DamageC [-] Crushing strain [-]

15 0 0 0

20.1978 7.47E−05 0 7.47E−05

30.00061 9.88E−05 0 9.88E−05

40.30378 0.000154 0 0.000154

50.00769 0.000762 0 0.000762

40.23609 0.002558 0.195402 0.002558

20.23609 0.005675 0.596382 0.005675

5.257557 0.011733 0.894865 0.011733

Concrete tension stiffening Concrete tension damage

Stress [MPa] Cracking strain [-] DamageT [-] Cracking strain [-]

1.99893 0 0 0

2.842 3.33E−05 0 3.33E−05

1.86981 0.00016 0.406411 0.00016

0.862723 0.00028 0.69638 0.00028

0.226254 0.000685 0.920389 0.000685

0.056576 0.001087 0.980093 0.001087
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investigate the effect of using GFRP (bars, stirrups, and their combination) as a
replacement of steel reinforcement on the capacity of hollow beam under cyclic
load with simply supported boundary conditions.

3 Verification of Finite Element Method

In this study, in order to verify finite element model and analysis two verifications
have been conducted as explained in follow:

As mentioned in above to verify and validate the software result, one RC solid
beam with grade 50 as shown in Fig. 2 is numerically modelled and analysed using
FEM program and experimentally tested in the laboratory.

(a) Cross-section (mm).

(b) Longitudinal view (mm).

Fig. 2 a, b RC cross-sectional detailing
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3.1 Verification for RC Solid Beam by Conducting

3.1.1 Experimental Testing

A pin and a roller support are prepared to be used in experimental test. Three
LVDTs are used to measure the displacement. Figure 3 shows the test setup.

Figure 4 is illustrating the experimental testing setup of RC beam in the lab. The
roller support, at the left side, and pin support at right side are selected. Four-point

Load Cell

I Beam
Specimen 

Apply Load

Fig. 3 Beam setup, all dimensions are in mm

Fig. 4 RC grade 50 test setup
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bending test is performed for the test. I beam is used for the purpose of distribution
of load into two points which located at 800 mm away from supports.

Figure 5 showing the crack pattern of RC beam subjected to monotonic loading.
It can be noted that plenty of cracks appeared in different locations of beam. At first
micro-cracks occurred in the bottom face of the midspan of beam at 200 kN applied
load which is 44.64% of ultimate load.

From observation, many cracks appeared once applied force up to 300–350 kN,
62.5% of ultimate load, in 800 mm away from support, exactly at location of
applied load. Besides that, as applied load increased to 550 kN, 98.21% of ultimate
load, shear cracks also appeared diagonally near support location. Most of cracks
continued to propagate towards the point load. The ultimate load of RC grade 50
beam was 560 kN.

3.1.2 Numerical Analysis for RC Solid Beam Grade 50

The same beam as the tested specimen in laboratory as shown in Fig. 6 is modelled
by using ABAQUS software [1] and monotonic loading has been applying for
verifying the result of experimental test.

The displacement applied to middle of beam is started from zero and continu-
ously increased by 1 mm increment to reach to 150 mm. Pin and roller supports are
chosen to model the boundary condition of the beam.

3.1.3 Comparison the Result of Experimental and Numerical

Figure 7 presented the load–displacement curve of experimental test compared with
load–displacement curve obtained by numerical analysis.

Table 2 listed the result obtained based on the experimental and numerical
analysis. It can be noted that the percentage of error is less than 20% which lead to
prove the ability of software in predict the result.

3.2 Verification Study for Hollow Beam

The dimensions and properties of the concrete hollow beam (H) considered in this
study are the same as those in the experimental study by Lopes and Bernardo [14]
and the numerical investigation by Jabbar et al. [11]. Therefore, the validation of
modelling in this study is conducted by comparing the results of the present study
with the results of the abovementioned studies. Then, the hollow beam with steel
reinforcement is compared with hollow beam with GFRP bars and stirrups and
hollow beam with GFRP bars only with normal steel stirrups (Table 3). The RC
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(a) RC crack pattern front view

(b) RC crack right view

(c) RC crack left view

Fig. 5 Crack pattern of RC beam
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Fig. 6 Finite element model of RC beam
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Fig. 7 RC result under monotonic loading

Table 2 Experimental and numerical result for RC beam

Beam type RC-G50-Exp. RC-G50-FEM. (RCExp − RCFEM)/RCExp (%)

Fu (kN) 560.60 543.08 3.12

Du (mm) 13.30 11.6 12.78

Table 3 Verification study result

Beams Torsion (KN m) Increasing (%)

H experimental with normal reinforcement work [14] 254.8 –

H numerical work with normal reinforcement [11] 212 16

H with GFRP bars and stirrups 725 184

H with GFRP bars only with steel stirrups 402 57

H GFRP bars at web only and steel stirrups 579 127
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hollow beams with GFRP showed higher torsional load than the beam with con-
ventional reinforcements which is about 57, 127, 184%. This result is primarily due
to a lower elastic modulus and higher tensile strain values for GFRP reinforcements
than the steel reinforcements.

3.2.1 Beams Subjected to Cyclic Load

All models are loaded symmetrically by two-point loads with a distance of
1000 mm from the centre of the beam in evaluating the effect of a hollow section
with normal reinforcement and with a GFRP reinforcement subjected to dynamic
loading as the cyclic displacement. The amplitude of applied displacement is
100 mm, and the time history of displacement is presented in Fig. 8. The boundary
conditions are applied to the support nodes and roller and pinned supports in the
other end of the beam, as shown in Fig. 9.

In the modelling, all the elements are purposely assigned with the same mesh
size. The beam models are meshed with a 100-mm element, as shown in Fig. 10.

The hysteresis graph for the HSC beam with GFRP (bars and combined bars and
stirrups) under cyclic load is presented in Fig. 11. The load–deflection curves of the
hollow beam with normal reinforcement differed from those of hollow beam with
GFRP reinforcement. In addition, the capacity of hollow beam with normal rein-
forcement was less than that of the hollow beam with GFRP reinforcement bars or
combined bars and stirrups.

The results in Table 4 indicate that the ultimate load capacity of the hollow beam
with steel reinforcement was 213 kN, that for the hollow beam with GFRP bars was
677.9 kN, and that for the hollow beam with GFRP bars and stirrups was 2169 kN,
although the capacity of hollow section was increased to 790 kN in terms of using
GFRP bars at web only.

Therefore, using the GFRP bars and stirrups in beams increased the ultimate load
by 918% compared with the hollow beam with normal reinforcement under cyclic
load. Furthermore, using the GFRP bars and normal stirrups in beams increased the
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Fig. 9 Cyclic load applied on beams

Fig. 10 Meshing for beams
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Fig. 11 Load–deflection graph for considered models
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ultimate load by 218% compared with the hollow beam with normal reinforcement
under cyclic load.

The area under curve of load displacement for hollow section beams with normal
reinforcement and with GFRP bars substantially increased by 69%; such increase
indicates a noticeable reduction in the beam performance. However, the increase
was approximately 1584% for the beam with GFRP bars and stirrups compared
with the hollow beam. In addition, the area under the curve of load displacement for
the hollow beam with GFRP bars at web only was developed to 1329%. The
ductility for the hollow beam was 1.3, which was smaller than that for the beam
with GFRP bars at 2.25 and for the beam with GFRP bars and stirrups at 1.5 and
about 2.5 for the beam with GFRP bars at the web only. Figure 12 shows the
capacity of hollow beam reinforced with normal and GFRP bars.

Table 4 HSC beams under cyclic load

Beam H with
normal
reinforcement

H GFRP
bars and
steel stirrups

H GFRP
bars and
stirrups

H GFRP bars at
web only and
steel stirrups

Load Load (KN) 213 677.9 2169 790

Increasing
(%)

– 218 1743 270

Energy
dissipation

Area 10842493 86036408 1.68E+10 1.55E+08

Increasing
(%)

– 69 1584 1329

Displacement
(mm)

At
maximum
force

5 34.7 235 70

At 0.85
from
maximum
load

3.9 15.4 153 27

Ductility 1.3 2.25 1.5 2.5

0 
1000

2000

3000

Hollow
Hollow with 
GFRP bars Hollow GFRP 

bars and 
stirrups

Load(KN)

Fig. 12 Hollow beams capacity with GFRP
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The stress and strain distributions at the failure stage for all the studied beams are
presented in Fig. 13. The stress in the beam reinforced with GFRP bars increased,
and the stress distribution at the bottom was high. The maximum values of the

(1) Stress

(2) Strain

(a) Stress strain for hollow 
beam with GFRP bars

(1) Stress

(2) Strain

(b) Stress strain for hollow beam with
GFRP bars and stirrups

(1) Stress

(2) Strain

(c) Stress strain for hollow beam with 
GFRP bars only at web.

(1) Stress

(2) Strain

(d) Stress strain for hollow beam
with steel reinforcement.

Fig. 13 Stress–strain for hollow beams (a, b, c, d)
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principal stress in all modelled beams are listed in Table 3. The values of stress
were 6.64, 56.6 and 25.5 MPa for the hollow beam without GFRP, the hollow
beam with GFRP bars, and the hollow beam with GFRP bars and stirrups,
respectively. The type of failure was described by the crushing of concrete because
of the failure in the flexural compression zone.

Nonlinear strain distribution dominated the performance of hollow beams with
GFRP reinforcements; therefore, FEA is the most appropriate technique for the
analysis and design of such beams. The maximum amount of strain in different
beams is presented in Table 5. The amounts of strain were 0.433, 0.002 and 0.0574
for the beam with GFRP bars, the beam with steel reinforcement, and the beam with
GFRP bars and stirrups, respectively (Table 3). This nonlinearity of strain distri-
bution is due to the shear deformations.

4 Conclusions

This study investigates the effect of implementing GFRP in hollow beams as bars
and stirrups under cyclic load. For this purpose, the FE model of hollow beam with
and without GFRP is developed, and the nonlinear FEA is conducted to predict the
behaviour and strength of concrete hollow beams reinforced with GFRP (bars and
combined bars and stirrups). On the other hand, RC solid beam with HSC material
is tested experimentally in order to verify and validate of the finite element software
to predict the result. It can be highlighted that the percentage of error is less than
20% in the comparison between the experimental and numerical result, which lead
to prove the ability of software in predicts the result. On the basis of the numerical
simulation results in terms of hollow section beams, the following conclusions are
obtained.

The behaviour of hollow beam reinforced with GFRP bars and stirrups differed
from that of hollow beam reinforced with steel bars and stirrups. The deflection of
the beam reinforced with GFRP bars and stirrups was 10 times more than the
hollow beam with steel reinforcement and three times more than the hollow beam
reinforced with GFRP bars under cyclic load. The stress and strain increased for the
hollow beam reinforced with GFRP bars and decreased for the hollow beam with
steel reinforcement and the hollow beam with GFRP bars and stirrups. This study

Table 5 Maximum stress–strain for hollow beams with GFRP under cyclic load

Beam Stress (MPa) Strain (MPa) Increasing

H with normal reinforcement 6.64 0.002 –

H GFRP bars and steel stirrups 56.6 0.433 7.52

H GFRP bars and stirrups 25.5 0.0574 2.84
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proves that implanting GFRP bars can increase the performance of hollow beam
and applying GFRP as bars and stirrups can considerably improve the action of the
hollow beam under cyclic load.
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Investigation of Infill Wall Effect
on Inelastic Response of Structures

Doaa Talib Hashim, Farzad Hejazi and Mohd Saleh Jaafar

Abstract Experience of recent earthquake proved that infill wall contributes to the
behaviour of structures subjected to earthquake or any vibration loads. Although the
infill wall is not considered during design process, as it is not a structural element.
However, the function of infill wall during vibration of building has not been
investigated comprehensively. Therefore, in this study, the influence of RC infill
wall on seismic performance of the RC building during earthquake excitation is
evaluated. For this purpose, a four-storey building; with and without RC infill wall
elements is considered and finite element model is developed to study the influence
of this RC infill wall in seismic response of building. Linear static, linear dynamic,
nonlinear static (push over) and nonlinear dynamic (time history) analyses were all
applied to the specified model for developing the finite element model of this
building. On the other hand, an experimental study was carried out to verify the
influence of the RC infill wall on the RC frame. The results indicated that utilizing
RC infill wall can improve the response of the framed structure effectively during
earthquake occurrence. It was also observed that adding infill wall in the outside
bays of the four-storey building decreased the displacement of the structural nodes
both in x and y directions and decreased their rotation around they and z axis. In
addition, addition of RC infill walls reduced the axial forces in the columns and
beams in the whole structure. Besides, a clear reduction in the shear forces was
observed in the columns and beams. The moment around the beams and columns
along the z axis was reduced after addition of the RC infill walls.
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1 Introduction

Earthquake phenomena are increasing covering more countries that have never
experienced it before. Since earthquake involves huge damage of properties and
loss of life, it is necessary to develop structural-resistant building [1]. Infill walls are
non-structural elements that have significant contribution as lateral load resistance
in frame structural system. It has been used in the construction of reinforced
concrete structures to provide accommodation to the teaming population living in
developing countries susceptible to seismic activity [4]. Also, infilled walls are used
to provide weather protection, enclosure or as sub-division in large space in rein-
forced concrete frames. In addition, the infill walls are designed to restrain
movement of frame systems and strengthen building subjected to horizontal loads.
Faulty design and unsymmetrical arrangement of infill walls cause damage and
subsequent failures of infill walls due to the effect of earthquake load [11].

RC infill walls are similar to reinforced concrete walls in terms of configuration
to the shear wall but, with less thickness. Mostly, infill walls are considered as a pin
and do not bond to the beam and column as in shear wall system. Generally, the
infill walls are non-structural elements and are mostly not considered in the design.
In fact, the infill walls are like a precast element and are used to fill the spaces.
However, infill walls give good effect by increasing the stiffness of the structure.
Besides, increasing the stiffness decreases the displacement at the same time and it
helps to control the dynamic magnification that may occur in earthquakes [8].
Usually, the stiffness decreases with the increase in the number of floors due to the
top floor columns carrying less weight compared with the lower floor columns [7].

Since the vibration most probably passes through the infill wall, it provides a
good contribution in transferring the earthquake load and deformation to the
members of the structure with lesser effect. In the past few decades, scientific
community has been extensively involved in the investigation of the interaction
between infill masonry walls and RC frames in the seismic structural system.
Existing buildings, especially those designed for only vertical loads, in most cases
lack adequate seismic provisions. In particular, infill masonry panels were not
designed, assuming that there is no structural interaction with the surrounding
frames [6].

The design of resistance structures to the earthquake is complicated as the
phenomenon of earthquake is complicated. Many parameters are required to be
considered while designing this type of building such as the height, shape, and
materials. The most effective factor to be considered in earthquake-resistant con-
struction method is the ground motion. The violent ground motion pushes the
building rapidly from one direction to another which makes it difficult for the
superstructure to constantly balance its load as a result of the inertial effects.
According to previous studies, columns can bend during the intensified swaying
motion and the building would be snapped and collapsed like matchsticks.
Using RC infill walls is one of the most important and famous techniques in
constructing more resistant buildings subjected to earthquake hazard. An
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experimental and analytical study has been carried out by Ju et al. [10] to illustrate
the effect of RC infill walls with and without slit separation. The work involves four
one-bay-by-one-storey steel moment frame specimens along with push over anal-
ysis of multistorey frame models. The results indicated that the stiff RC wall would
fail at a relatively small drift ratio before the steel moment frame developed to its
full capacity. As a result, the author proposed to add slit-separation features at the
edges of the RC infill walls in the construction of a steel moment frame. The
slit-separated wall was isolated to be free from damage under small lateral storey
drifts. In addition, the designed width prevents soft storey from failure and also
increases the lateral resistance without inhibiting the ductility of the steel moment
frame under large earthquake attack.

In order to enhance the sustainability of structures against seismic excitation, the
constitutive law of viscous wall damper system (VWDs) has been formulated and
integrated to develop a finite element model of VWD compatible with the rein-
forced concrete (RC) structure analytical model [9]. The finite element algorithm
has been developed for inelastic analysis of RC buildings equipped with VWD
devices capable of detecting damage to both structural members and damper
connections under dynamic loading. This energy dissipation system succeeds by
substantially diminishing and dissipating a structure induced by seismic responses.
The results revealed that VWD device offers an effective earthquake energy dis-
sipation system for multistorey buildings. Besides, a reduction of displacement in
the time history analysis showed that the presence of VWD can substantially
enhance the structural seismic performance. The results also revealed a noticeable
reduction in the number of plastic hinges in the beam and column members. Shear
forces and moments experienced in the column fluctuated with increases in the
damping force.

This study aimed to investigate the linear and nonlinear behaviour of RC infill
walls under static and dynamic loads. Also, to develop finite element model for RC
structures with RC infill wall and evaluate the seismic response and damage in the
RC frames with infill walls and make a comparison with RC frame without infill
wall.

2 The Structure Under Consideration

A multistorey RC building of four storeys was considered in this study in order to
investigate the effect of RC infill wall on the seismic response of the RC building.
The building under consideration is used as a gym centre “Synergy fitness” at
Selangor/Malaysia as shown in Fig. 1. The building consists of four levels, three
bays in each direction as indicated in Fig. 2 focused on the maximum deflection of
the infill wall structure.

The infill wall frame models have been analysed to investigate the overall
response of infill wall element using ARC3D software program. The major aim of
this study is to investigate the effect of RC infill walls in the linear static behaviour,
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under the push over load, and under the time history loading. The defined material
properties and the section geometry in the finite element program are illustrated in
Figs. 3a, b and 4a, b, respectively, in accordance with Euro code.

The structure has been analysed for two cases: (i) with and (ii) without infill
walls. A comparison was made between the results of the two cases to find the
effect of adding RC infill walls. The RC structure model without infill walls was
subjected to 15 kN point load on each column of the top floor. In addition, the
structure was subjected to 13kN/m D.L and L.L on all the beams of the whole
structure as shown in Fig. 5a. Four RC infill walls were added on two bays on each

Fig. 1 The proposed building for the study

Fig. 2 The layout of the proposed building
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side in all the storeys of the building as presented in Fig. 5b. The thickness of the
infill walls is 200 mm and reinforced with 20∅20-207 c/c steel reinforcement. The
dimensions and the spacing details are given in Fig. 6.

3 Numerical Analysis

In order to investigate the behaviour of RC infill wall in the seismic response of the
structure, linear and nonlinear analyses were carried out by using ARC3D software
for the aforementioned building in both the cases with and without infill walls. An
attempt was made to demonstrate the generality and versatility of the developed
code to study the response of reinforced concrete structures under earthquake
excitation.

(a) Concrete properties (b) Steel properties

Fig. 3 Material properties

(a) Beam section geometry                                          (b) Column section geometry

Fig. 4 Section geometry
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Three analyses procedures have been conducted on the four storey building for
with and without infill walls.

3.1 Linear Static Analysis

Linear static analysis was conducted on the building under consideration to
investigate the influence of the RC infill walls in the building under static load.

Linear static analysis is the most basic type of analysis. The term linearly is
related to the applied force and the term “static” means that the forces do not vary
with time or, that the time variation is insignificant and can, therefore, be safely
ignored. The static force is the dead load of the building. This model was subjected
to 13 kN/m dead load in addition to the live load and 15 kN concentrated load on
all the columns at the roof level.

(b) The considered building with 
infill walls

(a) The considered building without
infill walls

Fig. 5 The considered building with and without infill walls subjected to dead loads, live loads
and point loads on the columns

Fig. 6 RC Infill walls details
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Static analysis results showed that addition of RC infill walls elements has
clearly decreased the node’s displacement in X direction. The top floor’s dis-
placement in X direction of the building under the static linear analysis was
observed to be decreased by about 67.5% compared with response of the structure
without RC infill walls system as shown in Fig. 7a. Moreover, using the RC infill
walls elements have reduced the displacement of the top floor in Z direction by
about 84% compared with the response of the same building without infill walls
elements as presented in Fig. 7b. Besides, the study revealed that the node dis-
placement in Y direction was efficiently reduced by about 49.8% compared with a
response without infill walls system as given in Fig. 7c.

Moreover, the average rotation of the outside nodes of the structure without RC
infill walls around X axis was 6.54E-04θ clockwise. However after the addition of
the infill walls, the outside’s nodes average rotation around X axis was 6.69E-04θ
clockwise for the same structure. During the comparison between the results, it was
found that the rotation around X axis for with and without infill walls is almost same
as shown in Fig. 8a. On the other hand, the average node’s rotation around Y axis in
the structure without infill walls is −4.08E-06θ counterclockwise. While the node’s
rotation around Y axis is 5.02E-09θ clockwise after addition of the RC infill walls as
presented in Fig. 8b. Based on these results, the addition of the RC infill walls at the
corners of the structure has decreased the rotation of the nodes around Y axis by
97.4%. During the linear static analysis, the average rotation of the nodes of the
without infill walls structure around Z axis is −1.48E-06θ counterclockwise. After
addition, the RC infill walls to the considered structure the average rotation of the

(a) Displacement in X direction                   (b) Displacement in Z direction

(c) Displacement in Y direction

Fig. 7 The displacement results comparison with and without infill walls
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nodes around Z axis is 4.70E-06θ clockwise as given in Fig. 8c. It was concluded
that the addition of RC infill walls at the structure corners decreases rotation at the
middle of nodes around Z direction by 33.5%.

Moreover, adding the RC infill walls has decreased the generated forces in the
columns in all the buildings’ floors during the linear static analysis test. According
to the numerical results, adding the RC infill walls has reduced the column’s axial
forces by 93.1% in Y axis as shown in Fig. 9a. Whereas, the columns shear forces in
the Z axis have been reduced by 0.33% after adding the RC infill walls as given in
Fig. 9b. Besides, after adding the RC infill walls the generated shear forces in the
corner columns have been reduced by 2.2% in the X axis as shown in Fig. 9c.

Also, addition of RC infill walls to the considered structure decreased the tor-
sional moment in the structure’s corner columns. The maximum decrease in the
torsional moment was at the first storey’s column by 25.7% as shown in Fig. 10a.
In contrast, adding RC infill walls at the structure’s corners has decreased the
bending moment around the X axis only in the first storey’s corner column by
0.26% as shown in Fig. 10b. However, the RC infill walls have decreased the
bending moment of the structure corner’s columns around the Z axis, the maximum
decreasing in bending moment around the Z axis was at the top storey’s corner
column by 64.2% as shown in Fig. 10c.

(a) Rotation around X axis (b) Rotation around Y axis

(c) Rotation around Z axis

Fig. 8 The rotation results comparison for with and without infill walls

510 D. T. Hashim et al.



(a) Axial forces                                     (b) Shear forces in Z axis

(c) Shear forces in X axis

Fig. 9 Members forces results comparison for with and without infill walls

(a) Torsion moment results                        (b) Bending moment results around X axis

(c) Bending moment results around Z axis

Fig. 10 Linear static moment results

Investigation of Infill Wall Effect on Inelastic Response … 511



3.2 Nonlinear Analysis of 3D RC Frame Structure
with and Without Infill RC Walls

However, the static push over analysis has no exact theoretical foundation, it
depends on the assumption of the response of structure related to the response of an
equivalent single degree of freedom (SDOF) of the system. In this case, push over
test of load 159,000 N was applied on each of the nodes (66 & 67) and the results
of the analysis were calculated in nodes (78 & 79) by ARCS3D program and
combine them together.

The horizontal displacement of the target nodes under the nonlinear static
analysis is shown in Fig. 11. The peak horizontal displacement of the targeted
nodes in the structure with infill wall system was decreased by about 4.37%
compared with the response without infill wall system. Also, it can be observed in
Fig. 12 that using RC infill walls does not affect the nodes’ rotation severely. The
peak rotation amplitude of the target nodes under the nonlinear static analysis was
reduced by only 0.6% compared with the response without RC infill walls.

According to the nonlinear static analysis, the member forces result of the first
column at the corner in each floor of the structure in both cases are shown in
Fig. 13. Based on the nonlinear static analysis, using the RC infill walls elements
has effectively reduced the axial force in the targeted members due to the applied
push over load on one node. The peak axial force of the targeted members in the
structure with infill wall system was decreased by about 77.45% compared with the
response of the same building without infill wall elements.

Moreover, adding the RC infill walls to the building under consideration have
clearly reduced the horizontal shear force in the member in the X direction, due to
the applied push over load on one node only as shown in Fig. 14. The maximum
shear force in the X direction of the targeted member in the structure with RC infill
walls elements was observed to be decreased by about 11.6% compared with the
response of without infill walls system. On the other hand, it was observed that the

Fig. 11 Displacement in the
Z direction (mm)
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nonlinear static results using the RC infill wall elements have reduced the shear
force in the considered members in the Z direction as shown in Fig. 15. The
amplitude shear force in the Z direction of the target member under the nonlinear
static analysis was decreased by about 1.12% due to the applied push over load on
one node only compared with the response of the structure without RC infill wall
elements.

The push over results showed that the generated torsional moments in the tar-
geted element of the structure with RC infill wall is less than the generated one in
the structure without RC infill walls under the nonlinear static analysis as illustrated
in Fig. 16. The graph indicated that using RC infill walls elements has effectively
reduced the torsion in the members by 31.44% compared with the response of the
structure without infill wall elements due to applied push over load.

Besides, it was observed that addition of RC infill wall elements to the con-
sidered structure has reduced the generated bending moment around X axis as
shown in Fig. 17. The push over results revealed that addition of the RC infill walls

Fig. 12 Rotation around the
Z axis (θ)

Fig. 13 Axial force results
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Fig. 14 Shear forces in the X
direction

Fig. 15 Shear force in the Z
direction

Fig. 16 Torsion results
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to all the corners and floors of the building has reduced the maximum generated
bending moment around X axis in the corner columns by 3.1%. In addition, it was
noticed that the generated bending moments around Z axis in the same columns has
been minimized after addition of RC infill wall elements to the building under
consideration as described in Fig. 18. By comparing the push over results of the
structure with RC infill walls and similar structure without RC infill walls, it was
observed that addition of the RC infill wall elements has reduced the maximum
bending moment of the considered columns around the Z axis by 29.22%.

According to the force–displacement results of the push over analysis, it was
observed that using RC infill walls has effectively reduced the considered nodes
displacement in the Z direction by 41.2% compared with the response of the
structure without RC infill wall system as shown in Fig. 19. Besides, it has found
from the numerical results that the maximum force and displacement in the column
attached to the RC infill walls were 231 kN and 336 mm respectively.

Fig. 17 Bending moment
around the X axis

Fig. 18 Bending moment
around the Z axis
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3.3 Nonlinear Dynamic Analysis of 3D Frame Structure
with and Without RC Infill Walls

Since many and relatively strong earthquakes take place in many parts of the world,
the study of the acceleration spectra for the earthquakes becomes of paramount
importance [5]. The time history analysis shows the displacement results of the
node (78). A corner column in the first floor has been considered for this analysis.
The time–displacement results of the considered node in the X direction for both
cases are shown in Fig. 20. It was observed that the displacement of node (78) in X
direction was decreased by 99.5% after addition of the RC infill walls.

It was also noticed in Fig. 21 that using the RC infill walls had reduced the
displacement in the Y direction. The peak displacement amplitude in the Y direction
of the target node under the nonlinear dynamic analysis is reduced by about 50%
compared with the response of the same structure without infill walls system.

Figure 22 shows that using the infill walls elements had reduced the displace-
ment of the building in the Z direction. The peak displacement of the building in the

Fig. 19 Push over results

Fig. 20 Node’s displacement
in the X direction
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Z direction of the targeted node was reduced by about 16.9% compared with the
response of without infill walls system.

The rotation around X axis due to the time history loading is shown in Fig. 23. It
was observed that using the infill wall elements had effectively reduced the rotation
around X axis. The peak rotation around X axis for the targeted node using infill
walls was reduced by about 31% compared with the response of the same structure
without infill walls.

The time history rotation results around Y axis of the node during the earthquake
have been plotted as shown in Fig. 24. In addition to the rotation around the X axis,
the result also shows that using infill wall elements effectively reduced structural
rotation around Y axis. The peak rotation of the node around Y axis has been
reduced by about 34.5% due to the contribution of the infill walls elements in the
stiffening of the structure against the earthquake effect. Figure 25 shows that using
the RC infill wall elements decrease the rotation of the considered nodes around the
Z axis. The peak rotation of that node around the Z axis was reduced by about
96.4% compared with the response of the structure without infill wall elements.

Fig. 21 Node’s displacement
results in the Y direction

Fig. 22 Node’s displacement
in the Z direction
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4 Experimental Testing

Figure 26 shows the RC frame designed that was produced in line with the pro-
vision of BS 8110-1 [2]. The RC frame samples were fitted with VSB devices and
are designated as RC 1 and 2 for RC bare frame and VSB fitted RC frames
respectively. The beam and column sections in all the samples were provided with
25 mm concrete cover to all reinforcements which are more than the required

Fig. 23 Node’s rotation
around the X axis

Fig. 24 Node’s rotation
around the Y axis

Fig. 25 Node’s rotation
around the Z axis
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minimum concrete cover provided in the code aforementioned. Figure 26 shows
beam and column sections which are designed square shaped of 200 mm dimen-
sions. Reinforcement bars 4 numbers (2 number each) size 14 and 20 mm diameter
were used as longitudinal bars in the beams and columns. The shear links were
designed and spaced at 80 mm interval along the column except for the base zones
which contain stirrup spaced at 40 mm. This was carried out to avoid early failure
due to high values of shear force concentration in the area. The same effective
heights of 2000 mm and a free beam length of 1800 mm were used for all the
specimens. The shear stirrups in the beams were also spaced at 80 mm distributed
evenly along the length. All the shear links in both the columns and beams were
designed as 8 mm diameter in all samples and the connection details are shown in
Fig. 27. The bracing elements used were 14 mm diameter stainless steel and a
minimum breaking load of 120 KN was used. The cables were used to brace the
plates and jaw/jaw heavy-duty turnbuckles, alloy screw pin shackles, and wire rope
thimbles fastened with steel clips were used as device hooks and the turnbuckles
were used to pull the cable slack. In order to transfer and change the direction of the
brace load into the devices, two pulleys provided at bottom plates were fitted with
ball bearings. Four (4) high-strength hex bolts and nuts of 30 mm diameter were
used as anchor device to the steel box at the base.

Fig. 26 Layout of bars in RC bare frame
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The anchorage length and the bending curvature of the longitudinal bars at the
top and bottom of the beam were designed in line with the specification and
requirement of the aforementioned code of practice. The connector bolts of 22 mm
diameter mm were embedded in beam and columns samples separately before
casting the concrete into the formwork and the VSB devices were attached to the
concrete frames with the aid of exterior steel plates after the curing period. The top
connection plates were then installed and tightened to the frame using the hex nuts.
The anchorage length, bond stress, and bend radius were calculated based on the
requirement of the code under consideration. Finally, high-strength wire of 14 mm
diameter was used to connect the turnbuckle and shackled to the top plate and
device rods.

4.1 Material Properties of RC Specimens

Mild and high-yield steel bars were used for shear links and longitudinal rein-
forcement in this experiment respectively. The mild steel and the high-yield lon-
gitudinal steel bars recorded yield strengths of 250 MPa and 460 MPa,
respectively, this is in line with the provision of BS 8666 [3]. For instance, T20
represents deformed bar Type 2, with a yield strength of 460 MPa and diameter of

Fig. 27 Column–beam joint details

520 D. T. Hashim et al.



20 mm while, the mild steel bar of diameter 8 mm has a yield strength of 250 MPa.
All the reinforcement bars were free from rust, grease, and any other coating that
may cause de-bonding effects between the steel and the concrete.

The frame was constructed using a concrete of 30 MPa target compressive
strength based on the recommendation of the code of practice for the concrete mix
design as shown in Table 1. The aggregates used were about 75% of the concrete
volume and were selected from a well-graded mixture of natural gravel, crushed
stones, and sand from natural rock available in the Malaysian market. Portland
Cement Type 2 commercially available in the local market was used in this
experiment and potable pipe bone water was used for both the mixing and curing of
the samples. Workability of fresh concrete plays a vital role in determining the level
of compaction of in formwork in such a manner to avoid segregation. Slump test
was conducted on the fresh concrete to evaluate the workability of the concrete
matrix in the laboratory. Cubes samples of 50 numbers with size 150 mm × 150
mm × 150 mm was taken for assessment of the concrete compression strength at
different age stages. During the casting phase, fresh concrete was placed in form-
work in two layers and each layer was vibrated using a vibrator. A compression test
was performed at 3, 7, 14, and 28 days and at the cyclic test day. The mean
compression strength of the concrete cubes was 15.5, 18.5, 20.7, and 24.1 at 3, 7,
14, and 28 days, respectively. Also, the mean compression strength at the cyclic test
day was 28.9 MPa. All specimens were covered and kept wet by spraying water
over the samples regularly for 10 days, as recommended by the code. After 7 days,
all formworks were removed, and the specimens were kept in the laboratory until
testing period.

Three formworks were produced using plywood of 14 mm thickness and braced
properly to avoid any deformation during the casting of the concrete. The formwork
dimensions, shape, levels, angles, verticality and finishing height were checked
during the formwork preparation. The formwork was prepared in a well-fitted
situation and was sealed to prevent any possible leakage during concrete pouring.
The formwork was properly cleaned and the internal surfaces were greased with oil
to enable easy removal of the formwork before casting. Forklift and crane were
used to relocate the samples after curing to the testing zone. All samples were
painted white to enable easy detection of crack propagation.

Table 1 Concrete mix
design (per metre cube)

Concrete grade (Fcu) 30 MPa

Water 190 kg

Cement 425 kg

Fine aggregate 660 kg

Coarse aggregate 1135 kg
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4.2 Monotonic Displacement History in Cyclic Test

Figure 28 shows the cyclic displacement history of the frames that was applied to
all RC and steel frame specimens. The patterns of displacement history show a
cyclic trend with progressively increasing amplitudes. The amplitudes increments
started from 2.5 mm and gradually increased until failure. Figure 29a shows the
location of the strain gauges mounted on the steel reinforcements in the RC frame
and similar locations were chosen for all the RC frame sample as shown in
Fig. 29b. Eight steel 10 mm length strain gauges were attached to the samples at
different locations on the longitudinal reinforcement and the shear links. At the base
of the left and the right columns, strain gauges designated S1 and S3 were attached
to longitudinal reinforcements and S2 was connected to the column link. At the top
longitudinal bars in the beam, two strain gauges S6 and S7 were connected and
symmetrically located at 400 mm distance from the inner side of columns. Also,
strain gauges S8 and S5 were attached to the bottom reinforcements and the shear
link in the beam, respectively. All strain gauges were attached with the aid of glue
and were wrapped by a waterproof tape. Figure 29b illustrates the position of strain
gauges on the concrete surface in all RC frame models. Six 67 mm concrete strain
gauges were attached to the smooth concrete surface by using standard rapid glue.
Two strain gauges C9 and C14 were placed horizontally at the lower part of the
columns. At the beam surface, four stain gauges C10, C11, C12 and C13 were
attached symmetrically in the horizontal and vertical directions.

4.3 Results of Cyclic Dynamic Experimental Test on RC
Frames

Figure 30 shows the actuator-deformed shape of the RC bare frame when subjected
to maximum positive and negative displacements. The cracks occurred at the col-
umn–beam joint of the tensile side of the column cross section at a load of 29 kN.

Fig. 28 Monotonic displacement history for RC model
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These cracks opened and closed due to the effect of lateral cyclic loads applied to
the frame during testing. Another crack emanated at the column–base connection
when the load reached 47.1 kN. The cracks on the column sections were mainly due
to the cyclic moment in the frame. Also, diagonal cracks of width more than 3 mm
were observed on the beam–column joints which propagate as the displacement
continuous. Failure was observed at the column end of the beam–column con-
nection area as shown in Fig. 31.

The force–displacement diagram and skeleton curve of the RC bare frame is
shown in Fig. 32. The maximum capacity of the RC bare frame and the dis-
placement in the skeleton curve was observed to be 47.5 kN and 51 mm respec-
tively. Despite the continuation of the experiment up to 100 mm displacement as

(a)  strain gauges on steel bars (b) strain gauges on concrete surface

Fig. 29 Location of strain gauges at the RC models, a strain gauges on steel bars, b strain gauges
on concrete surface

Fig. 30 Deformed shape of the RC bare frame under cyclic movement
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Fig. 31 Crack propagation in the RC bare frame column and connection zone

Fig. 32 Force–displacement relation and skeleton curve of the RC bare frame under dynamic test
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indicated in the skeleton curve, the capacity of the frame remains unchanged due to
the failure already experienced at the joint location.

A comparison was made between the maximum force and displacement of the
numerical results of the frame with RC infill walls as shown in Fig. 33 and the
experimental result of the frame without RC infill walls. The comparison showed
that addition of the RC infill walls to the considered RC structure has increased the
maximum force capacity of the RC structure by 33% compared with the original
structure as shown in Fig. 34. Moreover, the capacity of the RC structure with RC
infill walls against the lateral displacement was increased by 36.4% compared with
the same RC structure without RC infill walls as given in Fig. 34.

Fig. 33 Numerical model of
the RC frame with RC infill
wall

Fig. 34 Comparison
between the experimental and
the numerical results
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5 Conclusion

In this study, a finite element method for linear, nonlinear static analysis and
nonlinear dynamic analysis of reinforced concrete structure equipped with RC infill
walls subjected to seismic excitation was developed. An infill wall element with
suitable reinforced detailed was used as a stiffener element in a reinforced concrete
structure. ARCS3D, a finite element program was used to modify and analyse the
reinforced concrete model with and without RC infill walls. This program is able to
perform static, dynamic, linear and nonlinear type analyses for 3D reinforced
concrete structures. In order to investigate the performance of RC infill walls in
reinforced concrete structure, a comparison was made between the analysis’s results
of the model with and without RC infill walls that was obtained by ARCS3D
program. In addition, an experimental test was carried out on RC frame without
infill walls to investigate the performance of the RC frame without RC infill walls.
Furthermore, an existing building was considered for analysis by the program in
order to find the effect of the RC infill walls on the behaviour of the building in the
normal case, under push over and seismic loads. In this study, the seismic response
and the damage in RC frame with RC infill walls have been evaluated and a
comparison between the behaviour of RC frame without RC infill wall and with RC
infill wall was made. It was concluded that RC infill wall elements exhibit good
resistance to structure and also increase the rigidity of the frame thereby decreasing
the displacement and the rotation. Moreover, the displacement results of the non-
linear dynamic analysis showed that using RC infill walls elements had effectively
reduced the displacement of the targeted node in X, Y and Z direction compared to
the response of the same structure without RC infill wall system. Also, using infill
walls system have reduced the rotation around X, Y and Z axes compared to the
response of the without infill walls system. Furthermore, the member force in the
nonlinear static analysis showed that using RC infill wall elements have decreased
the axial forces in the Y axis, shear forces in the X direction and shear forces in the Z
direction. More so, using RC infill wall elements have effectively reduced torsion,
bending moment around the X axis and bending moment around Z axis.
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Fire Resistance of Bearing Walls
in Light Steel Frame (LSF) Structures
Including Various Insulation Filler
Materials by Finite Element Method

Hossein Parastesh, Nima Ostovar and Farzad Hejazi

Abstract Using prefabricated structure in lightweight construction is the new
method in both industry and civil engineering. Lightweight Steel Frame
(LSF) becomes more valuable in the construction industry due to low cost, low
weight, high speed of installation and resistance to environmental conditions.
Cold-rolled form lightweight load-bearing wall is consisting of a thin sheet of steel
with C-shaped sections (STUD), thermal insulation filler and cover sheets (Plaster
Board). However, regardless of existing plasterboard protection the thin-walled
steel sections heat up quickly and lose their strength under fire conditions. The main
goal of the current study is an evaluation of thermal capacity and bearing strength of
lightweight walls in terms of cellulosic fire condition analytically. The variable
parameters are insulation filler materials (polystyrene, polystyrene concrete) and
axial load. The Abaqus finite element software was used for modeling and ana-
lyzing of fire loads. Lightweight concrete fillers increase the axial bearing capacity
of walls sustainably and polystyrene filler improved the fire resistance of walls.

Keywords Light gauge steel frame walls � Insulation filler � Polystyrene
Fire resistance � Finite element analysis
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1 Introduction

LSF was used initially as nonstructural, non-load-bearing member but they grad-
ually have been used as bearing components in building constructions. Considering
the novelty of using LSF as a load-bearing member it would be important to check
its resistance in a fire condition. Empty space between two gypsum boards can be
filled with various materials such as polystyrene, polystyrene concrete; therefore,
studying these fillers and their effects on fire conditions are essential.

It is reported by many researchers that using finite element analyses (FEA) to
study the behavior of LSF wall systems under fire conditions and to determine their
FRR has advantages over full-scale fire tests of LSF walls [1–3]. It is less time
consuming, cheaper and easier to perform. Many researchers used finite element
analysis (FEA) for the study and it has advantages over full-scale fire tests of LSF
walls. Many researchers studied the fire behavior of LSF wall panels due to its
important role in the construction industry. Feng et al. [4] claims that to improve the
fire resistance LSF wall panels interior (cavity) insulation can be used. On the other
hand, other studies show that higher fire resistance can be achieved without cavity
insulation [5, 6].

To assess the load-bearing LSF wall FRR, various full-scale fire tests were
performed. In Gunalan et al. [7], demonstrated that some fillers are more efficient to
be used in LSF walls as an inner cavity.

In this work, we investigate the numerical studies which are validated based on
the full-scale fire test results in [8] and [9]. The aim of current study is to improve
the efficiency of the complex structures and LSF wall fire behavior.

2 Method of Fire Protection

There are different methods to protect the structure in fire conditions, therefore, it is
needed to test structures in fire conditions. Usually, these experiments are expensive
and time consuming, instead, finite element method can be used to investigate the
resistance of LSF walls in fire conditions under various load function such as axial
constant loads or dynamic loads.

Abaqus is software which is used for finite element analysis to predict the
structural behavior of thin-walled members. In this research, Abaqus provides
results of LSF wall studs under different loadings with high accuracy. Additionally,
this software is able to model mechanical properties and boundary conditions with
high precision.
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2.1 System Components

The main components of LSF which are stud and track (Rrunner) are shown in
Fig. 1.

Runner in LSF walls is located horizontally on the floor and roof, it conducts the
wall and connects the floor to the roof. Vertical members (studs) are located every
600 mm in runners, their height were 2400 mm and attached them as shown in
Fig. 1.

Plasterboard is made of gypsum which is positioned between two thick layers of
paper or cardboard and it is used as a separator in building the interior walls and
roofs.

Fig. 1 LSF components (runner and stud)
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2.2 Finite Element Analysis

Steel behavior models are divided into linear and nonlinear, which means that after
reaching the yield stress, an increase in tension will be seen; Since the target of
study is the behavior of the system against fire, it is necessary to study behavioral
changes of steel in the case of heat in the model which would cause decrement in
elasticity modulus, yield stress reduction and expansion.

3 Material Properties

Thermal properties of materials that are used in the models are shown in Table 1.
In modeling, steel behavior was considered as completely elastoplastic and

modulus of elasticity and yield stress varies according to the temperature.
The thermal expansion coefficient of steel in accordance with the Eq. (1) varies

with temperature as follows:

a ¼ 1:2� 10�5 þ 0:4� 10�8T � 2:416� 10�4T for 20 �C� T � 750 �C ð1Þ

In Table 2, steel mechanical and thermal properties are observed in the software.
Steel density was considered as 7850 kg/m3.

4 Verification

To validate the model, we used two experimental test models from Mahendran and
Gunalan tests in 2013 [7]. They used a LSF STUD with external dimensions of
40 × 90 mm and thickness of 1.15 mm (Fig. 2) and they were evaluated in fire
tests. They used 10 models to check their performance against fire. Models are
shown in Table 3.

Table 1 Thermal properties of materials

Fillers Thermal properties

– Density (Kg/m3) Conductivity (W/m C) Specific heat (J/Kg C)

Steel 7850 43 450

Foam concrete 600 19/0 540

Polystyrene 30 03/0 1400

Polystyrene concrete 250 075/0 1060

Plaster board 800 17/0 1090

Air 225/1 024/0 1005
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In the first validation test which is number 1 specimen in Table 3, one side of the
wall panels was loaded with fire and one fiberglass layer between two plasterboards
is used. As shown in Fig. 3, results of this work were similar to the results of
steady-state condition in the test.

And also comparing results with the second verification, the similar results are
achieved as shown in Fig. 4.

Number 2* specimen in Table 3, which had two plasterboard layers in both sides
of STUDs without the cavity.

As it is shown in Figs. 3 and 4, it could be concluded that results of this work
were similar to the benchmark method in steady-state condition [7].

Table 2 Steel mechanical and thermal properties

Young’s
modulus

Poisson’s
ratio

Yield
stress

Plastic strain Expansion
coefficient alpha

Temp

230769 0.3 583 0.002526336 0 20

209790 0.3 589 0.002807569 9.98E−06 100

184276 0.3 587 0.003185439 1.16E−05 200

164000 0.3 569 0.003469512 1.24E−05 300

146073 0.3 539 0.003689936 1.26E−05 330

125903 0.3 422 0.003351787 1.30E−05 400

106044 0.3 241 0.002272642 1.35E−05 500

79120 0.3 72 0.00091001 1.40E−05 600

37606 0.3 46 0.001223209 1.45E−05 700

10604 0.3 20 0.001886081 1.47E−05 800

Fig. 2 Test specimen before
fire test
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Table 3 Details of tested LSF wall specimens (1–3)—tests conducted by Gunalan [9], (1*–7*)—
tests conducted by Kolarkar [10]

Test Configuration Insulation Load
ratio

Test failure time
(FRR) (min)

Vertical
plasterboard joints

1 Glass fiber 0.2 118 Studs 1 and 3

2 Glass fiber 0.4 108 Studs 1 and 3

3 Rock fiber 0.4 134 Studs 2 and 4

1* None 0.2 53 Studs 2 and 4

2* None 0.2 111 Studs 2 and 4

3* Glass fiber 0.2 101 Studs 2 and 4

4* Rock fiber 0.2 107 Studs 2 and 4

5* Cellulose
fiber

0.2 110 Studs 1 and 3

6* Rock fibre 0.2 136 Studs 2 and 4

7* Cellulose
fiber

0.2 124 Studs 2 and 4

Fig. 3 Wall specimen number 1 verification (one fiberglass layer between two plasterboards and
its result graph, red dashed lines belong to the verification result graph)
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5 Modeling Description

Walls were modeled in Abaqus finite element modeling software. Shell elements
(4nods S4R) was used for making the sections meshing which able to consider the
buckling and deformation perfectly. Rigid plates were placed at the opposite ends
of studs and they were attached to their upper and downward supports were hinged.
Deformation within the confinement of Plasterboards studs at intervals of 30 cm
was closed.

In Table 4, the variation of gap fillers and isolations which should be used in
walls as shown. The height of stud and thickness of plasterboard should be assumed
as 90 and 13 mm respectively. Top movements were closed and forces were
applied to the downside. The hot flanges and cold one’s heat was considered
uniformly and in the web longitude was linearly, as shown in Fig. 5.

Fig. 4 Wall specimen number 2* verification (two plasterboards without a cavity and its result,
red dashed line belongs to the verification result graph)

Fire Resistance of Bearing Walls in Light Steel Frame (LSF) … 535



6 Loading

The first step in the process of modeling and analyzing techniques is to expose one
side of the wall to the fire standard condition (cellulosic fire condition) and extract
the hot flange and cold flange temperature. Then the extracted temperature was
applied and the web temperature which changes linearly between the hot flange and
cold flange to the separate model to achieve their maximum load bearing at different
times from the start point of firing (loads cannot be applied immediately after
thermal analysis to the software). We achieved the ratio of the bearing walls with
fillers and without fillers and thermal loading and named it as load ratio. Initial
geometric imperfection is not allowed by thermal bowing to have any significant
influence on the resistance of LSF wall studs.

There are two types of loading under fire condition in finite element analysis for
steel members: 1. transient state 2. steady state.

In steady-state condition, the nonuniform temperature distributions in the steel
section is heated up to a specific level and then remained steady. In the next step,
loading would be added until failure.

In transient state condition, first the aimed load (for instance 0.2 of the ultimate
load) is applied to give a specific LR (load ratio), after that nonuniform temperature
distributions are inserted in a time frame in stud. In this research, transient state
condition is used to analyze the models.

Graphs in Fig. 6 show the growth in temperature of hot and cold flanges during
the specified time for different samples. In graphs, the solid curve corresponds to
the standard cellulose fire temperature which exposes to the one side of the wall,
dashed and dotted curves are related to the hot flange and cold flange respectively.
It is assumed that one side of wall faces fire and the other side is exposed to open air

Fig. 5 The figure of Studs and description of heat transfer in stud section

536 H. Parastesh et al.



condition, where walls transfer heat. So, if there are less materials between the wall
and open air, wall would cool down earlier and the reduction in the bearing of the
wall would be less (Table 4).

7 Analyzing Result of Charts

When one side of the wall uses plasterboard and the other side is exposed to the
open air, the increasing ratio of temperature is lower, thus the reduction of resis-
tance would be less. So, while plasterboard was on one side and not filled with any

Table 4 Modelling variation of fillers and location of plasterboards (P is one layer of
plasterboard, 2P is two layers of plasterboards, PSC is polystyrene concrete, and PS is polystyrene)

Model code Model figure

1 2P

2 2x2P

3 2P-PSC

4 2x2P-PSC

5 2x2P-PS

6 2xP-PS-P

7 2xP

8 2xP-PSC
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filler, the temperature increase would be less; but it is not practicable since the wall
did not have any coverage. It seems the best condition can be achieved using one
layer of polystyrene between two plasterboards, since it was more practicable and
its weight was less than concrete fillers (Fig. 6).

The usage of polystyrene as a filler did not have any sufficient result, since it
worked as an isolation besides the hot flange which had resulted in heat focus on
that area. The increase in the temperature in both concrete specimens did not have
any obvious differences, but it should be considered that one of them (foam con-
crete) had more resistance and the other one had lower weight (polystyrene con-
crete). Therefore, the selection of the type should be decided based on the
requirements.

If the heat transfer coefficient of materials was lower than air, then it was not
suitable to be used as a filler. Since it caused heat concentration on one side, it
would be more appropriate to use them as a coverage on walls.

It should be mentioned that because the specific heat capacity represents the
amount of energy required to increase the temperature of a unit mass of material; it
cannot be calculated if a material is appropriate to be used as isolation because
density would also be effective. For instance, although the specific heat capacity of
plasterboard and air are close to each other, it would have a low performance due to
low density.

8 System Resistance with Various Fillers

In the next step, we will compare the strength decrease of studs. In the wall
specimens with concrete fillers, the strength of concrete was added to the wall
resistance. It should be noted that this strength would be decreased by an increase in
temperature. In addition, while the concrete reached its maximum resistance, studs
became confined, since the graphs of these walls were acquired in both confined
and unconfined conditions. Then confined and unconfined graphs were added.
When the concrete got its maximum strain displacement, confined graph and
unconfined graph should be used respectively.

The maximum strength of walls at different times from the beginning of the fire
with a maximum resistance of species without fillers and temperature were com-
pared. “Load Ratio” for walls with concrete filler could be more than “one”. For
illustration, one curve of force and displacement without heat and fillers was shown
Fig. 7 (the basic graph was used to acquire the load ratio).

In Fig. 8, the ratio of the strength of walls and the basic strength is indicated. To
achieve these graph the model of each species analyzed six times. Every time the
temperature of studs at various times was used to reach the maximum tolerated load
which is extracted from samples.

The “Load Ratio” is acquired by dividing the maximum tolerated load on the
sample loads without resistance and temperature. Every point of these curves is the
result of a separate analysis.

538 H. Parastesh et al.



(a) (2P) (b) (2x2P)

(c) (2x2P-PSC) (d) (2P-PSC)

(e) (2x2P-PS) (f) (2x-PS-P)

(g) (2xP) (h) (2xP-PS)

Fig. 6 Results of analyzing temperature–time and bearing-time growth temperature in both hot
flanges and cold flanges. a–g stands for rows in Table 4
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As it can be seen in Fig. 9, species with concrete filler has the most strength as
the bearing of concrete is also calculated in the total resistance. The effects of
plasterboards are minimum in these samples. Also as the number of layers of the
studs increase, the temperature has more pathway to reach flanges, as a result, better
performance was achieved. When the heat flanges, it is better to set the conditions
such that flanges can release the heat into the open air.

Fig. 7 Basic force–displacement graph without heat and loads
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Fig. 8 Force–displacement graph for the 2x2P-PSC
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9 Conclusions

– Considering the weight and density in various concretes and exceptions from the
structure, we can choose the efficient filler in construction.

– Considering limitations of dead load and live load, concrete fillers make
structures heavier.

– The best performance is achieved by using one layer of polystyrene between
plasterboards.

– In case of lateral walls, it is better to reduce the external layers to have a better
heat exchange with open air and prevent the confined heat in walls.

– The usage of concrete fillers is appropriate when it is needed to increase the
bearing of walls. Since steel’s high thermal conductivity causes heat to get to the
flange of studs, consequently it increases the temperature of the whole element,
so these kinds of fillers would not be effective.
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Performance of Various Connection
System for IBS Structure Subjected
to Cyclic Load

Iman Sadeq, Farzad Hejazi and Sarah Jabbar

Abstract Nowadays, application of precast constructions is increasing, due to
benefit of the industrialized building systems, specially the performance of this
type of construction structures when effects of dynamic loads are considered.
Precast beam column connection is mostly the critical part in the structures to resist
the loads, so that the attention must be paid while designing such connections.
Therefore, the aim of this study is to evaluate the efficiency of the precast concrete
beam–column connection comparing with the conventional joints.
Three-dimensional nonlinear analysis was conducted using finite element method
with five beam–column connections under the effect of cyclic load, bearing pad,
steel dowel, and steel angle cleat were used to improve the connections perfor-
mance. The results indicated that the using of steel angle cleat and dowel together
and doubling angle cleat have improved the lateral resistance of the precast con-
nections as well as the lateral stiffness and the ability to dissipate damage energy
when comparing with the conventional joint performance.

Keywords Precast concrete structures � Beam–column connection
Finite element analysis � IBS structure � Cyclic load

1 Introduction

Precast concrete construction is the widely used in Industrialized Building System.
So many countries have headed towards using this type of construction due to many
benefits provided by adopting prefabricated concrete elements in terms of speed of
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erection, reduce wasteful materials, clean and safe environment, decrease the
demand for workers and access to high-quality concrete away from climate’s bad
effect, nowadays, in many countries because it offers a package of benefits sum-
marized in economic benefits in terms of shortening construction time, reducing
reinforcing steel and wet concrete in site work wastages [15].

The strength of RC beam–column connections play a remarkable function in the
durability of the structure while insufficient joints, which have ineligible joint
transverse reinforcement and incompetent anchorage of the beam bottom rein-
forcement were the main reason of the observed damages in the structures over the
years. Luk and Kuang [11] studied the performance of conventional beam–column
joint and two wide beam–column joint with different beam width through numerical
analysis subjected to quasi-static cyclic loading. The results indicated that the using
of wide beam column joint reduced the stiffness and the lateral strength and
increased the shear stress while less crack opening was noticed comparing with the
conventional one. Bedirhanoglu et al. [4] examined the seismic performance of
incomplete RC exterior beam–column connection modified with precast panels
made of High-Performance Fiber Reinforced Cementitious Composites. Four full
scales of beam–column connections were tested under cyclic action. It was found
that modifying RC joints with (HPFRCC) panels increased the shear strength of the
connection, slowed down the joint deformation, and prevent sliding of beam
reinforcement due to proper welding for the bars hook in the connection zone.

Oinam et al. [14] investigated the Cyclic Response of non-ductile RC frame with
steel fibers at beam–column joints and plastic hinge regions, the result indicate that
the addition of steel fibers improved the damage tolerance, lateral load resisting
capacity, lateral stiffness, ductility, and energy dissipation of the frame. On the
other hand, Chidambaram and Agarwal [5] reported the performance of hybrid fiber
reinforced beam–column connection under cyclic load through six exterior joints
one is conventional concrete joint and the other made of concrete mixed with
different kinds of composites in the connection zone and reinforced with three kinds
of fiber: polypropylene fiber, brass-coated steel fiber, and hooked end steel fiber.
The findings observed from this investigation showed improvement in joints per-
formance with (HPFRCC) specially in connection strength comparing with con-
ventional joint while connection with hooked steel fiber showed 50% increase in
compressive strength than other modified joints as well as there were recognizable
improvement in joints’ stiffness, dissipated energy, less cracks were appeared in
horizontal shape finally ductility was increased by 2–3 times than conventional
joint. Frictional connections are considered to resist vertical loads only while it may
fail due to loss of support which may occur in medium seismic areas because of its
low resistance to horizontal loads, where the failure mechanism of the friction
beam-to-column connections (excluding mechanical devices) depends only on the
friction resistance between the connected elements. Banisheikholeslami et al. [3]
studied the performance of steel beam–column connection with bearing pad under
cyclic load in two steps—the first step fixing the rubber pad without bolts and the
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second step with steel bolts. Using steel bolts with small pre-tensioned enhanced
the ability to dissipate energy as the hysteresis loop was wider than the hysteresis
loop of the connections without bolts fixing, as well as the pinching in the hys-
teresis loop was reduced in the second step. Ercolino et al. [8] conducted numerical
study to evaluate the damage of the actual precast beam–column frictional con-
nection with neoprene pad in industrial structure located in Emilia-Romagna. The
numerical analysis showed an agreement with the real action where no collapse
occurred in beam–column connection but the damage was due to roof collapse.

Resisting lateral loads needs adding some mechanical devices such as dowels
connection where dowel is projected from the precast column and lied into sleeves
cast inside the beams and filled with wet concrete. Performance of dowel con-
nection is related to the behavior of several materials (concrete and steel), through
creating contacts between elements (e.g., column concrete-to-dowel and wet con-
crete inside the sleeves-to-dowel contacts) as well as by the performance of the
linked precast elements. Psycharis and Mouzakis [16] investigated the performance
of the precast beam–column connection with two dowels as pinned joint under
lateral monotonic and cyclic load. To study the shear ductility of the connection
through changing some parameters which are dowel number, diameter D, their
distance from edges in different directions d and the filler grout strength. It was
found that for small ratio of d/D strength in pull direction was very low and
increasing the number of dowels may enhance the performance in case of the
monotonic load, while no significant effect in case of cyclic load. Magliulo et al.
[12] studied the shear performance of precast beam–column connection with tow
dowels projected vertically from the column and lied in the beam holes by applying
monotonic horizontal load. A FEM connection was modeled to compare between
numerical and experimental performance and the comparison showed a good
agreement in case of shear strength which was increasing to 0.52%. Zoubek et al.
[20] investigated the behavior of using dowel and neoprene pad in precast in beam–

column with corbel joint in order to study the cyclic failure of the connection with
comparing the result of experimental and FEM analyzing. Standard theory which
proposed that failure mechanism is started as a result of dowel yield and concrete
crush was proven, decreasing the plastic hinge length in the dowel reduced con-
nection strength, using neoprene pad increased the strength of the connection and
cyclic resistance; cyclic resistance represented 60% of monotonic resistance and a
good matching between experimental and numerical results was found. Hawileh
et al. [9] conducted nonlinear finite element analysis of a precast hybrid beam–

column joint subjected to cyclic load with the effect of using post-tensioning strands
to ensure the continuity of the connection. Although, the nonlinear action of the
non-shrink grout between beam and column interface was investigated and ana-
lytical results showed very good coincidence with the experimental results the
post-tensioned strands played a good rule in restoring the frame to its original
condition during applying cyclic load. Maya et al. [13] experienced the cyclic
performance of four interior prefabricated beam–column connections where top and
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bottom channels were cast inside the beam to enable connecting splices bars with
longitudinal reinforcement of the beam through the joint and then fill the gaps with
Ultra-High Performance Fiber Reinforced Concrete. Cyclic load was applied at the
column bottom and the results observed from the test show that increasing in the
length of the splice bars led to increase the joint strength as well as provide proper
shear strength and reduce the cracks in the joint region.

Angle cleat could be added to dry mechanical connections with dowel to restrain
the precast beam from rotation movements and reduced forces induced on dowel as
it tends to follow the shear forces direction when distorted so as shear forces will
spread over the cleat itself. On the other hand, adding angle cleat on the top of the
beam can control the initial vertical displacement of precast beam due to its
self-weight. Leong [10] carried out an experimental study on precast beam–column
with corbel connections using (dowel, angle cleat, stiffened angle cleat with one
bolt and with two bolts) by applying vertical static incremental load on the pre-
fabricated beam in order to examine the moment resisting, the failure mode and the
load capacity of the connections. The result showed that the using of angle cleat
improved joints strength while stiffened angle cleat reduced the joint strength
comparing with ordinary cleat and stiffened angle cleat with two bolts showed
enhancement in connection strength versus both connections with ordinary and
stiffened cleat with one bolts. Vidjeapriya and Jaya [17] conducted an experiment to
study the behavior of prefabricated beam–column connection as exterior joints for
three specimens; RC joints as a benchmark, and two prefabricated beam-column
joints with dowel, and with dowel plus angle cleat. Cyclic displacement load was
applied and the precast joint with dowel and cleat behaved better than dowel joint
and lesser than RC joint in terms of load carrying capacity, energy dissipation and
hysteresis loop shape, whereas precast joint with dowel and cleat was the most
ductile joint. Welded connections are extensively used by the precast concrete
industry to ease construction [7]. Yuksel et al. [19] examined the demeanor of two
types of exterior prefabricated beam–column connection, by using industrial and
residential connections constructed with normal strength concrete and developed
the connections (in terms of reinforcement welded to base steel plate in the beam
around joint zone) under monotonic load before tested under cyclic displacement
action. The results showed a regular load-displacement cycles and an acceptable
behavior due to cyclic load up to 2.0% drift angle. The development of the rein-
forcement detailing enhanced the displacement endurance and strength of the
industrial type connection, and the post-peak behavior and damage distribution in
the connection zone of residential connections. Babu et al. [2] investigated the
behavior of three different types of beam–column connections under the effect of
displacement-cyclic load. The first connection was monolithic joint, the second
connection was precast beam with conventional column connected by a steel plate
cast in the beam and welded to horizontal dowels cast in the column and the last
connection was precast beam–column with corbel joint where wet concrete was cast
on the top of beams to ensure continuity. The result showed acceptable shear
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strength in case for all joint connection, however, conventional joint was better in
case of energy dissipation and precast joint suffered from crack and damages. Choi
et al. [6] investigated the demeanor of prefabricated beam–column connections
using steel connectors consist of steel tube and steel plates with engineered
cementitious composite used to fill the gaps, and compared with conventional
monolithic joint through applying cyclic load. The results showed an acceptable
seismic performance of the precast specimens that were ductile as areas on the
developed connection, while the precast connections strength was 1.15 times more
than the monolithic.

Wahjudi et al. [18] investigated the performance of prefabricated beam–column
joint with U and L-bent anchorages which were put out of the column panel to
enhance the seismic resistance of the joint whereas the conventional connection was
used for comparison purpose. These specimens were tested under cyclic displace-
ment action while their performance was stable at 5% drift angle; this gives an
estimate that the specimens can resist cyclic load until 6% or 7% drift angle. Even
though, the prefabricated connections have shown less strength, little high ductility,
and less energy dissipation comparing with the conventional concrete connection.
Aninthaneni and Dhakal [1] conducted a conceptual study to propose a demount-
able precast beam–column connection using dry connectors. This proposed build-
ing system consist of two systems—the first system to resist gravity load where the
beam connected to the column by mechanical pin joint and the second system to
resist lateral loads using double cleats and found that the damaged parts after an
earthquake can be replaced by double cleats system also the strength can be
increased. The review of literature shows that the using of dowel and cleat can
increase the lateral strength of the precast connection. The behavior of precast
beam–column connection has not been completely examined. Therefore, this study
is focused on evaluating the effect of using welded angel cleat to steel plate for both
sides in beam and column under cyclic load.

2 Various Connection System for IBS Beam Column
Connection

As the dynamic loads consider the most danger loads which may lead to building
collapse, it is very important to investigate the dynamic performance of precast
beam–column joint in order to find new tools to enhance dynamic response of this
connection therefore it is necessary to design precast beam–column connections
considering all types of loading [1]. The conventional reinforced concrete beam–

column joints is the fastest failure part in RC-framed building as assemblage of
compressive, tensile and shear forces are transferred through these joints from
column to beam. The carrying load capacity of these joints is affected by the
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longitudinal and shear reinforcements. Under the effect of earthquake, the con-
ventional beam–column joint may behave inelastically without any loss in its
strength while due to cyclic effect of earthquake; the joints may fail as a reason of
shear with spalling of concrete and loss of bond between the embedded rein-
forcement and concrete panels. While the efficiency of precast concrete frames in
resisting all the loads impacts in IBS building depends on connection type such as
bearing pad, dowel, angle cleat to resisting gravity and lateral loads.

3 Geometric Beam–Column Connections

In this work, half-scale monolithic RC beam–column joint is considered as
benchmark connection for evaluating the dynamic performance of precast beam
connections in comparison of conventional connection. The RC beam has the
dimensions of 200 � 200 � 1900 mm while the column dimensions are
200 � 200 � 2000 mm as shown in Fig. 1. Also four precast frames with different
connections as shown in Fig. 2 shows were modeled with beams dimension
200 � 200 � 1900 mm, 200 � 200 � 2000 mm and a clear span (Lc), depth (d),
and width (b) of 6000, 600, and 600 mm for columns dimensions.

As shown in Fig. 3, four different precast beam–column with corbel connections
were considered: the precast beam–column connection with bearing pad (PCBP),
precast beam–column connection with dowel (PCD), precast beam–column con-
nection with dowel and angle cleat (PCDAC), and precast beam–column connec-
tion with double angle cleat (PC2AC), as listed in Table 1. The frames were
modeled using ABAQUS software with material of normal concrete grade 30, and
all connections were subjected to cyclic load.

In this study, all the parts were meshed with 50 mm element, as shown in Fig. 3.
The embedded constraint is considered for all reinforcement interaction while

bearing pad, dowel, and angle cleat are tied for concrete surface. Figure 4 showed
the interactions in the precast connections.

Fig. 1 RC frame with
normal connection
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4 Results and Discussion

4.1 Precast Beam–Column with Corbel Connections
Subjected to Cyclic Loading

To evaluate the performance of precast connections subjected to dynamic loading,
all considered models were subjected to cyclic displacement. The amplitude of
displacement applied was 100 mm for the connections and applied laterally at the
column back parallel to the connection zone. The history of displacement is pre-
sented in Fig. 5a. The boundary conditions were applied to the bottom end of
columns as fixed supports, as shown in Fig. 5b.

The hysteresis analysis for the cyclic loading of the connections is presented in
Fig. 6. A marked difference is indicated between the load-deflection curves of the

(a) PCBP: Precast beam-column
connection with bearing pad.

(b) PCD: Precast beam-column 
connection with dowel.

(c) PCDAC: Precast beam-column 
connection with dowel and angle 
cleat.

(d) PC2AC: Precast beam-column 
connection with double angle cleat

Fig. 2 Modeled connections
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connections compared with the conventional RC connection. In addition, the load
capacity of the precast connections (PCDAC and PC2AC) was increased with the
using of the steel angle cleat.

(a) PCBP connection (b) PCD connection

(c) PCDAC connection (d) PC2AC connection

(e) CRCC connection

Fig. 3 Meshing for connections

Table 1 Varies type of beam considered

Notation Connection type

CRCC Conventional RC beam-column connection

PCBP Precast beam–column connection with bearing pad

PCD Precast beam–column connection with dowel

PCDAC Precast beam–column connection with dowel and angle cleat

PC2AC Precast beam–column connection with double angle cleat
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The results listed in Table 2 indicated that the ultimate loads for the bench mark
CRCC was 63.76 kN and for the precast connections PCBP, PCD, PCDAC and
PC2AC were 43, 41.66, 78.3 and 75.26, respectively. Therefore, the use of the steel
angle cleat increased the ultimate load by 22.8% for PCDAC and 18% for PC2AC,
While PCBP and PCD showed reduction in the ultimate load capacity by 32.56 and
34.67% respectively. As earlier, it can be noticed that the effect of using angle cleat
in the connection between the precast beam and column on enhancement the lateral
strength of the precast connections.

The lateral stiffness of CRCC was 8.54 � 105 kN/m, it can be noticed that a
huge increase in the lateral stiffness of the precast connection with double cleat
PC2AC of 167% and that because of the high rigidity of the connection as beam is
linked with the column via angle cleat in both top and bottom edges. The precast
connection with dowel and cleat PCDAC showed an increase in the lateral stiffness
of 42.2% comparing with conventional connection. The precast connection with
bearing pad PCBP attained rise in stiffness of 16.5% while the precast connection
with dowel PCD exhibited decreasing in the lateral stiffness of 34% based on the
conventional connection stiffness. From above it can be noticed that the usage of
the cleat in the connection between precast beam and column can increase the
lateral stiffness of the joint while doubling the cleat lead to raise the lateral stiffness
by three times.

(a) PCBP: Precast beam-column
connection with bearing pad. (b) PCD: Precast beam-column

. 

(c) PCDAC: Precast beam-column 
connection with dowel and angle cleat.

(d) PC2AC: Precast beam-column 
connection with double angle cleat.

connection with dowel.

Fig. 4 Interaction for connections
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(a) Relative Displacement Vs time.

(a)  CRCC connection (b) PCBP connection

(c) PCD connection (d) PCDAC connection
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(b) boundary conditions and applied cyclic load

Fig. 5 Boundary condition for connections
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Based on the conventional connection ability to dissipate energy, the precast
connections showed different performance presented by a small increasing in
energy dissipation of the precast connection with dowel and cleat as 6.88% higher
than the conventional model. Precast connection with double cleat attained
decreasing in energy dissipation of 36.4% due to the high lateral stiffness of this
connection, as well as a huge decreasing in energy dissipation in both the precast
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Fig. 6 Hysteresis loop of the connections

Table 2 Beam–column connections under cyclic load

Connections CRCC PCDAC PC2AC PCBP PCD

Lateral strength (kN) 63.76 78.3 75.26 43 41.66

Variance of lateral
strength (%)

0 22.80 18 32.56 34.67

Lateral stiffness (N/m) 8.54 � 105 12.14 � 105 22.8 � 105 9.95 � 105 5.64 � 105

Variance (%) 0 167 42.20 16.50 34

Lateral displacement at
maximum-force (mm)

74.63 64.5 33 43.2 73.77

Variance (%) 0 13.60 55.80 42.11 1.15

Lateral displacement at
0.85 from-maximum
(mm)

25.58 24.5 19.2 27 40.11

Ductility 2.9 2.63 2.27 1.6 1.84

Energy dissipation (kJ) 494.73 528.811 314.64 66.22 104.93

Variance (%) 0 6.88 36.40 86.60 78.80
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connection with dowel which exhibited 78.8% and precast connection with bearing
pad of 86.6% lesser than the conventional connection. Figure 7 presented the
energy dissipation of the connections.

Meanwhile, the ductility index for the maximum value which belong to con-
ventional connection of 2.9, where closed value of ductility was found for precast
connection with dowel cleat and precast connection with double cleat of 2.63 and
2.27 respectively, while precast connections with dowel and bearing pad show poor
performance for connection ductility by 1.84 and 1.6 respectively.

The stress distributions for all studied beam–column connections at the failure
stage are presented in Fig. 8. As shown in Fig. 9, the stress was distributed in the
columns near the fixed end in high percentage while a considerable amount was
generated in the connection region. The maximum principal stress values in all
modeled connections are listed in Table 3. The results of the connections were
almost identical and achieved high percentage of the concrete compressive strength
which is 30 MPa. Principal stress in CRCC was 28.23 MPa, the precast connection
for double cleat and dowel is about 28.55, 28.19 MPa. Due to high stiffness attained
the highest value of stresses as which is 1.13% higher than the CRCC, while the
stress distribution for dowel cleat and bearing pad is about 22.11, 24.75 MPa with
decreasing 21.7, 12.32% respectively.

Figure 9 presented the plotted strain distributions of all considered beam–col-
umn connections. Similar to stress, the maximum plastic strain was noticed at the
fixed supports at the bottom ends of the columns, whereas a small amount of plastic
strain was generated in the connections area in conventional connection, precast
connection with dowel cleat and precast connection with double cleat according to
the rigidity of these connections. Strain occurring in the connections during
applying cyclic displacement load represented the combination between steel and
concrete deformation where the values of the plastic strain presented in Table 3
showed that the maximum value attained in the conventional connection of 0.81486
as a reason of the large displacement that exhibited in this connection and it was the
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(a) CRCC connection (b) PCBP connection

(c) PCD connection (d) PCDAC connection

(e) PC2AC connection

Fig. 8 Stress distribution of the connections
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(a) CRCC connection (b) PCBP connection

(c) PCD connection (d) PCDAC connection

(e) PC2AC connection

Fig. 9 Strain distribution for the connections

Table 3 Stress distribution of the connections

Connections Stresses
(mPa)

Variance
%

Strain Variance
%

Conventional connection 28.23 0 0.81486 0

Precast connection with dowel 28.19 0.14 0.65322 19.8

Precast connection with dowel and
cleat

22.11 21.7 0.61694 24.3

Precast connection with double cleat 28.55 1.13 0.4064 50.13

Precast connection with bearing pad 24.75 12.32 0.3892 32.56
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largest value between the connections. Precast connection with dowel exhibited
plastic strain only at the fixed supports as 19.8% lower than the conventional
connection followed by the precast connection with dowel and cleat which showed
decreasing in plastic strain as 24.3% from the maximum value. The precast con-
nection with double cleat attained decreasing in plastic strain of 50.13% lower than
the conventional connection. The lowest value of plastic strain occurs in the precast
connection with bearing pad with decreasing in plastic strain as 52.24% comparing
with the maximum value.

It can be noticed that the plastic strain attained by precast connection with
double cleat is half of that for conventional connection and that because of the using
angle cleat in the connection between beam and column. As strain is a function of
displacement, decreasing in displacement value will lead to decrease in the strain,
so we can see that the maximum displacement of precast connection with double
cleat is 33 mm and it is approximately half of conventional maximum displacement
which was 74.63 mm.

5 Conclusions

The behavior of precast beam column with various connection type (bearing pad,
dowel, and angle cleat) is evaluated in this study in comparison of conventional
connection under cyclic load by using numerical analysis and the result indicate that

1. precast connection with bearing pad and dowel presented poor performance to
resist cyclic load in comparison of conventional connection, the ultimate
strengths was decreasing to 32.56, 34.67% respectively, while the using of
down cleat and double cleat increases the connection performance to 22.8, 18%
respectively in comparison of conventional connection.

2. the result also shows that the reduction in capacity (energy dissipation) for
bearing pad, dowel, and double cleat precast connections in comparison of
conventional connection capacity is about 86.6, 78.8, and 36.4%, respectively,
while precast concrete shows increasing in energy dissipation by 6.88%.

3. precast connection with (double cleat and dowel) shows almost near behavior
fortress strain distribution with conventional connection while it was decreasing
for dowel cleat and bearing pad link. However, the ductility was decreasing for
all precast connection in comparison of conventional type.
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Preventing Seismic Pounding
of Adjacent Structures Using Viscous
Wall Damper Device

Navid Salami Pargoo, Farzad Hejazi and Sarah Jabbar

Abstract Today, a number of researchers are broadly studying the effective
implementation of supplemental seismic energy dissipation systems to improve
seismic behavior of structures during earthquakes. The current article studies the
impacts of employing Viscous Wall Damper devices to couple two adjacent
structures on seismic response of the new system. An exclusive finite element
algorithm capable of modeling and analyzing structures equipped with special
damper systems was used in order to perform a nonlinear time history analysis
subjected to seismic excitation. Two ten-story RC framed structures are modeled
adjacently in 11 different cases, each representing existence or damping coefficient
of the Viscous Wall Damper device. A parametric study has been conducted in each
case to assess the effectiveness of implementing Viscous Wall Damper devices on
improving seismic behavior of the coupled structure. The considered metrics
include rotation and displacement amplitude, plastic hinge formation, and induced
element forces. It has been proved that the proposed damper system substantially
diminishes and dissipates induced seismic response of the system. Also, it is
indicated that the extent to which Viscous Wall Damper device contributes in
mitigating seismic responses is highly correlated with the damping coefficient.
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1 Introduction

Seismic Pounding is defined as collision of two adjacent buildings during an
earthquake [1]. As a couple of structures in close proximity with unlike properties
(in terms of heights, structural systems, materials, etc.) are exposed to a quake, there
will be a likelihood of occurring pounding within them. Pounding between prox-
imate structures is an extremely complicated fact making the analysis of the
equivalent problem tangled. A number of analytical models have been developed to
explain the behavior of adjacent structures throughout a ground motion. Wolf and
Skrikerud [2] investigated the pounding prompted on account of a small gap
between the structure of a nuclear reactor and a nearby construction. Structural
pounding issue is rather unfavorable than profitable proved by Efraimiadou et al.
[3] when the collision between adjacent reinforced concrete (RC) buildings under
multiple earthquakes was examined. Tapashetti and Swamy [1] demonstrated that
the use of pounding prevention techniques such as incorporating new RC walls,
bracing systems, dampers, combined system of RC wall and bracing, combined
system of RC wall and dampers, and combined system of bracing and dampers
between adjacent buildings are effective in mitigating the pounding due to earth-
quakes. Elwardany et al. [4] presented a finite element analysis for multi-story
buildings to research the impacts of adding infill panels on the response of imposed
mutual pounding of the structures during earthquakes.

An approach to control pounding is to couple adjacent structures via elastic or
damping elements. Considering current concerns in earthquake-resistant design
approaches, structures are likely to undergo significant damage but prevent col-
lapse. While this attitude has been a standard for many decades, novel design
methods and innovative devices are receiving more notice and being developed
comparing with conventional approaches. Plenty new mechanical systems have
been suggested in last two decades in order to improve structural behaviors during
dynamic excitations. They are all recognized as “protective devices” and include
supplemental viscoelastic dampers, viscous fluid dampers, frictional dampers,
hysteretic dampers, tuned-mass dampers, and base isolation systems. A semi-active
control scheme of joined structures has been suggested by Christenson et al. [5],
and different coupled structural configurations have been studied and experimen-
tally verified the effectiveness of employing such vibration control systems based
on acceleration feedback. The usefulness of implementing evenly distributed vis-
cous dampers between a couple of elastic parallel structures, excited by a same
quake, in order to mitigate the consequent responses was investigated by Luco and
De Barros [6], Zhang and Xu [7]. It has been confirmed that the seismic behavior of
adjacent structures was improved through application of adjoining dampers.

The influence of position, quantity as well as linking arrangements of fluid
dampers are investigated by Lu et al. [8] in order to strengthen two adjacent
structures against seismic motions. Then, the obtained outcomes are compared with
the use case of rigid rods.
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Kageyama et al. [9] studied a passive vibration control procedure in which two
adjacent structures were interconnected through dampers. Kim et al. [10] researched
the impacts of implementing viscoelastic dampers at connections between a
building and a sky-bridge as well as across the seismic joints. According to the
outcomes of the conducted analysis, they found that the proposed procedure plays a
significant role in reducing the displacements while no such improvement was
observed considering the base shear. A new adjustable damping device as a cou-
pling component consisting two dampers positioned between two structures was
considered in theoretical and numerical simulations in order to verify the positive
seismic behavior of the suggested protective system during a series of remarkable
quakes [11]. Since a principal aim of proceeding in cutting-edge technologies of
structural engineering is to improve the seismic behavior of structures, imple-
menting a suitable supplemental energy dissipation system can contribute to a great
deal [12, 13]. The impact of different characteristic parameters of supplemental
viscous dampers on the behavior of RC structures was assessed through a para-
metric study, which preceded a design for an optimum viscous damper based on the
anticipated performance to meet the different levels of demand for a given building
[14]. Hejazi et al. [15] developed a 3D elastoplastic viscous damper element
well-matched with the constitutive model to strengthen RC structures during
earthquake excitations by finite element method. Hejazi et al. [16] developed a
multi-objective optimization method to be used in structural passive control
schemes according to a genetic algorithm. They also applied the model to a 3D RC
framed building, whose structural seismic responses have been investigated.
Kandemir-Mazanoglu and Mazanoglu [17] developed an optimization technique to
determine the capacity of viscous dampers bearing one-sided structural pounding
between two adjoining structures under seismic ground motions.

Although the above-mentioned research on mitigation of earthquake-induced
pounding of adjacent structures provide some data about the impacts of different
damper systems and their associated responses, the importance of the subject
prompts a need to investigate the problem in depth, considering state-of-the-art
damper systems as well as a range of governing parameters. Hence, the current
paper studies the effectiveness of implementing Viscous Wall Dampers, as an
advanced system, between adjacent structures in order to attenuate the pounding
consequences. In particular, this paper conducts a research on the influence of
implementing Viscous Wall Dampers with different damping characteristics on a
range of certain structural parameters in order to optimize the associated pounding
ramifications in design and practice.

2 Nonlinear Analysis of the Adjacent RC Structures

A two-dimensional finite element model considering all nonlinearity possibilities
present in the framed structural system has been generated in order to calculate the
response of the structure using a combination of incremental iterative approach and
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the Newton–Raphson practice. The aim is to investigate the effects of equipping
two adjacent structures with Viscous Wall Damper (VWD) device in terms of
reduction in dynamic responses due to earthquake excitations. Figure 1 illustrates
the geometry and property details of the adjacent structures.

The model is generated in an exclusive finite element algorithm developed for
nonlinear analysis of RC structures supplied with earthquake energy dissipation
devices exposed to dynamic excitation. The program is capable of modeling and
analyzing structures in order to detect plastic hinges in structural members under
seismic excitations.

In order to perform a nonlinear time history analysis, the North-South compo-
nent of El Centro earthquake record has been used as dynamic excitation (Fig. 2).
The structures are bearing static loads as well, whose details are presented in Fig. 3.
Figure 3 also represents how VWD device is employed to connect the structures in
order to improve the seismic behavior of the connected structures. The damping
force imposed to a VWD device is calculated by

FVWD ¼ ĈVWD � Vg; ð1Þ

where FVWD is the damping force, CVWD stands for the damping coefficient of the
VWD device, V represents the relative velocity of the damper, and η is exponential
coefficient belonging to velocity. Velocity exponential coefficient of 1 introduces a
linear behavior of the VWD device while any other values reveal a nonlinear
behavior of the damper.

Fig. 1 Adjacent structures 2D geometric model and section properties
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According to the above-mentioned equation, the governing factor to relieve the
seismic responses of such structures is the damping coefficient. Thanks to the
existence of dampers with a wide range of damping coefficients, there are options
for implementing a proper damper with a given damping coefficient based on the
requirement of structural design process.

Fig. 2 Earthquake
acceleration record (North–
South component) of El
Centro (Imperial Valley
Irrigation District, USA-1940)

Fig. 3 Static loading details
and coupling details of the
two adjacent structures
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3 Verification of the Developed Numerical Model

In order to verify the current numerical model of VWD device in terms of its
influence on seismic behavior of a given system, two entirely identical 3D RC
structures, which were investigated in an experimental study by Lu et al. [18], as
seen in Fig. 4a, have been nominated for nonlinear dynamic analysis. The con-
sidered excitation for dynamic analysis has been El Centro earthquake record with
an acceleration amplitude of 0.05 g as an intensity factor. The two structures of 1:2
length scale were built, one with VWD device implemented and the other without
any; in order to compare the effectiveness of implementing such device with the
case of no supplemental damping device employed. Among the two models, the
second one was empowered with VWD device whose damping coefficient was
20 KN s/m. Furthermore, in order to assess the mechanical performance of the
proposed device an exclusive test setup was designed and built, as seen in Fig. 5.

The three-story RC structures consisted of a single bay along the X direction and
two bays along the Y direction, forming a plan of 2.4 m � 3.6 m. Elevation-wise,
the buildings contained three stories of 2 m height. The geometrical properties of
the frame are depicted in Fig. 4b. Furthermore, the section dimensions of consid-
ered columns are 150 mm in width and 150 mm in height, while beams are formed
as a cross-section of 80 mm in width and 150 mm in height and each floor plates
have a thickness of 55 mm. The exceptions are the beams connected to VWD

Fig. 4 Three dimensional RC frame equipped with VWD device. a Large-scaled model by Lu
et al. [18], b Numerical model used in verification of the current study and its geometrical
properties
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devices, whose dimension includes a width of 100 mm and a height of 150 mm.
The geometrical, reinforcement, and material details of structural sections are
illustrated in Fig. 6.

The structure enjoys of an inherent damping of 5%, while VWD device roles as
an additional damping source. It has been assumed that VWD device functions in a
linear behavior, due to taking exponential coefficient equal to one.

In order to verify the results, time history analysis was performed on numerical
models of both structures and the subsequent displacements were compared with
results of the experimental test by Lu et al. Figure 7a represents the recorded
displacement outcomes for both cases of with and without VWD device imple-
mented, achieved in the experiment by Lu et al. Likewise, Fig. 7b displays how
both numerical models react to the imposed excitation in each story level. The
comparison of the two graphs reveal that the proposed numerical model, to a large
extent, is compatible with the experimental test of Lu et al. on the large-scaled
structures.

4 Parametric Study

A numerical study has been conducted to assess the effectiveness of adding sup-
plemental damper devices in controlling vibrations and seismic responses of
adjoining structures. Hence, the impacts of damper damping coefficient on the
mentioned systems have been studied through a nonlinear time history analysis of
the simplified system excited by El Centro earthquake. In the current study, 11
different cases of VWD characteristics in terms of damping coefficient have been
investigated, as seen in Table 1. Nonlinear time history analysis was performed for
all 11 cases and the desired criteria (structural displacement, plastic hinge forma-
tion, and induced column forces) were evaluated in details.

Fig. 5 Exclusive test setup and composition of VWD device
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Fig. 6 Geometrical, reinforcement, and material specifications of structural sections. a Columns,
b beams connected to VWD, c other beams

Fig. 7 Verifying the proposed numerical model in terms of displacement. a Experimental test by
Lu et al. b the numerical model proposed in the current study
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4.1 Structural Displacement Criterion

The maximum structural displacement and rotation is associated with structural
element demands. Therefore, the proposed structural system has been investigated
under 11 damping characteristic cases. The first case considers the circumstance in
which no VWD device is implemented, while other cases are representatives of
different characteristics of VWD devices. Figure 8 shows the effectiveness of
adapting VWD devices on maximum displacement and rotation at each story level
in such proposed structural systems. Furthermore, the detailed values of displace-
ments and rotations are listed in Table 2.

Figure 8 illustrates that the increase in VWD damping coefficient leads to a drop
in structural displacement. According to Fig. 8a, VWD devices contributed the
structure in decreasing the displacement in X direction. The ultimate reduction was
from 39.18 to 14.83 mm while a VWD device with C = 350 KN s/m was
employed. This represents a total reduction of 62% in structural displacement, as
presented in Table 2.

Figure 8b demonstrates the effects of using VWD devices in reducing structural
rotation in each story level. The highest reduction was recorded from 0.0019789 to
0.00149478 rad by 24% while a VWD device with damping coefficient of
C = 250 KN s/m was adopted. Table 2 elaborates on the values concisely.

The comparison of induced displacement as well as rotation in the plain structure
and the one equipped with VWD devices with damping coefficients of 20, 100, 200,
and 350 KN s/m are demonstrated in Figs. 9, 10, 11, and 12, respectively, in terms
of time history based graphs in X and over Z directions. These figures are

Table 1 Considered cases of damping coefficient

Case no. I II III IV V VI VII VIII IX X XI

Damping
coefficient
(KN s/m)

0 20 40 60 80 100 150 200 250 300 350

Fig. 8 Maximum displacements and rotations at each story heights: a displacement at X direction,
b rotation over Z direction
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Table 2 Displacement and rotation reduction rates in each damping coefficient case

Damping
coefficient
(KN s/m)

Maximum
displacement in
X direction (mm)

Displacement
reduction in
X direction (%)

Maximum
rotation in
Z direction
(rad)

Rotation
reduction in
Z direction (%)

0 39.1804 0 0.0019789 0

20 35.1529 10 0.00212977 −8

40 32.4729 17 0.00182994 8

60 29.8901 24 0.00170446 14

80 27.7745 29 0.00158127 20

100 26.1154 33 0.00152677 23

150 22.5332 42 0.00150247 24

200 19.8808 49 0.00151433 23

250 17.7346 55 0.00149478 24

300 16.1191 59 0.00151919 23

Fig. 9 Induced displacement and rotation versus time in X and over Z directions for
C = 20 KN s/m a displacement, b rotation

Fig. 10 Induced displacement and rotation versus time in X and over Z directions for
C = 100 KN s/m a displacement, b rotation
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confirming the efficiency of VWD device regarding the decrease in structural dis-
placement amplitude and rotation.

4.2 Plastic Hinge Formation Criterion

This criterion studies the number of structural members undergone a plastic hinge,
i.e., a failure due to the earthquake excitation.

Figure 13 exhibits the number of sections which experienced a plastic hinge (as
distinct structural members) as well as the total number of induced plastic hinges (as
summation of all plastic hinges) in all structural members during the excitation
while VWD devices with distinctive characteristics of damping coefficient were
mounted.

According to Fig. 13, increasing damping coefficient decreases the number of
sections experiencing a plastic hinge from 24 in the unreinforced frame to 20 in the
frame enhanced by a 20 KN s/m VWD, while further increase in damping coeffi-
cient to 40 KN s/m leads to a higher number of sections endured plastic hinge. As
the damping coefficient rises to 200 KN s/m, the graph represents a descending

Fig. 11 Induced displacement and rotation versus time in X and over Z directions for
C = 200 KN s/m a displacement, b rotation

Fig. 12 Induced displacement and rotation versus time in X and over Z directions for
C = 350 KN s/m a displacement, b rotation
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trend reaching to a minimum of 6 hinged sections, which shows a 75% decrease in
comparison with the case 1. Afterwards, a sudden surge in the number of hinged
sections is recorded at C = 250 KN s/m. The graph ends up by a fluctuation at
higher damping coefficients.

Similarly, the total number of plastic hinges signifies a sloping trend from 186 at
case 1 leading to a constant value of 23 at the damping coefficients of 150, 200,
250 KN s/m. Ultimately, an escalating trend in the total number of plastic hinges is
seen reaching to 38 at C = 350 KN s/m.

In nutshell, VWD devices with low values of damping coefficient show almost
no significant improvement in the seismic behavior of the structure. This might be
in accordance with an increase in the weight of the structure due to implementing
VWD devices. However, higher values of damping coefficient improve perfor-
mance and efficiency of VWD devices in diminishing induced forces due to seismic
excitations.

4.3 Induced Column Forces

As identified in Fig. 14, a corner column has been selected to investigate the
effectiveness of adopting VWD devices in dissipating induced column forces,
including axial force, bending moment, and shear force.

Figures 15, 16, and 17 illustrate the efficiency of supplemental VWD devices
with different damping coefficients in terms of diminishing imposed axial force,
bending moment, and shear force, respectively.

According to Fig. 15, it can explicitly be outlined that low values of damping
coefficient not only does not moderate the induced axial force, but also may magnify
the axial force in some circumstances. However, higher values of damping coefficient
lead to a sliding trend in induced axial force, although with little absolute impacts.

Fig. 13 Number of distanced hinged members and summation of all plastic hinge formations for
different cases
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Considering the impacts on bending moment, Fig. 16 demonstrates a gentle
descending trend with a plateau at higher values of damping coefficient. The same
trend applies to the impacts of VWD devices on induced shear force. However, the
slopping rate proceeds swiftly prior to the plateau bot with lesser positive absolute
impacts, as seen in Fig. 17.

Fig. 14 The considered column of the structure and local coordinate system

Fig. 15 Induced axial force of the specified column in each case
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4.4 Overall Performance of VWD Device

Table 3 includes detailed performance index for response of the structures in all
defined cases. In addition, an average of reduction for each case is presented based
on displacement, rotation, plastic hinge formation, and element forces results. The
average of reduction is taken into account as an overall performance of Viscous
Wall Damper device.

As tabulated in Table 3, VWD devices with low values of damping coefficient,
rolling as connector devices, have partial impacts on the seismic behavior of two
adjacent structures. Therefore, higher rates of displacement, rotation, plastic hinge
occurrence, and induced element forced are resulted. This mostly applies to VWD
devices wither a damping coefficient lower than 60 KN s/m.

Conversely, VWD devices with damping coefficients higher than 60 KN s/m
appear to be more impactful in diminishing the seismic behavior of two adjacent
structures. Among 11 test cases, the ones with damping coefficients of 200 and

Fig. 16 Induced bending moment of the specified column in each case

Fig. 17 Induced shear force of the specified column in each case
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300 KN s/m present the most dissipating attribute in terms of seismic responses
with average reduction rates of 39 and 40%, respectively.

Table 3 enables determining an optimum option in designing a connector VWD
device between two adjacent structures, based on a given metric index, in order to
mitigate seismic responses.

5 Conclusion

This study investigates the effectiveness of implementing supplemental Viscous
Wall Damper devices to link a couple of adjacent structures in order to relieve
seismic responses. Hence, a time history nonlinear analysis of two adjacent
ten-story structures excited by a ground motion has been conducted.

The outcomes suggest that connecting adjacent structures with VWD devices
lead to a noticeable reduction of seismic responses, including displacement
amplitude, rotation, plastic hinge, and induced element forces. Moreover, the cor-
relation between damping coefficient of VWD devices and dissipated seismic
energy indicates a direct relationship with two exceptions. The first exception is a
fluctuation in seismic responses corresponding with VWD devices with low values
of damping coefficient. This might be a result of an increase in structural weight due
to implementing VWD devices leading to more seismic demands, which cannot be
overcome by little positive impact of VWD devices with low damping coefficient.
The second exception occurs while damping coefficient rises so high, where
improvements on seismic behavior deteriorate. This might be a result of an over
damping circumstance triggered by the higher values of damping coefficient.

Apart from the exceptions, all seven metrics (displacement, rotation, section
plastic hinge, total plastic hinge, axial force, bending moment, and shear force)
indicate a downward trend. The trends relating to total plastic hinge, bending
moment, and shear force relatively drop more swiftly comparing with other trends,
which experience gentle cutbacks.

In perspective, employing VWD devices in connecting two adjacent structures
successfully diminish earthquake actions and improve seismic behavior of the
structure.
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Seismic Behaviour of Prestressed
and Normal Reinforcement
of Communication Tower
with Ultra-High Performance Concrete,
High Strength Concrete and Normal
Concrete Materials

Sarah Jabbar, Farzad Hejazi, Mohd Saleh Jaafar and R. S. M. Rashid

Abstract Nowadays, advances in telecommunications and broadcasting have led
to the implementation of communication towers for installing network equipment.
These towers are designed to go as high as possible in order to cover large area and
avoid obstructions. However, there exist many challenges faced by engineers in
relation to design of the tall and slender structures such as the complexity con-
figuration of the structure. The nonlinear dynamic analysis is the only method that
describes the actual behaviour of a structure during earthquake. Therefore, this
study aims to investigate the behaviour of ultra-high performance concrete
(UHPFC), high-strength concrete (HSC) and normal concrete communication tower
with 30 m height located in Malaysia under seismic excitation. Also, to provide
strength, stiffness and stability for the slender structures due to their sensitivity to
dynamic load such as earthquake and vibration forces. For this propose, the finite
element model of the tower is developed and time history analysis of communi-
cation tower under seismic load was conducted. In addition, the effect of using
prestress instead of conventional reinforcement was investigated. The result indi-
cated that prestressing of tower had lesser effect on the lateral displacement of tower
under earthquake excitation. Although, the tower with UHPFC and HSC material
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shows lower lateral peak displacement against earthquake load compared to the
normal concrete, which led to the increase in the use of these materials in lateral
stiffness of the tower structure.

Keywords Communication towers � Ultra-high performance concrete (UHPFC)
High-strength concrete (HSC) � Dynamic nonlinear analysis � Finite element
analysis � Prestressed concrete

1 Introduction

Recently, the use of Ultra-high performance concrete (UHPC) and High-strength
concrete (HSC) in new structures have been witnessed. HSC as the name implies
exhibits has higher compressive compared with normal-strength concrete (NSC),
however, with consequences of higher production cost. HSC is used in many con-
struction works, particularly in bridge due to its strength advantages [11]. UHPC is
another special kind of concrete that is gaining more popularity in civil engineering
constructions due to its extraordinary properties such as strength and durability per-
formance. It is a leading technology and up-to-date knowledge in concrete production
[4]. Jabbar et al. [8] noted that the capacity of UHPC beams for twisting was twice that
of HSC beams. Although, some new types of bridgemember employingUHPCCwas
applied such as Shepherds Creek Bridge in Australia [3], FHWA short span bridge in
the USA andWapello Bridge in Iowa, USA [6], Kuyshu High Speed Bridge in Japan
[14].Also, there is a report about the application ofUHPCC in hybrid beams andWind
Turbine tower. Wu et al. [21] carried out research program on Post-tensioned
Ultra-High Performance concrete using cementitious composites with a target com-
pressive strength of 200 MPa for hybrid wind turbine tower using different cases of
wall thickness and prestressing tendons, and found that thewall thickness has effect on
the displacement. In addition, the prestress can effectively reduce the stress and
improve stability of the tower. Preciado et al. [18] proposed a method for reducing
seismic vulnerability of masonry towers using externally prestressed devices and the
result showed that amedium level prestressed system could increase bending capacity
without reduction in ductility. In the highly prestressed system, degree of displace-
ment of the tower was slightly reducedwhich indicates less ductility. Furthermore, the
connection of discrete elements in precast concrete structures is important for overall
continuity of the building [19]. The economic advantages of precast concrete struc-
tures are better than in situ concrete structures. The existing benefits include improved
finishing, quality control, curing and concrete casting [20].

Earth tremor sets buildings in motion with different intensities and frequencies at
different locations. This results to different degree of damages in structures located
in the affected region. Therefore, it is highly imperative to construct an
earthquake-resistant structure that is capable of resisting high-magnitude earth-
quake. In other to achieve this goal, time history analysis which is the behaviour of
a structure during an earthquake could be employed to develop a sustainable and
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cost-effective method. Qin et al. [7] studied the dynamic characteristic and seismic
response of a Shanghai tower in China by developing finite element model under
time history analysis. The result indicate that the time history analysis is a useful
tool for seismic design for tall buildings. Lu et al. [12] carried out nonlinear
dynamic time history analysis to investigate the behaviour of high-rise building
structure with setbacks in elevation under rare earth tremor. The structure
demonstrated sufficient seismic and ductility capacity to resist earthquake. Patil and
Kumbhar [15] studied nonlinear dynamic analysis by developing finite element
model for reinforced concrete framed building with 10 storey considering different
seismic intensities. The result showed that time history analysis of multi-storeyed
RCC structure is required to ensure resistance to earthquake excitation. Patil et al.
[16] studied the structural behaviour of 80 m wind turbine tower under heavy
ground motions and seismic fragility analysis. It was observed that the turbine
tower is susceptible to overturning moment if subjected to earthquake. More so, the
structure could fail due to permanent deformation and global buckling. Esfahani
et al. [5] studied the seismic behaviour of IBS frames and partially prestressed
concrete PPC. The time history analysis results revealed that IBS and PPC frames
exhibits better seismic performance when compared with the conventional RC
frames. Nguyen and Kima [13] presented a procedure for nonlinear inelastic time
history analysis procedure for space semi-rigid six-storey steel frames under
dynamic loads. It was observed that flexibility plays an important role in estimating
the actual behaviour of steel frames connections. Alembagheri [2] studied the
seismic behaviour of slender freestanding towers by considering an idealized hol-
low intake tower submerged under horizontal and vertical components of the El
Centro earthquake test. The author observed that the interaction of water–structure
affects the seismic behaviour of the tower. Paultre et al. [17] investigated seismic
damage response of a moment resisting high-strength concrete frame by subjecting
it to a repeated pseudo-dynamic vibration. The author developed methodology with
regularization that showed that it is an effective approach to be used in predicting
localization and level of damage in structures subjected to earthquakes excitation.

The review of literature indicates that the dynamic analysis is important in
defining response of structures; although, the use of prestress concrete enhanced the
tensile capacity of structures. But, there exist insufficient knowledge regarding
towers’ structure located in high seismicity environment. Therefore, this paper
comprises of two major parts. First, finite element analysis model of communication
tower is developed using ABAQUS software developed from HSC, UHPC and
normal concrete material properties with prestress and conventional reinforced
concrete. Then, time history analysis with different peak ground accelerations (El
Centro USA and Malaysia excitation) is imperative in order to evaluate the per-
formance of the different material (UHPC, HSC, normal concrete) under the
aforementioned condition.
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2 Dynamic Response of Tower Under Earthquake
Excitation

Seismic response of a building is investigated using time history analysis under
different earth tremor forces. This includes a chronological procedure of analysis for
the dynamic response of a structure under specified loading that varies with time.
Both acceleration and displacement responses are required in order to understand
and visualize the dynamic behaviour of the system when subjected to the earth
quake excitation. In this study, an attempt has been made to investigate the beha-
viour of different towers subjected to seismic excitation. For this purpose, two
earthquake records of El Centro (USA, 1940) as moderate earthquake and
Malaysian record a low intensity earthquake record have been implemented. The
deflection is considered critical, it may be limited to height/500 [10]. In this case,
the maximum allowable deflection at the tip of the tower is 60 mm.

3 Description of the Tower

The communication tower that used in this study is UHPFC with 30 m height
located in Malaysia and consider three segments each segments with 10 m height.
The tower system is considered as a rigid hollow column (cantilever) which is able
to stand against horizontal load through its lateral stiffness which is provided
through tower component such as the prestress tendons inside the segmental that
can help to increase the resistance against lateral load. It consists of three segments
each segment with 10 m height. The segments linked to each other by using bolts
and nuts. The length the bolts and diameter is about 1000, 25 mm respectively for
segmental connection. While it is about 1000 mm length with 32 mm diameter for
foundation and first segmental connection. Each segment is arranged with eight
tendons and each connection is arranged with eight holes for bolts. The three
segments is fixed to a reinforcement concrete foundation block with 4.00 � 4.00 m
cross section and 1 m in deep as showed in Fig. 1. Each segment is arranged with
eight tendons and each connection is arranged with eight holes for bolts. Strand
with 15.2 mm diameter with 260 MPa yield stress is prestressed with the tower
with 1200 MPa prestresses force. In addition, the material properties for HSC
material are reported by Jankowiak and Lodygowski [9] and for UHPFC by Chen
and Graybeal [4].

582 S. Jabbar et al.



4 Development of FEM Model

The Finite element analysis software ABAQUS [1] was used to develop and
analyse 3-D model of the communication tower as shown in Fig. 2. In other to
evaluate the behaviour of the communication tower, UHPFC, HSC and normal
concrete material properties were used to develop the model and time history
analysis was carried out. An eight-node linear brick of 3-D integration element
(C3D8R) was used to simulate concrete parts and two-node linear 3-D truss ele-
ments (T3D2) was used to model the reinforcing bar elements and prestressing
tendon element which are embedded in the concrete.

4.1 Nut and Screws

Nut and Screws were used to assemble the various components of the developed
proposed connection. In this study, the length and the bolts diameter is about 1000,
25 mm respectively for segmental connection. While the diameter of bolts for the

Fig. 1 UHPFC
communication tower located
in Malaysia
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foundation and first segmental connection is about 32 mm. The screw and nut were
reproduced as solid elements using FEM software as shown in Fig. 3.

4.2 Interactions

All reinforcements were constraint as embedded in model while the
surface-to-surface contact was considered in the interaction for the outer and inner
nuts and bolt surfaces of the concrete which were eventually tied together.

Fig. 2 Developed FEM for
communication tower

Fig. 3 Bolt and nut geometry
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4.3 Meshing

The structured and sweep technique is employed for meshing. All models are
meshed with 150 mm of mesh size as shown in Fig. 4.

4.4 Load and Boundary Condition

The simulation models adopted in this work is as simple cantilever column. A fixed
boundary condition is applied at the tower foundation as shown in Fig. 5. The
definition of the boundary condition is given in Eq. 1.

U1 ¼ U2 ¼ U3 ¼ UR1 ¼ UR2 ¼ UR3 ¼ 0 ð1Þ

The time history analysis was conducted using the El Centro (USA, 1940) and
Malaysia earthquake acceleration as shown in Fig. 6a, b.

Fig. 4 Tower mesh
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5 Result and Discussion

5.1 Time History Displacement

Time history analysis is performed for UHPFC, HSC, and normal concrete com-
munication towers with prestress and normal reinforcement.

Records of the El Centro (USA, 1940) and Malaysia earthquakes are used for the
time history analysis.

The comparison of displacements and accelerations from the response history
analysis with the recorded of the precast communication towers is shown in the
following figures to compare the response of the towers with different materials and
with prestress and normal reinforcement during earthquake excitation.

The time history analysis responses displacement versus the time and the
acceleration versus the time graphs for normal, HSC and UHPFC communication
tower are shown in Fig. 7.

Based on the results of the fluctuating trend of the displacements it shows that
the maximum deflection is reduced to 18.56, 5, 7.14% for tower with UHPFC, HSC
and normal concrete, respectively, with using the prestress instead of normal
reinforcement under time history analyses with El Centro earthquake due to less
amount of damage.

Fig. 5 Applying load and
boundary condition
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Figure 8 shows the maximum deflection and maximum relative acceleration for
the UHPFC, HSC and normal concrete towers under Malaysian earth quake and the
result indicates that using of the prestress can reduce the maximum deflection to
10.16, 11.26 and 6.4%, respectively in comparison of using the normal reinforce-
ment for UHPFC, HSC and normal concrete communication towers.

Tables 1 and 2 represent the maximum relative responses (maximum relative
displacement and maximum relative acceleration) of UHPFC, HSC and normal
concrete of both prestressed and normal reinforcement communication towers
subjected to El Centro and Malaysia earthquakes. Furthermore, the reduction per-
centage of the different dynamic responses is calculated.

5.2 Comparison Between UHPFC, HSC and Normal
Concrete Prestressed Tower Under Time History
Analysis

The relative displacement versus the time graph based on the time history analysis
for normal concrete, HSC and UHPFC communication tower are shown in Fig. 9.
Based on the results of the fluctuating trend of the displacements and acceleration

(a) Acceleration–time record forEl Centro earthquake

(b) Acceleration–time hisory record for Malaysia earthquake
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Fig. 6 Earthquake acceleration–time history record
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the tower with UHPFC and HSC material, the result shows lower lateral peak
displacement against earthquake loading which is about 30.7 and 40 mm respec-
tively, while for conventional concrete, it is about 42 mm due to the initial low
stiffness.

(1) Lateral top displacement (2) Acceleration

(a) UHPFC tower with prestress and normal reinforcement (1) Lateral top 
displacement (2) Acceleration
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(1) Lateral top displacement (2) Acceleration

(b) HSC tower with prestress and normal reinforcement (1) Lateral top 
displacement (2) Acceleration
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(1) Lateral top displacement (2) Acceleration

(c) Normal concrete tower with prestress and normal reinforcement (1) Lateral 
top displacement (2) Acceleration
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Fig. 7 Towers response under El Centro earthquake
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Although the deflections of the precast communication tower with (normal,
HSC, UHPFC) material are compared under the other earthquake records
(Malaysia) in Fig. 10. Where tower with normal concrete exhibit a larger lateral
peak displacement 17.3 than HSC and UHPFC tower which is about 7.1, 5.9 mm
respectively.

(a) UHPFC tower with prestress and normal reinforcement (1) Lateral top
displacement (2) Acceleration

(1) Lateral top displacement 

-8

-6

-4

-2

0

2

4

6

8
R

el
at

iv
e 

di
sp

la
ce

m
en

t (
m

m
)

Time (S)

0 5 10 15 20

UHPFC- Prestressed
UHPFC-Normal reinf.

(2) Acceleration

-2000
-1500
-1000

-500
0

500
1000
1500
2000

R
el

at
iv

e 
ac

ce
le

ra
tio

n 
(m

m
/s

ec
2)

Time (s)

0 5 10 15 20

UHPFC-Prestressed
UHPFC-Normal reinf.

(b) HSC tower with prestress and normal reinforcement (1) Lateral top
displacement (2) Acceleration
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(c) Normal concrete tower with prestress and normal reinforcement  (1) Lateral top
displacement (2) Acceleration
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Fig. 8 Towers response under Malaysia earth quake
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6 Conclusions

In this study, the dynamic behaviour of communication towers with different type
of materials such as conventional, HSC and UHPFC under different seismic exci-
tation was investigated. Therefore, a communication tower (30 m) height with
different material properties (UHPFC, HSC and normal concrete) under prestressed
condition is considered. Three-dimensional nonlinear finite element models were
proposed to ascertain the nonlinear dynamic reactions in seismicity zones.

Table 1 Time history result for prestress and normal reinforcement tower under El Centro
earthquake

Tower Acceleration
(mm/s2)

Displacement
(mm)

Reduction of
displacement %

UHPFC—prestressed 3607 30.7 18.56

UHPFC—normal
reinforcement

3462 36.4

HSC—prestressed 2894 40 5

HSC—normal reinforcement 2747 42

Normal concrete—prestressed 3663 42 7.14

Normal conc—normal
reinforcement

3770 45

Table 2 Time history result for prestress and normal reinforcement tower under Malaysia
earthquake

Malaysia tEQ Acceleration
(mm/s2)

Displacement
(mm)

Reduction of
displacement %

UHPFC—prestressed 1553 5.9 10.16

UHPFC—normal reinforcement 1552 6.5

HSC—prestressed 889.4 7.1 11.26

HSC—normal reinforcement 656 7.9

Normal concrete—prestressed 1230 17.3 6.4

Normal concrete—normal
reinforcement

1046 18.4
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An earthquake records with different peak ground acceleration El Centro and
Malaysia earthquake were applied to examine the performance of communication
towers. The results indicated that using prestressed concrete in tower with UHPFC,
HSC and conventional concrete material instead of normal reinforcement led to a
reduced acceleration when subjected to any dynamic load. Also, less damage and
increasing the strength were observed in the tower after testing. On the other hand,
the tower with UHPFC and HSC material exhibits higher seismic performance in
comparison to the conventional RC tower.

(a) comparison between UHPFC, HSC and Normal concrete tower in 
terms of lateral top displacement

(b) Comparison between UHPFC, HSC and Normal concrete tower in 
terms of acceleration
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(a) comparison between UHPFC, HSC and Normal concrete tower
in terms of lateral top displacement

(b) Comparison between UHPFC, HSC and Normal concrete tower 
in terms of acceleration
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Seismic Response of Shear Wall
with Viscous Damping System

Farzad Hejazi, Nima Ostovar and Abdilahi Bashir

Abstract Seismic response behavior of the shear wall buildings has been inves-
tigated since last few years in the seismic zones using laboratory experimental
testing and commercial package analysis. Three-dimensional analysis of shear wall
structure under multiple direction of seismic excitation is a challenging work in the
design of earthquake resistance structure, but the most challenging task is the
analysis of the shear wall equipped with viscous damper at the middle of the shear
wall using three dimensions of time history earthquake excitations. The main
objective of this research is to find out the optimum shear wall location under three
dimensions of earthquake excitation using commercial package ETABS. For this
purpose two models of shear wall locations have been adapted in this research.
Model type one, the shear wall is located at the middle span of three spans frame.
Model type two, the shear wall is located at the corner spans of the same frame. The
other objective of this research is to find out the optimum viscous damper location
under three dimensions of earthquake excitation using commercial package ETBS.
So, four different location of the viscous damper has been adapted in both two
different shear wall models where the viscous damper embedded cut out of shear
wall. The result of the peak deflection and structural member forces of the both
shear wall models with and without implementation of viscous damper has been
obtained successfully and compared their results accordingly. The result indicates
the best performance of the shear wall goes to model type two. On the other hand,
when the viscous damper located at the top of the shear wall frame structure has
achieved the highest percentage reduction of the tip deflection and structural
member forces of the shear wall frame and it is optimum location of viscous damper
under 3D earthquake.
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1 Introduction

Earthquake is most destructive natural hazards that occur in almost all contents. The
occurrence of the earthquake is result of the release energy from earthquake through
shallow or less deep of the parts of the earth’s interior which creates seismic waves
[1]. The seismic waves move from inner of the crust to the surface of the earth with
different speeds and frequencies. When the seismic waves reach on the surface of
the earth where towns and cities locates, the seismic waves shakes the ground and
moves little apart. The movement of the earth destroyed the buildings and structures
on that surface of the earth. The damage that the structures receive depends upon
the speed and the frequency of the seismic waves. Since the motion of the ground
cause the destruction of the structures, it is necessary to identify some way to
prevent the destruction of the structures during the ground movements. To achieve
earthquake-resistant structures, seismic retrofitting and re-habitation of the build-
ings, three methods have been identified to dissipate the energy of earthquake and
reduce effect of lateral load on the buildings [2]. These methods are; base isolation,
energy absorption at plastic hinges, and use of mechanical devices to provide
structural control system during earthquake as it can be seen in Fig. 1. The
implementation of viscous dampers in the building structures as energy dissipation
device has been chosen in this study to achieve earthquake-resistant structures.

The usage of the energy dissipation device in the building structures have been
developed in the past decades [7, 8]. It has been utilized in different buildings with
different devices to protect the buildings from excessive energy of seismic exci-
tation. There are numerous types of dampers available commercially, which has
been tested to different buildings. The viscous dampers are one of the energy
dissipations that have been utilized in the building structure, which most commonly
used of the frame structures, but the usage of the viscous dampers into the shear
wall building are new in the seismic design field.

In 2003, Madsen carried the study on the effects of damping systems to
improving the seismic design performance of multi storey buildings structures [3].
Madsen used ABAQUS in this study as finite element program package to analysis
and obtain the response of the structure under seismic. The dampers are located
within cutout sections of shear walls and then analysis has been taken on
nine-storey building models to evaluate the effectiveness of the damper placement
by subjecting seismic excitation. The result of this model studies on the nine-storey
buildings showed that the ground floor placement of the damper has achieved the
highest reduction of the tip deflection and tip acceleration.

In 2006, Julius Marko was carried a time history analysis of the shear wall model
by observing the effects of the three types of damping devices on the seismic
response of shear wall structures using ABAQUS/Standard version 6.3 [4]. The
three types of the damping devices that Julius used his investigation were friction
dampers, viscous elastic dampers, and hybrid dampers. The best performance was
achieved in structure where damper installed in all three parts of the model with an
overall reduction of 24.7%. The second best performance was achieved for model
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where dampers placed in the upper part of the structure with an overall reduction of
19.9% and following by when the dampers placed in the middle part of the structure
with an overall reduction of 19.1%. Finally dampers placed in the lower part of the
model achieved the lowest reduction of 8.5%.

Fig. 1 a Mechanical devices viscous damper method b energy absorption at plastic hinges
method c base isolation method
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Mostly the researchers have has done an investigation on implementation pas-
sive energy dissipation devices into frame structures system but rare investigation
have been done towards the implementation of the viscous damping devices
imbedded into shear walls of the building and investigation of the effect of dampers
within shear wall in behavior of the building during earthquake [5–9]. This study is
concentrating the investigation of the response of the shear wall buildings subjected
to seismic loads with viscous damping devices strategically embedded into shear
wall. This research is representing the fulfillment of the research gaps which have
not done before in the structural and earthquake engineering field and this gaps are
summarized as below: (a) There is no study on 3D analysis of the shear wall
structural members with embedded dampers under multiple direction of seismic
excitation. (b) There is no investigation on three direction Time history analysis of
the shear wall structures with different location of the viscous dampers. (c) There is
no many detailed study on response of the shear wall structural member in different
locations under multiple direction of seismic excitation. (d) There is lack of
information about the efficiency of damping system under multiple dimension of
earthquake excitation.

The main objective of this study is to generate fundamental research information
on the performance of the building equipped damping devices within shear wall
during three-dimensional seismic excitations. The other supplementary objectives
are: (a) To investigate the effects of the viscous damper locations in response of
structure under multiple direction of seismic excitation. (b) To investigate the
effects of the shear wall location under three dimension of seismic excitation. (c) To
use the research findings to propose most effective damping shear wall during three
dimension of seismic excitation for response performance of the structures.

This research is concentrated on the model analysis of RC shear wall structure
equipped with damper devices in order to investigate the effect of implementation
of viscous damper on seismic response of the shear wall buildings. This study is
focusing the maximum deflection of the shear wall frame structure and structural
member forces after applied the 3D seismic load to the structure. The shear wall
frame models have been analyzed using three dimensions of earthquake records to
investigate the overall response of the shear wall members using finite element
program ETABS.

2 Methodology

A three-storey shear wall frame structure was modeled in two different types of the
structural model in this research to investigate the response of the structure under
seismic excitation. The two types of models are designated by Model Type One and
Model Type two and each type of the models has been equipped a viscous damper
in four locations as it is illustrated in Figs. 2 and 3. The Model Type One is
represented by a symmetric three-storey frame with three spans in each side and the
shear wall located at the middle span of each side. A diagonal viscous damper was
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installed within cut out of shear wall at four different placements, namely bottom of
the structure, middle of the structure, top storey of the structure and all storey of the
frame-shear wall structure Fig. 1. The Model Type Two is represented by a sym-
metric three-storey frame with three spans in each side and the shear wall located at
the corner spans of each side. A diagonal viscous damper was installed within cut
out of shear wall at four different placements, namely bottom of the structure,

Fig. 2 Model type one

Fig. 3 Model type two
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middle of the structure, top storey of the structure and all storey of the frame-shear
wall structure Fig. 4. The dimensions of the shear wall in model type one and type
two is 10.5 m height, 6 m width and 0.15 m thick. Where the dimension of the
beams is 400 � 250 mm and the columns are 150 � 150 mm. The frame only
carries the self-weight and 7.21 kN brick wall loads.

The diagonal configuration of the viscous damper was considered for both types
of models (Fig. 5). Furthermore, four different damper placements were considered
to study the influence of the location on the seismic response of these buildings.
Detail of the diagonal viscous damper located within the cut out of the shear wall is
shown in Fig. 6. The properties of the viscous damper that has been utilized for all
models of shear wall are Kd = 10 � 103 N/mm and Cd = 10 � 105 N/mm.

The El Centro three-dimensional earthquake records is selected for implemen-
tation to analysis as the multiple dimensions earthquake excitations in order to
investigate the seismic response of shear wall frame structures with and without
equipped viscous dampers. The three dimensions of El Centro (1940) earthquake
records are shown in Fig. 7.

The overall schematic view of this research is presented a flow chart in Fig. 8.

Fig. 4 Viscous damper usage in shear wall
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Fig. 5 Viscous damping equipped in shear wall structures

Fig. 6 Placement of dampers within 18-storey frame-shear wall structures [4]

Fig. 7 El Centro (1940) earthquake record
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3 Result and Discussion

Figure 9 shows the overall result of one frame and five shear wall frame models,
which shows a different response performance, some of the models show good
response performance under earthquake excitations, while the others show weak

Fig. 8 Flow chart of the stages of analyzing a three-storey shear wall frame structure

602 F. Hejazi et al.



response performance under earthquake excitation. The shear wall frame with
viscous damper at the top of the structure achieved best performance compared to
the frame-shear wall and those have viscous damper. The average peak deflection of
shear wall frame equipped viscous damper at the top of the structure is reduced
25.15% compared to the shear wall without damping systems as shown in Fig. 7.
Equipped viscous damper at top of the shear wall frame is the optimum location of
the viscous damper in shear wall frame under three dimension of earthquake
excitation. The result shows 17.9% reduction of the axial forces after equipped
viscous damper at the all middle of the shear wall frame structure. The moment at
the base of the shear wall frame structures is also reduced 20.65%, while the torsion
and base shear of the building is also reduced 14.2 and 7.1% respectively as it is
shown in Table 1.

The overall result of peak deflection and structural member force of the frame
agreed the optimum location of the viscous damper in the shear wall frame is at the
top of the frame structure, where the peak displacement achieved the highest
reduction and all structural member forces are reduced.

The shear wall frame with viscous damper at the top of the structure achieved
best performance compared to the frame-shear wall and those have viscous damper.
Average maximum structure member forces of shear wall frame equipped viscous
damper at the top of the structure in Fig. 10 reduced all forces compared to the
shear wall without damping systems. The result shows 26.84% reduction of the
axial forces after equipped viscous damper at the all top of the shear wall frame
structure. The moment at the base of the shear wall frame structures is also reduced
32.79%, while the torsion and base shear of the building is also reduced 29.58 and
54.76% respectively as shown in Table 1, compared to the shear wall without
damping systems. Based on the reduction of structural member forces of the shear
wall frame, the optimum location of the viscous damper in shear wall frame under
three dimension of earthquake excitation is the top of the shear wall frame.
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Table 1 Comparison of maximum structural member forces of shear wall model type one and
model type two

Structural member forces Reduction (%)

Model
type
one

Shear wall Shear wall
damper at
bottom

Shear wall
damper at
middle

Shear wall
damper at
top

Shear wall
damper at all
storey

Axial
force

176.2 kN −28.94 −17.9 −2.16 29.1

Shear
force

9233.93 kN 5 −7.1 −2.76 23.2

Torsion 83110 kN m 5.33 −14.2 −5.9 23.47

Moment 76260 kN m −8.1 −20.65 −8.12 21.74

Structural member
forces

Reduction (%)

Model
type
two

Shear
wall

Shear wall
damper at
bottom

Shear wall
damper at
middle

Shear wall
damper at
top

Shear wall
damper at all
storey

Axial
force

75.23 kN 42.8 42.43 −26.84 69.31

Shear
force

4054 kN −2.58 −68.27 −54.76 17.43

Torsion 36320
kN m

0.14 12.14 −29.58 23.3

Moment 31960
kN m

−3.89 19.26 −32.79 19.88
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The overall result of peak deflection and structural member force of the frame
agreed the optimum location of the viscous damper in the shear wall frame is at the
top of the frame structure. The peak displacement and all structural member forces
are achieved at the highest reduction value when the viscous damper located at the
top of the frame structure under three direction earthquake excitation.

The average result in Fig. 11 shows the highest peak displacement reduction in
both models. Viscous damper equipped at top of the shear wall frame structure
achieved highest peak displacement in both models. The average percentage peak
deflection reduction achieved by shear wall equipped viscous damper at the top of
the shear wall frame structure is 25.15 and 25.93% reduction of model type one and
type two respectively. As conclusion the equipped viscous damper at top is opti-
mum location of the damper under three direction of earthquake excitation.

Table 1 is illustrating the structural member force of shear wall frame structures
under three direction of earthquake excitation. Model type one achieved the highest
reduction of all structural member forces when the viscous damper located at the
middle of the shear wall frame structure. Model type two achieved the highest
reduction of all structural member forces when the viscous damper located at the
top of the shear wall frame structure.

As the overall conclusion the location of the damper, which the two models have
agreement the reduction of both peak deflection and structural member forces is a
top of the shear wall frame structure. The optimum location of the diagonal viscous
damper equipped in the shear wall frame is the top of the shear wall frame structure.
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4 Conclusion

The first objective of this research is to investigate the effect of the damper location
inside the shear wall under three-dimensional of earthquake excitations. Two dif-
ferent models designated by model type one (shear wall at middle span) and model
type two (shear wall at corner spans) is considered in this research and each model
equipped viscous damper in different locations.

The average peak displacement reduction in both models with and without
viscous damper has compared. The damper at top of the shear wall frame structure
is achieved highest peak displacement in both models. As conclusion the equipped
viscous damper at top is optimum location of the damper under three direction of
earthquake excitation.

The second objective of this research is to investigate the effect of the shear wall
location under the three-dimensional of earthquake excitations. Both shear walls
has achieved high percentage peak displacement reduction compared with the
frame. The model type two achieved highest earthquake energy dissipation com-
pared with the shear wall type one. So that, the shear wall type two is optimum
location of the shear wall under three direction of earthquake excitation.

The third objective is to propose the most effective damping shear wall during
three dimension of seismic excitation. The shear wall achieved highest reduction
when the viscous damper is located at the top of shear wall frame structure in model
type two. The optimum location of the viscous damper equipped in the shear wall
frame is the top of the model type two shear wall frame structure.
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Part II
Geospatial Engineering



Identification of Geomorphic Anomaly
and Morphotectonic Signature to Study
the Seismotectonic Activity and Its
Impact on Infrastructure Development
Through Integrated Remote Sensing
and GIS Techniques

Snehasish Ghosh and Ramamoorthy Sivakumar

Abstract The anomalous nature of basin morphological characteristics produces
significant geomorphic anomaly which is the indicator of seismotectonic activity. In
recent years, the increasing frequency of earthquakes and subsequent damages to
infrastructures in Indian sub-continent reveal to study the seimotectonic earthquake.
Hence, the present research focuses to identify the geomorphic anomaly and mor-
photectonic signature to study the seismotectonic activity and its impact on infras-
tructure development through integrated remote sensing and GIS techniques. The
various geomorphic indices have been computed and superimposed curves have been
analysed to identify the geomorphic anomaly. Also, the morphotectonic features have
been recognized by analysing satellite images and field observation data to find out
the active tectonic signature. Finally geomorphic anomaly and morphotectonic sig-
nature have been integrated to study the seismotectonic activity and compared with
existing infrastructures to understand its seismic vulnerability. The analysis reveals
that the neotectonic deformations, drainage anomaly, elongated basin, tilted surface
and structural influence are the major geomorphic anomaly and significant evidences
for seismotectonic activity in the study region. The various morphotectonic signatures
such as narrow valley, knick point, alluvial terraces, triangular facets, river meander
in resistance surface and uplifted topography are the great signatures of seismotec-
tonic activity. The various infrastructures such as heritage, educational, private,
administrative, residential buildings, communication bridges and roads have been
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developed in various towns which are associated with significant geomorphic
anomaly and morphotectonic features are more vulnerable during seismic activity.
Also, the seismic retrofitting techniques have been suggested for existing infras-
tructures to protect them during seismic activity.

Keywords Geomorphic anomaly � Morphotectonic signature � Seismotectonic
activity, infrastructures � Remote sensing and GIS

1 Introduction

Seismotectonic zones are recognized along the active faults which may be displaced
due to continued deformation of rock masses and associated with frequent occur-
rences of earthquake and significant magnitude [1]. Most of the time, deformation
of rock produces cracks and fractures in the subsurface along which displacement
takes place [2]. The movement of faults in recent geological period resembles with
significant geomorphic anomaly [3, 4]. The analysis of morphometric parameters
can identify geomorphic anomaly which is the key indicators of seismotectonic
activity [5–7]. Several researchers have studied different morphometric parameters
for the identification of geomorphic anomaly. Mahmood and Gloaguen [8] have
analysed hypsometric integral, stream-length gradient index, fractal dimension,
basin shape index, valley floor width-to-height ratio to identify the geomorphic
anomaly and active tectonic significance in Hindu Kush region. Similarly, Shukla
et al. [9] have studied different morphotectonic parameters of Alakananda river
basin for investigating past seismic evidences. The drainage morphometry has been
also studied to find out the Geomorphic Signatures of Active Tectonics in drainage
basins in the Southern Bolkar, mountain region [10]. Further, Bahrami [11] have
discussed hierarchal anomaly index, asymmetry factor, basin shape, geomorphic
parameters for identifying drainage system anomaly of Zagros basins.

The evidences of active tectonics have been also identified from tectonic geo-
morphic landforms. Jami et al. [12] have studied neotectonic evidences along the
Gourband fault and found fault scarps and channel displacements which are
important geomorphologic indicator for active tectonics. Similarly, Chen et al. [13]
have identified geomorphic evidences of surface rupture, fault scarps, terraces for
recent tectonics. The investigation of geomorphic evidences towards active tectonic
in Wheeler Ridge, California have identified wind gap, fault scarp which are the
important geomorphic evidences of tear faults [14]. Fault scarp, narrow valley and
triangular facets have also been traced along the active faults in the Himalayan
foothill by investigating Quaternary deformation along the North-Western
Himalayan Frontal Zone, India [15].

In order to secure lives and properties from seismic disaster, the performance of
the structures must be improved and thus it is required to design of seismic ret-
rofitting structures for various existing infrastructures [16]. Nishikawa et al. [17]
have proposed seismic retrofitting techniques for steel bridge columns to further
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improve the seismic performance of steel column from compressive axial and cyclic
lateral loads. The suitable reinforced concrete piers seismic retrofitting structures
have been adopted for highway road in Japan [18]. Also, the seismic retrofitting
techniques have been used to protect existing RC frame buildings from medium to
high seismic activity [19, 20]. Further, Shakya et al. [21] recommended suitable
retrofitting techniques of the ancient heritage of Nepalese Pagoda temples in
Himalayan terrain. Similarly, Lignola et al. [22] also proposed a method of seismic
retrofitting to protect adequately historical structures and artistic assets. In recent
days, glass fibre-reinforced polymer (GFRP) has been globally endorsed to develop
seismic retrofitting structure for traditional masonry walls, beam and columns to
restore the functionality of deteriorated concrete frame [23].

Geoinformatics is the significant technique which has a capability to store huge
number of databases and can analyse the spatial data for identifying geomorphic
anomaly towards seismotectonic activity [24, 25]. The analysis of geomorphic
anomaly is based on the quantitative measurement of morphometric parameters and
identification of morphotectonic signature which can be derived from topographic
maps, digital elevation data, aerial photographs, satellite images and fieldwork [3,
26]. In the past, the topographical map and aerial photograph have been used for
morphotectonic analysis [27] while with the advancement of satellite remote
sensing, digital elevation data (DEM) and satellite images have been endorsed for
the identification of geomorphic anomaly and morphotectonic signature [8, 9].

In recent geological period, the increasing frequency of earthquakes and its
subsequent damages to infrastructures in Himalayan region of Indian sub-continent
reveals the essentiality to study the seimotectonic earthquake. Hence, the main aim
of the present research is to identify the geomorphic anomaly and morphotectonic
signature by the analysis of morphometric parameters for better understanding the
seismotectonic activity and its impact on existing infrastructures in the study area
through integrated remote sensing and GIS techniques. Also recommendations have
been given by integrating geospatial and field observation data to further improve
the strength of infrastructures.

2 Study Area

The Lower Tista sub-basin is selected as a study area which is a part of
Brahmaputra basin. Tista is the major river in the study area which flows in south
and south-east direction and joins with many numbers of tributaries. The tributaries
in upper course are Rangit, Dik chhu, Rani khola, Rill, Rathong chhu while in
lower course Gish, Lish, Chel, and Dharla are the major tributaries.
Physiographically, it belongs to a part of Himalayan mountain and peneplain sur-
face. The study area has been divided into 24 micro-basins on the basis of major
segmentation of drainage network as shown in Fig. 1.
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3 Geology and Seismotectonic Characteristics

The database of geological formation has been prepared using geological and
mineral maps of Sikkim and West Bengal [28, 29] (Fig. 2a). Kanchenjunga gneiss,
Chunthang, Kanchenjunga augen gneiss and Cainozoic formations are found in the
Greater Himalayan sequence. These formations are covered mainly in Kallet khola,
Rathong chhu, Rel chhu, Ramman khola micro-basin whereas the major rock types
are Biotite Gneiss, Sillimanite, Granite gneiss and Mica schist.

Gorubathan formation is the dominant geological formation in the Lesser
Himalayan sequence which is found in the central part of study region covering
maximum portion of Tista upper, middle micro-basin and lower Rangpo chhu
micro-basin. Further, Buxa, Reyang, Ranjit pebble slate group, Damuda, Lingtse
gneiss, Phuentsholling formations are enclosed in Ramgarh thrust region in this
sequence. The Siwalik groups of formations are recognized in lower Tista (foot-
hills), Gish and Lish micro-basin region which consist of fine to medium pebble
sediments, sandstone, conglomerate and shale. The Baikunthapur, Chalsa and
Matiali formation are the quaternary group of formations which have originated in
very recent geological period occupying the micro-basin of Karala, Tista lower
(plainland), Gish, Lish, Dharala, Karala upper and lower Chel.

Fig. 1 Location map of the study area
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Seismotectonic database has been prepared using seismotectonic atlas of India [30]
and updated with seismological data (Fig. 2b). Crystalline complex is observed in
Rathong chhu, Rel chhu, Kalet khola and Rangali micro-basin. Older folded cover
sequence is separated from crystalline complex by MCT which covers the micro-basin
of Tista upper, Tista middle, Rel chhu and Klalet khola. Older cover sequence folded
during thrust movement in Great Rangit micro-basin and partially in upper part of
Lish, Tista lower (foothills) and middle portion of Gish micro-basin area surrounded
by Ramgarh thrust (RT). Alluvial fill along with linear deep tectonic unit is extended
in Karala, Tista lower (plain land), Lower Chel, lower portion of Dharla, Lish Gish
and upper chel below MFT.

4 Materials and Methods

In the present study, three stages methods have been adopted as shown in the flow
chart (Fig. 3). These stages are data acquisition, identification of geomorphic
anomaly and active tectonic signature and impact of seismotectonic activity on
existing infrastructure.

4.1 Data Collection

In the present study, various spatial and non-spatial data have been acquired from
different sources for geodatabase generation and analysis. The topographical map

Fig. 2 a Geological formation. b Seismotectonic characteristics
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has been collected from Survey of India (SOI) while Geology and seismotectonic
data have been collected from the Geological Survey of India (GSI). The elevation
data such as ASTER and Cartosat DEM have been collected from USGS earth
explorer and NRSC Bhuvan respectively to retrieve elevation and surface drainage
for the analysis of geomorphic anomaly. In addition, Landsat 8 OLI satellite image
has been acquired from USGS Earth Explorer to identify the morphotectonic fea-
tures in the study area. The seismological data mainly hypocenter distance and
magnitude of epicenters have been acquired for the period between 1964 and 2015
from various published seismological catalogues.

The GPS based location survey and photographic evidences of morphotectoic
features with existing infrastructures have been collected during field study.

4.2 Computation of Geomorphic Indices

4.2.1 Fractal Dimension of Drainage Network

The drainage patterns always represent irregularities and produces fractal nature in
its courses which is defined as the ratio between natural logarithmic of bifurcation
ratio and stream-length ratio [8] as shown in Eq. (1).

Fig. 3 Flow chart of methodology
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FD ¼ lnBR
ln SLR

ð1Þ

where, FD is Fractal dimension of drainage network, BR is bifurcation ratio, SLR is
stream-length ratio.

4.2.2 Hierarchical Anomaly Index

The drainage network follows a hierarchical order which produces the sequence of
1 ! 2, 2 ! 3 and 3 ! 4 junctions whereas stream hierarchical anomalies occurs
while the stream order produces the anomalous stream junction of 1 ! 3, 1 ! 4,
2 ! 4, etc. which is the indicator of tectonic activity [11]. Hierarchical anomaly
index is defined as the ratio between hierarchical anomaly number of whole basin
and total number of first-order stream as given in Eq. (2) to measure the degree of
perfectness of drainage hierarchical order.

HAI ¼ HanP
Nso1

ð2Þ

where, HAI is the hierarchical anomaly index;
P

Nso1 is total number of first order
stream; Hɑn is hierarchical anomaly number of whole micro-basin.

4.2.3 Geometry of River Basin

The geometry of river basin explains the different shapes of drainage basin which
depends on main stream length, basin perimeter and area. The basin shapes are
controlled by active tectonic process [27] and produces different indices.

Circulatory ratio is expressed as the ratio of basin area to the area of circle
having circumference equal to the perimeter of the basin [8] as show in Eq. (3).

CR ¼ 4pAb

P2
b

ð3Þ

where, CR is Circulatory ratio; Ab is Area of the basin, Pb is Perimeter of the basin.
Elongation ratio is defined as the ratio between the diameter of the circle having

equal area to the basin and the longest length of the basin [8] as shown in Eq. (4).

ER ¼
2

ffiffiffiffi
Ab
p

q

Lb
ð4Þ

where, ER is Elongation ratio, Ab is basin area, Lb is the longest length of basin.

Identification of Geomorphic Anomaly and Morphotectonic … 617



4.2.4 Transverse Topographic Symmetry Factor

Transverse Topographic Symmetry Factor is defined as the ratio between the dis-
tance of basin midline to drainage midline and distance of basin midline to basin
divide [5] and expressed in Eq. (5).

TTSF ¼ Da

Dd
ð5Þ

where, TTSF is Transverse Topographic Symmetry Factor, Dd is distance of basin
midline to basin divide, Da is distance of basin midline to drainage midline.

4.2.5 Asymmetry Factor

The asymmetry factor (AF) is the measurement of tectonic tilt of a drainage basin
[3, 8] which is the ratio of right side area of the basin towards downstream to the
total area of the basin as shown in Eq. (6).

AF ¼ Ar

At
ð6Þ

where, AF is Asymmetry factor, Ar is right side area of the basin of a downstream
facing river, At is total area of the drainage basin.

4.2.6 Relief Ratio

Relief ratio is defined as the ratio between local reliefs to longest length of the basin
[9] as shown in Eq. (7).

RR ¼ Emax � Emin

Lb
ð7Þ

where, RR is Relief ratio, Emax is maximum elevation of the basin, Emin is minimum
elevation of the basin, Lb is longest length of the basin.

4.2.7 Stream-Length Gradient Index

The stream-length gradient index is defined as the ratio between elevation and
length difference in a reach around the selected measure point to the multiplication
with length of the river from source to measure point [8] as expressed in Eq. (8).

SLGI ¼ Dh
Dl

� Ls ð8Þ

618 S. Ghosh and R. Sivakumar



where, SLGI is Stream-length gradient index, Δh is changes in elevation of the
reach around the selected point A, Δl is length of the channel in between the
selected elevation contour, Ls is longest length of the channel from the drainage
divide to the selected point of the reach.

4.2.8 Hypsometric Integral

Hypsometric integral is defined as the ratio of mean and minimum elevation dif-
ferences to local relief [9] as expressed in Eq. (9).

HI ¼ Emean � Emin

Emax � Emin
ð9Þ

where, Emax is maximum elevation, Emin is minimum elevation and Emean is mean
elevation of the basin.

4.2.9 Valley floor width-height ratio

Valley floor width-to-height ratio is defined as the ratio of twice width of valley
floor to the addition of left and right side valley height difference from valley floor
[8] as shown on the Eq. (10).

VFWHR ¼ 2Wf

Els � Evfð Þþ Ers � Evfð Þ ð10Þ

where, VFWHR is valley floor width–to-height ratio, Wf is width of the valley floor,
Els is left side elevation of the valley divides, Ers is right side elevation of the valley
divides, Evf is elevation of the valley floor.

5 Results and Discussions

5.1 Analysis of Geomorphic Anomaly
and Its Seismotectonic Relation

The geomorphic anomaly has been identified by the analysis of morphometric
parameters as shown in (Fig. 4; Table 1,2). The result shows that the hierarchical
anomaly index (HAI) curve have significant peak and average fractal dimension of
drainage network (AFDDN) curve have anomalous trough in Great rangit, Tista
upper and Lish micro-basin (Fig. 4a) which indicates anomalous drainage network,
structural influence on drainage development, intense neotectonic deformation [8,
11]. Similarly, asymmetry factor (AF) and average transverse topographic

Identification of Geomorphic Anomaly and Morphotectonic … 619



symmetry factor (ATTSF) curve shows significant peak in Gish, Raying, Lower
rangpo chhu, Upper chel and Karala micro-basin micro-basin (Fig. 4b) which
signifies an evidence of tectonic tilt. Further, Elongation ratio (ER) and Circulatory
ratio (CR) curve represents anomalous trough in Karala, Lower and Upper chel,
Dharala, Gish and Lish micro-basin in the foothills zone (Fig. 4c) signifying the
presence of structurally controlled elongated basin which may evolve due to tec-
tonic compression [9]. It is also observed that Rill, Rel chhu represents significant
higher value and peak in Hypsometric integral (HI) and Relief ratio (RR) curve
(Fig. 4d) which signifies steepness of relief, the presence of more resistant rock
with less erosion, Youthful topography indicating high tectonic activity [3, 8]. The
significant peak in Avg. Stream-length gradient index (ASLGI) curve with higher
value (Fig. 4e; Table 2) and anomalous trough with lower value in average valley
floor width-height ratio (AVFWHR) curve are observed in Rel chhu, upper rangpo
chhu, Dik chhu and Rathong chhu micro-basin (Fig. 4f; Table 2) indicating the
presence of high resistant hard rock with narrow valley [8, 9].
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The seismological study reveals that the higher frequency of earthquake is
observed in Kalet khola and Rathong chhu and Great rangit micro-basin where AF,
ATTSF, RR, HI, AVFWHR, ASLGI parameters have greater influence. The study
suggests that the tectonic tilt and stream migration, steep high resistance narrow
valley, youthful topographic surface are the signatures for seismotectonic activity in
these micro-basins. Micro-basin located in the foothills zones which have not
resembles with any strong earthquake in the recent past shows symbolic geomor-
phic and morphotectonic anomaly indicating seismotectonic activity.

5.2 Morphotectonic Signature and Its Seismotectonic
Significance

The different tectono-geomorphic landforms have been identified by integrating
satellite images and field observation data to identify the morphotectonic signature

Table 1 Computation of linear and areal morphometric parameters

MB code Micro-basin name AFDDN HAI CR ER AF ATTSF

MB 01 Karala −4.80 0.43 0.13 0.30 0.26 0.49

MB 02 Rill 1.55 0.99 0.46 0.63 0.41 0.38

MB 03 Lower Chel 1.09 1.34 0.34 0.49 0.83 0.40

MB 04 Upper Chel 1.42 0.53 0.25 0.47 0.36 0.52

MB 05 Dharla 0.61 0.78 0.20 0.44 0.45 0.45

MB 06 Gish 2.19 1.02 0.25 0.45 0.65 0.50

MB 07 Lish 0.82 1.74 0.22 0.42 0.53 0.21

MB 08 Rani khola 1.72 1.57 0.49 0.62 0.53 0.25

MB 09 Rayeng 1.16 1.03 0.63 0.90 0.65 0.47

MB 10 Rel chhu 1.80 1.44 0.48 0.85 0.52 0.45

MB 11 Resi 2.42 1.46 0.64 0.83 0.43 0.23

MB 12 Rangli 2.19 0.73 0.52 0.88 0.27 0.42

MB 13 Upper Rangpo chhu −1.34 1.36 0.40 0.70 0.68 0.46

MB 14 Lower Rangpo chhu 1.64 4.42 0.45 0.76 0.65 0.43

MB 15 Dik chhu 5.22 1.20 0.44 0.65 0.38 0.17

MB 16 Rathong chhu 1.72 1.32 0.44 0.71 0.62 0.29

MB 17 Great Rangit −1.78 2.80 0.37 0.76 0.56 0.21

MB 18 Little Rangit 3.50 1.22 0.42 0.60 0.59 0.26

MB 19 Ramman khola 1.88 1.49 0.47 0.77 0.64 0.52

MB 20 Kalet khola 1.95 1.89 0.42 0.68 0.70 0.21

MB 21 Tista upper 3.67 3.08 0.34 0.64 0.65 0.27

MB 22 Tista middle 0.12 6.68 0.36 0.72 0.57 0.22

MB 23 Tista lower (foothills) 2.78 6.10 0.33 0.53 0.49 0.33

MB 24 Tista lower (plainland) 1.05 1.91 0.11 0.34 0.40 0.33
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and its importance on seismotectonic activity. The important feature like Knick
point which reveals sudden break in channel gradient along the fault plane is
observed along the frontal surface of the Tista lower (foothills), Lish, Gish, Upper
chel and Dharala micro-basin region. The drainage pattern has been changed from
dendritic to linear along the knick point (Fig. 5a, a′) which reveals the deviation of
river longitudinal profile implying tectonic upliftment in the dynamic river system.

The presence of terraces at different levels in alluvial surface indicates past
evidence of channel shift and continuous upliftment of the terrain [31]. It is
observed in Tista lower, Lish, Gish micro-basin region (Fig. 5b, b′). The occurrence
of alluvial terraces in various levels in the alluvial surface signifies the neotectonic
deformation and presence of active faults.

Narrow valley in the micro-basin of Tista lower, Upper chel, Lish, Gish is
observed in the Himalayan foothills zone while it becomes much wider in the plain
land (Fig. 5c, c′). The influences of frontal and main boundary thrust are significant
in this region.

Table 2 Computation of relief morphometric parameters

MB code Micro-basin name RR HI AVFWHR ASLGI

MB 01 Karala 0.003 0.32 21.61 21.11

MB 02 Rill 0.087 0.63 0.20 270.20

MB 03 Lower Chel 0.001 0.29 28.76 11.62

MB 04 Upper Chel 0.057 0.01 8.67 161.85

MB 05 Dharla 0.071 0.20 17.46 490.91

MB 06 Gish 0.061 0.30 39.25 328.53

MB 07 Lish 0.052 0.20 14.22 356.37

MB 08 Rani khola 0.064 0.42 0.08 445.41

MB 09 Rayeng 0.165 0.56 0.15 350.59

MB 10 Rel chhu 0.198 0.58 0.07 1154.96

MB 11 Resi 0.088 0.45 0.08 185.96

MB 12 Rangli 0.245 0.64 0.07 456.36

MB 13 Upper Rangpo chhu 0.157 0.67 0.08 2741.17

MB 14 Lower Rangpo chhu 0.140 0.51 0.12 218.74

MB 15 Dik chhu 0.167 0.60 0.07 1106.64

MB 16 Rathong chhu 0.149 0.59 0.10 1454.35

MB 17 Great Rangit 0.085 0.51 0.09 236.79

MB 18 Little Rangit 0.107 0.72 0.12 379.27

MB 19 Ramman khola 0.112 0.67 0.07 755.22

MB 20 Kalet khola 0.136 0.63 0.12 519.67

MB 21 Tista upper 0.081 0.53 0.07 161.52

MB 22 Tista middle 0.084 0.57 0.08 64.72

MB 23 Tista lower (foothills) 0.055 0.21 19.09 88.13

MB 24 Tista lower (plainland) 0.002 0.26 1659.53 36.66
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Compressed meander in river course is observed in resistance Himalayan surface
(Fig. 6a, a′) which is the significant morphotectonic features in the study area. It is
found that the little Ranjit, Great Rangit and Tista river produces more number of
meander belts along their courses which have been segregated by numerous fault
and lineament. The meander belt in resistance surface originated due to tectonic
compression of thrust fault.

Fault scarp is formed due to tectonic force along the MFT (Fig. 6b, b′). It is a
steep slope caused by the faulting of crustal rocks [32]. It is observed along the river

(a)

(a )' (b )' (c )'

(b) (c)

Fig. 5 Morphotectonic signature—a, a′ knick point; b, b′ neotectonic deformation; c, c′ narrow
linear valley along MFT

(a)

(a )' (b )' (c )'

(b) (c)

Fig. 6 Morphotectonic signature—a, a′ compressed meander in resistance surface valley; b, b′
fault scarp along MFT; c, c′ triangular facets
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basin of Tista, Lish, Gish and Upper chel. The young deformation recorded by fault
scarp suggests recent movement and continuous upliftment along the frontal belt
[5].

Triangulated facets are the dissected triangular front along the frontal surface
(Fig. 6c, c′). It is observed in all foothills micro-basins along the MFT. It is the
indicator of surface uplift and the presence of active thrust fault. The height of
facets depends on the uplifted rate of elevated surface.

5.3 Impact Assessment of Geomorphic Anomaly
and Seismotectonic Activity on Existing Infrastructures
and Recommendations

Public and private infrastructures such as hotels, lodges and residential houses are
located in different parts of the study area. One of the major towns is Darjeeling
which is located in the transition zone of Great and Little Rangit micro-basin
(Fig. 7a). Neotectonic deformation, anomalous drainage network and compressed
meander in resistance surface are major geomorphic anomaly in this region. The
field observation shows that the column and beam framed concrete structures are
built in this region without any strong base which are associated with weak geo-
logical surface. It can be improved by adopting steel bracing structures for RC
buildings to improve the seismic resistant power of the building [18].

Transportation infrastructures specifically road network is situated in Tista
middle micro-basin as shown in Fig. 7b. Anomalous drainage networks and narrow

Fig. 7 Existing infrastructure: a settlement in Himalayan terraces, b highway in hilly terrain
associated with landslide, c multi-storied infrastructure in Sikkim, d social infrastructure—
educational institute, e cultural heritage infrastructure, f communication bridge on Tista river
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valleys are the major active tectonics evidences in this region. The field observation
reveals that the roads are located in the elevated steep slope and associated with
frequent landslides. It is required retaining wall and jacketing of reinforced concrete
or fibre sheets [18] to protect from landsides and seismic activity.

Multi-storied infrastructures have shown in Fig. 7c are located in Rani khola
micro-basin region. It is located in Lesser Himalayan sequence where resistance
rock, tectonic compression and dissected drainage basin are the significant geo-
morphic anomaly. The field study shows that the buildings are built with high
column frame structure without any strong base. Strong base is required for all
buildings in Himalayan region to protect them from crack development and failure
during seismic activity [19].

Social infrastructure such as educational institute is located in Tista upper
micro-basin region as shown in Fig. 7d. It is also a part of Lesser Himalayan
sequence and has greater influence of MCT in eastern side of the study area. This
micro-basin resembles with slight tectonic tilt, narrow valley and anomalous gra-
dient index indicating the presence of the significant signature of active tectonics.
The field observation reveals that the social infrastructure is built as a multi-storied
concrete building supported by columns at base and required GFRP wrapping in
columns to make the strong base of the structure [23].

Cultural heritage are observed in Rani khola micro-basin near Gangtok as shown
in (Fig. 7e). This region is also a part of lesser Himalayan sequence and associated
with frequent earthquake epicenter. Resistance rock, narrow valley with structural
controlled, tectonic compression and frequent landslides are the major geomorphic
anomaly in this region. Wooden structures can be anchored by metal elements in
roofs and floors [21] to protect structures during seismic activity.

Communications bridges are found on the Tista rives as shown in Fig. 7f. It is
located in between Siwalik and Quaternary formations which are separated by
numerous thrust faults. The elongated basin, uplifted surface, triangular facets,
terraces, etc. are the major morphotectonic signature which suggests the region is
seismically active. The field study shows that the bridge is supported by columns in
both side and probability of column failure during an earthquake. It is required to
adopt single- or multi-column bent, fibre wrapping to prevent column during
seismic activity [17].

6 Conclusions

In the present research, geomorphic anomaly and morphotectonic signature have
been recognized by the analysis of remote sensing and GIS with field observation
data. The analysis reveals that Kalet khola, Rathong chhu, Upper Rangpo chhu,
Great Rangit micro-basin region shows significant geomorphic anomaly and where
frequent earthquake occurrences with significant magnitude are observed. Even
though, Lish, Gish, Dharala and other foothills micro-basin shows significant
morphotectonic signatures and anomaly have not produced any significant
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earthquake in the past. The various infrastructures have been developed in various
towns which are associated with significant geomorphic anomaly and morphotec-
tonic features are more vulnerable during seismic activity. The suitable seismic
retrofitting techniques have been suggested for various existing infrastructures by
considering present geological, seismotectonic conditions with the incorporation of
field analysis data to protect infrastructures during seismic activity and also require
detail investigation of structural engineering aspects before implementation of the
provided suggestions.
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Quantification of Geomorphic Indices
for Identifying Water Retaining
Problem in Basaltic Terrain
and Preparation of Water Resource
Management Plan Through Integrated
Remote Sensing and GIS Techniques

Sandeep Mahajan and Ramamoorthy Sivakumar

Abstract Water is an essential resource for the existence of life on earth. The
storage capacity of the water depends on the physiography, soil, slope and geo-
morphic characteristics of the region. The analysis of geomorphic indices can
signify the relationship between topographic characteristic and water retaining
capacity which helps in identifying the water shortage problem and its solution.
Most of the coastal watersheds in Deccan trap region in India face water scarcity
problem during non-monsoonal season as they are covered mostly by basaltic hard
rock terrain which is less porous in nature. The main focus of the present research is
the analysis of geomorphic indices to address the water retaining problem and to
suggest water resource management plan through integrated Remote Sensing and
GIS techniques. To achieve this goal, the spatial data has been collected from
different sources which is incorporated with field observation data. The thematic
databases such as geology and geomorphology have been prepared to understand
the topographical characteristic of the study area. The various geomorphic indices
have been quantified with the help of satellite image and ASTER GDEM in GIS
platform. The comparative geomorphic indices curves have been prepared to
understand the topographic and geomorphic factors for addressing the water
recharge problems. The analysis of geomorphic indices shows that the water
retaining capacity is very low in the Upper gad and Janvali sub-watershed due to
the influence of hard (Basaltic) rock, steep slope and has greater structural control.
Further, hard rock terrain, rugged topography and surface roughness have been
observed during field study which has great influence on water retaining capacity.
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The suitable artificial recharge techniques have also been suggested for sustainable
development of water resource in the study area.

Keywords Water resource management � Geomorphic indices
Basaltic terrain � Remote sensing & GIS

1 Introduction

Water is an essential resource for human being for survival on the earth. The water
can be stored either in the form of surface or ground water. The ground water
recharge through surface water exchange depends on lithological characteristics,
soil properties, geomorphic and morphological variables. The alluvial surface is
highly potential for ground water recharge [1] while the hard rock basaltic terrain
which is associated with low porosity, impermeable lithology and characterised by
massive basalt is not suitable for ground water recharge [2]. The study of water
resources potentiality and identification of geomorphic constrains can be helpful for
the practical solutions of water recharge in basaltic terrain to conserve it for its
sustainable use.

Several researchers have analysed morphometric parameters to investigate the
geomorphic constrains for ground water recharge especially in hard rock imper-
meable terrain. Chandniha and Kansal [3] have investigated hydrological charac-
teristics of sub-watersheds based on the analysis of morphometric parameters using
geospatial technique in Piperiya watershed, India. The significance of morphome-
tric parameter has been studied for better understanding the groundwater poten-
tiality in a structurally controlled terrain [4]. Similarly, the morphometric
characteristics has been analysed to identify the interrelationship between hydraulic
parameters and geomorphologic characteristics for Northern Foreland of Peninsular
India using satellite remote sensing and GIS techniques [5]. Also, Chopra et al. [6]
have studied morphometric parameters of sub-watersheds in Gurdaspur District,
Punjab to understand the relationship between geomorphic constrains and water
recharge capability. Similarly, Reddy et al. [7] have discussed about drainage
morphological characteristics and its influence on dynamic changes of fluvial
landforms for ground water recharge in a basaltic terrain of Central India.

Most of the coastal watersheds in Deccan trap region in India receives high
rainfall during monsoon and it drains out to Arabian sea without any adequate
groundwater recharge due to lithological and geomorphic constrains which leads to
water scarcity problem during non-monsoonal season. Several researchers have
identified different factors of water recharge problems based on geophysical survey,
geological investigations and physiographic potentiality study [8, 9] while less
work has been carried out by investigating drainage morphological characteristics
and geomorphic constrains to identify the water recharge problem in basaltic ter-
rain. Hence, the main aim of the present research is the quantification of geomor-
phic indices and comparative analysis of different morphological curves to address
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the water retaining problem in basaltic terrain. Further, several artificial recharge
methods have been suggested in the study for sustaining water resource in future.

2 Study Area

The Gad watershed is selected as a study area which is extended between 16°3′ to
16°24′ N latitude and 73°26′–73°57′ E longitude covering a geographical area
of * 1001.35 km2 (Fig. 1). Gad is the major river in the study area which origi-
nates from the Sahyadri hills in the east and merges into Arabian Sea in the west.
The maximum area involved in Deccan Trap region which is a well-known basaltic
hard rock terrain face major problem of water resource during non-monsoonal
season.

Physiographically, the region is divided into three divisions which include
Sahyadri hill ranges, flat-topped hills and coastal plain. It falls under sub-tropical
climatic region and receives sufficient rainfall in Monsoon season which varies
between 1500 and 4000 mm. The Gad watershed is segregated into five
sub-watersheds namely Upper Gad, Janvali, Middle Gad, Kasal and Lower Gad.

Fig. 1 Location map of the study area
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3 Lithology and Geomorphological Set up

Lithological map of study area has been prepared using district resource map
published by Geological Survey of India (GSI) with limited field studies (Fig. 2).
The study area covered with different rock formations which formed in between
Archaean to Quaternary geological period. Upper Gad and Janvali sub - watersheds
are dominated by a Meta basaltic rocks, AA flows, Mega cryst flow, Quartz
Chlorite Amphibole schist and Granite rocks. Also Shale, quartzite are observed in
north eastern part of Janvali sub-watershed while southern part of Upper Gad shows
few patches of laterite terrain. Middle gad is covered by Quartzite, Laterite, Schist
and minor patches of Meta basalt with AA flows. Quartz Chlorite Amphibole schist
is also dominant in Kasal sub-watershed along the river valley while laterite terrain
occupies in upper catchment of kasal sub-watershed. Few patches of granite are also
recognized in this sub-watershed Region. Lower gad sub-watershed is mainly
covered by shale, lateritic rocks and quartz along the river while quartzite is
dominant in coastal area the geomorphic map has been prepared using Landsat 8
satellite image and updated with the recent high-resolution Quick Bird satellite
imagery with field observation. The study area is divided into different geomorphic
unit based on the distribution of sub-watersheds. Coast line, Beach, coastal dunes,
coastal plains and Lateritic upland are found in the lower Gad sub-watershed.
Pediplain along with alluvial plains, residual hills, undulating lateritic upland and
denudational hills are recognized in Middle Gad and Kasal sub-watershed.

Fig. 2 Geology map of study area
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Structural hills, valley fills, cliff, Composite slope, Bajada, Pediplains and pedi-
ments are the prominent geomorphological features observed in Upper Gad and
Janvali sub-watershed (Fig. 3).

4 Materials and Methods

4.1 Data Collection

The various spatial data has been collected from different source for the preparation
of geo-database. Topographical map in the scale of 1:50,000 is acquired from
Survey of India (SOI) to extract the basic information of the study area. Landsat 8
(30 m) satellite image has been collected from USGS Earth Explorer for the
preparation of thematic database. Also it has been incorporated with high resolution
Quick Bird image for better interpretation which has been visually interpreted from
Google Earth with available resolution. The elevation data namely ASTERGDEM
(30 m) along with Cartosat DEM is procured from USGS earth Explorer and
NRSC, ISRO Indian data portal respectively and have been used for the analysis of
geomorphic indices. District resource geology map has been collected from GSI
(Geological Survey of India) for the preparation of lithological databases. Further,

Fig. 3 Geomorphology of the study area
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Field based analysis has been carried out to collect evidences of geomorphic
constrains and to identify water retaining problem in the study area.

4.2 Quantification of Geomorphic Indices

Bifurcation Ratio
Bifurcation ratio identifies the segregation of drainage network which is influenced
by subsurface lithology and structural features [3, 4]. It is defined as the ratio
between number of stream in given order and number of stream in next higher order
[10] as expressed in Eq. (1). Mean bifurcation ratio of each sub-watershed has been
achieved by computing average bifurcation ratio of different order.

Rb ¼ Nu

Nu þ 1
; ð1Þ

where, Rb is bifurcation ratio and Nu is number of stream in given order.

Drainage Density
Drainage density explains the nature of subsurface geological strata and its influ-
ence on ground water recharge [5]. It is computed by the total stream length per unit
area divided by area of drainage basin 10 as expressed in Eq. (2).

Dd ¼ Tsl
A

; ð2Þ

where, Dd is drainage density, Tsl is total stream length and A is area of
sub-watershed.

Stream Frequency
Stream frequency measures the nature of stream network and the influence of bed
rock properties on drainage development [5]. It is defined as the ratio between total
number of stream and basin area [11] as shown in Eq. (3).

Fs ¼ Tns
A

; ð3Þ

where, Fs is stream frequency, Tns is total number of stream, A is Area of
sub-watershed.

Drainage Texture
Drainage texture explains the infiltration capacity and significant of lithological
variables during surface recharge [7]. It is computed with the help of drainage
density and stream frequency of the respective sub-watershed [12] as shown in
Eq. (4)
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T ¼ Dd � Fs ð4Þ

T is Drainage texture, Dd is drainage density and Fs is stream frequency.

Length of Overland Flow
Length of overland flow determines the nature of slope and lithological resistance
on ground water storage [5]. Overland flow is the reciprocal of twice drainage
density [11] as shown in Eq. (5)

Lg ¼ 1
2Dd

; ð5Þ

where Lg is length of overland flow and Dd is drainage density.

Form Factor
Form factor determines the nature of surface flow by changing lithological char-
acteristics and surface gradient [6]. It is expressed as the ratio between area and
square of longest basin length [11] as mentioned in Eq. (6)

Fr ¼ A
L2b

ð6Þ

Ff is form factor, A is area of sub-watershed, Lb is longest length of the
sub-watershed.

Relative Relief
Relative relief describes the denudational characteristics in different physiographic
regions and its influence on ground water storage [4, 5]. It is the difference between
highest and lowest elevation of a particular sub-watershed [13] as shown in Eq. (7)

R ¼ H � h ð7Þ
R is Relative relief, H is highest elevation and h is lowest elevation.

5 Results and Discussions

5.1 Analysis of Geomorphic Indices for Identifying Water
Recharge Problems

The geomorphic indices have been computed and comparative superimposed
curves have been prepared to identify the geomorphic constrains for ground water
recharge in the study area (Fig. 4; Table 1). The analysis of drainage density,
stream frequency, stream texture and relative relief curve shows higher value with
significant peak in upper Gad sub-watershed which indicates availability of suffi-
cient surface water while it drains out due to high gradient and higher runoff leading
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to less water recharge [3]. Similarly, increasing trend in form factor and bifurcation
ratio curve and declining trend in overland flow curve are also observed in Upper
gad sub-watershed suggesting geological influence and structural control on drai-
nage network in homogeneous basaltic hard rock (Fig. 5a) and maximum surface
flow due to higher gradient [3, 4].

Stream frequency, stream texture drainage density, and relative relief curves
represent peak with higher value in Janvali sub-watershed reflecting bed rock
influence on fine texture drainage which produces higher runoff due to higher
altitude. Also, form factor and bifurcation ratio curve shows significant trough with
lower value in Janvali sub-watershed indicating sufficient water in river which can
not be percolated and stored in the subsurface due to higher peak flow in less time
and existence of less permeable [5] lithological structure (Fig. 5b).

Fig. 4 Comparative morphological curve geomorphic constrains

Table 1 Quantification of morphometric parameters

SW
code

Sub-watershed
name

Rbm Dd Fs T Ff Lg R

SW 01 Upper gad 3.75 3.55 5.45 19.32 0.15 0.56 1173

SW 02 Janvali 3.60 3.18 4.50 14.33 0.13 0.63 992

SW 03 Middle gad 5.04 2.80 4.17 11.65 0.22 0.72 200

SW 04 Kasal 3.83 2.76 4.28 11.81 0.17 0.72 398

SW 05 Lower gad 3.97 1.89 2.18 4.12 0.23 1.06 218
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Higher peak in bifurcation ratio and form factor curves along with significant
trough in relative relief, stream texture and stream frequency curves have been
observed in Middle Gad sub-watershed which indicates less influence of bed rock
and lack of structural control on drainage network leading to minimum amount of
water recharge in laterite and quartz surface [5] while higher slope in impermeable
granitic terrain are responsible for high peak flow of drainage water with less
infiltration [14].

Further, analysis shows that the relative relief, stream texture and stream fre-
quency curve represent significant peak in Kasal sub-watershed indicating possi-
bility of high runoff and soil erosion due to higher altitudinal variation in plateau
region which leads to less water recharge [7]. Similarly form factor, bifurcation
curve shows trough with lower value in sedimentary terrain of Kasal sub-watershed
indicating higher availability of surface water and less flow in longer duration due
to the presence of less resistance with low gradient topography [6].

The declining trend of drainage density, stream frequency, stream texture and
relative relief and bifurcation ratio in lower gad sub-watershed indicating structural
influence are negligible [14] where poor stream network are developed due to the
presence of permeable laterite, shale, quartzite lithological structure. The significant
increasing trend in overland flow curve is recognized in the same sub-watershed
signifying less surface flow with high rate of infiltration in low gradient coastal mud
flat and alluvial plain and pediment surface (Fig. 5c, d).

Fig. 5 a Basaltic impermeable terrain, b Lithological resistance structural hills, c Piedmont zone,
d Costal mudflat
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5.2 Water Resource Management Plan

Ground water recharge mainly depends on the two components namely source
water availability and fishable structure to transfer source water into ground water
[15]. The analysis of morphological parameters and GIS-based integration study
identifies various geomorphological constraints for natural recharge in the study
area. Even, geological investigation- and field-based study also shows that the study
area is mostly covered by Basaltic hard rock terrain where infiltration is very less
and recharge is low. Hence, it is required the preservation/conservation of water in
the study region for future use. In this purpose, the following artificial recharge
technique can be applied in the study area.

1. Minor irrigation tanks
Upper gad and Janvali sub-watersheds are mostly involved in hard rock basaltic
terrain. Steep slope and impermeable subsurface is not attributing much with
surface water as well as ground water for agriculture activities. So the minor
irrigation tanks are better option in these areas.

2. Afforestation
Kasal sub-watershed areas with less vegetation cover should be considered for
afforestation to reduce soil erosion and increase the water recharge capacity in
the watershed.

3. Spreading method
Middle Gad and Kasal sub-watershed is mainly flat terrain topography with
extensive soil depth in comparison to other parts of study area. This region can
be used for making of spreading basins which will help rapid percolation of
water to the aquifers.

4. Ground water Dams
Ground water dams are very effective in the basaltic hard terrain areas where
ground water storage at a particular point for use in non-monsoon time when
water shortage is at its peak. There is lot of examples in the Gad area for this
kind of practices.

5. Nala banding, contour banding, and contour trenching
In steep slope areas of the watershed these techniques are very important to
check the water run off and to reduce the soil erosion.

6. Check dam
Small check dam can be constructed in the areas of Janvali and Kasal
sub-watershed region to reduce soil erosion and to let the water recharge.

7. Percolation tanks
Percolation tanks can be implemented in the areas where sub surface is suitable
for infiltration and bed rock is permeable to compliment the ground water
recharge.
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6 Conclusion

In the present study, the morphometric parameters have been analysed to address
the water retaining problem. The result shows that the water retaining capacity is
very low in the Upper gad and Janvali sub-watershed due to the influence of
Basaltic rock, steep slope and great structural control. The field observation analysis
also shows areas with impermeable lithology, rugged topography, surface rough-
ness and structural control on drainage development which have great influence on
water recharge capacity. The various artificial recharge techniques such as minor
irrigation tanks, Spreading method, Ground water Dams, Nala banding, Check dam,
percolation tanks for sustainable development of water resource.
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Geospatial Risk Communication
and Visualization of Natural Hazards
Using Augmented Reality Constructs

S. N. Kundu and Muhammad Nawaz

Abstract GIS-based maps are currently the norm for risk visualization and
communication of natural hazards. With advances in geospatial visualization and
spatial interface technologies, interactive and dynamic risk visualization is now
possible. Augmented reality adds another dimension to realistic visualization of
natural hazards like floods and volcanic flows which can be achieved through
spatial risk visualization and communication simulations in virtual reality mode.
Communicating the knowledge to the most vulnerable communities which are
residing in the risk zones is very useful for local stakeholders as they are mostly
needful of the adaptation strategies. The current article experiments the use of an
Augmented Reality Construct for developing a risk visualization interface, which
delivers spatially aware geovisualization simulations. We propose the Augmented
Reality Sandbox for educating and engaging the local community through simu-
lated visualization of hazard risk and vulnerability with an aim to achieve holistic
learning. This construct has a great potential for developing interactive and
location-aware three-dimensional real-world simulations and visualization. We
suggest that such applications be more prevalently used as we found it to be more
effective than static 3D visualization constructs like hazard maps in communicating
the risk potential from natural hazards like floods and volcanic lava flows.
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1 Introduction

Communication and visualization of geospatial risk is an important component of
disaster risk management (DRM). The way the risk is visualized and communicated
shapes the risk perception and actions in preparedness in response to an imminent
disaster. Risk visualization and its effective communication can also influence the
intervening decisions all across the disaster management cycle. Geospatial risk
communication and visualization, therefore, plays an important role in assimilating
the disaster risk and its credibility before the disaster strikes.

Disaster preparedness involves several organizations, which include both gov-
ernment and voluntary agencies alike, which mostly operate with a top-down
perspective [1]. Communication of the risk is primarily through non-spatial
actionable content addressing the hazard risk with an aim of identifying and
informing the vulnerable community. Visualization of the disaster risk is normally a
spatial representation of the static or dynamic simulation involving the geospatial
analysis of the causative factors.

The risk communication framework (Fig. 1) is an iterative two-way process,
where local people convey their needs and concerns to the specialists who address
the risk information through spatial modelling and convey the results and associated
situations [2]. The information generators or senders are government agencies,
universities or research institutions who possess the skills, knowledge, technology
and the political mandate to assess the risk and implement the DRM measures. The
information receivers are represented by communities, businesses, and individuals
who have good knowledge of the local area but lack the understanding of the
technicalities involving the severity and scale of impact of the event.

Successful risk communication and visualization depend on the knowledge gap
between the specialists and the local people (Fig. 2). In developing nations, this
knowledge gap is very wide and is primarily due to the urban–rural setting leading
to differential access to education and technology. Specialists, who operate from
urban settings, are skilful in the use of technology and tools for hazard risk mod-
elling but unlike local people, lack local knowledge. Local people, on the other

Fig. 1 The risk communication framework [2]
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hand, have little understanding of the professional expertise needed for under-
standing geospatial risk from natural hazards. This gap needs to be addressed for a
DRM to be successful. Instruments for risk communication and visualization in
the form of hazard maps, booklets and videos, currently are the instruments for
holistic learning which attempts to reduce this knowledge gap between specialists
and local people.

Affordable Information and Communications Technology (ICT) tools and their
increased accessibility to all have provided a means on which holistic learning can
be achieved more effectively. Static hazards maps now can be replaced with
interactive simulations which are more effective in visualizing disaster risks from
natural hazards. Augmented reality (AR) which integrates Virtual reality (VR) with
the real world has the potential for effective and enhanced holistic learning. The
current chapter looks at the prevalently used instruments for risk visualization and
communication and discusses the potential for augmented reality constructs as
future risk communication and visualization tool.

2 Disaster Risk Management (DRM)

Disaster Risk Management (DRM) is an integral part of disaster management and
primarily consists of four distinct phases (Fig. 3). The first two phases are miti-
gation and preparedness, which involves simulation, training or information visu-
alization for precautionary steps in the event of a future disaster. The following two
phases involve decision-making in response to catastrophe and for restoring the
impacted area back to normalcy.

Capacity development is important in DRM. Capacity building equips people,
organizations and societies with the requisite capabilities to take effective decisions

Fig. 2 The concept of holistic learning
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and actions to mitigate the disaster risk. Little formal and empirical research is
available on capacity building for disaster risk management (DRM), which
mostly resulted from the lack of robust, evidence-based guidance on how the
capacity for DRM can be effectively generated at national and local levels.

However, continuous earth observation and geospatial analysis in Geographical
Information Systems (GIS) have supported the preparation of hazard maps, where
regions are classified based on the risk of exposure and severity of impact in the
event of a future disaster.

2.1 Hazard Mapping and Vulnerability Assessment

Vulnerability to natural hazards has many components [3] and its assessment
requires ample information that can be analysed in a Geographic Information
System (GIS). Digital elevation models are used to characterize geomorphology [4]
and serve as a basis for overlaying other information collected from field or satellite
platforms. The nature of the threat, its probable occurrence and extent, its intensity
and timing, and the sections of society vulnerable are the outputs from geospatial
analytical models. Vulnerability to natural hazards is about exposure to various
natural disasters. It also depends on its capacity to prepare for, respond to and
recover from shocks resulting from natural hazards and extreme events.

The aim of hazard mapping and vulnerability assessment is to produce hazard
maps which highlight the areas that are affected by or vulnerable to a particular
natural hazard like earthquakes, volcanoes, landslides, flooding and tsunamis.
Hazards maps are the de facto instruments for geospatial disaster risk communi-
cation and visualization which identify and represent the geospatial aspects of the
exposure and severity of a local community. Hazard maps, therefore, are very
useful for local people who are in need of adaptation strategies.

2.2 Issues with Hazard Maps

Many countries use hazard maps as a policy and decision-making tool. Hazard
maps are used to assess and re-assess the vulnerability of people and property to

Fig. 3 The disaster
management process
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natural hazards on a regular basis. The effectiveness of a hazard map depends on its
accuracy and, the way it is communicated to local people and on how these maps
are understood in a holistic manner.

The major issue with hazard maps is that its usability cannot be determined
beforehand. Focus discussion groups and surveyors, local people and other stake-
holders provide perceptions of the usability of disaster maps, albeit post the dis-
aster. Although risk information and visualization maps are currently preferred by
different decision-makers for risk mitigation activities [5], yet a study in 2011 [6]
found that only around 20% local people had effectively used a hazard map and
55% has no idea that such a thing ever existed (Fig. 4).

3 Virtual Reality (VR)-Based Disaster Preparedness

Supported by the advances in information and communications technology, virtual
reality-based disaster preparedness is increasingly being recognized as a novel
alternative to traditional disaster risk communication and visualization. Virtual
reality has long been used as an educational tool in natural science, examples of
which are internet based portals for Virtual Field Trips [7], and other handheld
devices like headgears and 3D goggles which provide immersive and experien-
tial learning platforms [8–10]. The ubiquity and simplicity of these examples fa-
cilitate greater interaction among participants as compared to other traditional or
conventional methods. Integration of VR with the real world has led to the birth of
Augmented Reality (AR), which provides a more experiential platform and holds
great potential for holistic learning especially in disaster management.

Fig. 4 Usage of hazard maps
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3.1 Augmented Reality

Caudell and Mizell [11] coined the term “Augmented Reality (AR)” to describe
overlaying computer-generated and computer-presented information onto the real
world. AR has been defined as “blending (augmenting) virtual data—information,
rich media, and even live action—with what we see in the real world, for the
purpose of enhancing the information we can perceive with our senses” [12]. It is a
fast emerging technology that augments on top of the real world with continuous
and implicit user control of the point of view and interactivity [13]. AR has been
successfully used in military, medicine, engineering design, robotics and manu-
facturing [14] but its potential for smarter disaster management is yet to be realized.
In Milgram’s reality–virtuality continuum (Fig. 5), AR is founded on the real world
with draped virtual components.

3.2 Enabling Technologies

AR utilizes several approaches to integrate the virtual world to the real world which
makes use of several developing and emerging technologies. Four such enabling
technologies relevant to the development of rich AR applications are position-
ing technologies, natural user interfaces, connected cloud computing environment
and portable mobile devices [16]. Posture and location of objects in three dimen-
sions are enabled by positioning technologies like Global Positioning Systems
(GPS). An increasing number of AR applications use gesture and kinesthetic
control [17, 18] which are integrated into the natural interfaces users commonly
identify with. Size, weight and processor speeds make it more spontaneous and the
internet connectivity to rich data enables simulation and interactivity.

4 Augmented Reality Sandbox for Risk Visualization

The Augmented Reality or AR Sandbox is an exhibit which can simulate some
land surface processes. Its components include a depth-sensing 3D camera which
senses the real-time changes to the sand surface and beams back the computed
colour-coded contours via a screen projector. Natural earth processes like

Fig. 5 Milgram’s reality–virtuality continuum [15]

646 S. N. Kundu and M. Nawaz



precipitation and volcanic flow can be simulated. The intensity of these events and
the topography of the sand surface are controlled by the user thereby providing a
learner-centric experiential and holistic learning.

4.1 Design

The constraints of the sandbox are based on the projector’s projection space and
camera’s capabilities and specifications. The software behind the computational
processes are all open source and hence free for all. Ideally, if all the components
are at one’s disposal, the AR Sandbox can be prepared in a day’s time. Detailed
instructions on how to build the AR sandbox is available at the AR sandbox forum
available online at https://arsandbox.ucdavis.edu/forums/forum/ar-sandbox-forum/.
The schematics of the AR Sandbox is presented in Fig. 6.

4.2 Applications

Supported by availability of online resources on constructing an AR Sandbox [19–
22], more than 150 AR Sandboxes have been built in Europe and
in the Americas ever since its inception in 2012 (Fig. 7). In 2017, an AR sandbox
was built at National University of Singapore (NUS) to impart experiential edu-
cation to geoscience undergraduates. Most AR Sandboxes in the world are pri-
marily built for providing an experiential visualization of earth processes like
precipitation, flooding and volcanic hazards in educational and research setups. It is
for the first time that we extend its utility beyond to address holistic learning
in disaster risk visualization and communication space.

Fig. 6 The design of the AR
sandbox [19]
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4.3 Scope for Disaster Risk Visualization

With climate-change and global warming disrupting the precipitation patterns of
many places, extreme events like incessant rains are most likely to cause extensive
and intense flooding in vulnerable regions. Modelling precipitation and run-off on
different topographies are possible in the current version of the AR Sandbox
making it ideal for flood risk visualization and communication.

4.3.1 Flood Risk Visualization

Real-world topography of an area can be recreated using a pre-existing digital
elevation model in the AR sandbox. On this topographic model, precipitation event
with a given intensity and duration can be simulated triggering run-off and floods.
The flooded regions in the topography can be visualized and users can see for
themselves the impact of such a disaster. The various stages of such a simula-
tion experiment are depicted in Fig. 8. One must note that the construct allows the
user to control both the precipitation intensity and duration and the run-off distri-
bution of water which is important in communicating the concept of severity and
extent to the less technologically ignorant local people.

4.3.2 Communicating Flood Risk

While the AR sandbox construct facilitates real-time visualization of the flood and
volcanic hazards, its practical use as a communication instrument is often chal-
lenging because it is heavy (*100 kg) and therefore not portable. However, such

Fig. 7 AR sandboxes around the world (modified from [19])
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sandboxes can be built in a week at regional centres, so that hazard simulations can
be carried out for achieving holistic learning of the local people. The cost of
the technology is expected to reduce thereby making an AR sandbox affordable to
most. More so, new AR constructs can be conceived for modelling other types of
hazards, e.g. earthquakes and landslides, and be used for visualization and com-
munication of associated risks and hazards. Despite its current limitations, the AR
sandbox has a great potential to be used as a risk communication tool.

5 Conclusion

Managing disaster risks would become a normal part of managing a country’s
economy and finances [23]. Linking disaster risk to other kinds of risk using
inundation models [24], produces hazard maps which form the de facto instruments
for DRM. GIS-based interactive simulation and visualization tools have also been
experimented and implemented for disaster management practitioners [25].
However, with the AR sandbox construct, the hazard process could be simulated
and visualized in relation to a real-world model. This provides a dynamic, expe-
riential approach to the improved understanding of the precipitation and flooding
event. This achieves holistic learning and therefore would be more emphatic in
gaining the trust of the local people.

Fig. 8 Simulation and visualization using AR sandbox at NUS
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The AR sandbox construct is a step ahead as it provides a handle for the user to
control the intensity and duration of the event and visualize the impacts on a real
physical model. Such a construct shall be helpful to convince the local people of the
perils through real-time simulation of the event. AR technology based constructs
are now available as smartphone applications. Constructs using AR applications, if
tailored to specific disasters in different geomorphic regions, has all the ingredients
to be a successful instrument for disaster risk visualization and communication.
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Remote Sensing Imagery-Based Analysis
of the Relationship Between Land Cover
Changes and Suspended Sediments

S. N. Kundu

Abstract Anthropogenic activities like rapid urbanisation and commercial farm-
ing are driving land cover changes. South East Asia alone has witnessed large-scale
changes in our environment and biodiversity due to forest conversion into com-
mercial palm, cocoa and rubber plantations. In West Kalimantan of Indonesian
Borneo, exponential increase in commercial palm plantation acreage at the cost of
depleting rainforests was witnessed in the last three decades. The spatio-temporal
variability of such land cover changes are effectively studied by using remote
sensing techniques. The impact of such changes on hydrological processes at
watershed scales can be established through change analysis. In this chapter,
Landsat TM, MSS and ETM+ data between 1992 and 2013 were used to study land
cover changes and estimate suspended sediment concentration from river waters.
Normalised Difference Vegetation Index (NDVI) was computed for characterising
vegetation land cover which was then classified as per the Food and Agricultural
Organization schema. Both statistical and spatial change analysis were per-
formed in a Geographical Information System (GIS). The results show a strong
relationship between the observed land cover changes and estimated suspended
sediment concentrations in the watershed which established a strong relationship
between deforestation and erosion. This case study also presents an alternative
methodology to link increased erosion to deforestation, especially in regions where
applicability of Soil Loss Equation (SLE) based models are not possible due to lack
of field collected datasets.
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1 Introduction

Conversion of tropical forests for resource utilisation has led to deforestation, soil
loss, water quality issues and have even caused economic/political instability [1,
2]. Rapid deforestation and forest conversion is driving environmental change [1],
impacting the energy, water and carbon cycles [3, 4]. Destruction of animal
habitats, increased soil erosion and water pollution, disposal of biomass and air
pollution are some of the prime environmental concerns arising out of such
activities [5]. South East Asia has witnessed unprecedented increase in defor-
estation and land conversion for commercial rubber and palm plantations over the
last few decades [6].

Deforestation and forest degradation has been widely researched [7–10] using
field collected and satellite remote sensing data. Erosion studies integrate spatial
information on topography, soil, rainfall and land cover in Soil Loss Equations
(SLEs) models [11]. Several studies [1, 12, 13] and reviews [14] have indicated
the influence of deforestation on erosion. However, in the South East Asian
tropics, SLE-based models are not feasible owing to lack of necessary spatial
datasets and those available are of poor resolution and quality. Also, some
researchers [15] have suggested that SLE-based models are inappropriate for the
tropical regions. In such cases, analysis of temporal remote sensing provides a
means for high-resolution data for change analysis that can be applied to study
land cover and erosion. Multi-temporal change mapping is an established tech-
nique [16] and use of Geographical Information Systems (GIS) adds a spatial
dimension to the analysis.

Various approaches exist for exploiting multispectral reflectance information for
land cover classification from remote sensing data. Normalised Density Vegetation
Index (NDVI), which was initially devised for determining vegetation vigour, has
also been used for land cover classification [17–19]. FAO [20] presents a land
cover classification schema for the whole globe and its ubiquitous use has sup-
ported comparative evaluation of land cover at regional and global scales.
Availability of satellite data from various platforms (like NOAA AVHRR, SPOT,
MODIS and MERIS) have aided several regional and global forest cover mappings
[21–23]. Sediments originating from sheet and gully erosion end up in drainage
systems in watersheds and end up as bedload and suspended sediments.
The suspended sediments, concentration of which can be estimated using satellite
data, are therefore representative of soil erosion at watershed scale. In the
past, satellite data has supported the estimation of Suspended Sediment
Concentration (SSC) from both rivers and oceans [16, 24–26].

Study of changes in land cover and suspended sediments in rivers can establish
the relation between deforestation and erosion. The increasing availability of global
imagery from Landsat Multispectral Scanner (MSS), Thematic Mapper (TM), and
Enhanced Thematic Mapper (ETM+) and Operational Land Imager (OLI), coupled
with the enhanced confidence in extracting and estimating surface environmental
variables, have largely aided multi-temporal and multi-variate change studies.
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The Landsat platform presents a rich data archive ever since it was launched in the
1970s. Its fortnightly repeat imaging capability and global coverage has strength-
ened its candidature for change analysis studies [27]. The current case
study demonstrates the use of Landsat data for analysing and relating changes
in land cover and suspended sediment concentration in a tropical watershed
in the western part of Indonesian Borneo.

2 The Study Area

Sambas watershed, the study area, is located at the Sambas regency in West
Kalimantan (Fig. 1). The regency has an area of 6716 km2 and shares its border
with the East Malaysian province of Sarawak at its north. The official census in
January 2014 stands at 513,100 which yields a population density of 75 persons per
km2. This region has witnessed widespread deforestation and land conversion into
commercial oil palm plantations, which makes it a perfect site for testing the
hypothesis of this study.

Fig. 1 Location map of the study area
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2.1 Topography and Hydrology

Based on Aster Global Digital Elevation (GDEM), the Sambas watershed consists
of mostly plains which are located at the southern part. The river basin has a total
area of 2750 km2 of which 70% area has slope lower than 150. Hilly regions
(slope > 400) are located in the north, north-east and south-eastern parts and
comprise only 5% of the total area of the watershed. The river system, which
extends to about 233 km in length, originates from the north-eastern hills and flows
south-west draining into the South China Sea.

2.2 Forest Conversion and Plantation History

Statistics from the Indonesian Statistical bureau (Fig. 2) reveal that oil palm
plantations in Indonesia almost doubled to 11 million hectares in the last decade
only. Since 2004, in Borneo alone, about 240,000 ha of land out of the total of
400,000 ha had been handed out to several palm oil companies. Most of these lands
were tropical rainforests, which are now either cleared or are at different stages of
the palm plantation cycle.

Fig. 2 Indonesia plantation
statistics (data sourced from
Statistik Perkebunan
Indonesia 2015)
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2.3 Land Use Practice for Palm Plantation

Land undergoes several stages of transformations before it converts into a mature
palm plantation. Forests are cleared and then palm saplings are planted which grow
into immature palms and eventually into producing mature palms (Fig. 3).
Therefore the land cover at each stage can be classified as forests (rainforests),
barren land (cleared land), grasslands (palm saplings), shrubs (immature palm trees)
and forests (mature palm plantations). Different parts of the Sambas watershed are
at different stages of this palming cycle. With more land being allocated for
plantations, the proportion of non-forest land are constantly on the rise. Erosion in
generally at high levels in the tropics and forest clearings add to the problem as they
expose soil to eroding agents.

3 Data and Methods

Temporal Landsat data were used for this study which were processed and inter-
preted for classifying land cover and estimating suspended sediment concentration.
An Aster Global Digital Elevation Model (GDEM) for the study area was used to
delineate watershed and catchments which provided a general understanding of the

Fig. 3 Land transformation stages of palm plantations
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geomorphology of the study area. GIS-based tools and algorithms were used for
multispectral and multi-temporal analysis which involved NDVI calculation, land
cover classification, suspended sediment estimation and spatio-temporal change
analysis.

3.1 Topographic Analysis and Hydrology

3.1.1 Watershed Delineation

Watersheds are the natural boundaries in a fluvial-erosional system and can
be computed programmatically from digital elevation models [28, 29]. The
Aster GDEM was processed in ArcGIS (www.arcgis.com) to extract the whole
watershed of the Sambas river system and the catchments of its main tributaries,
namely Sekura and Sajingan (Fig. 1). Watershed and catchment extents were the
natural boundaries within which temporal dynamics of land cover and suspended
sediments were confined to.

3.2 Landsat Image Acquisition

Landsat imageries were sourced from the archives of the USGS Global Land Cover
facility (www.landcover.org), details of which are provided in Table 1. False
Colour Composites (FCC) for the watershed extent of the imageries were prepared
for visual interpretation of change (Fig. 4).

3.3 Image Pre-processing

The ortho-rectified and geo-referenced imageries were pre-processed. This included
the conversion of radiance values into reflectance. This process was succeeded by

Table 1 Details of landsat data used for the study

Platform Bands
used

Spectral wavelength
(µm)

Spatial
resolution (m)

Acquisition
date

Landsat 8 OLI B4 (RED)
B5 (NIR)

0.64–0.67
0.85–0.88

30 22/6/2013

Landsat 7
ETM+

B3 (RED)
B4 (NIR)

0.63–0.69
0.77–0.90

30 18/7/2002

Landsat 5 TM B3 (RED)
B4 (NIR)

0.63–0.69
0.77–0.90

30 9/7/1990
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atmospheric correction. The study area, being located in the tropics, is endemic to
cloud cover. This makes it difficult to find an imagery which is completely devoid
of cloud cover. The pixels belonging to clouds were assigned to the closest land
cover class using the nearest-neighbour method.

3.3.1 Reflectance from Radiance

The imageries stored Digital Numbers (DN) in each pixel for each spectral band
which represented radiance back from earth. In order to derive NDVI and SSC, the
radiance was required to be converted to reflectance. This was done using sensor
parameters provided in the metadata for each downloaded Landsat image. The
approach to retrieve reflectance from radiance is elaborated in the User’s
Handbook for respective Landsat platform.

3.3.2 Atmospheric Correction

Deep water bodies have zero reflectance in the infrared band. Reflectance values for
water bodies in the infrared bands serve as a means to eliminate the path reflectance
(energy component reflected back to space by the atmosphere). The atmospheric
correction involved estimation of this component through statistical analysis of
reflectance values of water bodies in the study area and its deduction from the imagery.

3.3.3 False Colour Composite (FCC) Generation

False colour composites aid visual inspection of land cover. Red, blue and green
colour were used for bands 6, 4 and 3, respectively to bring forth a contrast in the
vegetation cover in the watershed (Fig. 4). A clear distinction between vegetated

Fig. 4 Landsat false colour composites of the study area
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(shades of green), water (blue-black) and barren lands (in pink) and the
spatio-temporal variations can be observed from the FCCs. The increase of barren
land and the decrease of forests (deep green) can be observed from 1990 to 2013.

3.4 Land Cover Classification

Deforestation being one prime aspect of this study, NDVI thresholds were used to
classify land cover in this study. A classification accuracy was done using Google
Earth where high-resolution imagery was available for 2013.

3.4.1 NDVI

The use of NDVI is prevalent in regional and global forest cover mapping and
change detection [30]. Since its advent in 1973, NDVI had been used as an index to
characterise phenology of vegetated landscapes [31]. The spectral contrast exhibited
by vegetation in the red (VIS) and near infrared (NIR) bands of Landsat imagery is
exploited to derive NDVI as below

NDVI ¼ NIR� VISð Þ
NIRþVISð Þ ð1Þ

NDVI ranges from −1 to 1 and a supervised approach was adopted to define
thresholds for each land cover class since fixed ranges were not found to be uniform
across imageries of different vintages (Fig. 5).

Fig. 5 NDVI variability among various land cover classes
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Among the four land cover classes, NDVI variability was highest for barren
lands. This could be attributed to the likelihood of varying moisture in the soil.
Grasslands, shrubs and forests displayed low variability and high separability
amongst themselves.

3.4.2 Land Cover Classification and Accuracy Assessment

Land cover is the observed bio-physical cover on the earth’s surface. Food and
Agricultural Organization (FAO) has developed the Land Cover Classification
System (LCCS), a hierarchical classification schema which is detailed in Fig. 6. Out
of the FAO-defined 17 global land cover classes, only 9 (including water) were
found to exist in the study area. These were then generalised into five simplified
land cover classes, namely forests, shrubs, grasslands, barren land and water. An
accuracy assessment of the classification was performed for 2013 image against
high resolution imagery from Google earth. Land cover classes for a hundred
random locations were overlaid on to Google earth for manual inspection.
This resulted a classification accuracy of 96%. As high resolution imagery for 1990
and 2002 were not available in Google earth, it was not possible to estimate the
classification accuracies of the 1990 and 2002 images. As the same classification
process was utilised for the earlier images, it was safe to assume that the accuracy
would not vary significantly from the classification accuracy of the 2013 imagery.

Fig. 6 Hierarchical structure FAO land cover system
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3.5 Suspended Sediment Concentration (SSC)

SSC can be estimated from satellite imagery as the reflectance in the infrared band
correlates well with turbidity in the water resulting from suspended sediments.
A remote sensing and field validation research on turbid waters of Yangtze River
yielded a relationship through regression analysis [32]. The equation developed by
[32], is as below.

ln SSCð Þ ¼ 3:18236 � ln pw;4
� �� 1:40060; ð2Þ

where SSC is in mg/l and p(w, 4) is band 4 (NIR) reflectance.

4 Results and Discussion

4.1 Deforestation and Land Cover Changes

Deforestation is defined as a reduction of the forest cover and can be quantified
statistically through change analysis of land cover. Conversion of forest cover into
another land cover type like barren land, grasslands or shrubs can be determined
in a GIS for estimating spatial change. Statistical and spatial land cover change was
analysed for the whole Sambas watershed and the catchments of its tributaries.
A visual inspection (Fig. 7), evidences that forest cover was significantly reduced
between 1990 and 2013 and deforestation activities which were confined to the

Fig. 7 Forest cover change in the Sambas watershed
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Fig. 8 Forest cover change in the Sambas watershed

Fig. 9 Land cover changes in the Sambas watershed and tributary catchments
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plains between 1990 and 2002 were evident in the northern parts of the watershed
between 2002 and 2013.

In 2013, the forest cover in the Sambas watershed was reduced to 50% of the
acreage in 1990. Between 1990 and 2002, deforestation and land conversion was
limited to the plains as evident from Sekura and Sajingan forest cover (Fig. 8).
However, from 2002 onwards, the activities extended into the upper parts of the
watershed with Sajingan catchment witnessing relatively lesser levels of defor-
estation as compared to the Sajingan catchment. Spatially, at different parts of the
watershed, forest cover was being replaced with grasslands and barren land (Fig. 9),
which is clearly attributed to the land use practice associated with palm plantations.

4.2 Erosion and SSC Changes

Eroded soil is transported by river systems in the confines of the watershed. Eroded
matter is transported into river waters by streams and channels primarily as sus-
pended and solution load. Spectral reflectance of clear water in the near-infra red
wavelength is zero. Turbidity caused by suspended sediments make it reflective,
concentration of which can be deduced from spectral reflectance information of
remote sensing imagery (Eq. 2). SSC is therefore considered as an estimate of soil
erosion. In 2013, the SSC levels were found to be much higher than the levels
estimated in 1990 and 2002 (Fig. 10) although the increase was higher in the latter
period (2002–2013).

SSC values, at equal interval sampling locations, along the rivers for the three
years of observation were plotted (Fig. 11). The Sambas River had witnessed
consistent increase in SSC levels during the study period indicating that erosion
levels had increased between 1990 and 2013. It was however observed that the
increase was significant between 2002 and 2013 only for Sekura and Sajingan
catchments. For the same period of observation, SSC levels in Sajingan and Sekura
were marginally higher that the main river (Sambas) watershed as rivers running at
higher slopes can carry more material into suspension. In 2002, the Sambas River

Fig. 10 Suspended sediment concentration in waters of the river basin
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section had higher SSC than its tributaries and this was unusual and requires further
investigation as to whether it was driven by any extreme climatic event around the
time.

4.3 Relationship Between Land Cover and Suspended
Sediments

Influence of deforestation on runoff generation and soil erosion has long been
studied at watershed scale [33]. With the hypothesis that deforestation leads to

Fig. 11 SSC profile along the rivers in the Sambas watershed

Table 2 SSC and % forest cover for the Sambas river basin and sub-catchments

Variables Year
1990

Year
2002

Year
2013

Area
(km2)

Sambas watershed %Forests
Ln(SSC)

75.2
1.87

58.9
3.86

42.3
7.78

2747.7

Sajingan river
catchment

%Forests
Ln(SSC)

82.6
1.69

72.9
3.29

58.1
9.25

329.4

Sekura river catchment %Forests
Ln(SSC)

86.7
1.83

82.0
3.78

46.3
8.2

692.6
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increased erosion, reduction of forest cover should result in increased SSC levels.
Table 2 lists the percentage of forest cover and Log of SSC for the different
catchments and watersheds determined from this study.

Land use and vegetation are important factors in erosion and runoff generation.
The relationship between deforestation and erosion can be established through the
regression analysis of SSC levels and % forest cover (Fig. 12). Across the Sambas
watershed and its tributary catchments, it was found that reduction of forest cover
was associated with high SSC levels. From this regression study a consistent
relationship emerged which reflected the strong association between land cover
changes (deforestation) and suspended sediments (erosion).

5 Conclusion

The study used qualitative and quantitative analyses using remote sensing data to
establish the relationship between land cover changes and suspended sediments in
river waters. Deforestation for commercial plantation is a land use practice which
exposes soil to eroding forces through removal of protective vegetated cover,
thereby aiding erosion. The case study made use of suspended sediments as an
indicator of erosion and NDVI as a means to characterise land cover. It also
establishes the use of multi-temporal Landsat satellite imagery for change analysis

Fig. 12 Crossplot between SSC and % forest cover in the study area
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making it an indispensable tool for monitoring and measuring environmen-
tal change in a tropical watershed.

One of the prime constraints of this study was the assumption that there was no
extreme climatic episode which may have influenced vegetation cover or sus-
pended sediments in the waters. Also the SSC levels were estimated based on an
algorithm that was tested in Yangtze River waters at a different time and location.
Availability of weather data could have improved the confidence of the study and a
field validation could have established the accuracy of the study. Despite these
limitations, the results correlate well with other research based on SLE models and
therefore has strong implication for the regional environmental studies [34]. This
includes the likes of geohazards mapping [35], agriculture and forestry, climate
change and urban development.
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The Impact of Different International
Terrestrial Reference Frames (ITRFs)
on Positioning and Mapping in Malaysia

Nur Adilla Zulkifli, Ami Hassan Md Din and Abdullah Hisam Omar

Abstract In Malaysia, Geocentric Datum of Malaysia 2000 (GDM2000) is con-
nected to the International Terrestrial Reference Frame 2000 (ITRF2000). In
comparison with the previous models, ITRF2014 represents a significant
improvement in datum definition and realization. Nevertheless, the improvement
causes a frame difference between ITRF2000, ITRF2008 and ITRF2014. Due to
earthquakes that hit Sumatra region of Indonesia in the years 2004, 2005 and 2007
followed by post-seismic and co-seismic activities, Malaysia no longer lies on a
stable continent. The movement on tectonic plate caused a shifting in geodetic
datum of Malaysia to become non-geocentric. Thus, this factor gives impacts on
positioning and mapping in Malaysia particularly in the realm of cadastral.
Therefore, to measure the effect, the coordinates for positioning and mapping based
on different International Terrestrial Reference Frames were analysed. To achieve
the aim, this study is categorized into three phases. In the first phase, Global
Positioning System (GPS) data was processed with respect to different reference
frames (ITRF2000, ITRF2008 and ITRF2014) by Precise Point Positioning
(PPP) Waypoint software. The result derived from the first phase was then be used
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in the next phase, where the coordinate was analysed based on different reference
frames. In the third phase, the reliability of coordinate with different ITRFs was
assessed specifically for cadastral purposes. In order to analyse the coordinates, a
point at helipad of Universiti Teknologi Malaysia (UTM) was observed by using
GPS static technique, and the data was processed differently according to the frames
by PPP. The coordinates processed were used as a base station for fast static GPS
observation. To process the data, Trimble Total Control (TTC) software was used
resulting in three different coordinates of each point observed. The coordinates were
assessed with respect to the existing Cassini-Soldner geocentric coordinates and
coordinates derived from network-based Real-Time Kinematic (RTK) observation.
The results show that ITRF2014 has small value of standard deviations with the
mean of 0.0010, 0.0003 and 0.0020 m for latitude, longitude and height for point
positioning. Whereas for mapping, the differences between coordinates from PA
40225—ITRF2000, PA 40225—ITRF2008 and PA 40225—ITRF2014 in general
range from −0.277 to −0.209 m for northing and from 0.424 to 0.515 m for easting.
In conclusion, GDM2000 has to be revised frequently with respect to the latest
version of ITRF in order to give a better positional accuracy, and a fix geocentric
mapping datum needs to be opted for cadastral integrated purposes in Malaysia.

Keywords International terrestrial reference frames � Geocentric datum of
Malaysia � Datum � Positioning and mapping

1 Introduction

Malaysia is using datum GDM2000, and it is connected to ITRF2000. ITRF2000 is
a combination of unconstrained space geodesy solutions free from any tectonic
plate model. It was the most accurate that has been established by 800 stations
located at about 500 sites with better distributions around the world compared to the
previous ITRF models. However, due to the dynamic Earth, ITRF2000 is no longer
reliable to use especially with the realization of other reference frames such as
ITRF2008 and ITRF2014. There may occur differences in frames between those
models that gives impacts on positioning and mapping in Malaysia especially in the
field of cadastral. According to Wei et al. [1], there is a frame difference between
ITRF2000 and ITRF2005 models, which may impact GNSS data processing, and it
is considered more accurate to adopt the latest ITRF and to align old GNSS results
into the latest frame. Meanwhile, Kang [2] also mentioned that some problem might
occur when considering distinct characteristics of old cadastral surveying like a
reinstatement using WGS (World Geodetic System) if there are republished
national control points related to ITRF version and tectonic deformation, etc. Thus,
to manage the cadastral data based on WGS in Korea, Kang suggested on devel-
oping nationwide mathematical model by installing it in GPS receiver firmware to
calibrate the differences between old and new coordinates automatically.

672 N. A. Zulkifli et al.



Furthermore, from the study conducted by Satirapod et al. [3], there is also
significant diversion when comparing coordinates results between different ITRFs
in north and east components. Hence, due to widespread deformation and other
expected post-seismic motion, they recommended updating the Thai coordinate
reference frame to ITRF2005. Globally, over the past 15 years, there have been four
major earthquakes that hit Sumatra region of Indonesia in the years 2004, 2005,
2007 and 2012 affected GDM2000 to no longer be geocentric. The motion of most
of Sundaland has also been moved towards the west [4]. Thus, it is inevitable that
this aspect affects many applications particularly on positioning and mapping
purpose in Malaysia, which require accurate coordinates in accordance with the
latest ITRF. Therefore, Gill [5] conducted a study to develop a datum transfor-
mation model in relation to the tectonic motion in Malaysia in order to maintain the
geocentric element of GDM2000 with respect to time.

Based on previous studies conducted in China, Korea, Thailand and also
Malaysia, these differences affected the coordinate systems of countries and it is
compulsory to update the systems with respect to the latest global frame. Hence,
this research presents an effort to analyse the coordinates particularly for posi-
tioning and mapping in Malaysia with respect to different International Terrestrial
Reference Frames. The frames chosen were ITRF2000, ITRF2008 and ITRF2014,
where observations were conducted to specifically study the impact on a certain
point positioning and cadastral mapping in Johor Bahru.

1.1 GDM2000

Geodetic datum is a framework that enables us to define geodetic coordinates
system. It includes the ellipsoid and the three-dimensional Cartesian system con-
sists of X-axis, Y-axis and Z-axis as well as their translation, rotation and scale
parameters. In order to describe positions on Earth accurately, a geocentric datum is
required where the origin is at the mass centre of the Earth. In Malaysia, GDM2000
was adopted by the Department of Survey and Mapping Malaysia (DSMM) to
establish a global and standardized coordinate system countrywide [6] where it was
realized with respect to ITRF2000 at epoch 1st January 2000.

GDM2000 was realized through a permanent network of active GPS stations
known as Malaysia Active GPS System (MASS) stations. In the year 1998, 15
MASS stations were established and operated where eight of the stations are located
in Peninsular Malaysia and the other seven are in Sabah and Sarawak. Figure 1
shows the distribution of MASS stations across Malaysia.

GDM2000 was realized by the long baseline connection between MASS stations
and 11 IGS stations from nearby regions. Four years span GPS data of 15 MASS
stations and 11 IGS stations were used in the Bernese GPS processing software to
determine the MASS stations coordinate on International Terrestrial Reference
Frame (ITRF) [7]. In addition, according to Kadir et al. [7], GDM2000 is defined on
ITRF2000 at 1–2 cm accuracy level. However, all sites coordinates used to realize
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GDM2000 are assumed unchanged with time opposite to the fact that Earth is
actually dynamic with the motion of plate tectonic.

Currently, MASS stations have been upgraded to Malaysian Real-Time
Kinematic GNSS network (MyRTKnet) stations. MyRTKnet stations are the
Continuously Operating Reference Station (CORS) established in Malaysia and
they are broadly used in numerous positioning applications such as surveying,
navigation, engineering, geodynamic and scientific studies. With the existing of
MyRTKnet stations, the reliability of GDM2000 can be assessed by analysing the
datum shifts via the displacements of the MyRTKnet stations caused by tectonic
movements as well as the displacement induced by reference frame effects [6]. Due
to earthquake that hits Sumatra region in the year 2004, a revision of GDM2000
was conducted in epoch 2006 known as GDM2000 (2006). The coordinates of four
reference stations were fixed in the final local combined adjustment with respect to
the original GDM2000 [8].

1.2 International Terrestrial Reference Frame (ITRF)

International Terrestrial Reference Frame (ITRF) is a set of points located on the
Earth surface with their three-dimensional Cartesian coordinates and point’s
velocities that realize an ideal reference system. It can be used to measure plate
tectonics and to represent the Earth when measuring its motion. Presently, there are
13 ITRF models realized with the aim to obtain a homogeneous reference frame for
all geodetic and Earth scientific activities and applications starting with ITRF89 and
ending with ITRF2014.

Fig. 1 Distribution of MASS stations throughout Malaysia in 1998 [7]
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The combinations of space-based geodetic techniques such as Very Long
Baseline Interferometry (VLBI), GPS, Satellite Lase Ranging (SLR) and Doppler
Orbitography and Radiopositioning Integrated by Satellite (DORIS) have become a
common practice to determine the global reference frames. Basically, the three
ITRFs used the same techniques to define origin, scale and orientation. ITRF2000
combines unconstrained space geodesy solutions free from any tectonic motion
model where the network consists of 800 stations located about 500 sites [9];
meanwhile, ITRF2008 is defined based on the reprocessed solutions of VLBI, SLR,
GPS and DORIS spanning 29, 26, 12.5 and 16 years observation, respectively. This
network comprises 934 stations located at 580 sites in northern and southern
hemisphere [10]. According to Altamimi et al. [11], ITRF2014 is generated with an
enhanced in modelling of nonlinear station motion including seasonal signals of
station positions and post-seismic deformation for certain sites. It is defined by
using VLBI, SLR, Global Navigation Satellite System (GNSS) and DORIS by
using reprocessed time series weekly from SLR and DORIS, daily from GNSS and
24 h session-wise from VLBI. With an advance in technology, the reference frames
are gradually improved in time giving a better accuracy to user.

1.3 Cadastral System in Malaysia

Previously, cadastral work and topographic mapping in Peninsular Malaysia were
carried out by using Cassini-Soldner (Cassini) and Rectified Skew Orthomorphic
(RSO) projection system, respectively. Besides, there are ten state
Cassini-coordinate systems, and the northing and easting of the origins are not
referred to a single triangulation system [7]. Figure 2 shows the origins of Cassini
throughout Peninsular Malaysia.

Therefore, a homogeneous coordinate system with referenced to the global datum
is required to accommodate future requirements in cadastral and mapping integrated
purposes [12]. Currently, Peninsular Malaysia is adopting National Digital Cadastral
Database (NDCDB) through a Coordinated Cadastral System project. As the datum
origin is at the mass centre of the Earth, data integration can be done globally.
However, the datum used which is GDM2000 is connected to ITRF2000. A non-
geocentric datum will affect positioning and mapping specifically in the realm of
cadastral. Hence, a fix geocentric mapping datum is required for cadastral purposes in
Malaysia.

2 Data and Methods

2.1 Research Area Identification

The areas of study involved in this research have been narrowed down to the
helipad area of Universiti Teknologi Malaysia (UTM) and Kampung Pasir, Johor
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Bahru where GPS static, fast static and network-based RTK observations were
done, respectively. The GPS fast static observation was conducted on a point at
helipad in order to do the analysis on point positioning. Meanwhile, the technique
of GPS fast static and network-based RTK were implemented on cadastral lot, Lot
4199, Kampung Pasir, Mukim Pulai, Daerah Johor Bahru for the assessment in
cadastral mapping.

2.2 Data Acquisition and Processing

Point Positioning. In this phase, 10 hours of GPS static observation on a point at
helipad of Universiti Teknologi Malaysia (UTM) was carried out for 3 days to
generate daily solution. The data was collected by using Topcon GR-5 and the data
obtained was in Receiver Independent Exchange Format (RINEX) file containing
Observation (O) and Navigation (N) files. The gathered data were then used for
processing by using Waypoint software and Australian Surveying and Land
Information Group (AUSLIG) Online GPS Processing System (AUSPOS).

The input data in Waypoint Processing Program is divided into two main parts.
They are RINEX files and precise satellite orbit and clock data. The processing

Fig. 2 Origins of Cassini across Peninsular Malaysia
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mode used to process the data collected was Precise Point Positioning (PPP). PPP is
an autonomous positioning method which does not use base station data. As no
base station data was used to reduce correlated errors such as tropospheric delay, it
was solved within Kalman filter whereas the ionospheric error was reduced by
using linear combination (ionosphere-free) of L1 and L2. The format of input data
used by Waypoint software is Waypoint Raw GNSS Data (.gpb). By using GNSS
Data Converter, the data collected in RINEX format were converted into
Waypoint’s own format. In the meantime, precise orbit and clock data were auto-
matically downloaded by GrafNav while running the program from ftp server of
cddis.gsfc.nasa.gov. The 3 days of GPS static data were processed according to
chosen reference frames (ITRF2000, ITRF2008 and ITRF2014), and the average of
each coordinate was calculated. Table 1 shows the summary of processing
parameters and models for GPS data processing by using Waypoint.

AUSPOS is a free online GPS data processing facility provided by Geoscience
Australia [13]. The input data format for AUSPOS is in RINEX format which it
only needs observation file. In order for AUSPOS to do the processing, it needs
more than 1 hour data. AUSPOS follows the computation system in Bernese GNSS
Software Version 5.2, which is double difference for baselines processing as well as
the IGS orbits and IGS network stations. The reference stations chosen as fiducial
stations are IGS and Asia-Pacific Reference Frame (APREF) stations. The coor-
dinates computed are based on the IGS realization of the ITRF2008 reference frame
and all the coordinates refer to a mean epoch of the site observation data. The 3
days data were processed by AUSPOS using different reference stations for each
day, and the mean coordinates of 3 days data were calculated. Table 2 shows the
summary of processing parameters and models for GPS data processing by using
AUSPOS.

Mapping Purposes. In this part, fast static GPS and network-based RTK
observations were conducted on five boundary stones at Lot 4199, Kampung Pasir.
GPS fast static observation was carried out for 30 min with a base station estab-
lished on the point at helipad whereas network-based RTK observation was carried
out three times for every 10 epochs on each stone, respectively.

Table 1 Processing parameters and models for GPS data processing by using Waypoint

Processing parameter Processing strategy

Elevation mask angle 10°

Processing interval 1 s

Orbits/clock Precise orbit and clock

Reference frames ITRF2000, ITRF2008 and ITRF2014

Ionosphere Double difference ionosphere-free linear combination

Tropospheric Kalman filter (medium)

Processing method PPP (multipass)

Type of solution Float
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In order to process the fast static data, TTC software was used. GPS import data
of TTC are parted into two categories. They are the GPS data of base station and
rover station in RINEX format. Coordinates of the base station were derived from
the processing program of Waypoint based on ITRF2000, ITRF2008 and
ITRF2014. Meanwhile, to attain the coordinates of rover stations, the fixed baseline
processing and three-dimensional (3D) adjustment were done individually for each
boundary stone. The coordinates obtained from network-based RTK were taken as
average for assessment with other coordinates. Table 3 shows the summary of
processing parameters and models for GPS data processing by using TTC.

Table 2 Processing parameters and models for GPS data processing by using AUSPOS

Processing parameter Processing strategy

Elevation cut-off angle 7°

Sampling rate 30 s

Orbits/EOP IGS final orbits and EOP (Earth Orientation Parameter)

Reference frame ITRF2008

Ground antenna phase
centre calibration

IGS08 absolute phase centre variation model

Atmospheric loading Applied

Ionosphere Double difference ionosphere-free linear combination

Tropospheric model GMF mapped with DRY-GMF

Tropospheric estimation WET-GMF mapping function in 2 h interval

Tropospheric mapping
function

GMF

Ambiguity solution Code-based strategy for 180–6000 km baselines, phase-based
L5/L3 strategy for 18–200 km baselines,
Quasi-Ionosphere-Free (QIF) strategy for 18–2000 km
baselines and direct L1/L2 strategy for 0–20 km baselines

Table 3 Processing parameters and models for GPS data processing by using TTC

Processing parameter Processing strategy

GPS cut-off angle 10° and 20°

Processing interval 1 and 10 s

Orbits Broadcast orbit

Ionosphere Double difference ionosphere-free linear combination (more than
5 km baseline)

Atmospheric model MSIS90

Tropospheric delay
model

Saastamoinen
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3 Results and Discussion

3.1 Coordinates of Point at Helipad by Precise Point
Positioning (PPP)

From the Waypoint processing software, the coordinates of the point at helipad for
3 days data were derived in ITRF2000, ITRF2008 and ITRF2014. The mean for
each reference frame was also calculated. The Standard Deviation (STD) for
coordinates of 3 days data based on different reference frames is in mm level where
the standard deviation of horizontal components is within 1 and 2 mm for vertical
component. The result for vertical component is acceptable for 2 mm of standard
deviation as according to Berber et al. [14], the height information in a GPS
measurement is determined two to three times worse than the horizontal coordinate
information, and this is because satellite configuration is more appropriate for
horizontal coordinate determination. The coordinates of the point at helipad in
different frames for 3 days data with their means are tabulated in Table 4 followed
by the time series plot of residual coordinates for 3 days data based on three
different reference frames in Fig. 3. The residual throughout the three different
frames typically ranges from −0.0057 to 0.0135 mm for horizontal component
(latitude and longitude) and −0.006 to 0.007 mm for vertical component (up).

From the coordinate derived based on different reference frames, the mean of
horizontal and vertical coordinates between ITRF2014 and ITRF2008 shows a
small difference compared to ITRF2000. This could probably tell that the earth-
quake that hits Sumatra region of Indonesia in the years 2004, 2005 and 2007

Table 4 Coordinates of the point at helipad with respect to ITRF2000, ITRF2008 and ITRF2014

Latitude STD (m) Longitude STD (m) Height (m) STD (m)

ITRF2000

Day 1 1 33 29.59578 0.001 103 38 13.36570 0.000 42.256 0.002

Day 2 1 33 29.59536 0.001 103 38 13.36670 0.001 42.251 0.002

Day 3 1 33 29.59550 0.001 103 38 13.36637 0.000 42.263 0.002

Mean 1 33 29.59554 103 38 13.36626 42.257

ITRF2008

Day 1 1 33 29.59712 0.001 103 38 13.36570 0.000 42.239 0.002

Day 2 1 33 29.59670 0.001 103 38 13.36670 0.001 42.235 0.002

Day 3 1 33 29.59685 0.001 103 38 13.36636 0.000 42.247 0.002

Mean 1 33 29.59689 103 38 13.36625 42.240

ITRF2014

Day 1 1 33 29.59707 0.001 103 38 13.36576 0.000 42.237 0.002

Day 2 1 33 29.59664 0.001 103 38 13.36676 0.001 42.232 0.002

Day 3 1 33 29.59679 0.001 103 38 13.36642 0.000 42.244 0.002

Mean 1 33 29.59683 103 38 13.36631 42.238
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triggered the movement on tectonic plate, hence causing a shifting in geodetic
datum of Malaysia. Even though the differences in height between frames are up to
cm level, it is still allowable as the altitude error is always considerably worse than
the horizontal.

3.2 Coordinates of Point at Helipad by AUSPOS

AUSPOS used the maximum number of 15 nearby reference stations for process-
ing, which consist of IGS stations as well as APREF stations. However, the chosen
stations used for processing on day 1 differed to days 2 and 3. For day 1, only 11
stations (10 IGS + 1 APREF) were used while days 2 and 3 used 14 reference
stations (11 IGS + 3 APREF) for processing. This could probably be due to data
availability for that particular day on certain stations. Figure 4 shows the distri-
bution of fiducial stations used to process the 3 days data in AUSPOS.

Table 5 shows the coordinate of the point at helipad with respect to ITRF2008
derived by using AUSPOS followed by the time series plot of residual coordinates
for the 3 days data in Fig. 5. The standard deviations for the 3 days data are up to
cm level with the smallest value in longitude, which is 6 mm, and the biggest value
in height, which is 25 mm. Based on Fig. 5, the residual of the coordinates ranges
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from −0.0006 to 0.0057 mm for horizontal component (latitude and longitude) and
−0.0075 to 0.0153 mm for vertical component (up). In the meantime, by referring
to the data presented in Table 6, there is a small difference in horizontal component
between the mean coordinates derived by AUSPOS and PPP which are −1.5 mm in
latitude and −6.3 mm in longitude. Meanwhile, for the height coordinates, the
difference is 24 cm, and it is considered tolerable as the standard deviation for this
component is still within the range. To summarize the coordinate difference
between AUSPOS and PPP, Fig. 6 portrays the residual differences for 3 days data
along with the Root Mean Square Deviation (RMSD) of each component.
The RMSD of horizontal components is 0.0047 m for latitude and 0.0115 m for
longitude whereas the RMSD of the up component is 0.0061 m. These RMSDs
indicate the differences or better known as residuals for evaluation of data.

AUSPOS processing strategy to resolve ambiguity is divided into four. They are
code-based (180–6000 km baselines), phase-based L5/L3 (18–200 km baselines),
Quasi-Ionosphere-Free (QIF) (18–2000 km baselines) and direct L1/L2 (0–20 km
baselines) strategies. The strategy to resolve ambiguity for each baseline was
chosen according to baseline length where the shortest baseline between stations
COAL-DSMG (4.306 km) was resolved by using direct L1/L2, and the longest
baseline between stations HKNP-HYDE (3679.651 km) was resolved by using
Code-Based strategy. According to Tables 7, 8 and 9, the average ambiguity
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Fig. 4 Distribution of reference stations used in AUSPOS
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resolution for day 1, day 2 and day 3 shows the success rate of 72.3, 72.3 and
72.5%, respectively. The percentage of ambiguities resolved with the rate of 50% or
better for a baseline formed by a user site indicates a reliable solution. However, the
baseline between stations BAKO-HKNP shows a low percentage of ambiguities
resolved for the 3 days, which are 25.9, 19.2 and 8%, respectively, compared to the
other longer baseline. This might probably happened due to the data problem during
those 3 consecutive days.

Table 5 Coordinate of the point at helipad derived by AUSPOS based on ITRF2008

Latitude STD (m) Longitude STD (m) Height (m) STD (m)

ITRF2008

Day 1 1 33 29.59682 0.009 103 38 13.36600 0.006 42.007 0.020

Day 2 1 33 29.59668 0.010 103 38 13.36608 0.006 41.988 0.023

Day 3 1 33 29.59703 0.010 103 38 13.36603 0.006 42.007 0.025

Mean 1 33 29.59684 103 38 13.36604 42.000
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Fig. 5 Residual coordinates of 3 days data in ITRF2008 derived by AUSPOS

Table 6 Coordinate difference between AUSPOS and PPP

Latitude (m) Longitude (m) Height (m)

Day 1 −0.0090 0.0090 −0.232

Day 2 −0.0006 −0.0186 −0.247

Day 3 0.0054 −0.0099 −0.240

Mean −0.0015 −0.0063 −0.240
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3.3 Coordinates of Boundary Stones at Lot 4199

Coordinates of Cassini-Soldner Geocentric from PA 40225. Cadastral system in
Johor, Malaysia used Cassini-Soldner geocentric with respect to ITRF2000 as its
reference to carry out cadastral works. With the existing of NDCDB, integration of
data can now be done globally as the origin of GDM2000 is at the mass centre of
the Earth. According to PA 40225, the coordinates of boundary stones at Lot 4199
are tabulated as shown in Table 10. In order to assess the coordinates of point with
different frames, the coordinates of boundary stones from the certified plan (PA
40225) are considered as true values.

Network-based RTK versus PA 40225. Similarly to coordinates from PA
40225, coordinates derived by the technique of network-based RTK are also in
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Table 7 Ambiguity resolution per baseline for day 1

Baseline Ambiguities resolved (%) Baseline length (km)

BAKO—HKNP 25.9 3234.634

HKNP—TCMS 82.6 776.860

HKNP—LHAZ 40.0 2406.585

BAKO—HELA 74.1 985.072

KARR—XMIS 83.4 1682.678

DARW—KARR 81.8 1738.492

HKNP—PIMO 76.0 1132.048

FOMO—HKNP 95.5 36.679

HYDE—LHAZ 87.0 1856.740

BAKO—XMIS 66.6 456.023

COCO—XMIS 82.6 984.535

Average 72.3 1387.577
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Cassini-Soldner geocentric connected to ITRF2000. This is because of the base
stations used; they are the MyRTKnet stations and in Malaysia, MyRTKnet stations
use GDM2000 as their datum with ITRF2000 as their reference frame. Table 11
shows the mean coordinates of points at cadastral lot by network-based RTK. The
observations were done three times for every 10 epochs, and the mean coordinates

Table 8 Ambiguity resolution per baseline for day 2

Baseline Ambiguities resolved (%) Baseline length (km)

BAKO—HKNP 19.2 3234.634

HKNP—TCMS 86.4 776.860

HKNP—LHAZ 30.0 2406.585

COCO—XMIS 86.4 984.535

BAKO—HELB 65.4 958.072

COAL—HKNP 90.9 37.121

COAL—DSMC 93.8 4.306

KARR—XMIS 76.0 1682.678

DARW—KARR 72.0 1738.492

HKNP—PIMO 82.6 1132.048

DSMG—FOMO 93.8 5.048

HYDE—LHAZ 77.3 1856.740

BAKO—XMIS 64.0 456.023

HYDE—IISC 75.0 497.626

Average 72.3 1126.483

Table 9 Ambiguity resolution per baseline for day 3

Baseline Ambiguities resolved (%) Baseline length (km)

HKNP—HYDE 35.3 3679.651

BAKO—HKNP 8.0 3234.634

HKNP—TCMS 85.0 776.860

COCO—XMIS 85.7 984.535

BAKO—HELC 62.9 958.072

COAL—HKNP 86.4 37.121

COAL—DSMC 95.8 4.306

KARR—XMIS 85.0 1682.678

DARW—KARR 85.7 1738.492

HKNP—PIMO 80.0 1132.048

DSMG—FOMO 97.7 5.048

HYDE—LHAZ 74.1 1856.740

BAKO—XMIS 57.1 456.023

HYDE—IISC 76.2 497.626

Average 72.5 1217.417
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of each point were calculated. For boundary stones 3, 4, 5 and 14, the ambiguities
were managed to be fixed; meanwhile, for boundary stone 12, the observation status
was float. This could probably be due to the position of the stone itself as it is
located under the roof.

From the coordinate’s difference between network-based RTK and PA 40225 as
tabulated in Table 12, the differences vary between different points where the biggest
difference is for boundary stone 12 and the smallest difference is for boundary stone
14, which are −1.479 m N, 0.995 m E and −0.011 m N, 0.024 m E, respectively.

ITRF2000 versus PA 40225. From the GPS fast static observation, coordinates
of boundary stones were derived according to three different frames. TTC software
provides coordinates in 3D geographical coordinates (latitude, longitude and
height) along with their standard deviations as shown in Tables 13, 16 and 19. In
order to do the assessment of coordinates between different frames and coordinates
from PA 40225, map projection from 3D to two-dimensional (2D) (northing and
easting) needs to be transformed as tabulated in Tables 14, 17 and 20. GDTS
(Geodetic Datum Transformation System) software was used to transform

Table 10 Coordinates in Cassini-Soldner geocentric according to PA 40225

Boundary stone Northing (m) Easting (m)

3 −60757.255 15434.181

4 −60778.149 15418.435

5 −60765.888 15453.547

12 −60727.827 15253.414

14 −60743.953 15222.431

Table 11 Mean coordinates of points at Lot 4199 by network-based RTK

Boundary stone Observation status Northing (m) Easting (m)

3 Fixed −60757.317 15434.258

4 Fixed −60778.217 15418.508

5 Fixed −60765.945 15453.648

12 Float −60726.348 15254.409

14 Fixed −60743.942 15222.455

Table 12 Coordinates
difference between
network-based RTK and PA
40225

Boundary stones Northing (m) Easting (m)

3 −0.062 0.077

4 −0.068 0.073

5 −0.057 0.101

12 −1.479 0.995

14 −0.011 0.024

RMSD 0.0544 0.0742
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coordinates in ITRF2000, ITRF2008 and ITRF2014 to Cassini-Soldner geocentric
and the state selection was Johor as the boundary stones are all located in Johor.

According to Tables 13, 16 and 19, the overall standard deviations for the
horizontal components (latitude and longitude) of the boundary stones 3, 4, 5 and
14 are less than 2 cm whereas the standard deviation for the vertical component
(height) is up to 2.7 cm with the biggest values on point 3, which are 1.81, 1.57 and
2.67 cm, respectively. However, for the boundary stone 12, the values of standard
deviations for all components are slightly bigger than other points which are up to
11 cm. This could probably be due to the location of boundary stone. Due to
multipath, the elevation cut-off to process the fast static data for point 12 is set up to
20° in order to obtain a fixed baseline compared to other points the elevation cut-off
is set as default which is 10°. Therefore, boundary stone 12 is excluded from the
assessment of coordinates between different frames. Based on Table 15, the coor-
dinate differences between ITRF2000 and PA 40225 are generally range from
−0.277 to −0.209 m for northing and from 0.424 to 0.510 m for easting along with

Table 13 Coordinates of points in ITRF2000

Latitude STD (m) Longitude STD (m) Height (m) STD (m)

ITRF2000

3 1 29 35.10426 0.0181 103 41 59.15239 0.0157 11.9309 0.0267

4 1 29 34.42370 0.0134 103 41 58.64322 0.0160 11.0045 0.0231

5 1 29 34.82358 0.0128 103 41 59.78015 0.0138 11.8215 0.0202

12 1 29 36.05986 0.0667 103 41 53.30243 0.0666 09.5515 0.1131

14 1 29 35.53963 0.0141 103 41 52.30066 0.0137 09.6729 0.0222

Table 14 Coordinates in
Cassini-Soldner geocentric
based on ITRF2000

Boundary stones Northing (m) Easting (m)

ITRF2000

3 −60757.521 15434.626

4 −60778.426 15418.916

5 −60766.141 15454.057

12 −60728.181 15253.821

14 −60744.162 15222.855

Table 15 Coordinates
difference between ITRF2000
and PA 40225

Boundary stones Northing (m) Easting (m)

3 −0.266 0.445

4 −0.277 0.481

5 −0.253 0.510

12 −0.354 0.407

14 −0.209 0.424

RMSD 0.2526 0.4662
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their RMSD, 0.2526 and 0.4662 m, respectively. Moreover, the differences of each
point between coordinates derived from network-based RTK and PA 40225 is
smaller for point 3, 4, 5 and 14 compared to differences of coordinates derived by
single-based fast static GPS observation (ITRF2000) and certified plan. This could
possibly tell that by using network-based RTK, the network correction is applied on
each point can reduce the distance-dependent error (Tables 16 and 17).

ITRF2008 versus PA 40225. As Malaysia is using GDM2000 connected to
ITRF2000, there would be bigger differences in coordinates between ITRF2008 and
PA 40225 compared to ITRF2000 and PA 40225. However, for the northing
component, differences of ITRF2008—PA 40225 are smaller where it ranges from
−0.235 to −0.167 m except for easting component the differences are slightly
bigger as it ranges from 0.424 to 0.513 m, and these differences are shown in
Table 18 as well as their RMSD, which are 0.2108 m (northing) and 0.4738 m
(easting) (Tables 19 and 20).

Table 16 Coordinates of points in ITRF2008

Latitude STD (m) Longitude STD (m) Height (m) STD (m)

ITRF2008

3 1 29 35.10561 0.0181 103 41 59.15238 0.0157 11.9139 0.0267

4 1 29 34.42505 0.0134 103 41 58.64321 0.0160 10.9874 0.0231

5 1 29 34.82493 0.0128 103 41 59.78014 0.0138 11.8044 0.0202

12 1 29 36.06122 0.0666 103 41 53.30242 0.0665 09.5335 0.1129

14 1 29 35.54097 0.0141 103 41 52.30065 0.0137 09.6558 0.0222

Table 17 Coordinates in
Cassini-Soldner geocentric
based on ITRF2008

Boundary stones Northing (m) Easting (m)

ITRF2008

3 −60757.479 15434.654

4 −60778.384 15418.916

5 −60766.099 15454.060

12 −60728.139 15253.820

14 −60744.120 15222.855

Table 18 Coordinates
difference between ITRF2008
and PA 40225

Boundary stones Northing (m) Easting (m)

3 −0.224 0.473

4 −0.235 0.481

5 −0.211 0.513

12 −0.311 0.406

14 −0.167 0.424

RMSD 0.2108 0.4738
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ITRF2014 versus PA 40225. As already mentioned in previous section, there
should also be bigger differences in coordinates between ITRF2014 and PA 40225
compared to ITRF2000 and PA 40225. But then again, differences in coordinates of
ITRF2014—PA 40225 for northing component are smaller within the range of
−0.237 to −0.169 m. Aside from easting component, the differences in coordinates
are also slightly bigger as it ranges from 0.426 to 0.515 m. The coordinate’s dif-
ferences between ITRF2014 and PA 40225 are tabulated in Table 21. These dif-
ferences can also be evaluated from the RMSD of each component, which are
0.2128 and 0.4758 m for northing and easting.

The precision of coordinates for each boundary stone can be evaluated from the
standard deviations on each component. Figure 7 summarizes the standard devia-
tion of points 3, 4, 5, 12 and 14 based on ITRF2000 from the processing by using
TTC software. In general, point 12 has the least precise coordinates, which are
0.0666, 0.0665 and 0.1129 m for latitude, longitude and height due to the location
of the boundary stone whereas point 5 has the most precise coordinates with the
value of standard deviation of 0.0128, 0.0138 and 0.0202 m, respectively.

Table 19 Coordinates of points in ITRF2014

Latitude STD (m) Longitude STD (m) Height (m) STD (m)

ITRF2014

3 1 29 35.10555 0.0181 103 41 59.15244 0.0157 11.9119 0.0267

4 1 29 34.42499 0.0134 103 41 58.64327 0.0160 10.9855 0.0231

5 1 29 34.82487 0.0128 103 41 59.78020 0.0138 11.8024 0.0202

12 1 29 36.06116 0.0666 103 41 53.30248 0.0665 09.5315 0.1129

14 1 29 35.54091 0.0141 103 41 52.30071 0.0137 09.6538 0.0222

Table 20 Coordinates in
Cassini-Soldner geocentric
based on ITRF2014

Boundary stones Northing (m) Easting (m)

ITRF2014

3 −60757.481 15434.656

4 −60778.386 15418.918

5 −60766.101 15454.062

12 −60728.141 15253.822

14 −60744.122 15222.857

Table 21 Coordinates
differences between
ITRF2014 and PA 40225

Boundary stones Northing (m) Easting (m)

3 −0.226 0.475

4 −0.237 0.483

5 −0.213 0.515

12 −0.314 0.408

14 −0.169 0.426

RMSD 0.2128 0.4758
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4 Conclusions

As comprehensively discussed in this paper, the 3 days data is successfully being
processed by using Waypoint software in PPP mode with respect to different
International Reference Frames (ITRF2000, ITRF2008 and ITRF2014).
Undoubtedly, the coordinates derived with respect to the latest frame which is
ITRF2014 are the most reliable to be adopted for positioning as they have small
value of standard deviation. Moreover, according to Altamimi et al. [11], ITRF2014
is generated with an enhanced modelling of nonlinear station motions, including
seasonal signals of station positions and post-seismic deformation for sites that were
subject to major earthquake, so it is expected that ITRF2014 will provide a better
positional accuracy compared to the previous version of ITRF. Due to dynamic
Earth and Post-seismic Deformation (PSD), the origin of reference frames will
gradually change across time affecting the position of points on Earth. However,
with the existence of ITRF2014 that take into account the PSD by modelling it, the
stations that are more prone to earthquake have the potential to accurately describe
their actual trajectories. Contrarily, in cadastral survey, a homogenous coordinate
system with reference to the global datum is required in mapping integrated pur-
pose. Differences in ITRF give different coordinates for boundary stones on
cadastral lot.

In conclusion, GDM2000 has to be revised frequently with respect to the latest
version of ITRF in order to give a better positional accuracy and a fix geocentric
mapping datum needs to be opted for cadastral integrated purposes in Malaysia.
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Monitoring the King Tide Phenomenon
Over Malacca Straits and South China
Sea from Space Geodetic Missions

Wan Ahmad Syauqi Wan Abd Latiff, Ami Hassan Md Din
and Abdullah Hisam Omar

Abstract At the end of year 2016, the west coast of Peninsular Malaysia has been
hit by the flood. The low-lying area along the coastline was flooded with seawater
causes the villagers to be moved to the relief centre, while the flood caused a lot of
loss and damage to their properties. This flood happened because the phenomenon
called king tide had occurred during that day. This king tide is formed when the
Moon is very close to the Earth (at its closest perigee) and in the New Moon or Full
Moon phase. This has brought sudden increase in tide magnitude. This phe-
nomenon can be studied in order to help the early decision-making and proper
planning to be rolled out. There are bunch of technologies that are made available
which can be used to study the tide efficiently. One of the following technologies is
by using space geodetic technique, the satellite altimeter. Satellite altimeter is the
geodetic space technique which is designed for the study of the ocean. Compared to
the conventional method of observing tide using tide gauge, this satellite altimeter
can give the larger spatial coverage on tide especially on deep ocean region and
near coastal region. In this research, sea level data is processed and derived using
Radar Altimeter Database System (RADS). Altimetry-derived sea level data is used
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to monitor the king tide phenomenon in order to see their pattern and magnitude by
comparing to the normal perigee days on the past year. This satellite altimeter is
utilized to study the area of interest, which is at Malacca Strait and South China
Sea. The result clearly shows that the perigee phenomenon which occurred on
November 14 gave a significant impact on the tidal magnitude. The verification
process between the satellite altimetry and tidal data also indicates a good argument
for the root-mean-square error and correlation coefficient. The outcomes show that
the satellite altimeter can be used as a tool to observe and monitor the king tide
phenomenon particularly in large-scale area.

Keywords King tide phenomenon � Sea level � Space geodetic
Radar altimeter database system

1 Research Background

Malaysian has been shocked by the news that several places along the west coast of
Peninsular Malaysia have been flooded by the seawater. This high tide flooded the
low-lying areas in Selangor, Kedah, and Perak in September 2016. Two hundred
and twenty-four people from 53 families in Selangor, 76 people from 15 families in
Kedah, and 132 people from 30 families in Perak were evacuated during the king
tide phenomenon in September 2016. These phenomena rarely occur throughout the
years and have been called by the name of “King Tide” and in 2016, it strikes the
west coast of Peninsular Malaysia unusually [1].

When the moon is close to earth, called perigee, the tidal force is stronger. This
large tide is known as perigee tide or perigean tide which repeats itself every
27.55 days. When the moon is farthest from earth called apogee, the tidal accel-
eration decreases about 30% respect to its perigee value. For the spring tide, it is
actually the higher high tides and the lower low tides which occur at new and full
moon [2].

At the new or full moon, the earth, sun, and moon are aligned such that the pull
of the sun on the ocean adds the pull of the moon on the oceans king tide is actually
a perigean spring tide which is combination of both perigean tide and spring tide
that coincide together [3]. The king tide which is the peak of astronomical tide
happens several times a year. Especially when the Moon’s perigee (its closest point
to Earth during its 28-day elliptical orbit) coincides with a spring tide (when the
earth, sun, and moon are nearly aligned every 2 weeks). The perigean spring tide is
shown in Fig. 1.

When the king tide hits the west coast of Peninsular Malaysia in September
2016, it is recorded that the Port Kelang Tide Gauge Station reading was at 5.6 m
which is exceptionally high than normal day which is only at 3.6 m. Today, there
are several technologies which have been used to observe and monitor every ocean
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event precisely. One of the technologies is by using Satellite Altimeter
(SA) approach method rather than only using the tide gauge station alone. By using
this technology, the king tide event can be monitored and observed.

1.1 Principle of Satellite Altimeter

Satellite Altimeter (SA) is categorized as a remote sensing technique. Generally,
there are two basic geometric measurements that are involved in this satellite
altimeter in order to observe and provide data. First, the distance between the
satellite and the sea surface is determined from the round-trip travel time of
microwave pulses emitted downward by the satellite’s radar and reflected back from
the ocean.

Second, independent tracking systems are used to compute the satellite in
three-dimensional positions relative to a fixed earth coordinate system. Combining
these two measurements yields profiles of sea surface topography, or sea level, with
respect to the reference ellipsoid. An altimeter operates by sending out a short pulse
of radiation and measuring the time required for the pulse to return from the sea
surface. This measurement is called altimeter range; R gives the height of the

Fig. 1 The perigean spring tide illustration [4]
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instrument above the sea surface. The R from the satellite to mean sea level is
estimated from the round-trip travel time.

Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS),
Laser Ranging Station, and onboard Global Positioning System (GPS) are inde-
pendent tracking system that is used to determine the position of satellite relative to
earth fixed coordinate system. However, to get the value of the height of the water
is not as easy as perceived.

There are several factors that have to be taken into account such as atmospheric
correction (ionosphere, dry troposphere and wet troposphere), orbital altitude (al-
timeter range and instrument corrected), pole tide, solid earth tide, ocean tide
loading, ocean tide, electromagnetic bias, sea state bias, and a dynamic atmosphere
[5]. Figure 2 illustrates the satellite altimetry concept and principle.

Ordinarily, for sea surface height variation studies, it is more appropriate to refer
the sea surface height to the Mean Sea Surface (MSS) rather than to the geoid
surface, thus forming the SLA, hsla, [5]:

hsla ¼ H � Robs � Dhdry � Dhwet � Dhiono � Dhssb � hMSS � htides�hatm ð1Þ

where Robs = c t/2 is the computed range from the travel time, t observed by the
onboard Ultra-Stable Oscillator (USO), and c is the speed of the radar pulse
neglecting refraction approximate 3 × 108 m/s

Fig. 2 The principle of satellite altimeter measurement [12]
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Δhdry Dry tropospheric correction
Δhwet Wet tropospheric correction
Δhiono Ionospheric correction
Δhssb Sea-state bias correction
hmss Mean sea surface
htides Tides correction
hatm Dynamic atmospheric correction.

From this equation, the height of Sea Level Anomalies (SLA) will be used in this
study as it is aimed at the study of king tide phenomenon.

2 Study Approach

2.1 Study Area and Data Processing

This study is being focused on Peninsular Malaysia which involved Malacca
Strait and South China Sea. It ranges between 0°N ≤ Latitude ≤ 14°N and
95°E ≤ Longitude ≤ 108°E comprising the entire Peninsular Malaysia region as
shown in Fig. 3.

Within the time span of 4 years and focused on the king tide event, the sea level
trend is quantified from sea level anomalies data from the satellite altimeter tech-
nique. By the help of Radar Altimeter Database System (RADS) as the processing
software, it will provide user to select the most suitable correction which will be
applied to the data. Then, selected tidal data from Permanent Service of Mean Sea
Level (PSMSL) are used as ground truth data in verification purpose for altimetry
data in order to produce comparable result [6].

2.2 Data Verification

The monthly sea level data for data verification are acquired from the Permanent
Service for Mean Sea Level (PSMSL) website. The comparison of sea level from
altimetry and tidal data was carried out by extracting monthly SLA average at the
altimeter track and tide gauge locations which are located near to each other.

The pattern and correlation of sea level anomalies of both measurements are
evaluated over the same period in each area. Figure 4 shows the selected tide gauge,
namely, Port Klang and Lumut for Malacca Straits and Geting and Pulau Tioman
for South China Sea.
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2.3 Multi-mission Altimetry Data and Processing

Using the Radar Altimeter Database System (RADS) software, the SLA data is
extracted and the data is applied with corrections. There are a lot of Satellite
Altimeter (SA) data that are made available to be extracted but only the certain
satellite altimeters are selected according to the time frame for this research which
only covers from year 2013 until year 2016.

The involved satellite altimeters are Jason-2, Jason-3, Saral, and Cryosat.
Table 1 shows the altimetry data selected for this study and the characteristic of the
chosen altimeter satellites in Table 2.

In RADS processing, several steps are involved to execute the extraction of the
sea level anomalies data. The processing starts from crossover adjustment for every
multi-mission satellite and followed by data gridding for smoothing the data. Then,
proceed with daily solution data for each multi-mission satellite and lastly extract

Fig. 3 The area of study conducted for this research which covers the Malacca Strait and South
China Sea
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Fig. 4 The selected tide gauge station used for data verification for altimeter satellite

Table 1 The altimetry data selected for this study

Satellite Period Cycle

Jason-2 Jan 2013–Dec 2016 166–312

Jason-3 Jan 2016–Dec 2016 1–35

SARAL Mac 2013–Dec 2016 1–39

CryoSat Jan 2013–Dec 2016 37–86

Table 2 The characteristic of the chosen altimeter satellites [7]

Satellite Agency Launch on Altitude (km) Inclination (°) Repeatability (days)

Jason-2 NASA
CNES

20/06/2008 1336 66 10

Jason-3 NASA
CNES
NOAA

17/01/2016 1336 66 10

SARAL ESA
CNES

25/02/2013 *800 98.55 35

CryoSat ESA 08/04/2010 717 92 30
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the sea level anomalies data for every selected point. Figure 5 shows the overview
of RADS processing strategies.

The crossover adjustment is performed to integrate the data processing for the
stated satellite altimeter that is used. Crossover adjustment is processed to adjust the

Fig. 5 The workflow of the RADS processing to retrieve the altimeter data
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different satellite missions to a standard surface because of the disparity in the
satellite orbit frame and orbit error and in this case, all four satellite altimeters are
through the crossover adjustment process in order to achieve higher accuracy.
Figure 5 shows the ground track for each of the selected satellite altimeter, and
Fig. 6 shows the overall crossover for those selected satellites.

After crossover adjustment has been done successfully, data gridding and
smoothing took place. During this stage, SLA data are filtered and gridded to grid
size bin (0.25° × 0.25°) using Gaussian weighting function with 1.5 sigma. A shell
script to run the data gridding and smoothing is used.

Fig. 6 The ground track for CryoSat, SARAL, Jason-3, and Jason-2
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Both daily and monthly solutions are used in the data extraction. The extraction
of sea level anomalies data for perigean days is performed using daily solution. The
perigean day dates are taken from the Fourmilab website which provided the lunar
perigee and apogee calculator for user to search the perigee and apogee dates [8].
Table 3 shows the details of perigean day dates which are extracted.

Then, the monthly solutions are used only to equate with the monthly tidal data
solution for selected tide gauge station in order to see the correlation among these
solutions for data verification purposes.

The satellite altimeter is subjected to errors and uncertainties. To increase the
accuracy and reliability, many corrections are made on the processed data. The
updated geophysical corrections and latest environmental are applied in the RADS
processing. The corrections included are orbital altitude, sea state bias, dry and wet
delay, electromagnetic bias, ocean tides and solid earth tide. The correction is done
by assigning specific model for the selected satellite altimeter in RADS. This
correction can be reviewed in Table 4.

Table 3 The details of
perigean day date used to
extract the data

Perigean dates

Year Month Day Length (km)

2013 June 23 356,989

2014 August 10 356,896

2015 September 28 356,876

2016 September 18 361,893

2016 October 16 357,859

2016 November 14 356,511

Table 4 The applied correction in RADS processing [9]

Correction/model Editing (m) Description

Min Max

Orbit/gravity field All satellites: EIGEN-GL04S:

DGM-E04/D-PAF

Dry troposphere −2.4 −2.1 All satellites: atmospheric pressure grids

Wet troposphere −0.6 0.0 All satellites: radiometer measurement

Ionosphere −0.4 0.04 All satellite: smoothed dial-freq, ERS: NIC09

Dynamic atmosphere −1.0 1.0 All satellites: MOG2D

Ocean tide −5.0 5.0 All satellites: GOT 4.8

Load tide −0.5 0.5 All satellites: GOT 4.8

Solid earth tide −1.0 1.0 Applied (elastic response to tidal potential)

Pole tide −0.1 0.1 Applied (tide produced by Polar Wobble)

Sea state bias −1.0 1.0 All satellites: CLS nonparametric

ERS: BM3/BM4 parametric

Reference −1.0 1.0 DTU13 mean sea surface height

Engineering flag Applied

Applied reference frame Jason-2 and Jason-3
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3 Result and Discussion

3.1 Data Verification

The sea level anomalies data from satellite altimeter is compared with the ground
truth data which is the tidal data for the verification purpose. Four selected areas are
picked for the verification process as stated earlier in Fig. 4. These selected tide
gauge stations compromise east and west coast of Peninsular Malaysia. The results
of the sea level verification are focused on the pattern and the correlation analysis
between altimetry and tidal sea level anomalies.

The pattern for both datasets has been evaluated over the same time period in
each area in order to produce a comparable result starting from year 2013 until year
2015. Figure 7 shows the sea level pattern at Geting and Pulau Tioman which
evaluated for data from South China Sea and Fig. 8 shows the pattern for Port
Klang and Lumut representing the Malacca Strait.

Figure 7 for Geting and Pulau Tioman shows a similar pattern of sea level
variations with a more or likely regular annual cycle indicating that the chosen
range and geophysical correction are well suited for these areas. Figure 8 for Lumut
and Port Klang also shows the same pattern when the tide gauge sea level
anomalies are compared with the altimeter sea level anomalies but because of
missing on several tide gauge data, the pattern of sea level anomalies for Port Klang
tide gauge looks distorted.

Fig. 7 The overall crossover for those four selected satellite altimeters
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Next, the correlation analysis is performed. The correlation coefficient, R2, is
measured for the strength of the linear relationship between two inputs or variables.
The higher the value of the correlation, the stronger the relationship between those
two variables in positive relationship or negative relationship.

In order to validate the sea level anomalies from satellite altimeter, the tide sea
level anomalies are also used; therefore, the value of R2 is needed to see the
relationship between two variables as shown in Figs. 9 and 10.

The value of correlation coefficient can be categorized as follows: 1 is perfect,
0.7–0.9 is strong, 0.4–0.6 is moderate, and less than 0.3 is a weak correlation [10].
All results are shown in Figs. 9 and 10.

The correlation values for both Geting and Pulau Tioman represented from the
South China Sea are about 0.972 and 0.948, respectively. These values indicate the
strong correlation between the tidal sea level anomalies and satellite altimeter sea
level anomalies (Figs. 11, 12, and 13).

Overall, all of the stations give a confident result with the value of R2 all above
0.6. The lowest correlation is at Pelabuhan Kelang. This is due to missing tide
gauge data for several months as mentioned in description of Fig. 8. This highest
correlation is at Geting station which is 0.972.

Fig. 8 The pattern of sea level anomalies at Geting and Pulau Tioman which represent the South
China Sea
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The next validation process is by looking at Root-Mean-Square Error (RMSE) of
the anomaly between the SLA altimeter and SLA tide gauge. RMSE indicates the
magnitude of derivation for this study to determine either the data are acceptable or
not. The RMSE is considered good enough if it has small value.

The RMSE values for every station are shown in Table 5. Based on results, the
RMSE is very good for the Geting and Pulau Tioman station with the Pulau Tioman
having the lowest RMSE at 0.0405 m followed by Geting at 0.0425 m. The RMSE
for Lumut is at 0.0784 m, and Pelabuhan Klang at 0.0613 m shows the highest
among those stations.

The unavailability of tidal data on certain months for Pelabuhan Klang and the
location of the Lumut tide gauge station which is a little bit far from the altimeter
tracks have led to the increase in RMSE value.

Fig. 9 The pattern of sea level anomalies at Lumut and Port Kelang which represent the Malacca
Strait
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3.2 Sea Level Pattern During King Tide Events

For the analysis purpose, the map of sea level anomalies over the Malacca Straits
and South China Sea from satellite altimeter is produced, respectively. These maps
are produced in comparison between the normal days on perigean day and during
the king tide event which occurs during 2016. Offshore or deep ocean areas are the
points chosen when extracting points from altimeter because the residual of SLA
increases when it is closer to the coast because of the increased sea level variability
in shallow depth water [11].

The outcomes from the pattern maps clearly show that the sea level anomalies
pattern is changing and rising from place to place over the Malacca Straits and
South China Sea during the king tide phenomenon on those 3 months in 2016 (see
Fig. 14). The sea level varies and gradually increases during the event. Meanwhile,

Fig. 10 The correlation plots for Geting and Pulau Tioman with the R2 showing 0.972 and 0.948,
respectively, indicating strong correlation value
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for the past perigean day in 2013, 2014, and 2015, the tide level shows a slight
increase but not significantly as high as the 2016 king tide event (see Fig. 15).

Comparing the Malacca Straits and South China Sea, the Malacca Straits clearly
affected during the perigean spring tide phenomenon when the map pattern showed
the higher magnitude than the South China Sea. This is because the Malacca Straits
is an enclosed strait as it is isolated from the open ocean unlike the South China Sea
which showed a little changes only [12].

From all the years, it clearly shows that on November 14, 2016 (see Fig. 14), the
sea level increased gradually as the length of moon from earth is only 356,511 km
which is closest to the earth since 68 years ago [13] (see Table 3).

After that, on the day when the flood event occurs on September 18, 2016 at
west coast of Peninsular (see Fig. 14), the sea level map pattern also shows a
significant higher value compared to the other day. Looking at Table 3, the length

Fig. 11 The correlation plots for Port Kelang and Lumut with the R2 showing 0.653 and 0.827,
respectively
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Fig. 12 The map pattern for the king tide event on 2016

706 W. A. S. Wan Abd Latiff et al.



Fig. 13 The map pattern for normal perigean past year on 2013, 2014, and 2015
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of moon from earth at that time is only 361,893 km which is the farthest among
those days from year 2013 to 2016.

3.3 The Residual Map Pattern

The further analysis is to see residual of sea level anomalies map pattern. This is
done by simply subtracting the data of SLA during the king tide with the mean of
sea level anomalies of the research area. The purpose of doing this is to produce a
clear and comparable map to see the changes of the tide during the king tide event
by eliminating the mean of sea level in that place. Figure 16 shows the mean of sea
level anomalies for both Malacca Straits and South China Sea. Figures 15 and 16
show the residual pattern produce during the event.

Table 5 The RMSE value for all the station

Station RMSE value (m)

Geting 0.0425

Pulau Tioman 0.0405

Port Kelang 0.0613

Lumut 0.0784

Fig. 14 The map pattern of mean sea level anomalies of year 2013 to 2016
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Fig. 15 The residual sea level anomalies during 2013, 2014, and 2015 perigean day
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Fig. 16 The residual sea level anomalies during king tide event on 2016
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From Figs. 17 and 18, when they are compared together, it clearly shows that the
lunar perigee affected the pattern of tide and the November 14, 2016 is the greatest
among them. The shortest perigee which occurs during this day has induced the tide
to be greater than usual as the moon is one of the tidal influence factors [14].
Figure 17 shows the length of perigee when plotted in graph.

Fig. 17 The length of perigee from year 2013 until year 2016

Fig. 18 The map of sea level anomalies for second inter-monsoon which occur on September to
October every year
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From Fig. 17, it has to be alerted that the king tide phenomenon which occurs in
September and October 2016 is not a phenomenon totally caused by the perigee of
the moon because the distance of the moon from earth is not in a close range
compared to the other days.

The flood happened on those 2 days is because of the strong southwesterly wind
with a speed of between 40 and 50 kmph, which occur during this period with the
wave height about 3.5 m and at the same time during the full moon event [15].
Figure 18 shows the map of second inter-monsoon which occurs during September
to October every year. According to the Fourmilab website, the November 14, 2016
is the perigee for 2016 and the shortest since 68 years ago [8].

4 Conclusion

From this study, it is proved that satellite altimeter can serve as a good tool to
conduct a study on the oceanography especially on the tidal when it shows a very
good argument with the tide gauge station. This technology can provide a good
temporal and spatial coverage as an alternative for the tide gauge station. The king
tide phenomenon occurs in late 2016 especially on November it shows that the
lunar perigee gave a great impact on the tidal magnitude. The coincidence of lunar
perigee and weather condition will make the tide-generating force become greater
results in the tide to become higher, which cause the flood in September 2016.
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Climate Change—Causes, Impacts,
Mitigation: A Review

Mahmoud Khazalah and Baskar Gopalan

Abstract Understanding the climate change is the main theme in this paper by
reviewing the existing literature available so far. A detailed discussion has been
highlighted on the causes like greenhouse effect, human activity and solar irradi-
ance. The evidences such as change in sea level rise in global temperature, warming
oceans, shrinking ice sheets, declining Arctic sea ice, glacial retreat, extreme events,
ocean acidification and decreased snow cover have been discussed at great length.
The consequences are rise in temperature, increase in frost-free season, change in
precipitation pattern, more droughts and heat waves, and intense hurricanes. The
mitigation, adaptation and the need of climate change research is also an important
aspect in this review.

Keywords Climate change � Greenhouse effect � Precipitation pattern
Adaptation � Mitigation

1 Introduction

Short-term events, say, daily or weekly temperature and precipitation, are referred
by weather. Long-term pattern of weather in earth is known as climate, say wet, dry,
hot, cold. Climate system includes Earth’s atmosphere, water cycle, soil, ice and
living components. Climate change is variableness of the climate system. The basic
element of study is green house effect that is contributed by green house gases.
Most important green houses gases are carbon dioxide, water vapour and methane.

This paper attempts to review the recent researches done by scientists on evi-
dences, consequences and solutions. The scope of this review paper is limited to
only recent research findings done by scientists.
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2 Role of International Organisation on Climate Change

The responsibility of any international organisation to protect environment with
respect climate change is quite a challenging task.

Intergovernmental Panel on Climate Change was formed by World
Meteorological Organization and United Nations Environment Programme to
present policymakers about impacts, risks, adaptation and mitigation. International
Union for Conservation of Nature was founded to provide the knowledge and tools
with 1300 Member organisations and 16,000 experts which comprises around 900
staff in more than 50 countries.

United Nations Framework Convention on Climate Change was framed to lessen
release of greenhouse gas. Greenpeace presence is in more than 55 countries, with
2.8 million supporters worldwide in order to save the environment. Climate Action
Network International is working on climate change with autonomous and inde-
pendent members around the world. Climate Reality is to catalyse a global solution
to the climate crisis. Citizen’s Climate Lobby exists to create the political will for
climate solutions by enabling individual breakthroughs. The Youth Climate
Movement is to mobilise a generational movement to take positive action.

3 Climate Change Evidences

The evidences are extreme weather, heavy rainfall, floods, droughts, land loss,
ocean warming, ocean acidification, reduction in agriculture output, rise in surface
water temperature and decline in ice sheet.

The climate-induced risks for infrastructure posed by sea level rise have been
studied. Drawbacks in response prioritisation task have been analysed by Gibbs [1].
Ways based on knowledge from decision theory were presented as solution. The
occurrence of droughts and floods occur in the same year particularly in low lying
areas results in crop losses. In addition, the prevalence and sternness of diseases
have amplified over time. Dislodgment, wound and bereavement of people and
damage to housing are consequent effects due to extreme events. Work productivity
was decreased due to sickness. Malnutrition happened because of losses in
crop. Financial demand increased for rebuilding of houses. These interacted impacts
were studied by Yiran and Stringer [2]. Razavi et al. [3] made an attempt to study
on extreme weather development and its level of uncertainty. Intense precipitation
and temperature were analysed using global climate models. The results showed
that the rising trend in extreme temperature indices and falling trend in forest days
and ice days in 2020s, 2050s, 2080s.

Lehmann et al. [4] found that 12% more record-breaking rainfall events occurred
globally due to climate change.

Land loss due to sea level rise effected by own emissions in intrinsic risk. Land
loss due sea level rise affected by global emissions in extrinsic risk. Extrinsic risk is
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27 and 15% of land loss in two non-island countries respectively as examined by
Hardy [5].

Yang et al. [6] found that 7.1 and 17.5% reduction in winter wheat and spring
wheat respectively due to heat stress as resulted by General Circulation Models
(GCMs) in China.

Butcher et al. [7] found that 77% increase in surface water temperature in 27 lake
‘archetypes’ in U.S. as resulted by LISSS, a one-dimensional dynamic thermal
simulation model.

Williams et al. [8] found that 17% decrease in cotton yield by 2030 n Southern
Queensland and Northern NSW, eastern Australia as resulted by biophysical sim-
ulation model APSIM (Agricultural Production Systems sIMulator).

Jorgenson [9] projected net change of 6 and 17% resulted in time and temper-
ature respectively by a three-state transition model developed in 60 ecotypes area
involving 243 potential transitions during three 30 year periods.

Active fire spread days increase with impact of future climate change as
suggested by Wang et al. [10] in Canadian forests. They found this increase of
35–400% by 2050 through modelling annual frequency of fire spread days across
16 fire regime zones of Canada.

In northern and southern states of US, physical activity may raise during the
winter and decline during the summer respectively as the data on over 1.9 million
respondents shown by Obradovich and Fowler [11].

Climate-induced changes model studied by Shimizu-kimura [12] that projected
contraction due to exceeding current range of average temperature for endangered
rainforest plant Triunia robusta, endemic to southeast Queensland, Australia.
A 3.36-year cycle and a 22.6-year cycle connect to the El Niño–Southern
Oscillation cycle and the Hale sunspot cycle respectively by studying England
temperature (CET) dataset with the use of slow feature analysis and wavelet
analysis done by Wang et al. [13]. Test results of a laboratory-scale minimal model
that mimicking climate change indicated the nature of connections between external
forcing and climate variability as shown by the study Vincze et al. [14]. Research
on finding evidences of climate change is a continual process.

4 Consequences of Climate Change

The consequences of climate change are water scarcity, snow melt, changes in
hydropower development, damages by extreme events, mortality in aquatic life,
reduction in agriculture revenue, outbreak of diseases and changes in forest
dynamics.

Bobojonov et al. [15] made an attempt to study on farm revenues. The decision
to choose the type of crop to be planted was analysed by using a spatially explicit
stochastic optimization model. Twenty five percent drop in income of farmers as the
temperature increases to 3.2 °C. 46% increase in income of farmers as the tem-
perature increases more conservatively.
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Ranson et al. [16] found that 63% increase in hurricane damages where 2.5 °C in
global surface air temperature in North Atlantic basin as predicted by multi-model.

Turunen et al. [17] tried to model the future snow conditions in particular snow
pack especially deep snow and late snow melt. In addition they examined how the
herders cope with the impact of extreme snow conditions. Forage availability is
more during longer snow less season and thin snow cover. Extreme snow condition
affects forage availability in turn intensified by low lichen biomass. Herders start
supplementary feeding to reindeers. Coping capacity of herders could be aided not
only by sustainable use of pastures but also through diversification of livelihood
and mitigating the adverse effects of climate change.

Shrestha et al. [18] examined the related climate change related danger in hydro
power development projects. Representative concentration pathways were applied
for predicting rainfall and temperature. Any change in precipitation can cause effect
on stream flow in turn affects the energy production. The study found that
expectation of a mild to moderate risk.

Ross River virus became intense during climate change in Tasmanian as studied
by Lyth and Holbrook [19]. Ouzeau et al. [20] used the EURO-CORDEX regional
multi-model ensemble that simulates heat waves. The risk of deficient corn nitrogen
has been estimated by probability model developed by Anderson and Kyveryga
[21].

Alternative management scenarios for in-season nitrogen management for each
risk attitudes can be explored by growers for nitrogen fertiliser management for
corn. Benefit for cold-origin populations and decline for warm-origin populations
are the growth response of black spruce (Picea mariana) and jack pine (Pinus
banksiana) in future forest dynamics as identified by Pedlar and Mckenney [22].

A study by Russo [23] shows that climate-induced pumping variability is
resulted in annual response to local precipitation in deep aquifers in the USA.

Zhao [24] made a study on statistical models, local crop models and global
gridded crop models that predicted substantial rice yield loss under warming.
Substantial rice yield loss under warming are suggested as possible mitigation
strategies. A study by Lam [25] found that global fisheries revenues could drop by
35% more than the projected decrease in catches by the 2050s under high CO2

emission scenarios.
The findings on consequences due to change in climate is still evolving and

research is in continual process.

5 Solutions for Climate Change

The solutions for climate change are mitigation, adaptation, evacuation, social
awareness, food security, climate services, participatory approach, climatization,
boundary chains concept, water harvesting techniques, development of climate
models and research on climate change.
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Liu et al. [26] made a study on evaluation of economic returns to climate
resilient development (CRD). Three models, say, house hold benefit cost model,
diffusion model, regional model, were used in evaluation framework. The analyzers
can be applied in developing countries. The results found the variables that sig-
nificantly change the economic returns of the strategies. Phadke [27] developed a
neighbourhood-based model used to fetch new opinions on climate change adap-
tation concerns and priorities which might help local climate adaptation planning
decisions. Cvitanovic [28] made a study on linkage of climate adaptation and food
security.

Khul et al. [29] suggested that evacuation as coastal flood management strategy
due to climate change. Regional Climate Models have been used to find the change
in climate which will positively affect central and northern Europe as the results
shown by the study conducted by Grillakis et al. [30]. Hugh Brammer conducted a
study which results that the adoption of appropriate measures based on knowledge
of the physical geography of potentially affected areas could significantly reduce the
currently predicted displacement of many millions of people; and the impacts of a
slowly rising sea level are currently.

A multi-stage sampling process is applied to select to interview with a
semi-structured questionnaire. Erratic precipitation, occurrence of flood, change in
rainfall onset and cessation are the evidences of climate change. New diseases in
livestock, crop failure, change in availability of pasture are the consequent effects.
Shifting livestock, veterinary drugs purchase are responsive measures taken to
tackle climate risk. This study by Egeru [31] recommended an integrated early
warning system that captures perceptions and perceptions would raise the reliability
of the climate risk information that disseminated. Mase et al. [32] conducted a study
which addresses farmers’ beliefs, perceived risks and attitudes toward adaptation
with respect to climate change done through a survey of nearly 5000 corn farmers
across 22 Midwestern U.S. Watersheds. Perception on current and future climate
risks is influenced by past experiences. This aspect is confirmed through in-person
interviews with 159 Midwest farmers done by Wilke and Morton [33].

Far stronger connections between researcher-driven and participatory approa-
ches and cycling between exploratory and normative perspectives exist in scenario
planning climate change adaptation and policy. The study conducted by Star et al.
[34] expressed that mixed methods are most effective for decision-making in the
context of climate change challenges. Boundary chains concept link science and
decision-making as per the study by Kirchhoff [35]. To prevent disastrous effects
over dry lands, it is must to keep global warming within 1.5 °C as the results
indicate that warming of 3.2–4.0 °C over dry lands could occur when global
warming reaches 2.0 °C as per the study conducted by Huang et al. [36]. Ferrant
et al. [37] stated that water harvesting systems as developing measures to manage
with impacts to keep ground water level in South India region. The research on the
solutions for adaptation and mitigation for climate change is going on globally by
scientists.
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6 Conclusion

It is not easy to stop climate change since the pollution stays in the atmosphere for
hundreds of years even though stopping of emitting carbon pollution. Global
warming to no more than 2 °C is possible by using clean energy rather than fossil
fuel instead. A warning trend is shown by results of analyses of surface temperature
data sets around the world. It is confirmed by declining snow cover, glacier mass,
and sea ice, rising atmospheric humidity, sea level, ocean temperature.

Research on mitigation and adaptation techniques must be expanded. Funding
for production of clean energy must be increased. Any existing international
political solution must be continued. World leaders seem to finally agree that urgent
action is necessary. The stakeholders work together to make the climate solutions a
reality. They support when world leaders take action to cur emission and stop rising
global temperature.
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The Development of Computational
Routine for Deformation Modelling
and Analysis: A Case
for Two-Dimensional Geodetic
Technique

Nur Khalilah Bidi, Zainal Abidin Md Som, Ami Hassan Md Din
and Abdullah Hisam Omar

Abstract Nowadays, deformation monitoring survey includes numerous tasks, for
example monitoring of engineering structures such as dam and bridges, land sub-
sidence, earthquakes and other related applications. As a result, many professional
groups such as surveyors and structural engineers, besides geophysics and geolo-
gists study the deformation analysis as a rigorous subject. Deformation measure-
ments and analysis using geodetic method is one of the complicated and
challenging works that need to be undertaken by land surveyors. The result of
deformation analysis is to be used by other professions such as engineers, geode-
sists and geophysics as well. However, they are not really interested in the geo-
metrical analysis (i.e. coordinate difference). Actually, they required the result of
deformation modelling which is the deformation parameter that related to their field
of study. Here shows the importance of information on deformation modelling
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instead of geometrical analysis and when its need to be performed. This study
focused on the development of deformation modelling computational routine and
subsequently been incorporated into an existing deformation analysis package.
Deformation modelling is the stage to produce the right mathematical model from
the result of deformation analysis (trend analysis) with relevant deformation
parameter. The computational routine developed to analyse survey data obtained by
the conventional geodetic technique in 2 dimension. In order to do deformation
analysis, MATLAB program has been used to solve all the computation process. As
a result, the ‘best’ model has been selected among the five models tested. The best
model showed what type of deformation occurs on the body of the simulation
network. The outcomes of the research have also improved from previous software
and the results obtained were good and practicable to this study.

Keywords Geodetic deformation analysis � Deformation modelling
2-Dimension geodetic technique

1 Introduction

The tasks of monitoring survey and its subsequent deformation analysis have long
been entrusted to land surveyors. Being an expert in positioning, surveyors are able
to determine the deformation in the form of changes in shape or position of points
surveyed. Deformation survey requires survey network that has been established
which consists of reference control points and monitoring points been position on
the object of interest at strategic locations. The survey network together with the
monitoring points will be observed repeatedly with a minimum of two epochs. The
coordinates of all surveyed points will be computed by least squares adjustment in
each epoch separately and deformation analysis will be followed if the adjustment
results showed any coordinate difference. A more exhaustive coverage on defor-
mation survey and geodetic deformation analysis can be found in publications [1,
2]. A more recent publication on this same topic can be found in [3].

Essentially, geodetic monitoring networks are usually divided into absolute
network and relative network. The absolute network consists of object points and
reference points. Its reference points or pillar are located at the pre-selected location
and the stability must be proven mathematically. Deformation occurs in objects or
engineering structures such as dams, bridges and tunnels. However, the relative
network established with its point was located at susceptible locations. It consists of
object points and the reference pillars were subject to movement. They are all
treated as object points. In the relative network, there is no assumption regarding
the stability of any particular group of network stations. Deformation occurs on the
earth physical surface such as land subsidence, tectonic movement and earthquakes.

Technological approaches and the improvements in the measurement methods
lead to deformation monitoring as a crucial task in geodetic applications. Today,
Global Positioning System (GPS) which is a space-based positioning technology
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offers one of the effective monitoring approaches for the high-risk areas, such as
landslide phenomena, land subsidence and deformation structure. Besides, a newly
developed technique that is Terrestrial Laser Scanning (TLS) can accumulate
thousands of data points in a couple of minutes, with capable applications to tunnel
deformation monitoring [4].

Geodetic Deformation Analysis (GDA) is a crucial task in deformation survey. It
is one of the challenging tasks need to be undertaken. Analysis of deformation
methods has also been upgraded with the computers of high capacities that allow us
to employ complex mathematical algorithms. Method of deformation analysis has
been studied by International Federation of Surveyors. The surveying principle is
still similar even though deformation analysis is now around 35 years old and there
are a lot of approaches, techniques and methods [5].

The analysis of deformation geodetic network includes the geometrical analysis
and physical interpretation. The deformation analysis requires several computa-
tional procedures to be fulfilled. There are several GDA software available at FGHT
which was developed by UTM researchers such as DETECT [6] and COMPUT [7]
and the latest is GDA package [8]. This study used GDA package to process the
survey data. This package includes computation on least squares adjustment, pillar
stability analysis and trend analysis in which the analysis was implemented using
Robust S-Transformation method. However, GDA package is not complete yet,
because it does not include the procedure of deformation modelling and physical
interpretation. The previous package can only be used until trend analysis stage that
shows the results of deformation analysis in a graphical representation. Figure 1
shows the interface of GDA package developed by Aisyah [8].

Fig. 1 Interface of Geodetic Deformation Analysis (GDA) package created using MATLAB
program
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Therefore, this study will continue to complete some procedure in GDA pack-
age. This paper presents an advance procedure for deformation analysis which is
deformation modelling. This procedure is frequently used in practice. In the stage of
analysing the deformation, surveyors are able to solve the geometry analysis which
is the trend analysis. If the deformation occurred, the deformation parameters
(deformation modelling) need to be established. The detection of deformation is
also used by other professions such as engineers and geophysics. However, they do
not require information on trend analysis. The result required is the parameter of the
deformation that is related to their field of study. This paper will focus on geo-
metrical analysis in which the method of deformation modelling will be used in
order to describe deformation network. For more details, it also discusses the
importance of deformation modelling and when it is needed to be performed.

The paper is organized as follows. Sections 2 and 3 give a detailed description of
procedure related to geodetic deformation analysis and deformation modelling
procedure via an integrated method. In Sect. 4, the result from the simulation
survey and their analysis are discussed. The outline conclusions and future work are
in Sect. 5.

2 Procedure of Geodetic Deformation Analysis

There are seven procedures required for fulfilling the deformation analysis. The
stages of work are as shown in Fig. 2. However, not all the procedures will be
considered to be fulfilled. The data acquisition can still be obtained if the
pre-analysis is not done. Deformation modelling and physical interpretation will not
be done if deformation does not occur in the objects or study area.

2.1 Least Squares Adjustment (LSA)

Measurements of deformation may contain an observables combination such as
distance, azimuths, coordinates, directions, coordinate difference, etc. In order to
determine the unknown quantities or parameters, the observations number normally
more than a requirement of the minimum number [9]. In geodetic surveying, the
coordinates of the points are the unknown quantities. The redundant observations
are handy for gross error checking or outlier in the measurements, precision of the
unknown quantities and network quality. Least Squares Adjustment (LSA) method
is a significant tool in calculating the unknown parameters from redundant
observation.

Basically, the LSA principle minimizes the sum of squares of the weighted
residuals,
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VTPV ¼ minimumvariance estimation ð1Þ

where V is the residual vector and P is the weight matrix for the observation.
Other important aspects of LSA are errors and quality. Observations are sub-

jected to systematic, gross and random errors [10]. It is assumed that observations
are free from systematic errors. The global test (Chi-square) and local test (Tau test
or Baarda method) are used for checking LSA results and screening of gross errors.
The magnitude of random errors may be estimated using the method of simplified
variance component estimation. Quality of the LSA results in terms of precision,
accuracy, and reliability analysis can be estimated during pre-analysis.

2.2 Pillar Stability Analysis (PSA)

After the computation of Least Square Adjustment (LSA) is done in both epochs,
the next process is to do the analysis of the pillar either it is stable or not. The pillar
stability analysis is very important in implementing the deformation analysis. From
that, the result of the pillar stability can produce the truth result of deformation
analysis [11].

When LSA is used, it involves the selection of a data by selecting a specific
control point in the network of deformation as reference or data. As the data

1. Pre-analysis

2. Data Collection

3. Least Square Adjustment 
(LSA)

4. Pillar Stability Analysis

5. Trend Analysis

6. Deformation Modelling

7. Physical Interpretation

Fig. 2 Procedure of Geodetic
Deformation Analysis (GDA)
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selected are unknown of its stability, then an analysis of pillar stability need to be
performed for validation of its stabilization and suitable for the data. Choosing a
wrong data or unstable control point will cause a big mistake in the analysis [8].
Therefore, all unstable points of reference network must be determined before
posterior deformation analysis of the structure may be considerably twisted [1].

2.3 Trend Analysis

Trend analysis is a graphical representation that illustrates the outcomes of defor-
mation analysis for the deformation network survey. The graphical representation is
very helpful means to obtain the first impression of existing deformations. There are
two important elements in trend analysis which are displacement vectors and error
ellipse of control points and object points in the deformation network.

From Fig. 3, deformation can be detected by differencing the magnitude of
displacement with the size of error ellipse produced. If the displacement magnitude
in the range of size of ellipse errors, then deformation does not exist and the
deformation will occur when the displacement magnitude is bigger than the size of
ellipse errors.

Unfortunately, the displacement vectors depend on the geodetic datum, so that
their interpretation has to be done with caution [1]. According to Jafari [12], the
significance of the deformation analysis of the structures based on the monitoring
measurements due to many contributions is clear. The trend analysis then forms a
beginning for initial identification of the deformation models during modelling of
deformation.

Fig. 3 Trend analysis for
displacement vector versus
error ellipse
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2.4 Deformation Modelling

The aim of deformation modelling is to represent the occurrence deformation by
using geometrical and mathematical relationship. In order to complete this task,
correct deformation parameter and the right mathematical model need to be iden-
tified in describing the deformation occurred.

a. Typical examples of deformation models in two dimensions are specified as
follows:

b. Single-point movement (Rigid body displacement)
c. Homogenous strain
d. Combination of single-point movement and homogenous strain.

Single-point movement

The single-point movement can only be modelled in a relative sense where a point
in block A has performed deformation into block B as shown in Fig. 4. Other points
in block A have not performed any displacement. According to Zainal [13], this
model does not contribute to the strain field and does not affect the stresses (i.e. it
consists of only translation component and no strain parameter involves).

Homogenous strain

Homogenous strain is where the deformation has occurred in a block uniformly as
shown in Fig. 5. All the points in block A are performing changes and create a new
block that is block B. In this model, the element of orientation exists where it
changes the orientation of the block A to block B.

Combination of single-point movement and homogenous strain

Figure 6 shows the model is a combination of single-point movement and
homogenous strain. This combination show a deformable figure with one

Fig. 4 Single-point
movement and parameter
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discontinuity between blocks A and B with dissimilar linear deformations in every
block plus a single-point movement of the block B with respect to the block A. The
deformation with this characteristic is known as discontinuity deformation. One
straight line acts as divider of blocks A and B [13].

3 Methodology of Deformation Modelling

The deformation modelling procedure in this study is based on the famous gen-
eralized method established at University of New Brunswick, Canada [14].
Modelling of deformation can be implemented by using either the observation
differences method or displacement (coordinate differences) method. However, the
displacement method only will be focused in this study.

Fig. 5 Homogenous strain
with parameter

Fig. 6 Single-point
movement and homogenous
strain

730 N. K. Bidi et al.



The generalized method as shown in Fig. 7 generally involves several rudi-
mentary processes.

3.1 Preliminary Identification of the Deformation Model

As for a choice of deformation model, it is influenced by a priori information that is
obtainable, particularly from whatever trend or variation is showed by the mea-
surements. In analysis of deformation, the entire region enclosed by the deforma-
tion survey is treated as a non-continuous deformable body that consists of different
deformable blocks continuously [2]. In the 2D analysis, consideration of defor-
mation parameters is as follows:

i. Two components of rigid body displacement ao and boð Þ.
ii. A rotation parameter in xy axes x x; yð Þð Þ.
iii. Two normal strain components in x and y axes ex x; yð Þ and ey x; yð Þ� �

and
shearing strain in xy axes exy x; yð Þ� �

:

3.2 Estimation of the Deformation Parameters

The deformation modelling is done by process of least squares fitting based on
Gauss–Markov model, which can be written as Eq. 1 [5, 15]:

dþ v ¼ Be ð2Þ

where

d is the displacement vector (n � 1)
v is the vector of residual (n � 1)
B is the design matrix (n � u)
e is the vector of deformation parameter (u � 1)—unknown parameter

The number of known displacements of the common points required should be
equal to the number of unknown deformation parameters to determine the vector e

Preliminary 
identification of 
the deformation 

model 

Estimation of the 
deformation 
parameters

Diagnostic 
checking of the 

deformation 
models 

Choice of the 
‘best’ 

deformation 
model 

Fig. 7 Basic procedure of deformation modelling
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in the deformation model. If the number of displacements d is more than that of the
unknown deformation parameters, then the vector e is calculated over LSA
computation.

Then, the solution is acquired by Eq. 2 [5, 15]:

e ¼ BTQ�1
d B

� ��1
BTQ�1

d d ð3Þ

where Qd is the covariance matrix for displacement vector.

3.3 Diagnostic Checking of the Deformation Model

In general, the model of deformation is not fully understood or it may even be
completely unknown. The main objective of diagnostic checking of deformation
model is to check the appropriateness of a postulated deformation model [5]. This
includes the goodness of fit of the model on a global test and assessment on the
significance of individual deformation parameters.

In certain case, the tested parameters are considered significant. If insignificant
parameters are detected, these parameters are then deleted from the deformation
model and new model is re-estimated and re-examined [2]. This procedure con-
tinues until accepted on the global test and all the parameters associated are sta-
tistically significant.

In this study, we will use F-distribution in the statistical test. This test is performed
to determine the best model for deformationmodelling. All the hypothesis testings are
done under the assumption the null hypothesis is true. This ratio of sample variances
will be examined with the statistic used. If the statistic does not go beyond the critical
value (i.e. T �F a; v1; v2ð Þ), the null hypothesis is accepted at the significance level a
(normally a = 0.05). Hence, if the statistics go beyond the critical value (i.e.
T[F a; v1; v2ð Þ), the null hypothesis is failed. The model of deformation is accept-
able if the null hypothesis does not fail at a significance level a.

3.4 Choice of the Best Deformation Model

Subsequently, the performance of the deformable body is generally not fully
identified, there is frequently more than one model that perhaps is suitable [10].
Selection of the ‘best’ model if the global test passes with a satisfactory probability
and all the parameters involved are statistically significant. Then, if in excess, one
deformation model passes the global test, hence the model with the least significant
parameters is chosen.

Thus, the ‘best’ model should possess at least one or a combination of the
following characteristics [16].
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• Significance of the coefficients
• Minimal error of fitting
• Fewer number of coefficients consistent with reasonable error
• Based on physical reasons that are logical.

4 Result and Discussions

This section will highlight the computational result of deformation models that have
been selected. The specific procedures involved are the LSA computation, geodetic
deformation analysis involving pillar stability analysis and computation of dis-
placement vector (trend analysis). Observation data used in this study is obtained by
using simulation deformation geodetic network carried out at the field of Universiti
Teknologi Malaysia (UTM).

A survey network consists of eight control stations established as shown in Fig. 8.
There are two epochs of simulation data used for this study. Eight stations were
observed and 28 distances were produced and 56 angles of observation data trian-
gulation are obtained. The second epoch performs simulations by varying the position
of stations as 7 and 8. After all specific procedures are done, the existing GDA
program can be applied to determine the displacement vector, covariance matrix and
the graphical plan for displacement vector and error ellipse. From the all data obtained,
the trend analysis is generated. The deformation analysis direct result is the dis-
placement vector d of all analysed points in the monitoring network and validating its
significance. The evaluation of the significance of displacement for a single point
consists of checking if the displacement vector of each point does not exceed the
boundary of the error ellipse in the determination of their vector [17]. Figure 9 shows
the trend analysis of computation between two epochs. In Fig. 9, it shows that stations
7 and 8 perform deformation according to the displacement vector and error ellipse.

Fig. 8 Simulation of
deformation network control
survey
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In order to achieve the aim of this study, the existing MATLAB package of
deformation analysis has been upgraded to an advanced level which is modelling of
deformation. There are five types of deformation models chosen from the simula-
tion network. The models are as follows:

i. Rigid body displacement at point 7
ii. Rigid body displacement at point 8
iii. Rigid body displacement at point 7 and 8
iv. Homogenous strain
v. Combination of rigid body displacement and homogenous strain.

4.1 Model (i): Rigid Body Displacement at Point 7

The result was made on the first model of the displacement at point 7 as shown in
Fig. 10. Example object point is good enough in representing the deformation of
the whole network. Based on the result of separate adjustment, it shows that the
point 7 moved independently, other points in the network remain stable. From the
solution by least squares fitting,

Fig. 9 Trend analysis of
epoch 1 and epoch 2
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(i) Deformation parameter is

a ¼ 0:146m

b ¼ 0:251m

(ii) Global test result

T2 ¼ V2Qd�1V
2p� d � uð Þr20

\F 2p� d � u; f ; 0:95ð Þ ð4Þ

Substitute

p total point in the network as 8,
d datum defect as 2,
u number of parameter as 2,
f sum of degrees of freedom of epoch 1 and epoch 2.

) T2 ¼ 28:517[ 1:82 F�Test Failedð Þ

Local test—significance test:

�ei ¼ ei
Qei

F 1; f ; 0:95ð Þ ð5Þ

Substitute ei, individual parameter,
Qei, correlation coefficient.

Significance level:

y ¼ cdf F; ei; v1; v2ð Þ ð6Þ

Fig. 10 Deformation model
of rigid body displacement at
point 7 as Model (i)
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where cdf , cumulative distribution function,

ei, individual parameter,

v1, numerator of degrees of freedom (1),

v2, denominator of degrees of freedom (142).

As previously mentioned in (Sect. 3.3), this test is performed to determine the
best model for deformation modelling. The statistical local test result and signifi-
cance level have been arranged in Table 1.

The result of the selected deformation models is shown in Table 2. Based on the
computation performed by MATLAB program, the result shows that Models
(iii) and (v) only passed the global test from all the models tested. Then, Model
(iii) was chosen as the ‘best’ model since the result passed the global test and the
entire group of deformation parameters is significant statistically.

Based on the result of the Model (i), the calculation showed that the model failed
in the global test. Hence, such model cannot be accepted to represent the defor-
mation in the survey area. Since the model tested has failed the global test, sig-
nificance test on each parameter is no longer needed. But for the purpose of
completeness, significance test have been done as to know the significance level of
each deformation parameter.

The selection of the best deformation model should possess at least one or a few
combination of the characteristics which are (i) the significance of the coefficients,
(ii) the fewer number of coefficients consistent with reasonable error, (iii) a mini-
mal error of fitting and lastly (iv) based on physical grounds that is rational.
Therefore, it can be summarized that points 7 and 8 were experiencing the rigid
body movement. There is no homogeneous strain occuring to the body.

4.2 Improvement into Existing GDA Package

The main window is added to the previous GDA package as for some enhancement.
The function of this window is to proceed with the geodetic deformation analysis
computation. The figure of the main window is shown in Fig. 11.

As to achieve the second objective of this study, the MATLAB source codes of
deformation modelling are added to the previous GDA computation package. These
prove the deformation analysis package is almost complete by upgrading an
advanced level procedure to be more effective for this study. A modelling analysis
button was added and the result of the computation will be shown in the display
window (see in Fig. 12).

Table 1 Result of local test ei F (1, f, 0.95) Significance level (%)

a 14.63 mm 0.999 99.99

b 25.09 mm 1.000 100
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Table 2 Result of the selected deformation models from the simulation network

Type of model Deformation
parameters (m)

Significance
(1 − a)

Global test

i. Rigid body displacement at
point 7

a = 0.1463
b = 0.2509

Significance
(0.99)
Significance
(1.00)

Failed
28.517 > 1.821

ii. Rigid body displacement at
point 8

ao = 0.3273
bo = −0.2236

Significance
(1.00)
Non-significance
(0.00)

Failed
148.621 > 1.821

iii. Rigid body displacement at
points 7 and 8

a = 0.1463
b = 0.2509
ao = 0.0685
bo = 0.2884

Significance
(0.99)
Significance
(1.00)
Significance
(0.97)
Significance
(0.99)

Passed
0.029 < 1.898

iv. Homogenous strain ɛx = 0.0017
ɛy = 0.0012
ɛxy = −0.0013
w = 0.0003

Significance
(1.00)
Significance
(0.99)
Non-significance
(0.00)
Significance
(0.99)

Failed
62.65 > 1.898

v. Combination of rigid body
displacement and homogenous
strain

a = 0.146235
b = 0.252252
ao = 0.068902
bo = 0.289512
ɛx = −0.000026
ɛy = −0.000013
ɛxy = 0.000019
w = −0.000007

Significance
(0.99)
Significance
(1.00)
Non-significance
(0.94)
Significance
(0.99)
Non-significance
(0.00)
Non-significance
(0.00)
Non-significance
(0.35)
Non-significance
(0.00)

Passed
0.020 < 2.163
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Fig. 11 Main menu of new version of GDA package

Fig. 12 New interface of GDA computation generated from GUIDE
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5 Conclusions

This paper presented the deformation analysis procedure, which includes least
squares adjustment of the network in each epoch, trend analysis and deformation
modelling. The procedures are arranged in a systematic way, which is step-by-step
analysis and can be practiced either on reference or relative monitoring networks.

Based on the results and analysis, the aim of this study was successfully
achieved. Deformation modelling is one of the advanced procedures involve in
geodetic deformation analysis. By adding this procedure, the GDA computation
package almost achieves completeness.

The purpose of deformation modelling is a representation of the deformation
occurred by using geometrical and mathematical relationship. The displacement of
the points can be shown graphically by the selected models. The selected models
involved are rigid body displacement at the move points, homogenous strain and
the combination of rigid body displacement and homogenous strain. The five
common deformation models selected in this study were created to be optimum
sufficient in defining the behaviour of the body or object under investigation.

Besides, this study also has been a success to fulfil the second objective which is
incorporating the developed routine and adding few improvements to an existing
MATLAB package of GDA package. The improvement also makes the GDA
program to solve the study of deformation network in 2 dimension. Perhaps in the
future, the GDA computational package can be improved with the capability in
GPS surveying in the 3-dimensional network can be added up.
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A Review of GIS-Based
and Multi-criteria Evaluation Method
for Sustainable Landfill Site Selection
Model

Habiba Ibrahim Mohammed, Zulkepli Majid, Norhakim Bin Yusof
and Yamusa Bello Yamusa

Abstract The most used methods for the disposal of solid waste in majority of
developed and developing municipalities are the landfilling method. Solid waste
management plays a vital role in urban planning. However, selection of landfill site
is very complicated and tedious task mainly because there are many factors and
strict regulations involved in the identification and selection process. The main
purpose of landfill site selection process is to identify the areas that will drastically
reduce the negative impacts of the landfill to the immediate environment and the
public health. Different site selection and identification studies made used of
Geographic Information Systems (GIS) and Multi-Criteria Evaluation
(MCE) methods. Also, the integration of these methodologies provides an envi-
ronment to the decision-makers in siting suitable locations using land suitability
analysis procedures. This paper proposes a conceptual model toward sustainable
landfill site selection with the desegregation of GIS-based and multi-criteria deci-
sion analysis considering several criteria that are missed out to evaluate and identify
the most suitable site for landfill. The outcome of this research would be of
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significant help to the waste management authority both local and international
levels in siting a landfill toward sustainable solid waste management system.

Keywords Geographic information systems � Multi-criteria evaluation
Landfill site selection

1 Introduction

The process of selecting landfill site is very complicated because it involves
acquaintance of facts about many factors, parameters, rules, and regulations to be
considered [1]. One of the crucial tasks regarding Municipal Solid Waste
Management (MSWM) systems is the landfill site selection process because of the
outcome occurring for the natural environment and the social opposition that
landfill siting may evoke [2]. According to Kharat et al. [3], it is important to
properly plan for the available land resources due to the present waste generation
increase along with the scarcity of land. A lot of factors must be considered and
mindfully evaluated in order to achieve the best site for landfill which will cause no
or less negative impacts to the environment, society, and economy also conforming
with the rules and regulations [4]. Examples of such factors include social and
environmental factors, geomorphological features, and technical parameters. Waste
disposal sites must preserve the ecological system in the surrounding environment
[5–7]. Economic factors, which include the cost of acquiring land as well as
development and operation costs, must also be considered [8]. Presently, the
technological advancement has brought into the existence of the use of Geographic
Information System (GIS) in landfill site selection study which has given rise to
spatial data display and makes the selection process easier. The GIS allows data to
be displayed and managed efficiently from variety of sources, and it reduces the
time and cost in the siting process [9, 10]. GIS has matured into a powerful tool that
can integrate driven types of spatial data and perform a variety of spatial analysis.

Technical literature has shown that GIS-based multi-criteria decision analysis
provides a framework for land development and is helpful to engineers,
decision-makers, and planners [11]. Many researchers have demonstrated the
advantages of using GIS and multi-criteria methods in landfill site selection [11–
17]. Suitable sites for waste disposal are evaluated by a numerous criterion such as
land cost, surface- and groundwater, distance to settlement, waste production
centeres, site capacity, road access, railways, airport, archaeological heritage, soil
properties, and public acceptance. But the geotechnical properties should also be
considered in the landfill siting. This paper proposes a conceptual model toward
sustainable selection of landfill site with the integration of GIS-based and
multi-criteria decision analysis considering the geotechnical factors to evaluate and
identify the most suitable and appropriate site for landfilling.
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2 Landfill Site Selection

A broad search especially in the journals, conferences, and articles published
provided a good literature concerning selection of suitable site for landfill problem
over the years. Most of these researchers found that MCA is one of the good
techniques that can be used and combined with GIS to conduct site selection or site
suitability analysis. In order to identify the most suitable disposal site for solid
waste disposal, a wide and vigorous evaluation process must be considered such as
economic, environmental, health, and social impacts [18–20].

The process of evaluating and selecting a new solid waste disposal site is very
complicated and tedious as it involves diverse environmental and social fields of
knowledge including science, economics, geology, geography, land survey, and
sociology. Furthermore, the methodology required in evaluating new solid waste
disposal site must consider certain factors and criterion such as distance to urban
centers, water bodies, airports, infrastructures, and soil permeability. Therefore,
there is a need for processing significant amount of spatial data, regulations, and
acceptance criteria before siting a new solid waste disposal site. The site selection
procedure, however, should make maximum use of the available information and
ensure that the outcome of the process is acceptable by most stakeholders and thus
landfill siting generally requires processing of a variety of spatial data [21].

A similar study has also been done by [22] where they discussed the integration
of GIS and decision support system and its efficiency in solving the landfill site
selection in Konya, Turkey. According to Chabuk et al. [5], GIS is considered as a
powerful tool in assisting selection for a waste disposal site through its ability to
deal with a huge amount of data from different sources. The MCDA techniques can
be applied to solve any complex problem in a variety of fields of many practical
situations. However, with GIS map analysis tools, maps can be easily and effi-
ciently manipulated with a computer, also georeferenced data can be converted into
computerized maps [21]. Table 1 shows an outline of the site selection criteria
employed by various researchers from different parts of the world. Also from the
table, the most frequently used criteria are the road and water bodies due to their
high level of importance. Furthermore, this paper proposes a conceptual model
emphasizing on the geotechnical properties of the soil that the landfill is to be sited.

3 GIS-Based and Multi-criteria Decision Analysis
in Spatial Problems

The combination of GIS-based tools and decision analysis techniques has widened
tremendously in various fields of research over the last few decades. This tech-
nology has given the distinctive capability of automating and analyzing a variety of
spatial data including urban planning and development, environmental pollution,
natural, and forest resources [11]. The negative impacts of solid waste disposal site
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to the public health cause difficulty in the site selection process. Most suitable
landfill sites should be selected using multi-criteria evaluation techniques based on
the nature of the study area. The purpose of integrating GIS and MCDA is to
investigate different possible choices when it comes to multiple criteria
decision-making and conflicting objectives [38]. This process provides various
collections of methodology and procedures to bring out preferences to
decision-makers and to incorporate them into GIS-based decision-making.
GIS-based MCDA is used in analyzing geographic events where the results of the
analysis depend on the spatial arrangement of the events [39].

A lot of studies on landfill site selection have been done using the combination
of GIS coupled with MCDA methods, and examples of such studies [5, 13, 15, 17,
40, 41] can be mentioned. Furthermore, the MCDA, Analytical Hierarchy Process
(AHP) has been popularly employed in landfill site selection in recent years.
Ahmad et al. [16] carried out a research for identification of site for landfill in
Punjab, Pakistan. Alavi et al. [32] identified a solid waste disposal site for the
municipality of Mahshahr city, Iran using AHP and GIS. Rathore et al. [41]
identified landfill sites in Lahore using the suitability model, Pakistan. Abujayyab
et al. [42] using an intelligent system based (neural networks) focused on mapping
suitability of landfill sites. Ohri et al. [14] demonstrated the detection of the most
suitable landfill site in Varanasi, India using GIS-based overlay analysis and
MCDA. Also, Moeinaddini et al. [10] implemented their study based on the
evaluation the most suitable site in Karaj by combining Spatial Multi-Criteria
Evaluation (SMCE) and GIS in their methodology. Latinopoulos and Kechagia [43]
provided a framework for the evaluation of best sites for wind farm development
projects which was based on the combination of GIS and spatial multi-criteria
decision analysis. This process provided a decision-making tool for planning a wind
farm at regional level. They developed a procedure which involved various siting
criteria including social, environmental, economic, and technological for the
identification of most suitable site for wind farm installation.

Sharifi et al. [44] conducted a study of MCDA for GIS-based hazardous waste
landfill siting in Kurdistan Province, western Iran. Two-stage analysis was
employed in their study which produced a spatial decision support system tool for
hazardous waste management under developed region. Lawal et al. [45] conducted
a research in Universiti Teknologi Malaysia which they proposed new recreational
park. Their purpose of study was to investigate if the present recreational parks are
effectively functioning in terms of distances, locations, and facilities. Datasets of the
study area were created using GIS tools making it to be the set of criteria. These
criteria were then combined into the Multi-Criteria Decision Process (MCDP). The
Analytical Hierarchy Process (AHP) was used for the pair-wise comparison of the
criteria thereby assigning weight to each criterion. After all these, the final output of
the research was able to identify the most suitable sites to locate the proposed
recreational park.

Youssef et al. [46] recommended the use of GIS-based multi-criteria analysis
AHP approach as the most appropriate methods of evaluating land suitability
analysis in any urban developed environments. Also, AHP provides an efficient site
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suitability determination in different aspects or fields of development, which include
urban development, industrial, and tourist. Khan and Samadder [47] evaluated
environmentally suitable landfill sites in their study area which they implemented
GIS-based and MCDA approaches. The Analytical Hierarchy Process (AHP) was
used for the pair-wise comparison of the criteria thereby assigning weight to each
criterion. Suitable landfill sites map was produced applying a Weighted Linear
Combination (WLC) in GIS environment. According to El Baba et al. [48], landfill
site selection can be done using Multi-Criteria Decision Analysis (MCDA) with the
help of the AHP method. In their studies in Gaza Strip, new suitable landfill sites
were selected using the above-mentioned methodology coupled with GIS. They
employed different thematic layers and finally came out with the most suitable sites
of about 5.5% of the study area. Table 2 shows the GIS-based and multi-criteria
evaluation techniques in landfill site selection studies. Literature has shown that the
use of GIS-Based MCDA using AHP has provided an acceptable method of landfill
siting. Therefore, it should be employed to evaluate the geotechnical aspect as well.

Table 2 Landfill site selection using GIS-MCDA methods

S/No Authors Study area Application Methods

1 [24] Ankara, Turkey Landfill site selection GIS/MCDA

2 [23] Giroft, Iran MSW Landfill site selection AHP/GIS

3 [27] Beijing, China Landfill site selection SIT/AHP

4 [49] Nakuru, Kenya Landfill suitability GIS/MCDA

5 [29] Colombia Methodology for landfill location GIS

6 [30] Northern Cyprus Sanitary landfill GIS/AHP

7 [50] Ramjerd, Iran MSW Landfill site selection GIS/AHP

8 [32] Mahshahr, Iran MSW Landfill site selection GIS/AHP

9 [13] Tafresh town, Iran MSW Landfill site selection AHP/GIS

10 [51] Johor, Malaysia Landfill site selection GIS/AHP

11 [34] Konya, Turkey MSW Landfill site selection GIS/AHP

12 [14] Varanasi, India Sanitary landfill site selection GIS/AHP

13 [16] Punjabi, Pakistan Landfill site identification GIS/MCE (AHP)

14 [40] Antalya, Turkey Landfill site selection MCDA/GIS

15 [41] Lahore, Pakistan Landfill identification GIS/AHP

16 [52] Selangor, Malaysia Landfill site selection model GIS/AHP/WLC

17 [15] Iranshahr, Iran Landfill site selection GIS/Fuzzy AHP

18 [17] Behbahan, Iran Landfill site selection GIS/AHP

19 [5] Babylon, Iraq Landfill site selection GIS/AHP

20 [3] Mumbai, India Modeling landfill site Fuzzy MCDA
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4 Geotechnical Criteria in Landfill

Geotechnics deals with the investigation of the engineering behavior of soil/rock.
These investigations are used to design and build foundations, earth structures,
pavement sub-grades, and landfill soil liners. In the time of early landfill siting and
its development, the type of liner to be constructed must be determined. The
compacted clay liner should have the tendency to minimize the downward move-
ment of leachate. This liner in addition must have an adequate strength to support
any superimposed load. Likewise, it can be able to withstand the seasonal variation
that might cause swelling and shrinkage. The liner material can be classified as
unsuitable, marginal, and suitable. Plasticity index below 6% is classified as
unsuitable, between 6 and 12% are classified as marginal, and the materials which
have plasticity index above 12% are classified as suitable [53].

The criteria in most regulatory agencies (guidelines) and researches specified a
value of 1 � 10−9 m/s maximum hydraulic conductivity, a maximum of 4% volu-
metric shrinkage, and minimum of 200 kN/m2 shear strength are required for
hydraulic barrier systems [54–56]. Therefore, to set up a conceptual model toward a
sustainable landfill siting, geotechnical properties of the soil have a vital role to play.

5 Conceptual Model Toward Sustainable Landfill Siting

Presently, there are several researches that have worked on addressing the issues
related to landfill siting and their solutions, yet only few of these models can be
employed for an optimal landfill site selection with only a little of available data
[36]. Figure 1 describes the proposed model to efficiently select the best site for
landfill. The main criteria and set of sub-criteria were determined depending on
several local and international literatures. After that, it was classified into groups
which are physical, environmental, geological, and socioeconomic.

The development of this model is to enhance the social, economic, environ-
mental, and government regulatory setup. The AHP methods of pair-wise com-
parisons will be used to assign weights to each criterion and rank them, while
weighted linear combination will be employed to rank the alternatives. This is
because of their efficiency and accuracy when it comes to solid waste disposal site
selection. Afterward, the geotechnical criteria to select the most feasible site are
then employed to provide the best possible site for sanitary landfilling. Also, with
this modeling, an accurate landfill site can be produced reducing the cost and time
required compared to other methods. Following the model developed, the unpre-
dictable error especially the geotechnical aspect in the decision-making process can
be represented and analyzed.
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6 Concluding Remarks

Achieving best site for landfill site selection/suitability using GIS coupled with
MCDA tools has been described in this paper. The combination of these tools
ensures efficiency and accuracy in the site selection studies. This paper demon-
strated a conceptual model toward a sustainable site selection of landfill putting into
consideration physical, socioeconomical, environmental, geological, and geotech-
nical criteria. This can be achieved with the combination of GIS-based and
multi-criteria decision analysis methodology to identify and select the best site
because MCDA enhances and provides a distinctive and reliable final decision. The
outcome of this research would be of significant help to the waste management
authority both local and international levels in siting a landfill toward sustainable
solid waste management system.

Fig. 1 Conceptual model for best site selection
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Assessing the Reliability and Validity
of Satellite Altimetry-Derived Wet Delay
in Peninsular Malaysia

Mohamad Aswad Mohd Azman, Ami Hassan Md Din,
Tajul Ariffin Musa, Suhaila Salihin and Abdullah Hisam Omar

Abstract Water vapor is known as a gas state of water. The nature of the water
vapor is invisible, which means it cannot be seen but can be sensed by the humidity
in the air. As the climate is warming due to the increase of carbon dioxide and other
anthropogenic greenhouse gases, water vapor is expected to increase rapidly as
models broadly conserve relative humidity. Water vapor consists of two compo-
nents, namely, dry and wet delay. Only wet delay will be highlighted in this study
due to which the dry delay can be modeled easily. The wet delay in the atmosphere
needs to be monitored as to detect and predict changes in earth’s climate particu-
larly for weather forecasting. There are many methods that can be used to measure
the wet delay such radiosonde and Global Positioning System (GPS). But both of
them had their limitations; for example, they were point-based solutions means that
the wet delay can be derived at a certain area. Radiosonde method needs to be
launched twice daily, and for a single launch, cost a lot. This study presents an
effort to extract the wet delay measurement from radiometer system using satellite
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altimeter. The advantage of using satellite altimeter is that the wet delay parameter
can be retrieved on land and marine areas. Thus, it can improve the spatial reso-
lution for wet delay retrieval. This study employs the altimetry-derived wet delay
trend based on multi-mission satellite altimeter in the Peninsular Malaysia for
1-year data, in 2014. Two altimeter missions were used, namely, Jason-2 and Saral.
Radar Altimeter Database System (RADS) was used to extract the water vapor data.
Altimetry-derived water vapor was verified with GPS-derived Zenith Wet Delay
(ZWD) at six GPS Continuously Operating Reference System (CORS) stations. The
verification results showed that the RMSE between the altimetry-derived wet delay
and GPS-derived wet delay was about 3–12 cm. Furthermore, the data from the
satellite altimeter is in a good shape with the seasonal variation of precipitation
according to the climatic classification of the region. Besides that, the observed data
also give reasonable values when considered for the wet and dry seasons because
the value from the CORS and satellite altimeter only had a slight difference. In
conclusion, altimetry-derived wet delay is promising to be used in climate and
weather research in the future.

Keywords Wet delay � Satellite altimeter � Water vapor � Tropical region

1 Introduction

Water vapor is known as a gas state of water. The nature of the water vapor is
invisible, which means it cannot be seen but can be sensed by the humidity in the
air. Water vapor consists of two components, namely, dry and wet delay. Only wet
delay will be highlighted in this study due to which the dry delay can be modeled
easily. The wet delay data or information can be used in climate and weather
research. The wet delay in the atmosphere needs to be monitored as to detect and
predict changes in earth’s climate. It is relevant that a long-period variation in the
volume of wet delay in the atmosphere to be tracked. The reason is to predict
changes in the earth’s climate as well as enhancing the weather forecasting [1].

There are many methods that can be used to measure the wet delay. Some uses
radiosonde to observe wet delay data and some use Global Positioning System
(GPS). Both of them have advantages and disadvantages. For example, radiosonde
is quite an expensive instrument and it will always be launched at a certain station
and usually it is launched twice daily (one in the morning and one at night). Ground
truth data such as GPS can be done at any GPS CORS in a network. But the data
from GPS eliminate some errors by using double-differencing technique. Besides
that, the data from the GPS is a station-based data which means the data will be
limited by the location of the GPS station.

In the previous study, started in 1992, scientists have been exploring the use of
GPS for the wet delay measurement [2]. There are a lot of advantages in studying
the wet delay. Regarding the space-borne systems, the wet delay lowers the
propagation pace of the signals, procrastinating the time needed to hit the ground
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[3]. For GPS methods, the propagation delay happened in the troposphere also
known as Zenith Path Delay (ZPD) that can be estimated through the GPS data
processing. But the main point of this research is to yield the information of the
Zenith Wet Delay (ZWD).

In this study, satellite altimeter uses to extract wet delay data. The satellite
missions that been used were Jason-2 and Saral. The data provided by the satellite
altimeter has sufficient spatial and temporal resolutions. The aim of this research is
to study the wet delay for Peninsular Malaysia by using multi-mission satellite
altimeter. The advantage of using satellite altimetery-derived wet delay that com-
bined with the other methods is that it can derive the amount of wet delay data over
the marine areas.

1.1 Concept of Water Vapor

Water vapor is also known as a gas state of water. The word vapor stands for
describing the gaseous state that recurs as a liquid or solid. The nature of the water
vapor is invisible, which means that it cannot be seen but can be sensed by the
humidity in the air. The production of the water vapor usually happened by the
evaporation process. In other way, it can also be produced by the sublimation of
the ice. Figure 1 shows the process of the water cycle.

Fig. 1 Water cycle process [16]
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Although water vapor is produced by water in gaseous state, it is the uttermost
vital greenhouse gases. A reason for this statement is that the heat radiated from the
Sun to the Earth’s surfaces is particularly absorbed by the water molecules which
are then radiated to all directions. As the climate is warming due to increasing
carbon dioxide, other anthropogenic greenhouse gases of water vapor are expected
to increase rapidly as models broadly conserve relative humidity [4]. In surveying,
the water vapor and other dry gases such as carbon dioxide and nitrogen that
contained in the layer of troposphere will contribute the error especially in GPS
surveying, because it can delay the signal propagation from GPS satellite to the
receiver on the ground. In high-precision practice essentially by GPS or InSAR,
delayed radio signal propagation is known to be a major source of error [5].

Water vapor can also boost the warming effect of other greenhouse gases, such
that the warming brought about by increased carbon dioxide allows more water
vapor to enter the atmosphere. More water vapor in the air also gives rise to an
increase in the formation of clouds in the troposphere. Clouds do consist of small
water droplets, though, and, hence, they do absorb radiation [6].

1.2 Satellite Altimeter Principle

Satellite altimetry also known as a microwave sensor can give various kinds of
information. The data is known as a raw data that need to do some corrections
regarding the usage of the data. During the flight, the propagation of the signals, the
signals will pass through the atmosphere and contain so many errors such as
refraction, reflection, and time bias. Thus, with all the errors, it can delay the signal
path. Any interference with the radar response signal needs to be taken ahead
up. There are numbers of factors that can affect the data or signal path. One of them
is wet delay. It can disturb the signal round-trip time, and thus these factors will be
lead to distort the range measurements. To overcome these issues, we can apply the
corrections for these interference effects on the altimeter signal by measuring them
at certain frequencies. Now most of satellite altimetry equipped with the water
vapor radiometer system.

The radiometer works by observing the brightness temperatures to extract the
wet zenith delay. The water vapor from radiometer is calibrated using tipping curve
measurements [7]. The reason for adopting a time average surface temperature is to
give a better resemblance to the mean temperature of the wet troposphere than is
administered by the direct surface temperature, which has large diurnal variations
[8]. In order to get a definite wet path delay, errors need to be eliminated; in this
point, cloud issuance needs to be discarded. To achieve that, use two frequencies of
water vapor radiometer.
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2 Research Approach

2.1 Study Area

In this study, the assessment of wet delay measurement was carried out over the
Peninsular Malaysia region (tropical region). The areas of interest cover the
Malacca Straits, South China Sea, and land area of Peninsular Malaysia as shown in
Fig. 2.

2.2 Data Processing

Altimetry-Derived Wet Delay. In this study, two (2) satellite altimeter missions
are selected: Jason- 2 and Saral to extract the wet delay data. The time period of
satellite altimetry data is from January 2014 to December 2014. The Radar
Altimeter Database System (RADS) is used as processing software for altimetry
data. RADS has been set up for over 15 years, first built in Delft University of
Technology, recently at the National Oceanic and Atmospheric Administration
(NOAA) and altimetrics. RADS now assists as a model for a central climate data

Fig. 2 Peninsular Malaysia, South China Sea, and Malacca Straits
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record for sea level. By virtue of the numerous user participated in auditing the data
and the constant updates to the base, RADS is one of the uttermost accurate and
complete databases of satellite altimeter [9].

RADS gives the user to be able to define the most suitable corrections that need
to be applied to the data. To make it run within the needed specifications, user can
create a getraw.nml command. The reason to create the getraw.nml is to ease the
user to characterize their wanted geographical region by latitude and longitude
along with other relevant parameter. The altimeter data extracted in this study
ranges between 0°N � Latitude � 8°N and 96°E � Longitude � 108°E that
covers Peninsular Malaysia, Malacca Straits, and South China Sea.

The missions move by the along track technique, where the satellite will pass
over the same spot in different times. Thus, the data will be redundant. In this
research, as mentioned, two satellite missions will be used, Jason-2 and Saral.
Figure 3 shows the altimeter track for Jason-2 and Saral, respectively.

Based on Fig. 3, both the missions covered the Malacca Straits and South China
Sea; Saral covered the land areas and Jason-2 only covered the nearest coastline to
the Peninsular Malaysia. According to Fig. 3b, Saral altimeter track is denser which
means the satellite mission will pass the same location in very short time compared
with the Jason-2 altimeter track which is less dense. Hence, Saral altimeter mission
will provide more data within the stated period than Jason-2. Table 1 shows the
satellite altimeter’s spatial and temporal characteristics. Figure 4 shows the

(a) Jason - 2            (b) Saral

Fig. 3 Satellite altimeter’s track for Jason-2 (a) and Saral (b)

Table 1 The satellite altimeter’s temporal and spatial characteristics

Satellite mission Agency Track spacing (km) Repeat cycle (days)

Jason-2 NASA 315 10

Saral ESA & ISRO 75 35
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multi-mission track from Jason-2 and Saral. By combining these two satellite
missions, the spatial and temporal resolutions of the data can be improved in the
area of interest.

GPS-derived Zenith Wet Delay (ZWD)

Theory of GPS-derived ZWD Estimation. There are two delay experiences by
GPS signal when passes through the atmosphere layer which are tropospheric delay
and ionospheric delay. However, this study will focus on the tropospheric delay or
called as Zenith Path Delay (ZPD) in order to derive Zenith Wet Delay (ZWD).
Tropospheric delay is a non-dispersive medium to the GPS signal. This tropo-
spheric delay can be computed through the integration along the signal path through
the troposphere using the following expression [10]:

dtrop ¼
Z

ðn� 1Þds ð1Þ

where n is the refractive index of the troposphere.
The tropospheric delay can be divided into two components which are hydro-

static or dry and wet components. In zenith direction, total tropospheric delay can
be simplified as

ZPD ¼ ZHDþZWD ð2Þ

where ZPD is the zenith path delay, ZHD is the zenith hydrostatic delay, and ZWD
is the zenith wet delay.

Fig. 4 Multi-mission
altimeter Track: Jason-2
combines with Saral
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The ZHD from (2) can be modeled as follows [11]:

ZHDmodel ¼ 2:2779� 0:0024ð Þ qs
f h; hð Þ ð3Þ

where qs is the surface pressure and (h, h) is given by

ðh; hÞ ¼ 1� 0:00266 cosð2hÞ � 0:00028h ð4Þ

where h is the latitude and h is the height above ellipsoid. The ZWD can be
retrieved by subtraction of ZHD from ZPD:

ZWD ¼ ZPD�ZHD ð5Þ

In this study, 30 s interval of GPS data for six GPS CORS in Peninsular
Malaysia was used (see Fig. 5). Bernese 5.0 software was utilized to estimate ZPD
parameter after resolving and careful modeling for all the errors such as orbital
errors of the satellites, the receiver position errors, phase cycle ambiguities, iono-
spheric delays, and clock errors. Hence, by using equation in (5), ZWD can be
estimated.

To validate the altimeter techniques, the Root-Mean-Square Error (RMSE) of the
wet delay will be calculated between the two techniques. The RMSE will be used to

Fig. 5 The distribution of the GPS CORS for ground truth data verification
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check the accuracy of altimetry-derived wet delay. A graph will be plotted to
evaluate the magnitude and pattern between these two sets of data.

2.3 Altimetry Data Processing

In RADS processing, several steps must be followed in order to extract the wet
delay data. A distance-weighted gridding was applied to filter the noise in the data
through losing a slight data as possible but yet can derive essential ideals for grids
points located between tracks. The use of weighting function is to provide the
points close to the center to be important and points far from the center to be
relatively irrelevant. The weighting function is based on Gaussian distribution [12].
Then, the daily wet delay data from the missions are then filtered and gridded using
Gaussian weighting function with Sigma 2.0. This step employs both temporal and
spatial by selecting a square mesh with block size 0.25° (spatial) and cut-off at
9 days (temporal). The cut-off is also known as the moving windows. Figure 6
shows the steps of the altimeter processing need to be done before deriving the wet
delay data.

3 Result and Discussion

3.1 Wet Delay Data Mapping

A yearly wet delay data map for 2014 was produced. Through this map, it showed
the pattern of the wet delay for year 2014 starting from January 1, 2014 until
December 31, 2014. Jason-2 and Saral satellite missions are used to produce the wet

Fig. 6 Flow process for extracting wet delay data in RADS
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delay map. The coverage of the research involves Peninsular Malaysia, Malacca
Straits, and South China Sea. Based on Fig. 7, the wet delay ranges between −0.05
and −0.35 m over the study area.

From the map in Fig. 7, it showed that the area near to the coastline had higher
values of the wet delay compared with the area far from the coastline. One factor
that might affect the reading was due to the evaporation of water that occurs near to
the coastline could increase up to the wet delay reading. As the areas that are far
from coastline had lowered the value of data wet delay, the areas were at the
developing areas and also had lowered the value of annual rainfall. The average
value for wet delay over marine areas is about *0.25 m.

3.2 Data Verification: Wet Delay from Altimetry
and GPS Data

In this section, the monthly mean wet delay data from altimeter and GPS were
evaluated. From the line chart, the data illustrates the wet delay pattern along the
year 2014. Then, both of the data are calculated for their RMSE to determine the
differences of the wet delay value. In this research, GPS CORS was assumed as a
reference value to the satellite altimeter. In the present research, it was laid out that
GPS data can be taken on account for the affirmation of imitated wet delay values in
like manner for quality control of GPS and pressure stations. The median diversity
within the water vapor radiometer and the GPS approximated zenith wet delays was

Fig. 7 Altimetry-derived wet delay for year 2014
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6 mm with a standard deviation of 9 mm [13]. Many successful studies have been
published either by using dedicated altimeter products or by, e.g., using in situ data
sources to derive the corrections, such as surface pressure (for the dry correction)
and wet tropospheric corrections derived from Global Navigation Satellite Systems
(GNSS) stations [14]. Figure 8 shows the wet delay pattern between GPS CORS
and satellite altimeter based on the chosen areas, namely, JUML, BABH, BANT,
GETI, KROM, and KUAL (see Fig. 9).

Figure 10 depicts the pattern and RMSE for the chosen stations: BABH, BANT,
JUML, GETI, KROM, and KUAL. They were all located in Peninsular Malaysia
along the coastline region. Through all the patterns, it noticed that all the shapes of

Fig. 8 Wet delay pattern for year 2014 at chosen area for both altimetry and GPS
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the pattern between the GPS and altimetry-derived wet delay were almost the same
and yet the value of the RMSE was between 0.03 and 0.12 m. The distance from
the CORS stations to the altimeter track was calculated, and the range was from 1.5
to 16 km.

The distance was calculated by using the ArcMap 10.2 software. From the
patterns, it showed that the highest values of the wet delay that had been derived by
both techniques were mostly between November and December, and the lowest
values were between February and March.

Fig. 9 Time series of altimetry-derived wet delay for year 2014
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Fig. 10 The altimetry and GPS correlation analysis at chosen areas: BABH, BANT, GETI,
JUML, KROM, and KUAL

Assessing the Reliability and Validity of Satellite … 765



3.3 Wet Delay Pattern Using Time Series Analysis

Time series shows the pattern of the wet delay data in a line chart. Figure 9 shows
the satellite altimeter wet delay data for the year 2014 that it was extracted using
RADS. The time series chart shows at three different areas involving the Malacca
Straits, South China Sea, and at the LGKW CORS. The Malacca Straits’ and South
China Sea’s data extracted by using point based. The latitudes and the longitudes
are shown in Table 2 for both locations. These data are represented for the marine
areas, while LGKW CORS is presented for land area. The data were extracted
based on daily solution. In this study, the mean for each month was calculated.
Then, the annual mean of wet delay data for 2014 was calculated. For South China
Sea, the annual mean was −0.291 m and for the Malacca Straits it was about
−0.316 m. Meanwhile, the annual mean for LGKW CORS was at −0.287 m. From
Fig. 9, the month of November yields the highest monthly mean of wet delay while
the lowest monthly mean for the wet delay data was in February. The Northeast
Monsoon is known as the wet season because from November till December, the
wet delay was recorded at the highest value compared with other months.

As we know, the wet delay is actually distributed by the clouds and also by the
rainfall. In this study, the seasonal variation has been stressed on to evaluate in
which month or season, the wet delay content was at the highest or at the lowest
point. Seasonal variations will affect the wet delay content in the air. In this
research, the highest wet delay content was from month of May until August which
was known as Southwest Monsoon. Then, it was followed by the second
inter-monsoon which was from September to October. Next is the Northeast
Monsoon, from November to February. And the least mean for the seasonal vari-
ations was through the first inter-monsoon which is from May until April.

Figure 10 shows that the most of the chosen areas, JUML, GETI, BABH,
KROM, and KUAL, are in good relationship with the correlation coefficient, R2

value more than 0.6 except for BANT. Based on Fig. 10, the correlation analysis
for KUAL and KROM yield confidence result with the R2 value more than 0.8
which is close to 1. Thus, both of the techniques, satellite altimeter and GPS data,
have strong positive correlation. In addition, the RMSE from these two areas shows
a great result with 3–12 cm. Meanwhile, the correlation for GETI and BABH is 0.6
and for JUML is 0.7. For BANT, the correlation for altimetry and GPS-derived
water vapor data shows a bad relationship between them, i.e., 0.3, but the RMSE
shows a good result, that is, 0.037 m.

Table 2 Latitude and
longitude of the point based
on extracting
altimetry-derived wet delay

Region Latitude (°N) Longitude (°E)

Malacca Straits 4.00 100.00

South China Sea 6.43 103.00
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3.4 Wet Delay Variations Due to Seasonal Effects

In Malaysia, there are two types of monsoon that will occur annually. They are
Northeast Monsoon and Southwest Monsoon. In this study, the seasonal variation
will be categorized into four categories. The idea of this concept was to determine
the interchange of wet delay data in each season. To make it easier, the data were
mapped into colored map, where each color will represent the intensity of wet delay
in the specific region. Figure 11 shows the mapped wet delay data according to the
Northeast and Southwest Monsoon; meanwhile, Fig. 12 shows the mapped data for
first and second inter-monsoon.

Based on Fig. 11, the Northeast monsoon happened from November until
February while Southwest monsoon happened from May until August. The legend
on the right of the figure shows the color scale that indicates the wet delay value.
The highest value recorded for Northeast Monsoon was in November at −0.292 m
and started to decrease month by month, until February at −0.2134 m. The average
value in this season was −0.259 m. Meanwhile, for Southwest Monsoon, the
average of the recorded wet delay data was −0.292 m and the highest value was in
June, −0.305 m.

Figure 12 shows mapped data for first and second inter-monsoon. The first
inter-monsoon in March gave higher wet delay value by −0.258 m than in April at

Fig. 11 Altimetry-derived wet delay during Northeast and Southwest Monsoon

Fig. 12 Altimetry-derived wet delay during inter-monsoon
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−0.228 m. The average value for the first inter-monsoon was at −0.274 m. Next,
after the first inter-monsoon, was the second inter-monsoon that took place from
September to October. The reading of the wet delay data collected in October was
higher than in September.

Based on Figs. 11 and 12, the area near within the coastline recorded the highest
value of wet delay compared to the area that is far from the coastline. This hap-
pened because the area near the coastline was near to the sea, and thus it had higher
intense of humidity as we know that water molecules that evaporated from the sea
will be in the air in gaseous state. While the area far from the coastline had lower
value of the wet delay, it has lower humidity of air.

4 Conclusions

In this study, the data from the CORS was assumed to be the reference in order to
verify the wet delay data from the satellite altimeter. The result of this study showed
that the Root-Mean-Square Error (RMSE) between the satellite altimeter wet delay
data and Continuously Operating Reference System (CORS) by Global Positioning
System was at 3–12 cm. Furthermore, the data from the satellite altimeter is in a
good shape with the seasonal variation of precipitation according to the climatic
classification of the region. Besides that, the observed data also give a reasonable
value when considered for the wet and dry seasons because the value from the
CORS and satellite altimeter only had a slight difference.

On top of that, Fig. 8 shows that the wet delay pattern between the satellite
altimeter and GPS was nearly the same. As shown in Fig. 8, the data from the
satellite altimeter had the same characteristics, when the data from the CORS went
down, and the data from the satellite also went down, despite on the RMSE values.
From the results that had been yielded, the wet delay figurations deriving out of the
satellite altimeter can be used to study the inconsistency of the atmospheric wet
delay content in the region.

The advantage of using satellite altimeter as a method to determine the wet delay
content is satellite altimeter that has a temporal and spatial solution; meanwhile, the
GPS CORS stations are only a point-based reference. It means that wet delay data
from the satellite altimeter can cover a bigger area than GPS CORS stations even
over the marine areas. GPS and radiosonde cannot retrieve the wet delay data over
the marine areas. Satellite altimetry is absolutely advantageous to observe the water
level variety of big marine areas upon a long time series [15]. The satellite altimeter
technique is flexible compared to the radiosonde because by the radiosonde tech-
nique, it is highly recommended to launch twice a day. In addition, a radiosonde
method is expensive compared to the satellite altimeter. To launch the balloon, we
need to hire staff to launch it and the balloon itself very costly. In conclusion,
altimetry-derived wet delay is promising to be used in climate and weather research
in the future.
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Sea Level Impact Due to El Nino and La
Nina Phenomena from Multi-mission
Satellite Altimetry Data over Malaysian
Seas

Mohd Amiruddin Khairuddin, Ami Hassan Md Din
and Abdullah Hisam Omar

Abstract The El Nino and La Nina phenomena indirectly provide dramatic
changes to the sea level that can be caused by floods and drought, and affect various
marine activities. For the past centuries, the main approach to measure sea level
changes is by using coastal tide gauges. However, there is inconsistency in
observing sea level variations using tide gauge data for the Malaysian country. The
inconsistency is due to irregular geographical distributions of tide gauge stations
established at coastal areas and there are no long-term tide records for the deep sea.
An alternative method in order to solve this issue is by measuring the absolute sea
level from space, i.e., satellite altimeter technique. Satellite altimeter implements
excellent potential as an integral mechanism to the conventional coastal tide gauge
instruments for monitoring sea level variation of Malaysian seas, especially for the
deep sea. The aim of this research is to study the sea level pattern due to the effects
of El Nino and La Nina phenomena using a combination of multi-mission satellite
altimeters in the Malaysian seas. Radar Altimeter Database System (RADS) is used
for retrieval and reduction of sea level data from satellite altimeter. Then, sea level
data from tide gauge was used to verify satellite altimeter derive the sea level data.
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The result of this research shows that satellite altimetry is reliable in other to
monitor changes in sea level. It also shows that El Nino and La Nina phenomena
can also contribute as one of the factors to sea level changes around Malaysian seas.
Hence, this research will specifically help in the determination of sea level in
Malaysia and to the professionals who have authority in governmental, environ-
mental planning, agriculture, marine engineering, and economics.

Keywords Sea level � El Nino and La Nina � Satellite altimeter
Radar altimeter database system

1 Introduction

Nowadays, sea level change is one of the most current scientific topics. It is due to
the consequence that is related to climate change, both for environment and for the
societies. Variations in sea level materialize over a broad range of temporal and
spatial scales, with the numerous contributing elements making it an integral
measure of climate change [1, 2]. The primary contributors to contemporary sea
level variation are the extension of the ocean as it warms and the transfer of water
currently stored on land, especially from land ice (glaciers and ice sheets) [2].

Furthermore, El Nino and La Nina phenomena also contribute dramatic changes
to sea level caused by floods and drought, and affect various marine activities.
Generally, El Nino is known as unusually warm water episodes, which also pro-
duces extraordinary changes in sea level. Thus, the impact of the La Nina gives the
similar effect as El Nino, but opposite to El Nino nature. However, La Nina effect is
less extensive and damaging than El Nino. El Nino and La Nina are the powerful
climate variations in the temporary climatic timescale range, and caused by vari-
ation in temperature between ocean and atmosphere in the east-central equatorial
Pacific. These derivations from normal surface temperature caused large impact
particularly on ocean process of global weather and climate.

Moreover, changes in sea level have conventionally been measured at a number
of fixed tide gauge stations around the world, but with the increased accuracy of
satellite altimetry, this now attempts the perfect opportunity for developing our
learning on global and regional sea level change [3]. However, there is inconsis-
tency in observing sea level changes using tide gauge data for the Malaysia country.
The inconsistency is due to irregular geographical distributions of tide gauge sta-
tions established at coastal areas and there are no long-term tide records for the deep
sea [4, 5].

Thus, satellite altimeter technique can be implemented as an alternative method
to solve this issue by measuring absolute sea level from space. Furthermore,
satellite altimeter implements excellent potential as an integral mechanism to the
conventional coastal tide gauge instruments in order to monitor the sea level change
of Malaysia seas, especially for the deep ocean.
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Hence, this research is to study the magnitude and trend of sea level due to El
Nino and La Nina phenomena by using multi-mission satellite altimeter. The area of
interest covers Malaysian seas, namely, Malacca Strait, South China Sea, Sulu Sea,
and Celebes Sea. Then, sea level data derived from satellite altimeter are verified
with tidal data from tide gauge.

1.1 Principle of Satellite Altimeter

Satellite altimetry technique is invented to study about the ocean criterion such as
determination of divergent sea surface and ice sheet, ocean tide, sea level rise, and
marine geoid determination based on gravitational equipotential surface [close to
sea surface height (SSH)] [6]. One of the essential contributions of satellite
altimeter is the capability to provide wide spatial data all over the world ocean
where the tide gauge is crucial to be achieved. This technique is capable of pro-
viding the long-term sea level data which is required to monitor the dynamics of the
ocean which cannot be provided by tide gauge for a long period.

Generally, radar altimetry is a technique among the easier of remote sensing
methods for measuring height. There are two main essential geometric calculations
that are involved in satellite altimeter. First, based on radar range (R), radar
altimeter on board of satellite permanently transmits signals to Earth and received
the signal reflected from the sea surface. Information from the round-trip travel time
between microwave pulses emitted downward by satellite’s radar and reflected back
from the ocean are used to determine the distance between satellite and sea surface.
Second, the three-dimensional (3D) position relative to the earth fixes the coordi-
nate system that is determined by the independent tracking system [3, 7]. By
connecting, these two measurements produced profiles of sea surface topography,
or sea level, with respect to the reference ellipsoid.

Satellite altimetry presents the rigorous SSH measurements. Based on the SSH
estimation and mean sea surface data, sea level anomaly (SLA) is produced. SLA is
important to describe the sea level changes. The SLA data provides the knowledge
about the large-scale ocean circulation, including El Nino and La Nina phenomena
[8]. Hence, SLA data are compatible with other to study the changes of sea level
due to El Nino and La Nina events. Figure 1 shows the principle of satellite
altimetry. By adopting a similar concept from [3], the SLA, hsla given as

hsla ¼ H � Robs � DRdry � DRwet � DRiono � DRssb � htides � hatm � hMSS ð1Þ

where

H Satellite altitude
Robs Altimeter range measurement
ΔRdry Dry tropospheric correction
ΔRwet Wet tropospheric correction
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ΔRiono Ionospheric correction
ΔRssb Sea-state bias correction
htides Tides correction
hatm Dynamic atmospheric correction
hMSS Mean sea surface correction.

2 Research Approach

2.1 Research Area Identification and Data Processing

The area of interest covers Malaysian seas namely Malacca Strait, South China Sea,
Sulu Sea, and Celebes Sea. It ranges between 0°N � Latitude � 14°N and 95°E
� Longitude � 125°E that covers Malaysian seas. This research presents an
intention to specify and describe the El Nino and La Nina phenomena impact on the
sea level pattern within a 24-year period. The duration is from January 1993 to
December 2016 around the Malaysian seas based on sea level information from
SLA data obtained from the multi-mission satellite altimeter. The Radar Altimeter
Database System (RADS) is funded by the Dutch government known as an internet
facility for exploitation of remote sensing expertise and data. In the frame of RADS,
the Delft Institute for Earth-Oriented Space Research (DEOS) is building a database
that contains validated and verified altimeter data products that are consistent and

Fig. 1 Schematic view of satellite altimeter measurement (adapted from [9])

774 M. A. Khairuddin et al.



uniform in format, correction, accuracy, and reference system parameter [10].
Hence, RADS presents processing software for altimeter data processing.
Beforehand, data verification is performed between altimetry data with selected
tidal data in order to produce the comparable result.

2.2 Tidal Data

Permanent Service Mean Sea Level (PSMSL) has been accountable for the col-
lection, publication, analysis, and interpretation of sea level data from the global
network of tide gauge [11]. Thus, monthly tidal data are collected from PSMSL.
There are eight tide gauge stations involved in this research, namely, P. Langkawi,
Port Kelang, Geting, P. Tioman, Bintulu, Kota Kinabalu, Sandakan, and Tawau.
Sea level from satellite altimeter is compared with tidal data by extracting monthly
SLA average at the tide gauge locations and the altimeter tracks that are nearby the
tide gauge station. The period of data starts from January 1, 1993 up to December 1,
2015. Hence, the pattern and correlation of sea level anomalies from both mea-
surements are evaluated.

2.3 Multi-mission Altimetry Data and Processing

Nine (9) satellite altimeter missions are selected: TOPEX, Jason-1, Jason-2,
Jason-3, ERS-1, ERS-2, ENVISAT, Cryosat, and Saral to derive SLA data. The
time period of satellite altimetry data is from January 1993 to December 2016,
while RADS presents as processing software for altimeter data processing. Figure 2
shows the overview of altimetry data processing in RADS.

The sea level data obtained are corrected for orbital altitude, altimeter range
corrected for instrument, sea state bias, ionospheric delay, dry and wet tropospheric

Fig. 2 Overview of altimetry data processing in RADS

Sea Level Impact Due to El Nino and La Nina … 775



corrections, solid earth and ocean tides, ocean tide loading, pole tide electromag-
netic bias, and inverse barometer corrections as displayed in Eq. 1 [12]. The bias is
reduced by using specific models for each satellite altimeter mission in RADS as
shown in Table 1.

Next, after extraction of sea level data from RADS, crossover adjustments are
performed to integrate data processing for multi-mission satellites. This is due to the
factors, for instance, orbital errors and inconsistency of satellite orbit frame; hence,
the SSH from each satellite missions needs to be adjusted to a “standard” surface
[13]. The general concept of multi-mission satellite is shown in Fig. 3.

The minimization was achieved with the orbit of the National Aeronautics and
Space Agency (NASA) class satellites held fixed and those of European Space
Agency (ESA) class satellites adjusted concurrently since NASA class satellite
surpasses the accuracy of the orbits and measurements of the ESA class satellites
[7]. The details of satellite altimeter used are characterized in Table 2.

The study area limits for crossover adjustment are between range −10°
S � Latitude � 24°N and 85°E � Longitude � 135°E. In order to have sufficient
crossover point, study area for crossover adjustment needs to be larger than actual study
area.

Next, in order to ensure the quality of satellite altimeter data, the
distance-weighted gridding need to be applied. A distance-weighted gridding is
used to filter the noise in the data through losing a little information as possible
while still obtaining important values for grids points located between tracks. The
objective of weighting function is to arrange the points that are close to the center to

Table 1 Corrections and models applied to altimeter processing in RADS

Correction/model Editing (m) Description

Min Max

Orbit/gravity field −2.4 −2.1 All satellites: EIGEN GL04C
ERS: DGM-E04/D-PAF

Dry troposphere −0.6 0.0 All satellites: atmospheric pressure grids (ECMWF)

Wet troposphere −0.4 0.04 All satellites: radiometer measurement

Dynamic atmosphere −1.0 1.0 All satellites: smoothed dual-frequency, ERS: NIC09

Ocean tide −5.0 5.0 All satellites: GOT4.10

Load tide −0.1 0.1 All satellites: GOT4.10

Solid earth tide −1.0 1.0 Applied (elastic response to tidal potential)

Pole tide −0.1 0.1 Applied (tide produced by polar wobble)

Sea state bias −1.0 1.0 All satellites: CLS nonparametric

Reference −1.0 1.0 DTU13 mean sea surface

Engineering flag Applied

Reference surface Jason-1
Jason-2
TOPEX
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(a) Jason 1 (b) Jason 2

(c) Cryosat (d) Saral

(e) Multi-mission satellites

Fig. 3 Single track satellite altimeter compared to multi-mission satellite

Table 2 Satellite altimeter’s spatial and temporal characteristic

Satellite mission Agency Track spacing (km) Repeat cycle (days)

Topex NASA 315 10

Jason 1 NASA 315 10

Jason 2 NASA 315 10

Jason 3 NASA 315 10

ERS-1 ESA 80 35

ERS-2 ESA 80 35

Cryosat ESA 75 28

Saral ESA & ISRO 75 35
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be essential while points that are far or off the center to be approximately unim-
portant. The weighting function is based on Gaussian distribution [14].

Then, by using Gaussian weighting function with Sigma 2.0, the daily data from
multi-mission satellite altimeters are then filtered and gridded to SLA bins.
Gridding involves both temporal and spatial by selecting a square mesh with block
size of 0.25° (spatial) and cut-off at 9 days (temporal).

After that, the daily solutions for sea level anomalies are then combined to the
monthly average solutions. This step is done in other to uniform or compatible the
final monthly altimeter solution with the monthly tide gauge solution.

3 Result and Discussion

3.1 Data Verification: Altimeter Versus Tide Gauge

The SLA from satellite altimeter data is compared with SLA from tide gauge (as a
benchmarked) to analyze the pattern, correlation, and root-mean-square error
(RMSE) of satellite altimeter data measurement. Eight (8) tide gauge data are
selected covering east and west coast of Peninsular Malaysia and East Malaysia.
Data verification is accomplished by extracting the monthly SLA average at the tide
gauge locations and the altimetry track that are nearby the tide gauge stations. The
patters of both measurements are evaluated over the same period in each area in
order to produce comparable result starting from January 1, 1993 to December 31,
2015. The comparison between satellite altimetry data and tide gauge data is cat-
egorized into four (4) of Malaysian Seas that is Malacca Strait, South China Sea,
Sulu Sea, and Celebes Sea. This is due to the tide gauge position that is selected for
this research.

Malacca Strait. Based on Fig. 4, it shows the similarity in pattern of sea level
from altimeter and the gauge determined good compliance at Pulau Langkawi and

Fig. 4 Sea level comparison between altimetry and tidal data at P. Langkawi (a) and P. Kelang
(b) of Malacca Strait
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Port Kelang, respectively. The effect of El Nino on the sea level was clearly visible
from both satellite altimeter and tide gauge data in late 1997 where the sea level
suddenly decreases abnormally and reverted to normal after 1998 while in late of
2010 to early 2011, there is sudden rise caused by the effect of La Nina.

Furthermore, based on the RMSE analysis, it shows that measurement of satellite
altimeter, respectively, to tide gauge measurement varies from 4 to 5 cm at both
stations. Besides that, the correlation analysis at both stations is also in good
relationship with the R2 value more than 0.7 (see Fig. 5).

South China Sea. Sea level pattern of South China Sea is demonstrated by
analyzing Geting, Pulau Tioman, Bintulu, and Kota Kinabalu as illustrated in
Fig. 6. All tide gauge stations in Fig. 6 show a similar pattern of sea level variations
with more or less regular annual cycle that the chosen range and geophysical
corrections are well suitable for these areas. However, unlike Malacca Straits area,
the effect of El Nino and La Nina events over South China Sea is hardly noticed
because South China Sea is an open sea.

Time series pattern of sea level between altimetry and tidal SLA shows a good
comparable result. Furthermore, based on Fig. 7, the correlation analysis for
Geting, Pulau Tioman, Bintulu, and Kota Kinabalu produced confident result in the
R2 value more than 0.8 close to 1 that show both variables satellite altimeter and
tide gauge data have strong positive correlation. Besides that, the RMSE analysis
for altimetry data at these four locations shows a magnificent result with 3–4 cm,
respectively.

Sulu and Celebes Seas. Based on Fig. 8, the sea level pattern at Tawau did not
match very well where the altimetry data is slightly higher than tidal data. The
correlation for Tawau station as shown in Fig. 9 is 0.7238 where the dispersion of
data at the graph does not accumulate well, however, still suitable for sea level
determination while correlation in Sandakan is 0.8298. The RMSEs for both sta-
tions are 5–6 cm, which shows that satellite altimeter is reliable for measurement of
sea level around Malaysia Seas. An unusual drop at the late 1997 also causes the El
Nino effect. This due to the Sulu and Celebes Seas is semi-closed sea. For this
region, this shows that in the case of Malaysian Seas, the closed and semi-closed
seas may reflect the effects of El Nino and La Nina events.

Fig. 5 The altimetry and tidal sea level correlation analysis at the P. Langkawi (a) and P. Kelang
(b)

Sea Level Impact Due to El Nino and La Nina … 779



All the graphs show the similarity in the pattern of sea level from altimeter, and
tide gauge indicates good agreements for all station accordingly. Besides that, all
altimetry data achieved an astonishing RMSE difference when compared with tidal
data that range from 0.0341 to 0.0606 m. The correlation analysis for all location
produced confidence results in the R2 value that ranges from 0.7238 to 0.9476. The
results proved that the altimeter processing was executed well in this research;
hence, the altimetry data has a good probability of sea level determination in this
region. The summary of R2 and RMSE difference at each station is displayed in
Table 3.

Fig. 6 Sea level comparison between altimetry and tidal data at Geting (a), P. Tioman (b),
Bintulu (c), and K. Kinabalu (d) of South China Sea
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Fig. 7 The altimetry and tidal sea level correlation analysis at the Geting (a), P. Tioman (b),
Bintulu (c), and K. Kinabalu (d)

Fig. 8 Sea level comparison between altimetry and tidal data at Sandakan (a) and Tawau (b) of
Sulu and Celebes Seas
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3.2 Analysis of Sea Level Variation Due to Seasonal Effects

There are a lot of factors that can contribute to variation of sea level such as global
warming, climate, and others. However, in Malaysian region, there are four
(4) types of monsoons that bring the different effects especially in weather, that is,
Northeast Monsoon (November to February), Southwest Monsoon (May to
August), first inter-monsoon (March and April), and second inter-monsoon
(September and October). Hence, altimetry data was employed to produce clima-
tology data to analyze sea level variation over Malaysian seas due to seasonal
effects.

Climatology of sea level variation from 1993 to 2016 is illustrated in Fig. 10.
Based on the result, it shows that sea level climatology for Malacca Strait, South
China Sea, and Sulu Sea remain positive with a range from 0 to 0.04 m and
indicated in green color scale on map, while some parts of Celebes Sea are slightly
increased in sea level with 0–0.05 m (green to blue).

Hence, this map will act as (normal) sea level variation for climatology and will
be used as reference to compare the sea level changes according to four (4) types of
monsoons in Malaysian region.

Northeast Monsoon. Northeast Monsoon (November–February) originates in
China and north Pacific. Furthermore, Northeast Monsoon brings heavy rainfall
especially to the east coast of Peninsular Malaysia and western Sarawak. Figure 11
shows the sea level variation during Northeast Monsoon around Malaysian seas

Fig. 9 The altimetry and tidal sea level correlation analysis at the Sandakan (a) and Tawau (b)

Table 3 R2 and RMSE
difference value

Stations R2 RMSE difference (m)

P. Langkawi 0.8287 0.0492

Port Kelang 0.7864 0.0466

Geting 0.9476 0.0452

P. Tioman 0.9432 0.0317

Bintulu 0.8424 0.0338

K. Kinabalu 0.9188 0.0341

Sandakan 0.8298 0.0542

Tawau 0.7238 0.0606
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with the residual that is compared to the map before as mentioned in Sect. 3.2.
Based on the result, only Malacca Strait sea level variations remain stable with (0–
0.04 m). However, for South China Sea, Sulu, and Celebes seas, there are signif-
icant changes in sea level variation. In South China Sea, there is some part that is
decreased in sea level, while some other remains stable and increases the sea level.
Meanwhile, for Sulu Sea, the sea level trends are increasing with 0.04–0.06 m,
while Celebes Sea slightly decreased with 0–0.02 m. All the analysis is focused on
the map residual of SLA due to Northeast Monsoon.

Southwest Monsoon. Southwest Monsoon (May–August) originates from
deserts of Australia and signifies as drier season or weather with impact minimum

Fig. 10 Sea level anomaly climatology from 1993 to 2016

Fig. 11 Sea level anomaly during Northeast Monsoon (a) and residual of sea level anomaly
during Northeast Monsoon (b)
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rainfall throughout the country except for Sabah in East Malaysia. Based on the
result, there is a significant variation in sea level around Malaysian seas; for
Malacca Strait, the sea level slightly increased with range 0.04–0.06 m, while Sulu
and Celebes Seas both slightly decreased with a range from 0 to −0.02 m.
However, for South China Sea, the sea level dominantly decreased in sea level with
a range from 0 to −0.04 m. All the result is shown in Fig. 12 and the analysis
focused on the residual map.

First and Second Inter-Monsoon. First inter-monsoon (March–April) and
second inter-monsoon (September–October) are the transition period between
Northeast Monsoon and Southwest monsoon. During these two inter-monsoons,
fair frequent rain occurs. Same for Northeast and Southwest monsoon, these two
inter-monsoons are analyzed on variation of sea level around Malaysian seas and
focus on the residual map. Based on result in Fig. 13, during first inter-monsoon,
most of the area of Malaysian seas are gradually decreased in sea level with a range
from 0 to −0.04 except for Celebes Sea that remains normal with range 0–0.02 m.

Next, during second inter-monsoon, Malacca Strait sea level variations remain
stable with (0–0.04 m). However, for South China Sea, Sulu, and Celebes seas,
there are significant changes in sea level variation. In South China Sea, there is
some part that decreased in sea level, while some other remains stable and is
increased in sea level. Meanwhile, for Sulu Sea, the sea level trends are increasing
with 0.04–0.06 m, while Celebes Sea slightly decreased from 0 to −0.02 m.

Fig. 12 Sea level anomaly during Southwest Monsoon (a) and residual of sea level anomaly
during Southwest Monsoon (b)
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3.3 Analysis of Sea Level Fluctuation of Malaysian Seas

In this section, SLA data are selected at each of Malaysian Seas: Malacca Strait,
South China Sea, Sulu, and Celebes Seas to analyze the magnitude or fluctuation of
sea level at each area. Based on the results in Fig. 14, the sea level in Malacca
Strait, Sulu, and Celebes Seas suddenly decreased significantly in late 1997 and

Fig. 13 Sea level anomaly during first inter-monsoon (a), residual of sea level anomaly during
first inter-monsoon (b), sea level anomaly during second inter-monsoon (c), and residual of sea
level anomaly during second inter-monsoon (d)
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back to normal after 1998 caused by El Nino effect. Meanwhile, in the late of 2010
to early 2011, there is sudden rise caused by the effect of La Nina.

However, for South China Sea, the abnormal pattern of sea level does not occur.
Hence, the El Nino and La Nina events are hardly noticed because South China sea
is an open sea. Hence, this shows that for Malaysian Seas, the closed and
semi-closed seas may reflect the effect of El Nino and La Nina events.

3.4 Analysis of Sea Level Trend During El Nino
and La Nina Events

By using altimetry data, the mean SLA map was produced over Malaysia Seas from
1993 to 2016 as illustrated in Fig. 15. As can be seen, the result shows that for the

Fig. 14 The sea level fluctuation of Malacca Strait (a), Sulu Sea (b), Celebes Sea (c), and South
China Sea (d)
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past 24 years sea level trends around Malaysia region remain positive with the
range from 0 to 0.04 m that represents green color scale on the map. Hence, this
map will act as (normal) sea level trend and used as a benchmark for the map
produced for the El Nino and La Nina events.

El Nino and La Nina year events selected for this research are taken based on the
record of Oceanic Nino Index (ONI) [15]. The ONI is one of the primary indices
used to monitor the El Nino and La Nina events. The ONI is calculated by aver-
aging sea surface temperature anomalies in an area of the east-central equatorial
Pacific Ocean, region (5S to 5N; 120W to 170W). Hence, the next analysis is
focused on El Nino and La Nina events selected from ONI that are summarized in
Table 4.

Very Strong El Nino (1997–1998 and 2015–2016). Based on the results in
Fig. 16, it shows that during very strong El Nino (1997–1998) the sea level trend
around Malaysia seas significantly decreased from −0.01 to −0.04 m. Besides that,
the map totally contrasts with the normal sea level trends as mentioned in Sect. 3.3
with dominant scale color change between green to red during El Nino event.

However, during very strong El Nino (2015–2016), the results are contrast; the
sea level trends do not drop while remaining positive with significant increase in sea
level especially at Malacca Strait with range 0.06–0.08 m. They are several factors
that induce this result happened, first the selected El Nino event from ONI based on
the sea surface temperature from east-central Pacific Ocean. Second, it may have
relation with ocean circulation.

Strong El Nino (2002–2003 and 2009–2010). The sea level trend during 2002–
2003 shows that around the Malacca Strait, Sulu, and Celebes Seas are the most
affected with drop in sea level between 0 and 0.025 m (see Fig. 17). However, the

Fig. 15 Mean sea level anomaly from 1993 to 2016 using altimetry data

Table 4 Selected El Nino
and La Nina events

El Nino La Nina

Very strong Moderate Moderate

1997–1998 2002–2003 2007–2008

2015–2016 2009–2010 2010–2011
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trend of sea level around South China Sea remains normal with 0–0.02 m. This is
due to the factor that South China Sea is the open sea, while Malacca Strait, Sulu,
and Celebes Seas are closed or semi-closed seas that exposed to have more effect
during this event.

However, during strong El Nino from 2009 to 2010, there is significant rise in
sea level around all Malaysia seas with 0.04–0.10 m, which is indicated from blue
to magenta color scale. This result indicated that the strong El Nino from 2009 to
2010 was insignificantly influenced the sea level variation over Malaysian seas.

Moderate La Nina (2007–2008 and 2010–2011). Based on ONI record, strong
La Nina event happens before 1993, while Satellite Altimeter fully starts operation
from 1993. That is why there is no altimetry data and analysis on strong La Nina.
Based on the result in Fig. 18, the Moderate La Nina event during 2007–2008, the
sea level trends are constant (normal) at Malacca Strait and South China Sea with
0–0.04 m. However, at Sulu and Celebes seas, there is a drastic increase in sea level
from 0.04 to 0.10 m.

Fig. 16 Mean sea level anomaly from 1997 to 1998 (a) and 2015 to 2016 (b) using altimetry data
during very strong El Nino event
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Next, during la Nina event from 2010 to 2011, the sea level trends around
Malaysia seas are significantly rising with the range from 0.04 to 0.11 m. Hence, it
can be concluded that sea level around Malaysia seas during La Nina event either
remains stable or slightly increased in sea level. The summary of the analysis on El
Nino and La Nina events is shown in Table 5.

Fig. 17 Mean sea level anomaly from 2002 to 2003 (a) and 2009 to 2010 (b) using altimetry data
during strong El Nino event
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Fig. 18 Mean sea level anomaly from 2007 to 2008 (a) and 2010 to 2011 (b) using altimetry data
during moderate La Nina event

Table 5 Summary of sea level range during El Nino and La Nina events

Event/Malaysia
Seas

El Nino

Very strong Strong

1997–1998 2015–2016 2002–2003 2009–2010

Malacca Strait −0.03 to
−0.04 m

0.06–0.08 m −0.02 to
−0.04 m

0.04–
0.08 m

South China Sea 0 to −0.02 m 0–0.02 m 0–0.02 m 0.04–
0.08 m

Sulu Sea −0.02 to
−0.04 m

−0.02 to
0.02 m

0 to −0.04 m 0.06–
0.08 m

Celebes Sea −0.02 to
−0.04 m

−0.02 to
0.02 m

0 to −0.04 m 0.06–
0.10 m

Event/Malaysia Seas La Nina

Moderate

2007–2008 2010–2011

Malacca Strait 0–0.02 m 0.04–0.08 m

South China Sea 0–0.02 m 0.04–0.08 m

Sulu Sea 0.06–0.08 m 0.06–0.10 m

Celebes Sea 0.06–0.08 m 0 06–0.10 m
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4 Conclusion

Based on this research, altimetry data provide a good result on analysis of sea level
variation at Malaysian seas. Up to date, sea level always measured by tide gauge
but with the Satellite Altimeter alternative method there is more research or study
that can be done especially in deep seawater that can help other agencies to make
decision or planning in their project of development and coastal protection man-
agement in Malaysia.

Hence, satellite altimeters are reliable and advanced technology that can be used
to monitor sea level changes around our coastal area and can harmony cooperate
with tide gauge stations.

Based on all the analysis, generally sea level trends will drop during El Nino
while increase during La Nina event around Malaysian Seas. However, this analysis
needs to be a further study on the other elements such as Seasonal Variation,
Rainfall Variation, Sea Surface Temperature, and other elements that can give
impact on the variation on sea level especially around Malaysia region.

Furthermore, El Nino and La Nina events are categorized as one of the climate
change events that can contribute to changes in sea level that can cause floods and
drought, and affect various marine activities especially at area around coastal. This
issue must be taken into consideration by all people especially government have to
give the uttermost attention in all aspect of planning in order to avoid any unwanted
disaster will occur.
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Applications of Deep Learning
in Severity Prediction of Traffic
Accidents

Maher Ibrahim Sameen, Biswajeet Pradhan, H. Z. M. Shafri
and Hussain Bin Hamid

Abstract This study investigates the power of deep learning in predicting the
severity of injuries when accidents occur due to traffic on Malaysian highways.
Three network architectures based on a simple feedforward Neural Networks (NN),
Recurrent Neural Networks (RNN), and Convolutional Neural Networks
(CNN) were proposed and optimized through a grid search optimization to fine tune
the hyperparameters of the models that can best predict the outputs with less
computational costs. The results showed that among the tested algorithms, the RNN
model with an average accuracy of 73.76% outperformed the NN model (68.79%)
and the CNN (70.30%) model based on a 10-fold cross-validation approach. On the
other hand, the sensitivity analysis indicated that the best optimization algorithm is
“Nadam” in all the three network architectures. In addition, the best batch size for
the NN and RNN was determined to be 4 and 8 for CNN. The dropout with keep
probability of 0.2 and 0.5 was found critical for the CNN and RNN models,
respectively. This research has shown that deep learning models such as CNN and
RNN provide additional information inherent in the raw data such as temporal and
spatial correlations that outperform the traditional NN model in terms of both
accuracy and stability.
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1 Introduction

Future prediction is one of the fascinating topics for human endeavor and is
identified to be a vital tool in transportation management. Understanding the whole
network of transportation is much difficult than on a single road. The main purpose
of this effort is to provide a better route with high safety level and support the traffic
managers in managing road network in an efficient manner.

Recent studies have predicted that in 2030, traffic accidents will be the fifth
leading cause of death worldwide [1]. Besides, the costs of fatalities and driver
injuries due to traffic accidents have a significant impact on the society. This issue
has led to investigating various aspects of traffic accident data and modeling in
numerous geographic regions. In general, two research methods have dominated
studies in traffic crash forecasting, statistical methods, and the neural networks.
Statistical techniques such as K-Nearest Neighbors (KNN) [2], Support Vector
Machine (SVM) [3, 4], and Logistic Regression (LR) [5] for predicting the fre-
quency and the injury severity of traffic accidents have been applied. For the
implementation of flexibility, generalizability, and strong forecasting power,
Artificial Neural Networks (ANN) is used [6, 7]. Furthermore, previously, large
amount of high-resolution data have been generated on freeway networks using
traffic sensors for predicting traffic crashes. However, the theory of deep learning
gradually began to exhibit superiority over the other techniques.

The advents of artificial intelligence have made deep learning to experience
more patronage most especially with the aid of high-speed computing machines.
The use of computational intelligence methods has encouraged paradigm shift from
the conventional traffic forecasting to short-term traffic forecast based on deep
learning approaches. The use of deep learning principle can resolve many issues
related dimensionality with the aid of distributed calculation [8]. Many successes
have been recorded from the use of deep learning most especially in the computer
vision domain such as speech recognition, natural language processing, and many
others [9–11]. With the aid of deep learning theory, several alternatives to neural
network have been developed to ease the process of traffic prediction. Some of
these alternatives are Feedforward Neural Network (NN), Recurrent Neural
Network (RNN), and Convolutional Neural Network (CNN).

Therefore, deep learning models play a pivotal role in traffic accident forecast,
even though, with some drawbacks. The primary drawback of deep learning models
is the requirement of large datasets to train and low explanatory power. The basic
aim of deep learning is to develop the representation of the actual predictor vector
so that transformed data can be used for classification or linear regression. Thus, the
aim of this study is to analyze and discuss the difference between the three basic
network architectures: NN, CNN, and RNN, in predicting the severity of injuries in
traffic accidents on high-speed highways.
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2 Deep Learning Models

2.1 Feedforward Neural Networks (NN)

In machine learning, neural networks are a family of biological learning models.
A simple NN model is an interconnection of neurons or nodes, which comprises
three layers namely inputs, hidden, and output layers. In this study, the model
represents a nonlinear mapping between the input values (accident predictors) and
the output parameters (injury severity levels). Neurons are systematic connection of
weight vectors, which are usually structured in layers with full connections between
successive layers. The output signal is a function of the inputs to the node, which is
modified, by a simple activation function [12, 13].

What has attracted the research fraternity the most in neural networks is the
possibility of learning. The most common learning algorithm for neural networks is
the backpropagation developed by Paul Werbos in 1974, which was later redis-
covered by Rumelhart and Parker. The algorithm was designed to reduce the error
function by using an iterative approach as shown in Eq. 1. Despite the success of
such neural networks in remote sensing applications, a significant limitation of this
model is the fact that their computational complexity is quite high and it has a
drawback of overlearning [14, 15].

E ¼ 1
2

XL

i¼1

dj � oMj
� �2

ð1Þ

where dj and oMj denote output and current response, respectively, of the node “j” in
the output layer, and “L” represents the number of nodes in the output layer. In this
approach, corrections are made to weight parameters and added to the preceding
values as shown in Eq. 2:

Dwi;j ¼ �l @E
@wi;j

Dwi;j tþ 1ð Þ ¼ Dwi;j þ a Dwi;j tð Þ
�

ð2Þ

The wi;j denotes parameter between node i and j, D is the learning rate which
controls the amount of adjustment, a is a momentum factor between 0 and 1 and “t”
represents the number of iterations. The parameter a refers to smoothing factor due
to its ability to take care of the rapid changes between the weights [16].

2.2 Convolutional Neural Networks

Another effective neural network in areas of computer vision and classification is
the Convolutional Neural Networks (CNN) [9]. The first CNN was developed by
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Yann LeCun (Fig. 1) which has contributed immensely in many works in computer
vision and deep learning environment. This method is also referred as LeNet and
was used in the early years mainly for character recognition works like zip digits,
codes, and handwriting. It can also process data in multiple arrays format (color
images, signals, sequences, audio, and video) depending on the dimensions of the
convolution operations (1D, 2D, or 3D) [17].

Typically, four processes are involved in CNN operations: convolution, pooling
or sub-sampling, nonlinearity (ReLU), and classification (fully connected layer)
[17]. These aforementioned operations comprise the building blocks of CNN.
Features can be extracted from input data such as image and time series using
convolution operation. It preserves the spatial interactions between the input sample
data through learning small subsets of the input files. ReLU (Rectified Linear Unit)
is an additional nonlinear operation used after every convolution operation in
networks. ReLU yield output in an element-wise manner, which substitutes nega-
tive values in the feature map with zero, and resolves real-world problems by
utilizing its nonlinearity in the network. Furthermore, sub-sampling or
down-sampling is also referred as spatial pooling that is used to reduce the
dimensionality of each feature map but retains the most significant information.
Max, Average, or Sum is some of the different types of spatial pooling available.
The Max pooling uses the biggest element within the rectified feature map in any
defined spatial neighborhood. Average pooling could also be taken instead of the
biggest element or the sum of all elements in that window, although, according to
Schindler and Van Gool [18], Max pooling has proven to be better than the average
pooling.

Furthermore, in a traditional multilayer perceptron, connected layer uses a
softmax activation function in the output layer. The output from the convolutional
and pooling layers represents high-level features of the input data. The main reason
behind the implementation of the fully connected layer is its capability in classi-
fying features in input data into different classes based on the training dataset.

Fig. 1 The typical CNN model architecture
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2.3 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are neural networks with feedback connections
specifically designed to model sequences. They are computationally more powerful
and biologically more reasonable than feedforward networks (no internal states).
The feedback connections provide memory of past activations to the RNN, which
enables it to learn the temporal dynamics of sequential data. RNN uses contextual
information making it powerful for mapping between input and output sequences.
However, the traditional RNNs have a problem called vanishing gradient or
exploding gradient. However, Hochreiter and Schmidhuber [18] proposed Long
Short-Term Memory (LSTM) to resolve such problems.

Hidden units are substituted by memory blocks in LSTM that contains
self-connected memory cells and three multiplicative units (input, output, and forget
gates). The gates enable reading, writing, and resetting operations in the memory
block and control the behavior of the memory block. Figure 2 shows a diagram
representing a single LSTM unit.

Let ct be the sum of inputs at time step t and its previous time step activations,
the LSTM updates for time step i given inputs xt, ht�1, and ct�1 are [19]

it ¼ r Wxi � xt þWhi � ht�1 þWci � ct�1 þ bið Þ ð3Þ

ft ¼ r Wxf � xt þWhf � ht�1 þWcf � ct�1 þ bf
� � ð4Þ

ct ¼ it � tanh Wxc � xt þWhc � ht�1 þ bcð Þþ ft � ct�1 ð5Þ

Fig. 2 The structure of a memory cell in LSTM-RNN

Applications of Deep Learning … 797



ot ¼ r Wxo � xt þWho � ht�1 þWco � ct þ boð Þ ð6Þ

ht ¼ ot � tanh ctð Þ ð7Þ

where r is an element-wise nonlinearity such as a sigmoid function, W is the weight
matrix, xt is the input at time step t, ht�1 is the hidden state vector of the previous
time step, and bi denotes the input bias vector.

3 The Proposed Models

This study proposed three different network architectures based on a simple NN,
CNN, and RNN models. Figure 3 shows the architecture of the NN model with two
hidden layers of 50 hidden units. The model takes a vector of eight variables as
inputs and predicts the severity of traffic accidents as only property damage,
possible/evident injury, or disabling injury/fatality. The total parameters of this
network are 3225 distributed as 72, 450, 2550, and 153 for the network layers,
respectively. The backpropagation algorithm trained the model with the Nadam
optimizer and a batch size of 4. The parameters of the network were selected via a
grid search and a 10-fold cross-validation assessment.

The second proposed model is based on a CNN as shown in Fig. 4. In this
model, the input data is transformed into a new feature representation through some
convolution and pooling operations. A one-dimensional convolution operation is
applied to handle the sequence accident data. The maximum pooling operations are
applied to abstract the rectified features. Then, the features are flattened to be used

Fig. 3 The proposed NN model for injury severity prediction of traffic accidents
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for classification. A dropout layer is added to avoid overfitting. Finally, the injury
severity of traffic accidents is predicted by the softmax layer. The total number of
parameters of the CNN model is 4739.

On the other hand, the third model is based on an RNN, which was designed for
sequence problems. An RNN can be thought as the addition of loops to the
architecture. For example, in a given layer, each neuron may pass its signal latterly
in addition to forward to the next layer. The output of the network may feedback as
an input to the network with the next input vector, and so on. Figure 5 shows the
proposed network architecture based on the RNN model. Similarly, the network
takes a vector of eight variables as inputs and produces probabilities for three

Fig. 4 The proposed CNN model for injury severity prediction of traffic accidents

Fig. 5 The proposed RNN model for injury severity prediction of traffic accidents
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severity classes of traffic accidents such as only property damage, possible/evident
injury, or disabling injury/fatality. The network consists of an LSTM layer with 100
hidden units, two fully connected layers, a dropout layer, and a softmax layer. The
total number of parameters of the RNN model is 82,755.

A dropout layer was applied to avoid overfitting of the CNN and the RNN
models. Since the neural networks learn its weights from the training dataset, it is
possible to overfit them and does not perform well when given new examples. The
dropout layer sets some randomly selected activations to zero, and by this, it helps
to alleviate the overfitting problem. It is used only during training time and not
during test time. The number of activations that are dropout is controlled by the
parameter known as keep probability.

4 Experimental Results

The models were implemented in Python using the open-source tensor flow deep
learning framework developed by Google recently [20]. Tensor flow has automatic
differentiation and parameter sharing capabilities, which allows a broad range of
architectures to be easily defined and executed [20].

4.1 Dataset

The 2009–2015 traffic accident data for the North–South Expressway (NSE),
Malaysia were used in this study. The NSE is the longest expressway (772 km)
operated by Projek Lebuhraya Usaha Sama (PLUS) Berhad (i.e., the largest
expressway operator in Malaysia) and links many major cities and towns in
Peninsular Malaysia. The data were obtained from the PLUS accident databases.
The files used in this study were accident frequency and accident severity files in
the form of Excel spreadsheet. The accident frequency file contains the positional
and descriptive accident location and the number of accidents in each road segment
of 100 m. The accident records were separated according to the road bound (south,
north). In contrast, the accident severity file contains the general accident charac-
teristics such as accident time, road surface and lighting conditions, collision type,
and the reported accident cause. To link the two files, the unique identity field
(accident number) was used.

The section of NSE employed in this study has a length of 15 km running from
Ayer Keroh (210 km) to Pedas Linggi (225 km) (Fig. 6). The accident severity data
showed that the last section (220–225) of the NSE experienced several accidents
resulting in serious injury (82) than the other sections (Table 1). Most accidents
have occurred in the main route and southbound of the expressway. During the
accident events, the actual accident causes were documented. The data showed that
lost control, brake failure, and obstacles were the main accident causes in the NSE.
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Regarding lighting and surface conditions, the most accidents occurred in daylight
condition and dry road surface. The main collision types in the accident records are
out of control and rear collision. In addition, the accident time factor showed that
91.68% of the accidents occurred during the daytime. On the other hand, the data
demonstrated that two car accidents, single heavy car with an object, and motor-
cycle with objects were mostly involved in the recorded crashes in the NSE.

4.2 Model Performance

The proposed models were tested by a 10-fold cross-validation method on the
testing dataset. Table 2 and Fig. 7 show the accuracy of the NN, CNN, and RNN
models. The RNN model has achieved the best accuracy (73.76%) compared with
the CNN (70.30%) and the NN (68.79%) models. However, the CNN model
slightly outperformed the RNN model regarding accuracy stability across different
folds of the testing dataset. The standard deviations of the accuracies achieved by
the CNN and RNN models are 0.53 and 1.24%, respectively. This result indicates
the high stability of the CNN and the RNN models in predicting the injury severity
of the traffic accidents. However, the NN model has low accuracy stability with a
standard deviation of 2.21%.

Fig. 6 Location of the NSE section analyzed in this study
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Table 1 Driver injury severity distribution according to accident-related factors

Factor Property damage
only

Evident
injury

Disabling
injury

Total

Location

210–214 185 172 58 415

215–219 234 47 56 337

220–225 238 58 82 378

Road bound

South 453 99 139 691

North 287 73 79 439

Accident zone

Interchange 14 3 0 17

Junction

Lay-by 2 0 1 3

Main route 666 155 209 1030

Northbound entry ramp 8 2 0 10

Northbound exit ramp 4 2 0 6

Rest and service area 21 4 2 27

Southbound entry ramp 2 0 1 3

Southbound exit ramp 7 1 3 11

Toll plaza 16 5 2 23

Accident reported cause

Bad pavement condition 0 1 0 1

Brake failure 6 2 1 9

Bump–bump 37 12 27 76

Dangerous pedestrian behavior 0 0 1 1

Drunk 0 0 1 1

Loss of wheel 1 0 2 3

Lost control 75 18 22 115

Mechanical 5 1 0 6

Mechanical/electrical failure 11 0 1 12

Obstacle 43 12 6 61

Other bad driving 15 1 4 20

Other human factor/over load/
over height

3 0 0 3

Over speeding 345 61 91 497

Parked vehicle 4 4 10 18

Skidding 1 0 0 1

Sleepy driver 134 44 42 220

Stray animal 13 1 2 16

Tire burst 47 15 8 70
(continued)
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Table 1 (continued)

Factor Property damage
only

Evident
injury

Disabling
injury

Total

Lighting condition

Dark with street light 47 6 8 61

Dark without street light 225 74 89 388

Dawn/dusk 35 9 9 53

Daylight 433 83 112 628

Surface condition

Dry 460 146 190 796

Wet 280 26 28 334

Collision type

Angular collision 9 2 0 11

Broken windscreen 2 0 0 2

Cross direction 2 0 1 3

Head-on collision 0 1 4 5

Hitting animal 12 1 2 15

Hitting object on road 44 12 7 63

Others 20 0 6 26

Out of control 457 92 107 656

Overturned 33 11 7 51

Rear collision 137 48 81 266

Right angle side collision 11 1 1 13

Side swipe 13 4 2 19

Accident time

Daytime 677 156 203 1036

Nighttime 63 16 15 94

Vehicle type

Car–bus 7 3 6 16

Car–car 499 68 60 627

Car–heavy car 51 11 14 76

Car–motorcycle 4 7 22 33

Heavy car 131 23 25 179

Heavy car–bus 2 3 3 8

Heavy car–heavy car 24 9 15 48

Heavy car–motorcycle 0 1 6 7

Heavy car–taxi 2 0 0 2

Motorcycle 11 42 60 113

Motorcycle–taxi 0 1 1 2

Motorcycle–van 0 0 2 2

Taxi 1 0 1 2

Van 8 4 3 15
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4.3 Optimization and Sensitivity Analysis

Since deep learning models largely depend on the type of data and the processing
task, the network architecture should be optimized rather than just using some
standard parameters. The data can vary by size, complexity, and the type of rela-
tionships between the predictors and the dependent variable. Therefore, in this
study, the architectures of the NN, CNN, and the RNN networks were optimized via
a grid search implemented in Scipy python. This technique explores and finds the
right combinations of hyperparameters that can best predict the injury severity of
traffic accidents from the eight predictors given to the networks as inputs.

Regarding the optimizer, the best algorithm was found to be Nadam for all the
three models. The Nadam optimizer with its default parameters achieved the
accuracy of 0.66, 0.70, and 0.73, for the NN, CNN, and RNN models, respectively
(Fig. 8). Adam and Rmsprop optimizers also performed well for all the models. On
the other hand, although the Adamax and Adadelta methods achieved relatively
good accuracy in CNN model, their performance was significantly poor in the NN
and RNN models. Overall, the Nadam algorithm is suggested to be used for ana-
lyzing traffic accident data.

Batch size refers to the number of training examples over which optimization
update is computed. It has significant effects on the accuracy of the models. Figure 9
shows how the accuracy of theNN, CNN, and the RNNmodels changes on increasing
the batch size from 2 to 64. Regarding the NNmodel, the performance of the model is
decreasing with the growth of the batch size and the best accuracy was obtained when
the batch size is equal to 4. Similarly, the batch size of 4 achieved the best accuracy in
the RNN model. However, the CNN model performed best with the batch size of 8.

Table 2 The average
cross-validation accuracy of
the proposed models

Model 10-fold cross-validation accuracy

Model-1 feedforward 68.79% (±2.21%)

Model-2 convolutional 70.30% (±0.53%)

Model-3 recurrent 73.76% (±1.24%)

Fig. 7 The accuracy of the
models tested by a 10-fold
cross-validation method
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In addition, due to a high number of parameters in the CNN and RNN models,
the dropout plays a major role in avoiding overfitting. Figure 10 shows the sensi-
tivity analysis of the use of dropout layer with different keep probability parameters
in the CNN and RNN models. The analysis shows that the best dropout rates are 0.2
and 0.5 for the CNN and RNN models, respectively. As selecting dropout rate has a
significant effect on the accuracy of the deep learning models and it is widely
dependent on the number of parameters in those models, this keep probability
should be selected for each dataset and processing task by a grid search.

Fig. 8 Effects of
optimization algorithm on the
accuracy of the proposed
models

Fig. 9 Effects of the batch
size on the accuracy of the
proposed models

Fig. 10 Effects of the
dropout rate on the CNN and
RNN models
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5 Discussion

In general, CNN models learn data representations to recognize patterns across
space. In other words, a CNN model is best to use for recognizing components of an
image or 2D array of numbers (e.g., line, curve, and objects). However, when traffic
accident features transformed from the 1D vector into a 2D array, the CNN model
can learn the spatial relationships between the features of different observations
(accident events). Thus, it is expected to perform better than the traditional NN
model, which does not take into account this additional feature in the data.

On the other hand, the RNN models learn data representations to recognize
patterns across time. Therefore, comparing the CNN and RNN models can reveal
the critical component (space or time) for forecasting traffic accidents. In this study,
the two models found to be better regarding prediction accuracy than the NN
model, meaning to say that including additional spatial and time features can
improve the model performance than not using them at all. Having the accuracy of
RNN found higher than that achieved by the CNN model, it seems that the temporal
component of accident data is greater than the spatial structure of the data. This
could be because of traffic, weather, and driving conditions (traffic volume, the
speed of vehicles, and raining status); variations appear at different periods.

Furthermore, since the RNN models have memories where computations derived
from the earlier input are fed back into the network, they can find relationships
among the accident events that are difficult to be found by traditional methods or
experts. Thus, they automate the feature identification and representation processes,
which give significant advantages to the accident forecasting models. However,
RNN models require complex training algorithms than the CNN required which
sometimes limit their applications especially with very limited datasets or data
without temporal features (e.g., time of the accident).

6 Conclusion

Predicting the injury severity of traffic accidents with high accuracy can improve
the ability to manage roads in ways that are more efficient and provide safer roads
for drivers. This study explored the accuracy performance of three deep learning
architectures (feedforward, convolutional, and recurrent networks). First, an initial
network architecture was selected by an empirical analysis, and then the network
hyperparameters were optimized through grid search method. A sensitivity of the
parameters was analyzed to understand their effects on the accuracy of the models.

The findings suggested that the RNN model performs best with an average
accuracy of 73.76% compared to the CNN and NN models in which their accu-
racies were 70.30 and 68.79%, respectively. The sensitivity analysis showed that
the best optimization technique for all the three models is Nadam. The best batch
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sizes ranged from 4 to 8, and a dropout with 0.2 and 0.5 keep probability was found
to be necessary for the CNN and RNN models.

Although this research has shown that the deep learning models such as RNN
and CNN could be promising tools for road safety assessment, few points need to
be analyzed in future works. First, the universal optimization of the networks needs
to be established. Assessing of the networks on larger datasets can help trans-
forming the deep learning models to the industry to be used in practice. Finally, the
models such as RNN and CNN can be integrated into a unified deep learning
framework to help other applications of road safety assessment.
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Spatiotemporal Variations of Earth
Tidal Displacement over Peninsular
Malaysia Based on GPS Observations
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Ami Hassan Md Din, Brian Bramanto and Abdullah Hisam Omar

Abstract Malaysia, which geographically located in the Sunda Plate, is exposed to
various types of natural hazards such as land subsidence, landslides, and natural
deformation phenomena. This study is conducted to investigate both the spatial and
temporal variations of Earth tidal displacement over Peninsular Malaysia using a
Kinematic Precise Point Positioning (KPPP) GPS analysis. The continuous GPS
observation over a 1-year period has been utilized to observe the diurnal,
semi-diurnal, and long-term periods. The KPPP GPS solutions correlate well with
prediction from the theoretical Earth tidal model that consists of both ocean tide
loading and solid Earth body tide model with average positive correlation 0.9810
and average mean biased −1.2997 cm. Results have widened the understanding of
Earth tidal variations in equatorial regions, thus beneficial for Earth tidal modeling
and improving quality of space geodetic measurements.
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1 Introduction

Since the Earth is an elastic body, the changes of gravitational force imposed by the
Sun and the Moon along with the variable weight of the ocean tide trigger the
deformation in the solid Earth [1, 2]. These geophysical loadings referred to as solid
Earth tide or Earth body tide and ocean tide loading which commonly measured by
various instruments that can measure the precise of tidal response such as sensitive
gravimeters, strain meter, and tilt observations. However, the rising cost of operation,
the less data provided, the sparse distribution of station, and the difficulty of accessing
the best location for low-noise site causes inconsistent observations to expose the
spatial diversity of the solid Earth tidal field [3]. With the advent of precise space
geodetic techniques such as very long baseline interferometry (VLBI) and GPS, there
have been several studies that utilize GPS to determine geophysical characteristics of
tidal deformations, i.e., Earth tide (the sum of Earth body tide and ocean tide loading),
ocean tide loading, and Earth body tide [2–4]. Furthermore, according to Yuan et al.
[5], this technology has achieved millimeter-level accuracy in tidal measurements
which have better precision than superconducting gravimeter [5].

The deformations of the Earth tide, Earth body tide, and ocean tide loading
depend on the location of the site, tidal frequency or constituents and sidereal time.
Both Earth tide and Earth body tide have the largest effect compared to the ocean
tide loading which it can reach in centimeter (cm) level, about 5 cm in the hori-
zontal plane and 20–30 cm in the height components [6–10]. Nevertheless, the
loading effect of the ocean tide loading can be large as the geodetic stations very
close to the shore [11]. Agnew [1] verifies that there are three parts of tidal
deformations in geophysics. First, the facts about the Earth will be obtained from
the measurement of the tidal deformations. Second, the tidal effects against the
geodetic measurement can be eliminated by using the models of the tidal defor-
mations. Third, these models can be used to examine the impact of the tidal fluc-
tuations toward the geophysical phenomenon such as earthquakes, tsunami, and
volcanic activity [1]. In this study, the GPS observed Earth body tide, ocean tide
loading, and Earth tide to investigate the characteristics of Earth tidal displacements
over the Peninsular Malaysian region.

2 Observation Data and Processing Method

A total of 45 stations of the Malaysian Real-Time Kinematic GNSS Network
(MyRTKnet) operated by the Department of Surveying and Mapping Malaysia
(DSMM) along the year 2013 was utilized. This study used Kinematic Precise Point
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Positioning (KPPP) method in order to estimate the Earth tidal signal in GPS
observations, in which these approaches can determine the position of the GPS
stations for every 30 s at the centimeter level of accuracy [3]. An open-source
software RTKLIB with Comment User Interface (CUI) is used to process the
KPPP GPS data. This software is compatible for scientific research studies in the
fields of surveying that require the standard and precise positioning. The processing
strategy includes the data preparation of the 30s data sampling with 10° elevation
mask angle, the International GNSS Service (IGS) final ephemerides, IGS final
clock with sampling rate 30s, and Differential Code Bias (DCB). Subsequently, the
measurement model was applied in the KPPP GPS processing such as the satellite
and receiver antenna phase variation, phase windup correction, Ionosphere-free
linear combination with dual frequency and estimated zenith total delays, and
horizontal gradient parameters for troposphere correction. The continuously static
integer ambiguities are estimated and resolved using fix and hold strategy. There are
three configurations that have been used in the processing to determine the Earth
tidal signal contained in the GPS observations. First, the processing strategy is
without any Earth tidal correction. Second, the processing strategy is with Earth
body tide correction and finally the processing strategy with Earth tide that includes
Earth body tides and ocean tide loading correction.

3 The Correlation of the Earth Tide Signals Based
on KPPP GPS with the Predictions from Theoretical
Earth Tidal Model

This study analyzed about 1-year data, from January 1 until December 31, 2013 for 45
stations of MyRTKnet which is located in Peninsular Malaysia. The Earth body tide
observed by the GPSwas estimated by the difference of KPPPGPS solutions between
the configuration of the processing strategy without any Earth tidal correction and the
configuration processing with Earth body tide correction. Meanwhile, the ocean tide
loading observation was estimated by the difference of KPPP GPS solutions between
the configuration of processing with Earth body tide correction and the configuration
processing with both Earth body tide and ocean tide loading correction. The total
signal of Earth body tides and ocean tide loading is defined as the Earth tide signal.
Then, these Earth body tide and ocean tide loading observations have been validated
by the predictions from the theoretical Earth tidal model, including Earth body tide
and ocean tide loadingmodel obtained by IERS2003 andNAO.99b, respectively. The
IERS2003 model is based on the effective values of Love number and Shida number,
whereas the NAO.99b model depends on the assimilation of 5 years altimeter data
from the TOPEX/POSEIDON into barotropic hydronomical model with a spatial
resolution 0.5 by 0.5° grid [12, 13].

Figures 1, 2, and 3 exhibit the time series of the Earth tidal variation between the
Earth tide signal based on GPS observations and the theoretical Earth tidal model
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that consist of the Earth body tide, ocean tide loading, and Earth tide, respectively.
The selected station, MERS, has been used with the period from January 1 until
March 31, 2013 to easily observe the tidal variation precisely. Based on Figs. 1, 2,
and 3, the observation signals from the GPS correspond with the theoretical Earth
tidal model at northing, easting, and up components. The amplitude of up com-
ponent is the largest compared to the northing and easting components which are
over 20 cm in both Earth body tide and Earth tide variations, meanwhile over 2 cm
in ocean tide loading. The comparison between the observations and theoretical
models delineates a similar pattern for all component and it has been analyzed using

Fig. 1 The time series of Earth body tide variation at the MERS station. Blue and red lines are the
Earth body tide observations and the Earth body tide model, respectively

Fig. 2 The time series of ocean tide loading at the MERS station. Blue and red lines are the ocean
tide loading observations and the ocean tide loading model, respectively
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linear regression methods to determine the correlation coefficient. The statistical
comparison between the observations and model is listed in Table 1 in which the
computation is based on the observation from the 45 stations along the year 2013.

The coefficient of correlation indicates the strength of the relationship between the
observations and models. Generally, the correlation less than 0.5 is defined as weak,
while the correlation greater than 0.8 is defined as strong correlation. Based on
Table 1, the observations of Earth body tide, ocean tide loading, and Earth tide have a
strong correlation with the theoretical model as the value of correlation coefficient is
over than 0.9 and close to +1 in northing, easting, and up components. The mean
biased was obtained based on the average difference between the theoretical model
and observations which around 0.3 cm (N–S), 6 � 10−4 cm (E–W) and −6 cm
(Up) at both Earth body tide and Earth tide, while the mean biased of ocean tide
loading has the small value around 4 � 10−5 cm (N–S), 2 � 10−5 cm (E–W) and
5 � 10−4 cm (Up). The standard deviation of the difference between all the obser-
vations and the theoretical models is smaller in northing and easting components
which is less than 1 cm,while the standard deviation in up component is around 1 cm.

3.1 Spectral Analysis

The tidal spectral analysis using Fast Fourier Transform (FFT) method was per-
formed to determine the characteristic of geophysical loadings in GPS observations.
Figures 4, 5, and 6 show the spectral analysis of 1 year of the Earth body tide,
ocean tide loading, and Earth tide observations from the GPS and the theoretical
models at MERS station. Both observations and models obtained the pattern of the
periods in the diurnal, semi-diurnal, and long-term constituents.

Fig. 3 The time series of Earth tidal variation at the MERS station. Blue and red lines represent
the Earth tide observations and the theoretical Earth tidal model, respectively
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In this study, a total of 11 tidal constituents Ssa, Mm,Mf, Q1, O1, P1, K1, N2,M2,
S2, andK2 arewell produced by the Earth body tide, ocean tide loading, and Earth tide
observations as can be shown in Fig. 7. The summary of amplitude and phase of the
primary tidal constituents for all observations are listed in Table 2. These values are
based on the average of amplitude and phase for 45 MyRTKnet stations.

Fig. 4 The spectral comparison between Earth body tide observations (blue) and Earth body tide
model (green)
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Based on Table 2, the dominant signals show in Earth body tide observation is
diurnal constituents (Q1, O1, P1, and K1) at northing component with the range
amplitude 0.27–2.11 cm, whereas both easting and up components dominated by
the semi-diurnal constituents (N2, M2, S2, and K2) with the range amplitude

Fig. 5 The spectral comparison between ocean tide loading observations (blue) and ocean tide
loading model (green)
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Fig. 6 The spectral comparison between Earth tide observations (blue) and Earth tide model
(green)
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0.39–4.17 cm and 1.48–14.84 cm, respectively. The diurnal constituents have
periods close to 24 h and also be known as the phenomena that occur one cycle per
day, while the semi-diurnal constituents have periods close to 12 h and the phe-
nomena of semi-diurnal occur two cycles per day. The significance tidal con-
stituents in ocean tide loading observation are semi-diurnal constituents (M2) at
both northing and easting components with the amplitudes 0.22 and 0.25 cm,
respectively, while at up component dominated by K1 and M2 constituents with the
amplitude 0.64 and 0.56 cm, respectively. Similarly with Earth body tide obser-
vation, Earth tide observation delineates the diurnal constituents as the dominant
signal at northing component, whereas semi-diurnal constituents at both easting and
up components. The M2 constituent is the most dominant at the up component that
can reach to 14.84 cm (Earth body tide observation), 0.57 cm (ocean tide loading
observation), and 15.27 cm (Earth tide observation).

4 The Spatiotemporal of Earth Tidal Displacement
in Peninsular Malaysia

The hourly snapshots of displacement at 45 stations which covers the Peninsular
Malaysia have been generated to investigate the spatial and temporal variations of
Earth tidal displacement along the year 2013 as shown in Figs. 8 and 9. These dis-
placements contain all the Earth tidal signals including Earth body tide and ocean tide

Fig. 7 The Earth tide observations (Up component) consist of a series of partial tides at long-term
periods, diurnal periods, and semi-diurnal periods
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loading, and it have been focused on up component as the up component is more
affected by the Earth tide signals. The computation of hourly displacement is based on
the average displacement of 1-year data. Based on Figs. 8 and 9, the MyRTKnet
stations are displaced around −6 cm at time 0 h, around −3 cm at time first
hour, around −1 cm at time second hour and around 2 cm at time third hour.

Fig. 8 Hourly Earth tide displacement from 0 h until 11 h on the Peninsular Malaysia. Blue and
red colors represent the subsidence and uplift of MyRTKnet stations, respectively
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Then, the stations are uplift at time 4 until time 6 h with displacement around 4–6 cm
and the stations are slightly subsidence at time 7 until time 11 h with displacement
around 3 cm until−6 cm. The Earth tide displacement at time 12 until 23 h shows the
same pattern of variationwith the previous time and it was indicated that the Earth tide
displacements dominated by semi-diurnal constituents at up component.

Fig. 9 Hourly Earth tide displacement from 12 h until 23 h on the Peninsular Malaysia. Blue and
red colors represent the subsidence and uplift of MyRTKnet stations, respectively
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5 Conclusion

In this study, the spatiotemporal of Earth tide response was generated in Peninsular
Malaysia. The KPPP GPS solutions correlate well with the theoretical Earth tidal
model that includes both Earth body tide and ocean tide loading. The diurnal,
semi-diurnal, and long-term constituents are well detected by the observations.
From the results, all the observations dominated by the semi-diurnal constituents at
up components as the up component has the largest effect of Earth tidal signals that
can reach until 20–30 cm.
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Optimized Hierarchical Rule-Based
Classification for Differentiating Shallow
and Deep-Seated Landslide Using
High-Resolution LiDAR Data

Mustafa Ridha Mezaal, Biswajeet Pradhan, H. Z. M. Shafri,
H. Mojaddadi and Z. M. Yusoff

Abstract Landslide is one of the most devastating natural disasters across the
world with serious negative impact on its inhabitants and the environs. Landslide is
considered as a type of soil erosion which could be shallow, deep-seated, cut slope,
bare soil, and so on. Distinguishing between these types of soil erosions in dense
vegetation terrain like Cameron Highlands Malaysia is still a challenging issue.
Thus, it is difficult to differentiate between these erosion types using traditional
techniques in locations with dense vegetation. Light detection and ranging (LiDAR)
can detect variations in terrain and provide detailed topographic information on
locations behind dense vegetation. This paper presents a hierarchical rule-based
classification to obtain accurate map of landslide types. The performance of the
hierarchical rule set classification using LiDAR data, orthophoto, texture, and
geometric features for distinguishing between the classes would be evaluated.
Fuzzy logic supervised approach (FbSP) was employed to optimize the segmen-
tation parameters such as scale, shape, and compactness. Consequently, a
correlation-based feature selection technique was used to select relevant features to
develop the rule sets. In addition, in other to differentiate between deep-seated cover
under shadow and normal shadow, the band ration was created by dividing the
intensity over the green band. The overall accuracy and the kappa coefficient of the
hierarchal rule set classification were found to be 90.41 and 0.86%, respectively, for
site A. More so, the hierarchal rule sets were evaluated using another site named
site B, and the overall accuracy and the kappa coefficient were found to be 87.33
and 0.81%, respectively. Based on these results, it is demonstrated that the proposed
methodology is highly effective in improving the classification accuracy.
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The LiDAR DEM data, visible bands, texture, and geometric features considerably
influence the accuracy of differentiating between landslide types such as shallow
and deep-seated and soil erosion types like cut slope and bare soil. Therefore, this
study revealed that the proposed method is efficient and well-organized for dif-
ferentiating among landslide and other soil erosion types in tropical forested areas.

Keywords Landslide � GIS � Fuzzy logic � LiDAR � Remote sensing

1 Introduction

Landslide, a destructive natural disaster, causes serious damage to lives and
properties in many parts of the world. Landslides are naturally widely distributed
and greatly endanger the safety and property of inhabitants. The main factors that
trigger landslide are intense rainfall, volcanic eruption, earth tremor, changes in
water level, and snowmelt. The occurrence of these natural disasters calls for the
need for landslide inventory maps. The inventory maps could help in acquiring
information such as magnitude of a landslide in an area, perform the initial steps in
analysing its susceptibility, hazard, and risk of the landslide, study the patterns,
distributions, shape, and type of landslides, and the evolution of landscape affected
by landslides [1–4]. Rapid vegetation growth in tropical regions poses a serious
challenge in producing a landslide inventory map, because it is hard to ascertain
landslide location using the conventional recognition techniques due to the effect of
vegetation cover, thus, the need for a rapid and accurate approach. However, vis-
ibility in heavy vegetation is a challenging issue in geomorphical mapping in
tropical region [5]. Several techniques exist for detecting surface processes and fault
reactivations in remote sensing [6]. Light detection and ranging (LiDAR) is a
relatively new technique of remote sensing compared with other methods [2].
Compared to traditional techniques, LiDAR data makes use of active laser trans-
mitters and receivers to obtain data of elevations more rapidly and accurately [6].
Normally, LiDAR data offers better performance over other remote sensing data
due to its ability to penetrate areas with dense vegetation and provide important
information on terrain with a high point density [2]. Useful information regarding
topographic feature can be obtained by using high-resolution LiDAR-derived
DEM. It depicts the ground surface and provides important information landslides
covered by vegetation [7]. According to Whitworth et al. [8], LiDAR is a powerful
and promising tool for detecting landslides and map feature under dense vegetation.
Furthermore, LiDAR imagery has the capacity to study many small landslides that
occurred in the past and present, and its effectiveness in mapping landslides formed
by naked slopes and its vulnerability to future landslides [9]. The identification of
three parameters is necessary for multiresolution segmentation algorithm namely,
shape, scale, and compactness. However, it is time-consuming to determine these
parameters using trial-and-error method [2]. To determine the optimal parameters
automatically, various optimization techniques have been proposed and applied to
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multiresolution segmentation algorithms [10–13]. Pradhan et al. [2] proposed a new
optimization technique refers to as Taguchi method for landslide identification. In
this work, the segmentation parameter optimization known as fuzzy-based seg-
mentation parameter [FbSP] optimizer developed by Zhang et al. [14] was utilized
to produce the optimized parameters at different segmentation levels. Depending on
its movement characteristics and volume, landslides are classified as shallow or
deep-seated [1]. In any case, both types differ in terms of volume, size, and damage
influence, even though it is difficult to evaluate landslide mass volume [15].
Large-scale deep-seated landslides mostly result from the interaction between
natural denudation processes and long-term rainfall while the shallow landslides are
associated with short high-intensity rainfalls [15]. Several research works have been
carried out to identify different landslide types using LiDAR data [1, 6, 16–21].
Valuable and significant information have been obtained for active geological
process like landslide that reshapes topography. Therefore, it is highly imperative to
differentiate between various types of landslides by investigating the geomorpho-
logical development of hillsides and the mitigation of landslide hazards [22].
Recently, Pradhan and Mezaal [23] differentiated between shallow and deep-seated
landslides based on optimizing rule set.

Li et al. [24] reported that irrelevant features can be removed effectively using
feature selection algorithms in order to improve the accuracy of classification.
Overfitting may result when dealing with large feature numbers due to irrelevant
input feature [24]. In contrast, the selection of a small possibly minimal feature set
would result in the best possible classification [25]. Important feature should be
selected to improve the results of landslide identification in a particular area [25].
According to Van Westen et al. [3], selecting relevant feature is highly imperative
in distinguishing between landslides and non-landslides and in classifying them.
Improved accuracy is observed after reducing feature [26]. Investigations have
shown that the feature selection techniques have been used for identifying the
locations of landslide and higher performance can be achieved with relevant feature
[25–29]. A hierarchical algorithm can be efficient and robust when sample data and
relevant features are incorporated in the classification, and delineation of image
objects within a number of different scales [26]. Kurtz et al. [29] proposed a
top-down hierarchical region-based framework to segment and classify multireso-
lution images from the lowest to the highest resolution, and extract complex pat-
terns from VHR images. In 2014, Kurtz et al. [29] introduced a hierarchical
approach for landslide detection from multiresolution sets of images. The results
showed the efficiency of the proposed method with different hierarchical levels. In
the same year, Rau et al. [18] proposed the use of three types of remote sensing
data, multilevel segmentation, and hierarchical classification scheme. It was infer-
red that this approach could optimize the accuracy of landslide recognition and user
accuracy.

However, due to the limitation of the research knowledge, none of the afore-
mentioned studies have used LiDAR data only in hierarchical approach to differ-
entiate types of landslide. Therefore, this paper employs only very high-resolution
LiDAR data in hierarchical rule-based classification to accurately discriminate
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between landslide types. In other to achieve this objective, it is imperative to
optimize the multiresolution segmentation parameters and select the most relevant
features from the high-resolution airborne laser scanning data.

2 Study Area

Cameron Highlands is one of the several rainforest areas characterized by a dense
vegetation cover subject to landslide re-occurrences. This region encompasses an
area of 26.7 km2 and is located in the northern part of Peninsular Malaysia. It is
situated at a latitude range of 4° 26′ 09″N–4° 27′ 30″N and a longitude range of
101° 23′ 02″E–101° 23′ 47″E (see Fig. 1). The average annual rainfall in the area
is recorded to be approximately 2,660 mm with an average temperature of
approximately 24 and 14 °C during daytime and nighttime, respectively. About
80% of the area is forest and has relatively flat landforms in the range of 0°–80°.

Figure 1 shows the two sites selected for analysis in this proposed method. In
this model, site “A” was used to develop the proposed method for differentiating
among two types of the landslide and other soil erosion, while site “B” was used to
evaluate the hierarchal developed rule sets putting all features in both sites into
considerations for avoidance of missing classes.

3 Methodology

Several steps were conducted in this study, which includes the LiDAR data and
landslide inventories preprocesses to eliminate the noise and outliers from the
LiDAR point cloud in preparation for the dataset in the subsequent stages. LiDAR
point clouds were used to generate high-resolution (0.5 m) DEM and then drive
other LiDAR-derived products. The LiDAR DEM data are slope, hillshade, aspect,
and so on. Intensity is one of the most important attributes of LiDAR data. Height
feature was derived by digital surface model (DSM) from digital elevation model
(DTM). Afterward, LiDAR-derived products and orthophotos were combined by
correcting their geometric distortions by integrating them into a coordinate system,
which is then prepared in a GIS for feature extraction. Subsequently, the FbSP
optimizer developed by Zhang et al. [14] was used to select the parameters such as
scale, shape, and compactness at different levels of segmentation. A stratified
random method was selected to obtain the training samples and the relevant features
were obtained by using correlation feature selection algorithm. In this work, the
hierarchical rule-based classification was applied to develop the rule sets in line
with data obtained from site “A”. The difference between four types of soil erosion
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namely bare soil, cut slope, shallow, and deep-seated was obtained. The evaluation
of hierarchal developed rule sets was carried out in another site “B”. The results
were validated using confusion matrix for examining the classification map based
on the reliability and efficiency (see Fig. 2).

Fig. 1 Locations of the site A and B in Cameron Highland, Malaysia
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3.1 Data Used

The LiDAR point cloud data were collected in an area of 26.7 km2 over the Ringlet
and surrounding area of the Cameron Highlands at a flying height of 1510 m. The
LiDAR data were captured on January 15, 2015. The point density was 8 points per
square meter, and the pulse rate frequency was 25,000 Hz. The absolute accuracy
of the LiDAR data must be restricted to meet the root-mean-square errors of 0.15
and 0.3 m in the vertical and horizontal axes, respectively. The same system for the

Fig. 2 The flowchart illustrates the overview of the proposed method
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collection of LiDAR point cloud data in the study area was used to collect the
orthophotos. A DEM with 0.5 m spatial resolution was interpolated from the
LiDAR point clouds after the non-ground points were removed using inverse dis-
tance weighting (IDW), with GDM2000/Peninsula RSO as the spatial reference.
Subsequently, the LiDAR-based DEM was used in generating a number of derived
layers to facilitate the detection of landslides and their characteristics [30]. The
slope is considered an important factor of land stability because of its direct impact
on landslide phenomenology [31]. Moreover, the slope is the principal factor
affecting the landslide occurrences [32]. Hillshade map provides a good image
showing terrain movement, and this map facilitates landslide mapping [33]. The
accuracy of DEM accuracy and its capability to represent the surface are affected
not only by terrain morphology and sampling density but also by the interpolation
algorithm [34]. The texture and geometric features contributed to increase the
accuracy of landslide identification [24]. In addition, the intensity derived from the
LiDAR data and texture significantly affects the accuracy of differentiating shallow
from deep-seated landslides [23]. In this research, hillside, intensity, height
(nDSM), slope, and aspect were derived from the LiDAR–DEM data (Fig. 3),
orthophotos, and texture features and used for differentiating between the landslides
types (i.e., shallow and deep-seated) and other types of soil erosion (cut slope and
bare soil).

3.2 Image Segmentation

Image segmentation is the initial and prerequisite step in object-based analyses
because it determines the size and shape of image objects [35]. The selection of the
appropriate parameters of image segmentation relies on the selected application, the
environment under analysis, and the underlying input imagery [35]. In segmenta-
tion, the image is generally subdivided into homogeneous regions [2]. The mul-
tiresolution segmentation algorithm is extensively used in various studies on
eCognition software [35]. Three parameters (scale, shape, and compactness) should
be identified in this algorithm. The values of these parameters can be determined
using the traditional trial-and-error method, which is time-consuming and demands
extensive work [2]. Therefore, various automatic and semiautomatic methods to
identify the optimal parameters have been exploited [10–12, 31]. The Taguchi
optimization method proposed by Pradhan et al. [2] and the fuzzy logic supervised
approach presented by Zhang et al. [14] are among the advanced methods used for
the automatic selection of segmentation parameters. Nevertheless, delineating
image objects at various scales remains a challenge. Furthermore, not all selected
features are completely exploited using a particular segmentation scale.
Accordingly, an automatic method should be directly implemented.
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Fig. 3 Shows LiDAR-derived data a DSM, b DTM, c Intensity, d Hillshade, e Height, f Slope,
g Aspect
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Fig. 3 (continued)
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3.3 Correlation-Based Feature Selection

Selecting only the relevant attributes enhances the quality of landslide identification
and classification in a particular area [25], working with a large number of features
generates several problems. First, the algorithms are slowed down because
numerous resources have to be considered [25]. Second, a higher number of fea-
tures than the number of observations results in low accuracy. Third, irrelevant
input features may lead to overfitting [24]. Therefore, important features should be
selected to improve the accuracy of the feature extraction results. In the current
study, CFS was performed using Weka 3.7 software to select the relevant features.
The method established by Li et al. [36] was adopted in this study. The CFS
algorithm was applied to all the LiDAR-derived data and orthophoto and the
additional texture and geometric features. CFS was performed for determining the
feature subsets to be used for developing the rules for differentiating landslide and
non-landslide types. The CFS method has two basic steps: ranking the initial fea-
tures and eliminating the least important features through an iterative process.

4 Results

4.1 Optimized Segmentation Based on FbSP Optimizer

The FbSP optimizer was used for optimizing the parameters of multiresolution
segmentation such as scale, shape, and compactness. The optimized parameters
contributed in distinguishing between landslides types (shallow and deep-seated)
and non-landslides (bare soil and cut slope). It rapidly increases the classification
accuracy to the highest level. These parameters improve the delineation of the
segmentation boundaries in the classes. The use of this optimized segmentation
parameters also enables us to exploit the spatial and textural features in differen-
tiation of the landslide and non-landslides types. In the proposed method, an
accurate segmentation was necessary to perform the preceding steps. The optimized
segmentation parameters were identified using adequate number of training samples
that include landslide and non-landslide classes. The selected values for the three
parameters, for instance, the initial input parameters in the FbSP optimizer were 50,
0.1, and 0.1 for scale, shape, and compactness, respectively, as shown in Fig. 4a.
After little iteration (3–5 iterations), the optimal results obtained by the FbSP
optimizer were 70, 0.4, and 0.5, for scale, shape, and compactness, respectively, as
illustrated in Fig. 4b. The results of segmentation reveal that the boundaries of
landslide objects are delineated correctly in site A and the rule sets are facilitated
and can be transferred to other site B.
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4.2 Feature Selection Using CFS Method

Table 1 shows the results of a feature selection based on CFS algorithm for site A at
scale of 70. The features input include LiDAR-derived DEM, orthophoto, texture,
and geometric features. In this paper, the selection of the optimal combination was
carried out based on several experimental steps. The experiment commenced from 2
to 100% of the 50 features and the optimal features were obtained at 100 iterations
in accordance with the procedure proposed by Sameen et al. [37]. The result
showed that the high classification accuracy was achieved at 10 features out of the
50 selected features. In the other features, the results indicated that there is no
significance in the differentiation between the classes. It also revealed that using
irrelevant features could result in low accuracy. Table 1 shows that the features
such as intensity, GLCM Homogeneity, and mean red are ranked higher among
others, even though LiDAR data, spectral, and geometric feature also contribute in
distinguishing between the landslide and non-landslides types.

Initial Segmentation Optimized Segmentation 

(a) (b)

Fig. 4 Shows the process of optimization segmentation

Table 1 Features selected
based on CFS algorithm

Feature Iteration Rank

Intensity 20 1

GLCM homogeneity 18 2

Mean red 20 3

Slope 20 4

Height 17 5

Length/width 20 6

Mean green 20 7

Mean blue 18 8

Area 15 9

Mean DTM 20 10
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4.3 Developed Rule Sets Based on Hierarchal Classification

Figure 5 shows the structure of soil erosion types such as landslide (i.e., shallow
and deep-seated) and non-landslide (i.e., cut slope and bare soil). It is problematic
to differentiate between the abovementioned classes due to their similarity in
characteristics. Using trial-and-error method to optimize and develop, rule set is
time-consuming and optimum rule sets are difficult to identify. The rule sets were
automatically developed using data mining algorithm that refers to DT algorithm
and was implemented in MATLAB R2015b. The advantage of using the MATLAB
software is because it uses Gini’s index as the separation criterion [38]. Hence, this
work applies data mining algorithm called decision tree (DT) and important features
to develop the rule sets. The 15 rule sets developed were used to differentiate
between landslide and non-landslides types as described in Table 2. Three hierar-
chical levels were conducted to differentiate among the aforementioned classes: at
the first level, site A was classified into soil erosion and other features. Then, at the
second level, soil erosion was divided into landslide and non-landslide. In the third
level, landslide class was subdivided into two subgroups namely shallow and
deep-seated, while non-landslide was classified into cut slope and bare soil, and at
all levels of hierarchal rule sets, the hierarchical rule sets developed to yield the best
classification accuracy.

The classification results demonstrate the robustness and efficiency of the pro-
posed method as shown in Fig. 6. Although very few misclassifications occurred
during the process of classification, because most of the misclassification appeared
in bare soil class with shallow landslide due to similarity in their characteristics
such as form. The overall accuracy and kappa coefficient were 90.41 and 0.86%,

Fig. 5 Illustrates the structure of different types of soil erosion
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respectively, as presented in Table 3. This shows that hierarchal rule-based clas-
sification is a promising approach for landslide inventory, disaster management,
and urban planning.

The developed rules showed the contributions of the LiDAR data, visible band,
geometric, and texture feature to differentiate among aforementioned classes due to
the values of these features. Accordingly, the minimum value of the intensity
feature enables separation between the bare soil and other classes such as cut slope
or landslide as shown in Fig. 7a. Texture feature (GLCM homogenous) contributes
to the differentiation between the deep-seated class and other classes as shown in
Fig. 7b. The values of averaged RGB of the orthophoto were varied along with the
classes which helped in distinguishing between the bare soil and other classes,
although there was overlap in value between the bare soil and the shallow classes
which can be solved by using another feature as shown in Fig. 7c. Moreover, the
shadow and canopy forest affects the classification accuracy due to the total cov-
ering of the landslide. Therefore, this study creates a new band ratio by dividing the
intensity feature and mean green for detecting landslides under shadow and canopy
coverage that cannot be identified. Table 2 shows that slope, GLCM homogeneity,
intensity feature, mean green, area, length/width can effectively differentiate shal-
low and deep-seated landslides from most similar landscape objects.

Table 2 Rule sets developed by the DT algorithm using the important feature subset

Class Rules Description

Bare land Height < 0.7 To distinguish from build-up area

Slope < 18 To distinguish from landslides

180 < mean blue To separate from agricultural and vegetation lands

Cut slope Length/width > 3 To distinguish from landslides

Slope > 22 To distinguish from secondary soil road (bare lands)

Mean red < 152 To separate from agricultural lands and vegetation
lands

Shallow Slope > 25 To distinguish from bare soil

Intensity > 30,000 To detect the covered landslides with forest

130 < mean green To separate from agricultural lands and other features

Deep-seated Slope > 30 To distinguish from bare lands

Intensity > 25,000 To separate from agricultural lands and other features

7000 > area > 1300 To distinguish from shallow

170 < intensity/mean
green < 486

To detect the covered landslides with forest and
surrounding neighbor objects

Length/width < 3 To distinguish from cut slope

GLCM
homogeneity < 0.06

To distinguish from shallow

Optimized Hierarchical Rule-Based Classification … 837



Fig. 6 Results of hierarchal rule set classification at site “A”

838 M. R. Mezaal et al.



4.4 Evaluation of the Hierarchal Rule Sets

In this research, Cameron Highlands, Malaysia was used as case study to develop
and evaluate rules using LiDAR dataset for site B. All the existing objects in the
aforementioned site were put into considerations. The segmentation parameters
were optimized using FbSP optimizer approach, noting that the generalization of
the features selection is important for a transferable model. A technique developed
by Bartels et al. [38] was employed by using a 10-fold cross-validation in order to
have high accuracy prediction. Thus, the overall accuracy and kappa coefficient
were found to be 87.33 and 0.81%, respectively. The result revealed that the
hierarchal classification enables differentiation between landslide and other soil
erosion types accurately in the site “B” as shown in Fig. 8, although there was a
decline in accuracy due to differences in landslide characteristics and environmental
conditions as presented by [35, 39]. Moreover, variations in the illumination con-
ditions, sensors used, spatial resolutions of images, etc. are some other challenges
that could influence the result as stated in a recent study by [19, 35].

4.5 Effect of Using Intensity on the Image Segmentation
and Deep-Seated Landslide

Intensity feature contributes immensely to the process of differentiating between
landslide types as shown in Fig. 9. The figure revealed the influence of intensity in
identifying landslides under shadow and canopy vegetation. The yellow polygons
in the figure show the boundaries of landslide, which were based on optimized
segmentation in conjunction with intensity weightage (0.01). This is to show the
influence of intensity in enhancing the landslide segmentation under shadow and
canopy where it is impossible to identify using only visible bands. Furthermore, the
classification of deep-seated class was highly improved whenever the intensity

Table 3 Shows the results of overall accuracy, kappa coefficient, user’s accuracy, and producer’s
accuracy for site A

LU/LC class
names

Bare
land

Cut
slope

Shallow Deep-seated User
accuracy

Commission
error

Bare land 59 1 2 2 92.2% 7.8%

Cut slope 0 14 0 1 93.3% 6.7%

Shallow 3 1 41 2 87.2% 12.8%

Deep-seated 0 1 1 18 90.0% 10.0%

Total 62 17 44 23 Accuracy

Producer’s
accuracy

95.2% 82.4% 93.2% 78.3% Overall
accuracy

Kappa
coefficient

Omission error 4.8% 17.6% 6.8% 21.7% 90.41% 0.86
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feature is used. The red polygon shows the shallow landslide that can be seen in
visible band due to their lower depth despite their shadow cover. The significant
role of band ratio such as intensity over green layers is also highlighted in order to
differentiate between normal shadow and deep-seated shadow cover. The results

Fig. 7 Shows the values of a Texture, b Intensity, c Average of visible bands, which they
contributed in distinguish between the classes (shallow, deep-seated, cut slope, and bare soil)
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Fig. 8 Results of hierarchal rule set classification at site “B”
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have proven the importance of intensity in improving the segmentation of the
objects and distinguishing between the deep-seated and the shadow landslides.

4.6 Validation

Stratified random sampling method was used to select the segment object in other to
carry out the accuracy assessment. The classification results were based on the
segments object on orthophoto image, intensity, height, and inventory map to select
the reference data (landslide and non-landslide types). Subsequently, the reference
data was compared with the results of the classification using confusion matrix [2].
Highest overall accuracy and kappa coefficient were achieved by using this pro-
posed method and the overall accuracy and kappa coefficient of the hierarchal
classification were 90.41 and 0.86%, respectively. Meanwhile, the user and pro-
ducer accuracy were obtained for shallow class as 87.2 and 93.2%, respectively,
while for deep-seated class, 90.0 and 78.3% were obtained, respectively, for site
“A” as presented in Table 3. The lower user accuracy for shallow class was
obtained due the similarity in characteristics of shallow landslide with bare soil
class in some locations.

Fig. 9 Shows the amount of intensity value involved in landslide
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The accuracies of site B are presented in Table 4, and the overall accuracy and
kappa coefficient were observed to be 87.33 and 0.81%, respectively. The user and
producer accuracies for shallow class were obtained as 86.4 and 80.9%, respec-
tively, while 80.8 and 84.0% were achieved for user and producer accuracies in
deep-seated class, respectively. The results of accuracy assessment indicated that
hierarchal rule-based classification system is effective and efficient for differentia-
tion between landslide and other erosion types. The accuracies of user and producer
for deep-seated class were observed to be decreased which is due to the variation in
the characteristics of deep-seated such as deep and run out.

5 Discussion

The differentiation between types of landslide (shallow and deep-seated) and types
of soil erosion (cut slope and bare soil classes) in densely vegetated areas like the
Cameron Highlands is a challenging issue due to the presence of similarity in dense
vegetation, shadow, and hilly areas. This research proposes a method that auto-
matically differentiates between types of landslide by using high-resolution airborne
laser scanning data (LiDAR) as well as visible band, texture, and geometric fea-
tures. This research also showed that optimizing the segmentation parameters such
as scale, shape, and compactness with the aid of the FbSP optimizer was satis-
factory in distinguishing between landslide and non-landslide types. Optimized
segmentation parameters enable generation of accurate objects segment and utilize
spatial, texture, and geometric features for differentiating between the aforemen-
tioned classes. Since the landslides can be classified according to their features,
accurate segmentation is necessary for differentiating between the classes.

The selection of relevant optimal features for landslide depends on the level of
experience of the analysts. Therefore, it is highly imperative to establish a feature
selection method that differentiates among landslides and non-landslide types.

Table 4 Shows the results of overall accuracy, kappa coefficient, user’s accuracy, and producer’s
accuracy for site B

LU/LC class
names

Bare
land

Cut
slope

Shallow Deep-seated Total
GCPs

User’s
accuracy

Commission
error

Bare land 61 1 5 1 68 89.7% 10.3%

Cut slope 0 11 0 1 12 91.7% 8.3%

Shallow 4 0 38 2 44 86.4% 13.6%

Deep-seated 0 1 4 21 26 80.8% 19.2%

Total GCPs 65 13 47 25 150 Accuracy

Producer’s
accuracy

93.8% 84.6% 80.9% 84.0% Overall accuracy Kappa
coefficient

Omission
error

6.2% 15.4% 19.1% 16.0% 87.33% 0.81

Optimized Hierarchical Rule-Based Classification … 843



The rule sets used to optimize features selected are simplified when CFS algorithm
is employed in distinguishing between the aforementioned classes. In addition, the
optimized features used to differentiate between the aforementioned classes are
LiDAR DEM data (slope, height, and intensity), visible band, texture features
(GLCM StdDev and GLCM homogeneity), and the geometric features. The result
shows the contribution of the features such as LiDAR DEM data (intensity, slope,
and height), texture feature (GLCM Homogeneity), spectral features (red, green,
and blue), geometric features (length/width and area) for distinguishing between the
types of landslides, and other types of soil erosion. The band ratio intensity feature
over green band also helps in differentiating between the deep-seated classes under
shadow and normal shadows. Moreover, the intensity feature contributed in
delineating the boundary of landslide and differentiated between deep-seated
classes. The proposed rule set has minimized the over-reliance on the analyst
experience and computation time to a larger extent when compared with the
existing complex rule sets of the image classification system.

Classification maps are significantly improved when the classification techniques
are used. There exist many classification algorithms and each category has its own
merits and demerits. In this research, three hierarchal levels were used and the result
indicated that using this proposed method yield better accuracy. Besides, using
optimized methods for segmentation parameters and feature selection with the aid
of high-resolution LiDAR, orthophotos, texture, and geometric feature contributed
to the simplification in the development of hierarchical rule sets and improve the
transferability model. The hierarchal rule sets were developed based on site “A” and
the same rules may not yield optimum values in other locations. Therefore, the
developed rules were used in site “B” and high accuracy was achieved.

6 Field Investigation

Field investigation method was used to further ascertain the reliability of the pro-
posed approach. A handheld GPS device (GeoExplorer 6000) was used to identify
the locations of the landslides, as shown in Fig. 10. The data acquired from the field
measurements enable assessment of the precision and reliability of the produced
landslide inventory map. However, the field investigation result confirms the
hierarchal classification detected on the landslides. Therefore, this method can
conveniently identify landslide locations, differentiate between types of landslide,
and produce reliable landslide inventory map for the Cameron Highlands, Malaysia.
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7 Conclusion

It is difficult to differentiate between two types of landslides (shallow and
deep-seated) and types of soil erosion (cut slope and bare soil) by using conven-
tional approach. Therefore, this research proposes a hierarchal rule-based classifi-
cation that aids to differentiate between the classes of landslides in Cameron
Highlands, Malaysia. A high-resolution airborne LiDAR data and fuzzy logic
supervised approach (FbSP) were used as the main data sources and optimization
segmentation parameters, respectively. Correlation-based feature selection
(CFS) was used to obtain the important features subset. Hierarchal rule-based
classification LiDAR DEM data, orthophoto, texture features, and geometric fea-
tures were used to improve the classification accuracy. The optimization of the
segmentation parameters and the selection of features improved the computational
efficiency of the workflow and enhanced the transferability of the hierarchal rule
sets into different spatial subsets within the Cameron Highlands in Malaysia. The
overall accuracy and the kappa index of the hierarchal approach in site “A” are
90.41 and 0.86%, respectively. Furthermore, the overall accuracy and the kappa
index for the site B are 87.33 and 0.81%, respectively. This indicated that devel-
oping hierarchal rule sets based on optimized techniques with the aid of VHR
airborne LiDAR DEM data, spectral, and spatial features are effective in differen-
tiating different types of landslides and soil erosion in tropical regions. This method
offers future solution to geospatial issues in managing landslide hazards and risk
assessments.
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Assessing Vertical Accuracy
and the Impact of Water Surface
Elevation from Different DEM Datasets

Ernieza Suhana Mokhtar, Biswajeet Pradhan, A. H. Ghazali
and H. Z. M. Shafri

Abstract Digital elevation models (DEMs) are essential to provide continuous
terrain elevation for water surface elevation (WSE) with a variety of horizontal and
vertical accuracies in flood inundation modelling. The WSE forecasting depends on
the appropriateness of the DEM data used. The comparative methodology is applied
to various DEM sources: LiDAR and IFSAR DEM based on different types of land
use at each of the cross-sectional lines. The accuracy of the IFSAR DEMs was
assessed with LiDAR data, which is a high-precision DEM and was applied in
hydraulic modelling to simulate the WSE in Padang Terap, Kedah, Malaysia.
Furthermore, Bjerklie’s model is used as predicted discharge to support the anal-
ysis. The relationship of the DEMs is established by natural logarithm (ln). Then,
the equation is interpolated on the original and resampled IFSAR DEMs to improve
the medium-resolution data for WSE delineation. Next, the WSE was validated
with observed WSE obtained along the upstream (Kuala Nerang) to the downstream
parts (Kampung Kubu) Kedah using R2, mean absolute error (MAE), and
root-mean-square error (RMSE). By applying this method, the WSE can be
improved by considering uncertainties and lead to produce a better flood hazard
map using medium-high-resolution images.
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1 Introduction

Topography data or also known as digital elevation model (DEM) is an essential
data source to forecast flood inundation using one- or two-dimensional models.
The DEM can be acquired using detail surveying, Shuttle Radar Topography
Mission (SRTM), light detection and ranging (LiDAR) and IFSAR. Many
researchers have explored the potentials of DEM in different data sources such as
hydraulic and hydrology applications [1–5]. Yan et al. [6] had reviewed the
capabilities of low-medium remote-sensed data, which has coarse spatial and low
vertical resolution in flood modelling.

DEM significantly relates to data resolution and resampling techniques.
Extensive studies have been conducted to examine the impact of changing DEM
resolution to flood inundation. Many researchers focused on resampling DEM data
from fine to coarse resolution, which is in the range of 3–1500 m mapping using
various DEMs such as SRTM, Advanced Space-borne Thermal Emission and
Reflection Radiometer (ASTER), Global Multi-resolution Terrain Elevation Data
(GMTED) and LiDAR [7–9]. To enhance flood inundation mapping, the elevation
error (RMSE) obtained from different resampled DEMs and LiDAR DEM was
substituted to all resampled DEMs [7]. In another study, Tan et al. [9] assessed the
use of resampling techniques (nearest neighbour, bilinear interpolation, cubic
convolution and majority) and found that nearest neighbour and majority performed
best. By maximizing the cell size or vice versa, the time processing significantly
influences the computation spatial analysis. However, some information will be
eradicated when the resampled DEM changes from coarse to fine resolutions [8].
Earls and Dixon [10] revealed that the resolution of the land-use map influences the
hydraulic output. As recommended by literature, an analysis using finer resolution
up to 1 m with different DEM sources should be performed [9]. However, to what
extent the resampled image will affect the elevation of the land-use feature repre-
sentation and water surface elevation in hydraulic analysis still needs more
investigation.

The question is how to optimize low-medium DEM resolution dataset used in
flood mapping? This study will examine the effects of resampled DEM data on each
of the land-use type’s elevation, establish the relationship between LiDAR and
IFSAR DEMs as well as assess the sensitivity of DEMs on the water surface
elevation (WSE) acquired from HEC-RAS model.

2 Study Area

This study was focused on the main river, Padang Terap River, which flows from
Kuala Nerang Town to Kampung Kubu, Kedah, Malaysia (Fig. 1). The majority of
the land in Padang Terap District is used as agriculture and forest land. The eco-
nomic activities of the residents are rubber tapping and farming. The river had
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contributed to the flood occurred in the year 2010 due to the river confluence of three
main rivers: Padang Terap, Pedu and Ahning Rivers. On October 31, 2010, Padang
Terap catchment consists of five rainfall stations: Durian Burung, Padang Sanai,
Kuala Nerang, Kampung Kubu and Naka, which had received heavy rainfall volume
(mm) of 197, 146, 114, 95 and 64, respectively. The next day, it increased drastically
at all stations with 211, 159, 175 and 122 mm except for the Durian Burung station
that reduced to 158 mm. The readings are categorized as heavy rain, which is more
than 60 mm as stated in the DID (2010) report. Water level stations are only
established at Padang Sanai, Kuala Nerang, Kampung Kubu and Kepala Batas and
recorded as high water stages at 36.15, 20.62, 13.94 and 4.33 m, respectively. This
study area was chosen because it is always exposed to the flooding and crop yield
losses. Besides that, observation data is available to support the analysis.

3 Data Acquisition

Land-use map is used and consists of five classes of the land-use types such as bare
land, cultivated and brush, developed area, forest and water features with an esti-
mated area of 3, 44, 7, 0.8 and 4 km2, respectively. The only area covered is within

Fig. 1 Elevation and LiDAR orthophoto present study area, Padang Terap River, Kedah,
Malaysia
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8 km2 due to the limitations of the DEM data. The land-use map was provided by
Department of Town and Country Planning, Malaysia, for the year of 2009
(Fig. 2a). Figure 2b shows the vector features consisting of rivers, riverbanks, flow
paths and cross-sectional lines generated from DEM data. A detailed explanation of
the development river morphologies in vector format will be discussed in the next
section. Two different DEMs such as IFSAR (Fig. 2d) and LiDAR DEM (Fig. 2c)
datasets with several spatial resolutions were obtained on different dates, January
2009 and December 2015, respectively. The spatial resolution for the original
IFSAR and LiDAR DEM data was 5 m and 15 cm, respectively. The elevation
ranges of the study area are between 10 and 82 m. In the area of Kuala Nerang,
water level gauge stations near the Padang Terap River situated at upstream area
recorded the WSE during ground measurement data collection. The known WSE
was recorded on 14 April 2014 at two stations: Kuala Nerang (upstream) and
Kampung Kubu (downstream) as 15.440 m and 9.980 m, respectively (Fig. 3).

Hydraulic modelling has been carried out along 8 km of Padang Terap River
between Kuala Nerang and Kampung Kubu, Kedah using a one-dimensional (1-D)
HEC-RAS model (www.hec.usace.army.mil). In HEC-RAS, river networks,
riverbanks and flow paths were digitized by referring to the IFSAR orthorectified
radar image (ORI). For predicted cross-sectional (CS) lines, HEC-RAS provides a
tool for auto-generation that only required CS interval as input. About 49 of the

Fig. 2 a Land-use map, b LiDAR DEM, c river morphologies in vector format and d IFSAR
DEM
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observed cross-sectional lines were surveyed across the river and the total observed
points are 585 points. The cross-sectional depth was measured using the Q-Liner
equipment and global positioning system (GPS), which was used for positioning
and WSE measurement purposes. The boundary condition of the steady flow at the
downstream area is assigned by a friction slope which will be decided after the
calibration is carried out.

4 Methodology

The methodology of this study involves three phases; (i) evaluate DEM data
quality, (ii) model and calibrate DEM and (iii) predict WSE using DEM and
optimize DEM. All errors between predicted and measured readings were quanti-
fied using the ‘Extract Multi Values to Points’ tool in ArcGIS software [4].

4.1 DEM Datasets Evaluation

The elevation accuracy was evaluated by a comparison analysis between LiDAR
with 15 cm resolution (LiDAR15 cm) and two different DEMs: (i) original IFSAR
(IFSAR5 m) and ii) resampled IFSAR with 1 m resolution (IFSAR1 m). The ground
control points (GCP) observed by the global positioning system (GPS) were used to
measure the accuracy of elevation obtained from the DEMs. About 14 observed

Fig. 3 GPS control points
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points were established along the Padang Terap River. The total number of the GCP
was half, as suggested by Jung et al. [12]. This is because the area is difficult to
assess as the area is covered by dense forestry and lack of open space areas.
However, the GCPs are well distributed over the study area.

The LiDAR data was used as a reference to measure the degree of vertical
accuracy for IFSAR DEM datasets based on different land-use classes. A total of
160 sampling points were created randomly on different land-use types at each of
the cross sections, which are perpendicular to the river. Furthermore, the
IFSAR DEM which was originally 5 m was resampled to 1 m using the nearest
neighbour method [9]. The study compared the effects of IFSAR5 m and resampled
IFSAR1 m DEMs on the elevation data for each of the land-use types different from
Dixon and Earls’ [8] that assessed the influences of DEMs on the land-use area. The
error of elevation was determined by calculating the coefficient of determination
(R2), mean absolute error (MAE), root-mean-square error (RMSE) and Nash–
Sutcliffe efficiency (NSE) for each DEM raster with respect to the original LiDAR
for the entire area [9, 13]. In addition, the relationship between the LiDAR5 m and
the two DEMs (IFSAR5 m and IFSAR1 m) was developed. The equation from the
relationship between two parameters was interpolated on both IFSAR DEM images
to optimize the DEM’s elevation to enhance WSE prediction.

4.2 Discharge Model and DEM Calibration

The estimated discharge (Qp) was computed using Bjerklie’s model (Eq. 1), which
includes width (W), cross-sectional depth (Y) and channel slope (S):

Qp ¼ 7:22W1:02Y1:74S0:35 ð1Þ

To calibrate the discharge model, the Monte Carlo (MC) analysis was carried out
to find significant combined hydraulic parameter sets [3, 14–16]. About 8100
simulation sets [16] were run with different variable combinations such as width
(W), river depth (Y) and channel slope (S) associated with the surface roughness
(Manning’s n) for five land-use classes. The river width was estimated on ORI data,
while channel slope was computed based on two different elevations on LiDAR and
IFSAR DEMs. For the cross-sectional water depth, the elevation was taken from the
difference between the observed WSE recorded by MADA telemetry station (Kuala
Nerang) and elevation of the IFSAR channel. In addition, the uniform distribution
of the Manning-n was presented [14]. The Manning’s n for floodplain and channel
was assumed in different feasible ranges. Using a 95% confidence interval, the
values of all variables in the lower, mean and upper bounds were chosen. On the
other hand, only the IFSAR DEMs in both spatial resolutions (5 and 1 m) were
calibrated using the natural logarithm (ln) equation. Raster calculator in ArcGIS
was used to apply the equation over IFSAR elevation cells.
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4.3 Water Surface Elevation Estimation

The WSE was estimated using the 1D HEC-RAS model. First, the river mor-
phologies in the vector data need to be prepared using the Hec-GeoRAS and the
detailed procedures that have been discussed in a previous study [17]. The
Manning’s n was substituted to the land-use types before delineating the WSE. In
HEC-RAS, the discharge calculated by Bjerklie’s model was assigned at the first
cross-sectional line. Then, the boundary conditions at the downstream area [14, 18]
were retrieved from the combined parameters using 95% confidence level. Lastly,
the WSE and water extent were delineated in grid and vector formats, respectively.
The observed WSE points were overlaid on the IFSAR and LiDAR DEM data, and
a comparison analysis was carried out.

5 Result and Analysis

5.1 Assessing Vertical Accuracies on Different Land-Use
Types

In this study, features such as bare land, building, grassland, paddy field, road, tree
and water were chosen to evaluate the elevation discrepancies between
LiDAR15 cm, IFSAR5 m and resampled IFSAR1 m DEMs. The LiDAR data was
selected as data calibration in assessing errors in elevation of these two DEM
sources.

Table 1 shows a topographic statistic of each DEM for original LiDAR (15 cm),
resampled LiDAR1 m, original IFSAR5 m and resampled IFSAR1 m. In general, it
can be seen that no changes occurred when the resampling techniques were applied
over the DEMs. However, the maximum slope changed substantially from 83.992°
for fine resolution (LiDAR15 cm) to 76.579° with resampled LiDAR1 m DEMs. In
contrast, a similar pattern was found between the LiDAR DEM data and the
IFSAR5 m where the slope changed from 51.772° to 81.254° with fine resolution
(resampled IFSAR1 m DEM). Although no changes were found, specific impacts on
the land-use types need to be assessed to obtain detail topography uncertainties.

Table 2 presents the likelihood functions for the whole random points in mixed
land-use classes. The findings show the implication of the resampling process to the

Table 1 Ranges of elevation
and slope value of original
and resampled DEMs data

Model Elevation (m) Slope (°)

Min Max Min Max

LiDAR15 cm 10 82 0 83.992

LiDAR1 m 10 82 0 76.579

IFSAR5 m 11 72.025 0 51.772

IFSAR1 m 11 72.025 0 81.254
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IFSAR data where it reduced vertical accuracy about 1–3% in terms of MAE and
RMSE. Although both DEM data were in various resolutions, the high correlation
between LiDAR and IFSAR data was significantly shown at R2 = 90%. These
errors are quite low because the area is mostly covered by agriculture land and
low-lying areas. The result presented that the errors in elevation of the resampled
IFSAR1 m DEM that was converted to higher spatial resolution do not increase the
results significantly [8]. However, the RMSE between the observed GCP and three
different DEMs (LiDAR, original and resampled IFSAR DEM) showed better
results compared to the DEM used in Tan et al. [9].

Figure 4 shows the residual distribution of the elevation between (i) original
LiDAR15 cm and IFSAR5 m (Fig. 4a) and (ii) LiDAR15 cm and resampled IFSAR1 m

(Fig. 4b) DEMs based on detailed land-use classes. The error distribution of road
and area covered by tree elevation was increased to 2–3 m after applying over the
resampled IFSAR1 m DEM. This might be caused by the inclination of the DEM
resolution causing the slope to increase concurrently, which directly influences the
elevation of terrain surface. However, the lowest error distribution was identified at
the paddy field area, which indicated an error of fewer than 0.5 m before and after
the resampling process was employed. This might be because the paddy field is an
open space and no obstacle distraction during the image scanning. At the same
time, the elevation errors on the land-use type of the building and grassland were
declined with the resampled IFSAR1 m DEM and indicated better elevation esti-
mations. The elevation of both features was increased with IFSAR1 m while the
slope decreased. Nevertheless, the error distribution for other features seems to be
consistent with the estimated of about 1 m. This result presented that not all input
DEM resolutions produce similar outputs and by reducing the cell size to increase
the DEM resolution, the DEM accuracy does not improve [8]. The elevation errors
cannot be disregarded and careful action needs to be taken while the resampling
process is applied in flood modelling.

5.2 Calibration of Discharge Model and DEM Dataset

Using the Monte Carlo simulation sets and 95% confidence interval, the combined
parameters W, Y and S were substituted into Bjerklie’s model to estimate the river
discharge (Table 3). The LiDAR data provides minimum discharge as compared to

Table 2 Elevation comparison between LiDAR and original and resampled IFSAR data based on
likelihood measures

GCP-LiDAR15 cm GCP-IFSAR5 m LiDAR15 cm-
IFSAR5 m

LiDAR15 cm-
IFSAR1 m

MAE 0.288 2.012 0.639 0.647

RMSE 0.321 2.380 0.818 0.845

R2 0.982 0.738 0.930 0.926
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Fig. 4 Box plot showing the comparison of error distribution on different land-use types

Table 3 Combined hydraulic variables in discharge calculation

DEM Conf. level Bound Hydraulic variables

W Y S Q

LiDAR15 cm Lower 43.719 1.439 0.000342 39.265

95% Mean 43.829 1.442 0.000343 39.574

Upper 43.939 1.446 0.000344 39.885

IFSAR5 m Lower 43.736 1.736 0.000218 46.507

95% Mean 43.845 1.740 0.000218 46.829

Upper 43.955 1.745 0.000219 47.228

IFSAR1 m Lower 43.786 1.737 0.000276 50.639

95% Mean 43.896 1.742 0.000277 51.035

Upper 44.006 1.746 0.000278 51.433
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the other DEM datasets. This study found that the cross-sectional depth
(S) significantly increased concurrently with the discharge value. It can be seen that
the steepness of the channel slope and the wideness of the river did not affect the
increment of the discharge value. However, the DEM resolution and accuracy affect
more by small reaches with steeper channel slopes [7]. The channel slope increased
as the original IFSAR DEM resolution (5 m) was resampled to 1 m resolution and
vice versa as reported by [8].

Table 4 shows the parameter sets of the Manning-n based on different land-use
types using 95% confidence interval. The bare land, cultivated and brush, devel-
oped area and forest presented surface roughness for floodplain while water feature
is for channel roughness.

Figure 5 shows a scatter plot between LiDAR15 cm and the original and
resampled IFSAR DEMs. From the random elevation points on different land-use
types, the relationship between LiDAR and IFSAR with 5 m resolution presented
better results of approximately R2 = 0.97 as compared to the resampled IFSAR1 m

DEM; R2 = 0.96 (Fig. 3) with natural logarithm selected for the trend lines of
Eqs. 2 and 3. Therefore, the established equation was applied to the DEM for
optimization purposes in water surface elevation estimation.

Table 4 Manning-n of floodplain and channel areas

Land-use types

Bare land Cultivated and brush Developed area Forest River

Manning-n 0.0398 0.0399 0.1741 0.1502 0.0398

0.0400 0.0401 0.1753 0.1509 0.0400

0.0401 0.0403 0.1766 0.1516 0.0402

Fig. 5 Scatterplot between LiDAR and different IFSAR DEM resolutions
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IFSARDEMOptimised ¼ 16:542 ln IFSARElevationð Þ � 29:586 ð2Þ

IFSARDEMOptimised ¼ 16:444 ln IFSARElevationð Þ � 29:35 ð3Þ

5.3 Comparison of Water Surface Elevation Between
Different DEMs and Optimized DEM Datasets

To identify the capability of IFSAR in determining the WSE, the IFSAR DEM and
resampled IFSAR DEM were optimized using Eqs. 2 and 3, respectively. Table 5
presents the comparison between observed WSE and predicted WSE obtained using
the HEC-RAS model over different DEMs using likelihood measures. The findings
show that the optimized IFSAR5 m DEM presented fewer errors and enhanced the
WSE prediction compared to the other DEM datasets. Based on NSE, about 7% has
inclined from 45 to 52% when optimized with IFSAR DEM compared to the
original IFSAR DEM. The WSE over the resampled LiDAR with 1 m resolution
did not generate due to similar values of the combined hydraulic variables as
original LiDAR DEM. The original DEMs did not produce similar results when
compared to the resampled DEMs [8]. For example, the LiDAR15 cm resampled to
1 m did not show similarities to the resampled IFSAR1 m. Figure 6 presents water
surface elevation of 95% confidence interval (CI).

Table 5 Error comparison between measured and predicted WSE

DEM Likelihood
measures

Original DEM bound
(95% CI)

DEM optimized bound
(95% CI)

Lower Mean Upper Lower Mean Upper

LiDAR15 cm MAE 0.816 0.822 0.826

RMSE 1.114 1.118 1.122

NSE 0.478 0.474 0.471

IFSAR5 m MAE 0.839 0.838 0.836 0.786 0.785 0.784

RMSE 1.149 1.149 1.149 1.071 1.071 1.072

NSE 0.446 0.445 0.445 0.518 0.518 0.517

IFSAR1 m MAE 0.840 0.839 0.838 0.790 0.789 0.787

RMSE 1.149 1.149 1.150 1.071 1.072 1.072

NSE 0.445 0.445 0.444 0.518 0.517 0.517
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6 Conclusion

In flood mapping, prediction of the water surface elevation is essential to estimate
the inundated area using remote-sensed data. The accuracy of the DEM data needs
to be established prior to the WSE delineation. In this study, the effects of
resampled DEMs (LiDAR and IFSAR) on the surface elevation and slope on each
of the land-use types were assessed. The road and area were covered by trees highly
sensitive to the DEM resolution, while paddy fields, buildings and grasslands
presented less residual using the resampled IFSAR DEM. In addition, the maximum
elevation of resampled IFSAR1 m is insensitive to the DEM resolution. In contrast,
the slope influences the DEM resolution as finer resolutions produce higher slopes
compared to coarse DEM grid sizes.

Furthermore, R2 of 90% was found in the relationship between original LiDAR
and original and resampled IFSAR DEMs. In addition, the equations were estab-
lished to calibrate the original IFSAR DEM to obtain the best results in water
surface elevation prediction. No doubt that the LiDAR DEM can give the best
results in any applications. However, surprisingly, optimized IFSAR DEM with
5 m resolution shows good estimation in WSE and can potentially be used in flood

Fig. 6 WSE prediction from HEC-RAS model based on combined parameter sets using 95%
confidence level at upper and lower bound using (a, b) LiDAR and (c, d) optimized IFSAR DEM
with 5 m resolution

860 E. S. Mokhtar et al.



inundation mapping whereas by resampling the IFSAR DEM, the errors slightly
increased. Based on the likelihood measures, MAE (RMSE) for the optimize
IFSAR5 m and resampled IFSAR1 m were presented as averages of 0.785
(1.071 m) and 0.789 m (1.072 m), respectively.

This study proposes DEM optimization that has shown results of better water
surface elevation compared to the LiDAR DEM data. The suggested methodology
can be tested on different sources of DEMs in flood inundation mapping for further
analysis.
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Improved Building Roof Type
Classification Using Correlation-Based
Feature Selection and Gain Ratio
Algorithms

M. Norman, H. Z. M. Shafri, Biswajeet Pradhan and B. Yusuf

Abstract Of late, application of data mining for pattern recognition and feature
classification is fast becoming an essential technique in remote sensing research.
Accurate feature selection is a necessary step to improve the accuracy of classifi-
cation. This process depends on the number of feature attributes available for
interactive synthesis of common characteristics that discriminate different features.
Geographic object-based image analysis (GEOBIA) has made it possible to derive
varieties of object attribute for this purpose; however, the analysis is more com-
putationally intensive. The aim of this study is to develop feature selection tech-
nique that will provide the most suitable attributes to identify different roofing
materials and their conditions. First, the feature importance was evaluated using
gain ratio algorithm, and the result was ranked, leading to selection of the optimal
feature subset. Then, the quality of the selected features was assessed using
correlation-based feature selection (CFS). The classification results using SVM
classifier produced an overall accuracy of 83.16%. The study has shown that the
ability to exploit rich image feature attribute through optimization process improves
accurate extraction of roof material with greater reliability.
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1 Introduction

In remote sensing applications, roof identification and extraction is challenging due
to similarities in geometric pattern, variation in physical and chemical properties
and spatial heterogeneity. Geographic object-based image analysis (GEOBIA) has
been widely used as it can generate numerous feature attributes of the image object
for better feature classification. OBIA exploits the spectral, shape and texture
characteristics of the images to partition it into features in vector form. It has been
reported to provide better feature extraction capabilities compared to traditional
pixel-based image classification techniques that accord it the widespread popularity
among the remote sensing practitioners [1, 2]. Moreover, its feature attribute
extraction oriented output facilitates data mining applications for pattern recogni-
tion [3]. To achieve a high degree of automation process, combination of quanti-
tative attribute-based feature selections and machine learning classification are very
significant.

Due to the high frequency of image objects and effect if illuminations versus
sensor look angle, particularly in urban area, it is always difficult to group pixels
belonging to the same object within a single image segment. This problem is more
pronounced when unblended segmentation parameters are used [4, 5]. This causes
numerous numbers of segments especially in high-resolution imagery making
analysis of feature more computationally intensive and prone to error in
classification.

Several feature selection algorithms have been used in the past to select relevant
feature for different applications. Novack et al. [6] applied four different types of
feature selection algorithms: Info-Gain, Relief-F, Fast Correlation-Based Filter
(FCBF) and Random Forest, to provide ranking of variable importance. They found
out that the features selected from the four algorithms are the same for each class
group. This is because most of the algorithms consider not only the relevance of the
features but also redundancy among each other. Recently, Li et al. [7] applied
correlation-based feature selection (CFS) to measure the quality of a subset of
features for land-use land-cover classification. The result shows that combining
feature selection with classifiers such as Random Forest, the technique improved
the accuracy of the classification. In this research, we present an effective means of
extracting roof materials and their conditions using multispectral World-View 3
imagery through the process of feature attribute exploration.
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2 Study Area and Datasets

This study was carried out over Universiti Putra Malaysia (UPM) and its sur-
rounding, covering about 2.7 km2 area (Fig. 1). This comprises residential type
building setting with different roof materials including metal roof, concrete roof and
asbestos roof, which are categorized according to their materials and conditions
(new and old). The landscape presents mixture pervious and impervious surfaces
such as water, road, trees, grass and bare land. High spatial resolution World-View
3 with panchromatic image with 0.31 spatial resolution and multispectral image
with 1.24 m resolution were used for the investigation. This satellite was suc-
cessfully launched on 13 August 2014. It is the first multi-payload, super-spectral,
high-resolution commercial satellite sensor operating with eight multispectral bands
(coastal, blue, green, yellow, red, red-edge, NIR 1 and NIR 2).

3 Methodology

3.1 Preprocessing and Segmentation

The World-View 3 image was corrected for radiometric and atmospheric effects to
create a more faithful representation of the original scene. Subsequently, the image
was segmented using the multiresolution segmentation algorithm in eCognition
v9.1 [8]. With the define segmentation parameters, over-segmentation occurred
leaving some features being represented by many image objects. This was corrected

Fig. 1 Study area
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by merging contiguous segments into larger segment representing object entity
based on the spectral similarity threshold. Schematic flow of data processing is
presented in Fig. 2.

Five levels of segmentation parameters were defined using five different scale
parameters (60, 70, 80, 90 and 100). Similarly, the shape and compactness
parameters were set as 0.1, 0.3, 0.5, 0.7 and 0.9. These parameters were optimized
using Taguchi method. The results of the experiment obtained the optimal
parameter combinations 80:0.7:0.1 for scale, shape and compactness, respectively.

Fig. 2 Framework of the overall process
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3.2 Features Selection

The advantage of OBIA is the ability to extract multiple attributes about the image
objects, which allows intricate data exploration for object classification. However,
processing the huge attribute data generated is computationally intensive. So, gain
ratio (GR) algorithm (Eq. 1) [9] was used to assess the importance of the features
attributes so as to select most important one in order minimizes the computational
requirements. GR eliminates bias towards tests with many outcomes (large attribute
values) by measuring information. The information gain measures interaction of
attribute selection by employing decision tree, which computes the difference
among the predicted information requirement, and then classifies a tuple in tuples
for update information prerequisite. The greater the gain ratio, the more significant
it represents features [10]. GR is expressed as

Gain Ratio Að Þ ¼ Gain ðAÞ
Split InfoAðDÞ ð1Þ

Having obtained the degree of importance of feature attributes with GR,
correlation-based feature selection (CFS) (Eq. 2) was utilized to evaluate the quality
of the features subset from which only the significant features for roof materials and
conditions discrimination were selected. CFS simply evaluates the worth of a set of
features using a heuristic assessment function based on the correlation of the fea-
tures. A good feature subset contains features highly correlated with classes and
highly uncorrelated to each other [11].

Merits ¼ k�rcfp
kþ kðk � 1Þrff

ð2Þ

where f indicates the feature, c is the class, �rcf denotes the mean feature correlation
with classes, rff indicates the average feature intercorrelation and k denotes the
number of the attributes in the subset.

3.3 Classification and Accuracy Assessment

The image object represents unclassified features. In this study, support vector
machine (SVM) was used to assign feature class to the image objects. SVM is based
on statistical computational process that identifies the optimal hyperplane as a
decision function in high-dimensional space [12]. The previous study shows that
the number of features selected will determine the accuracy of SVM classification
[13]. 12 classes, namely, tree, grass, water, road, shadow, bare land, new metal, old
metal, new concrete, old concrete, new asbestos and old asbestos were extracted in
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the process. The accuracy of the classification was evaluated using standard con-
fusion matrix [14].

4 Result of Roof Materials and Conditions Discrimination

The results (Fig. 3a–c) indicate the rank of roof materials and conditions features
according to gain ratio value from three categories, spectral, shape and texture.
They have been ranked from the highest value to the lowest.

Table 1 shows that 11 features selected as the most suitable for classification.
The accuracy was calculated using standard confusion matrix method, whereby

the results for classification were represented by this matrix (Fig. 4). Thus, the
overall accuracy can be computed as well as individual class accuracy.

Figure 5a shows that new metal misclassified with old asbestos and after suitable
features applied, the misclassification improves to be as new metal for the whole
object (Fig. 5b). Meanwhile, there are three objects misclassified in Fig. 5c. Feature
selection approach successfully solves the misclassification problem, whereby each
object has been classified into its true class, such as new concrete re-classified as old
concrete, old metal as new concrete and old metal as new metal (Fig. 6).

Result shows the classification of roof materials and conditions within UPM
Serdang main campus and its surrounding area using SVM classifier. It proved that
the result is much better after using the selected features to classify the image. As a
result, overall accuracy for roof materials and conditions classification using SVM
classifier is 83.16% and kappa coefficient is 0.81. After classification using selected
features applied to the images, the results obviously show the improvement of
misclassification.
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Fig. 3 Relative contributions of roof materials and conditions features based on gain ratio index
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Table 1 Selected features

No. Feature Category

1 Mean coastal Spectral

2 Mean yellow Spectral

3 Mean red Spectral

4 Brightness Spectral

5 Maximum difference Spectral

6 Standard deviation green Spectral

7 Standard deviation yellow Spectral

8 Density Shape

9 GLCM entropy Texture

10 GLCM mean Texture

11 GLDV contrast Texture

Fig. 4 Accuracy for each class
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Fig. 5 Example of an improved classification for roof materials and conditions after suitable
features applied
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5 Conclusion

This study aimed to develop feature selection technique to verify the most suitable
features to be used for the discrimination of roofing materials and conditions based
on different feature algorithms available. The performance assessment was done,
giving satisfied accuracy and error confusion matrix. Experimental results
demonstrate that SVM based on significant features can improve the quality of
classification and reduce the misclassification especially between road and concrete,
shadow and water, old concrete and old metal as well. Those misclassifications are
due to the similar spectral reflectances between each material.

Fig. 6 Distribution of roof materials and conditions using SVM classifier
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As a result, the systematic feature selection approach can significantly contribute
to roof materials and condition discrimination besides increase its accuracy. The
application of gain ratio algorithm in this study is effective for reducing the mis-
classification problem of roof material classification.

Future research should be conducted by comparing several features selection
algorithms, and further assessment of different classifiers is required.

Acknowledgements The authors would like to acknowledge the research fundings provided by
the Ministry of Education Malaysia under the FRGS grant (03-02-14-1529FR, Vot no: 5524613),
Universiti Putra Malaysia (UPM) under the Geran Putra Berimpak (GPB) grant (Vot no: 9543100),
Universiti Teknologi MARA (Perlis), Malaysia and Ministry of Education (MOE) Malaysia.

References

1. Blaschke, T., et al.: Geographic object-based image analysis—towards a new paradigm.
ISPRS J. Photogramm. Remote Sens. 87, 180–191 (2014)

2. Radoux, J., Bogaert, P.: Accounting for the area of polygon sampling units for the prediction
of primary accuracy assessment indices. Remote Sens. Environ. 142(February), 9–19 (2014)

3. Dash, M., Liu, H.: Feature selection for classification. Intell. Data Anal. 1(3), 131–156 (1997)
4. Kim, M., Warner, T.A., Madden, M., Atkinson, D.S.: Multi-scale GEOBIA with very high

spatial resolution digital aerial imagery: scale, texture and image objects. Int. J. Remote Sens.
32(10); 1161(10), 2825–2850 (2011)

5. Zhang, X., Xiao, P., Song, X., She, J.: Boundary-constrained multi-scale segmentation
method for remote sensing images. ISPRS J. Photogramm. Remote Sens. 78(May), 15–25
(2013)

6. Novack, T., Esch, T., Kux, H., Stilla, U.: Machine learning comparison between
WorldView-2 and QuickBird-2-simulated imagery regarding object-based urban land cover
classification. Remote Sens. 3(10), 2263–2282 (2011)

7. Li, D.T.M., Ma, L., Blaschke, T., Cheng, L.: A systematic comparison of different object
based classification techniques using high spatial resolution imagery in agricultural
environments. Int. J. Appl. Earth Obs. Geoinf. 49, 87–98 (2016)

8. Weise, C.: eCognition Essentials, pp. 1–2 (2016)
9. Quinlan, J.R., Improved use of continuous attributes in C4. 5. l Artif. Intell. Res. Artif. Intell.

Res. 4, 77–90 (1996)
10. Ma, L., et al.: Evaluation of feature selection methods for object-based land cover mapping of

unmanned aerial vehicle imagery using random forest and support vector machine classifiers.
Int. J. Geo-Inform. 6(51), 1–21 (2017)

11. Hall, M.A., Holmes, G.: Benchmarking attribute selection techniques for discrete class data
mining. IEEE Trans. Knowl. Data Eng. 15(6), 1437–1447 (2003)

12. Bazi, Y., Melgani, F.: Toward an optimal SVM classification system for hyperspectral remote
sensing images. Geosci. Remote Sens. IEEE Trans. 44(11), 3374–3385 (2006)

13. Hamedianfar, A., Shafri, H.Z.M.: Development of fuzzy rule-based parameters for urban
object-oriented classification using very high resolution imagery. Geocarto Int. 29(3),
268–292 (2014)

14. Congalton, R.G., Green, K.: Assessing the Accuracy of Remotely Sensed Data: Principles and
Practices (2009)

Improved Building Roof Type Classification Using … 873



Wave Height Climatology Assessment
from Multi-mission Satellite Altimeter
for Renewable Energy

Marith Banati Barata, Ami Hassan Md Din
and Abdullah Hisham Omar

Abstract The fact that we will lose the source of fossil fuel in the future is
undeniable. Hence, it is crucial to find the replacement of this resource. In present
day, wave energy is found to be one of the sources of renewable energy. This
chapter is proposing to assess the wave height climatology over the Malaysian seas
in order to support renewable energy. The key step in the assessment of wave height
climatology over Malaysian seas, South China Sea, Malacca Straits, Sulu Sea and
Celebes Sea, is by acquiring an accurate and reliable wave height data. The Radar
Altimeter Database System (RADS) was used to extract the 24 years of significant
wave height data from January 1993 to December 2016. Altimetry-derived wave
height data were validated with ground truth observation from wave buoy and
Acoustic Doppler Current Profiler (ADCP). The wave height magnitude and pattern
were then analysed particularly to see its characteristic during monsoon season. The
monthly average of altimetry significant wave height from January 1993 to
December 2016 was mapped in this study. The findings clearly show that the
Northeast monsoon has the most significant effect of wave height variation over
Malaysian seas, while the Southwest monsoon has minimal effect. The reliability of
satellite altimetry also proved based on the RMSE and correlation results, which are
0.2515 m and 0.9396, respectively. This study offers useful wave height informa-
tion especially related to renewable energy in the Malaysian seas for future studies.
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1 Introduction

Fossil energy is being attributed as one of the main sources of global warming
event. This further supports the need for replacement of this source. Various wave,
tidal and current energy converters have been invented to explore the big potential
of marine power, especially wave energy. Other than the only well-known water
grounded source is hydroelectric dams, waves from the ocean also have the same
potential to be a widely utilisable. Wave energy has a number of significant benefits
including predictable source, profusion, massive load aspect and low eco-friendly
effect and accessibility compared to other renewable energy sources [1].

Assessments have been done in verifying the potential of wave height as a
source of renewable energy in various regions [2]. Previously, a study regarding
wave energy and wave height in Malaysian Seas was conducted by Aziz [3]. The
difference of wave heights within the monsoon seasons enables this environmental
phenomenon to make an impact on the wave energy produced. The ocean wave
rose up by gaining energy transformed from sun and wind. The wind that created by
solar energy blows in the middle of the sea, which then transferred the energy to the
ocean surface in order to convert winds energy to wave energy [4]. After the energy
is transformed, it can mobilise thousand miles with low energy loss. Basically, the
wave energy produced by the waves relies on the wind energy received.

The aim of this study is to produce the map of wave height climatology over the
Malaysian seas in order to support renewable energy. Therefore, wave data plays
the most important role in wave energy assessment. Acquiring the reliable and
accurate wave height climatology is one of the essential phases in the evaluation of
wave height. The wave height data from satellite altimeter needs to be verified by
in situ measurements using offshore buoy in order to evaluate the quality of
altimetry-derived wave height. There are limitations in the verification process since
the measurements from a buoy are point-based while the satellite data produces
measurements in a form of sets of gridded data with interpolation. A research was
done by Shanas et al. [5] as resulted that the altimeter measurements represent a
good data source to enhance our understanding of the variability even near the coast
[5]. Satellite altimeter also has a wide coverage of data which makes the data more
reliable for the climatology purposes. In this study, the satellite altimetry data are
verified using two in situ measuring instruments which are offshore buoy and
Acoustic Doppler Current Profiler (ADCP).

The 24 years of wave height data used in mapping the climatology of wave
height over Malaysian seas from January 1993 to December 2016. The wave height
data are mainly taken from satellite altimetry that has been known as a reliable data
source over the years [6]. Studies from Abdullah et al. [7] and Aziz et al. [8] proved
that the satellite altimetry is a reliable device to collect the wave height data and it

876 M. B. Barata et al.



only has a few centimetres discrepancy in terms of accuracy. Satellite altimeter
works by emitting a small pulse of microwave radiation with identified strength
towards the sea surface. Then, the interaction of sea surface and the emitted pulse
will be reflected back to the satellite altimeter. From the interaction, the travel time
is measured precisely. In determining the wave height, several corrections like the
behaviour of the radar pulse through the atmosphere, sea state bias and other
geophysical signals have to be done [9].

1.1 Principle of Satellite Altimeter

Theoretically, satellite altimeter is a nadir-pointing instrument that measured the
time travel of transmitted microwave radiation to be reflected back to the satellite.
From the computed round trip radar pulse time, the wave height is obtained.
1700 pulses per second emitted in the interaction between ocean wave height and
the reflected back satellite signal [10]. The range R from the satellite to ocean wave
surface is predicted from the round trip travel time of

R ¼ R^ �
X

DRJ ð1Þ

R^ = ct/2 is the range calculated by ignoring the refraction based on speed of
light c and ΔRJ, J = 1, …, N is the correction for the numerous biases between
mean reference wave height and mean electromagnetic scattering surface. It also
applies the correction for the numerous components of the atmosphere. The pre-
dicted range of orbit height and the wave height which are relative to the centre of
the Earth varies along the satellites orbit from along-track dissimilarity. The height
h of the targeted ocean wave which is relative to reference ellipsoid (Earth fit earth
centre) is the result of the range measurements as follows:

R ¼ H � R^ ¼ H � R^ þ
X

DRJ ð2Þ

The radar target to the wave height is given by (2) that relative to the reference
ellipsoid is affected by the uneven surface of the geoid, variation of wave height
(types of tides) and atmospheric pressure loading response by the sea surface. The
pulses are transmitted as footprints that were described as beam-limited footprint. It
will specify the target surface area of wave height within the transmitted footprint.
The design of the beam-limited altimeter limitation can be overcome by transmit-
ting a very short pulse with duration of a few nanoseconds using a small antenna
[11]. Figure 1 illustrates the schematic diagram of satellite altimeter system and its
principle.

Practically, the situation is far more complicated. Several factors have to be
taken into consideration in order to reduce the errors in getting the travel time such
as the orbital error and hardware problem like electronic time delay, clock drift,
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offset antenna phase centre, centre of gravity, time lagging of observations, doppler
shift error and more [8].

2 Research Approach

2.1 Area of Study

This study covers the Malaysian seas which includes South China Sea, Malacca
straits, Sulu Sea and Celebes Sea (see Fig. 2). The South China Sea indicates the
great possibility of producing high wave energy. This is because the location
exposes to the Northeast monsoon from November until February for each year.
The monsoon season will let winds to transfer the high energy to the ocean wave.
Consequently, the wave height will increase rapidly.

Fig. 1 Schematic view of satellite altimeter measurement [12]
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2.2 Altimetry Data

Nowadays, altimetry data are distributed through many agencies like NOAA,
AVISO, EUMETSAT and PODAAC. Besides, the Delft Institute for Earth-Oriented
Space Research (DEOS) for Satellite Altimetry and the NOAA laboratory cooperate
in the development of Radar Altimeter Database System (RADS). The RADS is
well-known as a harmonised, certified and cross-calibrated sea-level database from
all satellite altimeter missions [8]. In RADS, the latest corrected range and geo-
physical state of the ocean wave are able to access by the users [1]. They can also
produce their own altimetry products based on their particular interests [9]. The
altimetry data (RADS) products were verified and validated by DEOS. Besides,
RADS database also consistently updates and makes corrections to their system,
verify accuracy format and reference system parameters. This system also provides
the need of scientists and operational users to have ready value-added sea-level data
[1]. Presently, RADS allows users to extract the data from some present and past
satellite altimeter missions. In this study, the satellite altimetry data used are data
from January 1993 to December 2016. This study employs the gridded data from
nine satellite altimeters, which are TOPEX, ENVISAT, ERS-1. ERS-2, JASON-1,
JASON-2, JASON-3, SARAL and CRYOSAT. The monthly average wave height
data set was used in the mapping process.

2.3 In Situ Data

Buoy and ADCP were used in this study for the validation process of satellite
altimetry data. Acoustic Doppler technology is flexible in the measurement of sea

Fig. 2 Study area of wave height distribution in Malaysian seas
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conditions. However, this technology can be limited and it is less effective at
measuring the small-scale kinematic fluctuations caused by waves and turbulence.
The ADCP is equipped with acoustic transducers which ping at a minimal fre-
quency rate of 2 Hz [13] (see Fig. 3). It is noted that the ADCP measures wave
height through sounds energy of which may be absorbed by the water each time it
pings. Therefore, the data collected may not be very accurate. The acoustic trans-
ducer will be tilted 20° away from its vertical in order to measure the wave height
pattern. The Doppler Shift in the returned signal estimated in order to compute the
velocity of the beams. From the calculated retuned signal, the wave height esti-
mation is attained.

The ADCP data was provided by the Institute of Oceanography and
Environment (INOS), Universiti Malaysia Terengganu, which includes monthly
data from 2012 to 2016, but there were gaps in the data for several months.

The buoy is equipped with accelerometers to measure vertical heaves, or up and
down movements to measure wave heights and swell period. The accelerometer
will then calculate the data and interpret it in the form of wave height at the point
where it is obtained. Figure 4 shows the schematic buoy mooring set up at 37 m
depth of water level.

The buoy data were provided by oil and gas company who positioned the buoys
at Sabah and Sarawak. The 24 years worth of wave height data from Malaysian
seas that was retrieved from RADS is compared with offshore buoy and ADCP for
the validation purposes. This is to evaluate the satellite data with the in situ
measurement.

Fig. 3 The ADCP physical profile orientation [14]
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3 Result and Discussion

3.1 Data Verification: Altimetry-Derived Wave Height
Versus Ground Truth-Derived Wave Height

There are two points of offshore buoy which consist of wave height data set located
in Sabah and Sarawak. The other point of ground truth observation is ADCP in
Terengganu. All these points were used as a benchmark in validating the satellite
altimetry data. The points are located in Sabah waters at 5.83 latitude and 114.39
longitude and in Sarawak waters at 5.15 latitude and 111.82 longitude. The ADCP
is located at 05.44 latitude and 103.16 E longitude (Refer Fig. 1).

In this validation process, it was evaluated with four types of moving windows
which are 9, 5, 2 and 1 days. The altimeter data was gridded in 0.25° × 0.25° for
spatial resolution. The verification process used the monthly data from January
1993 until December 2016. The root mean square error (RMSE) and correlation of
the ground truth and altimetry observations are evaluated.

Based on the results, the RMSE and the correlation coefficients for all three
verification points can be calculated. All three verification points show the different
results for the best moving windows average. The Sarawak buoy data that were
used in this verification was from October 1995 until January 2012. Based on
Fig. 5, the smallest of RMSE for Sarawak buoy is by applying 9 days moving
windows with 0.25145 m. However, it shows the opposite results for the best
correlation coefficient analysis with 1 day moving windows giving the best results
with 0.95992. In Sabah area, 5 days moving windows showed the best results for
RMSE and correlation with 0.1845 m and 0.8664, respectively (see Fig. 6). The
duration of buoy data in Sabah was from November 2004 until December 2007.

Fig. 4 A schematic of the buoy tie up setup during the installation in 37 m water depth, not to
scale [15]
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Next, Fig. 7 showed the result of reliability of ADCP in Terengganu with the
1 day moving windows as the best result for RMSE and 5 days for correlation.
The RMSE value is 0.860332 m and the correlation is 0.3659. The ADCP data
duration is from June 2012 until June 2016. This shows that ADCP has the latest
result compared to the buoys but ADCP only provides data for several months in
each year.

In producing climatology maps, the best moving window has to be chosen.
Therefore, the readings from the Sarawak offshore, 9 days moving window was
chosen to produce the wave height climatology maps. This is because the in situ
data is the longest among the three points which is more reliable in this validation
process. The agreement of the in situ measurement can be seen through the trends
graph. The altimeter data was obtained from 0.25° × 0.25° grids.
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Based on Fig. 8, the wave height data from altimetry and buoy showed a similar
trend and pattern. This result gave a good indicator of the reliability and validity of
altimetry-derived wave height data. The differences of wave height between these
two instruments were around less than 0.5 m. However, there are a few months in
1997, 2001, 2003, 2004 and 2010 showing the agreement of satellite altimeter and
buoy quite loose, where the buoy data did not follow the pattern of satellite data.
The satellite data in that particular year were taken from Topex, ERS-2 and Envisat.
As informed, these satellites have already been improved in its accuracy like the
Topex is a dual frequency satellite that is used to remove the path delay being
caused by the ionospheric-free electron and also equipped with experimental sen-
sor. Envisat also equipped with multiple sensors and developed an environmental
satellite for the mapping of earth change. So, the accuracy of satellite was not
doubted. The disagreement on these several months can be related to the hardware
problem of the buoy. It can be seen that the unfollow pattern of buoy happened in
the low wave height where we can justify that the buoy did not cope with low depth
measurement.

On the other hand, as shown in Fig. 9 Sabah’s buoy did not achieve the pattern
like the one in Sarawak but the ascending and the descending trends show the
reading is still following the pattern. The satellite track is affecting the trends since
the benchmarking data from satellite is an interpolation point. It is different with
buoy because the buoy is a point-based measurement which will give a better
reading at its point. At some point, there are slight differences in the pattern of
Sabah buoy trend. In February 2005, February 2006 and August 2007, the wave

Fig. 8 The trend graph of
Sarawak buoys and satellite
altimeter based on 9 days
moving windows

Fig. 9 The trend graphs of
Sabah buoy and satellite
altimeter based on the 9 days
moving window
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height pattern from the buoy was slightly different from the pattern of satellite
altimetry. In this duration, the satellites that provide the wave height data are from
Topex and Jason-1. Jason-1 is similar to Topex that emits dual frequency to the
target wave which gets the orbit determination from GPS.

Next, the trend of ADCP with altimetry at Terengganu area was as shown in
Fig. 10. There is a major gap between months for each year. It can justify that the
data gap affecting the reliability of RMSE and correlations result in the verification
process. The ADCP physical operations usually will innate single-ping measure-
ment uncertainty of 0.30 ms−1. This reduces to about 0.025 ms−1 uncertainty in the
5-min (N > 100) of the whole profile approximates. The Doppler Shift also hap-
pened since the ping travels in the water. The average of these uncertainties is
further calculated during the 1000-km integration [16]. By comparing the location
of ADCP and the buoys, it can clearly be seen that the ADCP is deployed in the
nearshore area. This location has many disturbances like the high volume of bubble
in nearshore area may cause the turbulence that will affect the accuracy of ADCP.

3.2 Mapping of Wave Height Climatology from 1993
to 2016 Over Malaysian Seas

The climatology of wave height over Malaysian seas from 1993 to 2016 was shown
in Fig. 11. In general, the wave height climatology shows a constant result in all
areas for the past 24 years over Malaysian seas. In the nearshore area, the clima-
tology shows a stable calm wave where the height only between 0 and 1 m are
shown in the blue colour. The yellow colour on the map indicates a high value of
the wave height average in the middle South China seas which reached about
1.7 m. The monsoon seasons are affecting the wave heights in South China Seas
since this area is quite open to the wind currents. So, the winds of the monsoon
seasons are affecting the wave heights average in that particular area.

Fig. 10 The trend graph of ADCP in Terengganu and satellite altimeter based on the 9 days
moving window
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3.3 Time Series of Wave Height Over Malaysian Seas

Basically, these four seas are having three different tidal events, where Sulu Sea and
Celebes Sea are facing mixed tides, South China Sea are having semi-diurnal tides
and Malacca strait is having diurnal tides event. These events are affecting the wave
height data in that particular area. As seen in the Fig. 12,in Malacca strait, there was
actually a quite high wave height documented in 1996 and it became lower in the
other three years but increased back in 2000. In the South China Sea, the same
event also happened in 1996 but the wave height lowered after that and it has not
been stable since that (see Fig. 13). The wave height has not been stable until 2002
and the same event happens again from 2009 until 2016. The variety of wave height
data can also be seen in Fig. 14, where the Sulu Sea had the most drastic changes of
waves compared to the other seas. Based on Fig. 2, the Sulu and Celebes seas are in
a closed area, and both have had mixed tides but the pattern of wave heights time
series are quite different. In Celebes Sea (see Fig. 15), the drastic changes of wave
heights only happened in 2001 and 2007.

Fig. 11 The wave height climatology over Malaysian seas from 1993 to 2016

Fig. 12 Time series of monthly wave height for the Malacca Straits from 1993 to 2016
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Fig. 14 Time series of monthly wave height for the Sulu Sea from 1993 to 2016

Fig. 15 Time series of monthly wave height for the Celebes Sea from 1993 to 2016

886 M. B. Barata et al.



3.4 Wave Height Pattern Due to Seasonal Effects

Every year, Malaysian seas will experience four types of monsoon seasons, which
will affect the wave height pattern. The monsoon seasons are as follows:

• First Inter-monsoon Season (March–April)
• Southwest Monsoon Season (May–August)
• Second Inter-monsoon Season (September–October)
• Northeast Monsoon Season (November–February)

First Inter-Monsoon. First inter-monsoon is a season that marks the transition
between Northeast monsoon and Southwest monsoon. During inter-monsoon sea-
son, usually the wave height and wind are very mild, the wind direction is also
flexible and the patterns tend to be in a disordered manner [17]. During this season
also, the wind tension induces persistent coastal upwelling. Based on Fig. 16, it is
noticeable that the wave height during first inter-monsoon is not more than 1 m,
except on certain isolated areas such as in Sarawak shores and around Terengganu
shores that have a reading of wave height around 1 m. Other than that all of the
areas of Malaysian seas show a very calm of the wave climate.

Southwest Monsoon. During the Southwest monsoon, strong wind will travel
from Indian Ocean and it will hit the west coast of PeninsularMalaysia. However, this
case has never happened because of Sumatra Island (Indonesia) that has blocked the
path of the strong wind. As the result in Fig. 17, the wave height around Malacca
straits during this period does not rise as it happens in East coast of peninsular
Malaysia. The wave climate in Malacca straits during this period is still a little bit
higher than during the first inter-monsoon season. Some part of the South China Sea
rises during the Southwestmonsoon but, in theCelebes Sea and the Sulu Sea, thewave
heights have lowered a little bit than during the first inter-monsoon. Wave height
around the North or entrance of Straits of Malacca has been recorded to be at 1.5 m.
This shows that it does not have a good protection from the Southwest monsoon
compared to the other areas of Straits of Malacca at the south [12].

Fig. 16 The average of significant wave height first inter-monsoon season over Malaysian seas
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Second Inter-Monsoon. Second inter-monsoon is the transition period of
Southwest monsoon and Northeast monsoon. Figure 18 shows the Second
inter-monsoon phase in Malaysian seas. During this season, the wave height is not
as calm as the first inter-monsoon season. It can be seen in the middle of South
China Sea, where the wave rose to be as high as 1.5 m. Only a few spots are below
1 m while the other areas of the seas are facing an increase of the wave height. The
high wave starts to travel from Philippine towards East Coast, Sarawak and Sabah.
It shows that the Northeast monsoon is on its way to Malaysia especially on the
East Coast of Peninsular Malaysia.

Northeast Monsoon. November is the starting point for Northeast monsoon.
However, sheltered area like Malacca straits remains calm during this time. The
average of wave height for most of the Malacca straits areas is below 0.8 m. During
this period of time, wave height in Malaysian seas starts to rise rapidly, especially in
the open seas. Figure 19 shows that in East Coast of peninsular Malaysia, Sarawak
shores and Sabah shores have the average wave height of above 1 m. On average,
the wave height in the offshore areas is around 1.8 m and can be up to 2.5 m.

Fig. 17 The average of significant wave height Southwest monsoon season over Malaysian seas

Fig. 18 The average of significant wave height second Inter-monsoon season over Malaysian seas
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From the result, it is clearly seen that there are several places that can be taken
into consideration in implementing the renewable energy, which are in the areas of
Terengganu shores and Sabah shores because both regions have a consistent
measurement of wave height. The regions are facing a firm wave height for every
year which is 1 m and above. Based on previous researches, the stronger the wind
speed will produce the stronger the wave height.

4 Conclusions

The main purpose of the study is to provide the information on wave height
climatology over Malaysian seas, where the climatology of wave height was made
and analysed. The map shows the wave height of Malaysian seas throughout the
24 years evaluated in this study. The study also provides important information
which can be used in the decision of developing the potential wave energy tech-
nology in Malaysia. The reliability of satellite altimeter data in wave height studies
over Malaysian seas was also evaluated. The correlation of satellite altimeter and
in situ measurement shows a good relative relationship because all of the correlation
results are more than 0.7 for altimetry versus buoy using 9 days moving windows.
The 24 years of satellite altimeter data that was taken from 1993 until 2016 are used
to analyse the wave height climatology over Malaysian Seas. The effects of mon-
soon events towards the characteristics of the seas and wave height are also
observed and analysed. From the results, it is shown that the wave heights in
Malaysian seas are not very consistent because of the effect of the monsoon sea-
sons. In conclusion, there are a few potential areas for the renewable energy from
wave height such as in Terengganu and Sabah shores can be proposed for the future
study.

Fig. 19 The average of significant wave height Northeast monsoon season over Malaysian seas
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Real-Time Precise Point Positioning
(RT-PPP) for Positioning and Mapping

Duraisamy Ramachandran, Ami Hassan Md Din, Siti Aisah Ibrahim
and Abdullah Hisam Omar

Abstract Real-Time Precise Point Positioning (RT-PPP) has started to develop
among Global Positioning System (GPS) community due to some reasons, such as
reference stations are required, very economical and easy to operate from every-
where. By using a dual-frequency receiver with the support from GPS precise
products, RT-PPP has proven to give centimetre to decimeter positioning accuracy.
Recently, the position can be obtained in real time using the real-time GPS precise
products provided by many national geodetic agencies. Current real-time GPS
positioning systems also allow accurate positioning by carrier phase-based double
differencing approach. However, the limitation of using the differential approach is
the process needs simultaneous data collection from common satellites at the ref-
erence station and the rover. Directly, the data acquisition process will become
more difficult and this will decrease the suitability of this technique in other
potential applications. The aim of this research is to analyse the current performance
of RT-PPP technique using Hemisphere Atlas for positioning and mapping. This
research also assessed the positioning accuracy between RT-PPP and static GPS
techniques. Then, the reliability of RT-PPP for cadastral purposes is also evaluated.
Methodologically, RT-PPP used Hemisphere Atlas, which is a dual-frequency
receiver for position determination by processing raw pseudorange and carrier

D. Ramachandran � A. H. M. Din (&) � A. H. Omar
Geomatic Innovation Research Group (GIG), Universiti Teknologi Malaysia,
81310 Johor Bahru, Johor, Malaysia
e-mail: amihassan@utm.my

A. H. M. Din
Faculty of Geoinformation and Real Estate, Geoscience and Digital
Earth Centre (INSTEG), Universiti Teknologi Malaysia,
81310 Johor Bahru, Johor, Malaysia

A. H. M. Din
Institute of Oceanography and Environment (INOS),
Universiti Malaysia Terengganu, Kuala Terengganu, Terengganu, Malaysia

S. A. Ibrahim
AV Tech Resources, Tingkat Atas, Lot 3281-B, Kampung Jaya,
Jalan Tengku Ma’asum, Pasir Hor, 15100 Kota Bharu, Kelantan, Malaysia

© Springer Nature Singapore Pte Ltd. 2019
B. Pradhan (ed.), GCEC 2017, Lecture Notes in Civil Engineering 9,
https://doi.org/10.1007/978-981-10-8016-6_64

891

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_64&amp;domain=pdf


phase observations with the support from precise GPS orbit and clock information.
The results of this research show that the coordinate for both positioning and
mapping purposes using Hemisphere Atlas are within centimetre-level accuracy, i.e.
below 10 cm for positioning and below 30 cm for cadastral purposes. Therefore,
this study anticipates that RT-PPP has the potential to offer better operational
flexibility that will guide for the full implementation of this technology particularly
in surveying and mapping in the future.

Keywords Precise point positioning � Real time � Positioning and mapping
Hemisphere atlas

1 Introduction

Nowadays, accessing accurate real-time satellite ephemeris and clock data has
begun to receive increased attention among the scientific users of Global
Navigation Satellite System (GNSS). The purpose of this improvement is for
encouraging real-time-precise point positioning (PPP) solutions. As a result, all
issues and development about IGS real-time infrastructure were handled by the IGS
Real-Time Working Group (RTWG) [1]. The main advantage of this achievement
is, it enables RT-PPP operations. The concept for RT-PPP is to use a single receiver
and process raw code and carrier phase measurements. By applying this method, it
proposes a backup plan to double differencing approach which is more precise and
straightforward as in [2, 3]. RT-PPP is currently used in plate’s movement scientific
studies, real-time monitoring such as landslide and natural disasters’ early warning
systems [4]. Even though RT-PPP does not need reference stations but the user
must keep in mind that accurate data of the satellite’s orbit (ephemeris) and clocks
are always required.

Presently, most of the GPS positioning systems only use carrier phase-based
double differencing approaches. We cannot deny that this technique is able to
provide high accuracy of positioning in real time, but to get this type of accuracy
the differential process requires observation of the same GNSS satellites at the
reference station (known precise coordinate) and rover stations. The disadvantages
are, it will complicate the data collection process and will reduce the potential of
this idea in many other practices. Furthermore, establishing a reference station in an
area will always increase the expenses in labour and equipment. Besides, the idea of
using the differential Real-Time Kinematic (RTK) solutions are restricted by the
distance limitation between the base and rover.

Precise Point Positioning (PPP) processing of undifferenced smoothed pseudo-
ranges with fixed precise satellite orbits and clocks has been used by Geodetic
Survey Division (GSD) since 1992 [5]. By combining precise IGS satellite clocks at
15 min intervals with 30-s recording information from preferred reference stations
with constant atomic clocks, 30-s precise satellite clocks are also produced [6].
These products can give metre-level precision that only will satisfy certain users
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and only can be used in certain applications. The researches about PPP by using
post-processed precise orbit and clock products have been studied in several papers,
e.g. [1, 2, 7, 8]. As for current real-time practices only precise post-processed
absolute positioning is implemented with the help of global reference stations
network and IGS precise products [9].

The aim of this paper is to analyse the current performance of Real-Time Precise
Point Positioning (RT-PPP) technique using Hemisphere Atlas for positioning and
mapping. The proper place for conducting this research to analyse the positioning is
around Universiti Teknologi Malaysia’s (UTM) Johor Bahru Campus, particularly
in the helipad. Apart from that, this research work was also used to evaluate the
reliability of RT-PPP using Hemisphere Atlas for mapping purposes. So, data
observation is conducted on the nearby cadastral lot. With its great potential,
RT-PPP can replace or as an improvement to geodesy and existing GPS techniques,
especially to the Malaysian survey community since it can give a millimetre to
centimetre accuracy [10].

1.1 Principle of Carrier Phase-Based Differential Method

The simple basic concept to GPS data processing is to construct new observables by
differencing because this way can eliminate or reduce most of the clock biases and
the impact of several other measurement biases. The carrier phase-based differential
GPS is capable of achieving higher positioning accuracy. The word ‘kinematic’ is
used when the rover is moving from one location to other location. Commonly, the
differential processing approach involves the use of at least one stationary reference
receiver and at least one stationary or moving receiver, called a rover.

All information and data from reference receiver are transmitted to the roving
receiver via communication links such as ground-based radio. The roving receiver
will combine this data to form double difference observables and this will cancel the
highly correlated errors. It follows the knowledge where the value of the positional
error at the reference receiver is knowable when compared to the known value. This
process will compute the 3D position vector from the base receiver to the rover.
Therefore, the determined position of the rover is dependent upon the accuracy of
the coordinates of the reference station and the accuracy of the computed 3D vector.
The visualization of the single and double differencing are shown in Fig. 1.

1.2 Principle of Real-Time Precise Point Positioning
(RT-PPP)

Real-time positioning is very complicated when compared with post-processing
operation. The most critical problem that must be taken into concern is only a
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wireless communication link is used to transfer the observation data in a short
period of time. Generally, the satellite’s position can be determined by using few
types of data which are broadcast ephemeris, precise ephemeris and Almanac data
[12]. During traditional PPP, only raw pseudorange and carrier phase measurements
from the user’s receiver are required.

However, to perform in real time the user’s receiver must have the knowledge of
accurate information about the satellite ephemeris and clock corrections. The time
delay for the correction to be transferred must be only in few seconds, which is a
very short period. On the other hand, the most common disadvantage of traditional
absolute positioning by using a single receiver is the need of long convergence time
in order to resolve the ambiguity so the positioning given is in centimetre level of
accuracy [13].

Recently, with the introduction of a third frequency such as the L5 signal on the
GPS constellation and equivalent third frequency on the Galileo constellation, the
latency to initialize the ambiguities on a PPP solution has been reduced and now it
is comparable to differential positioning techniques [14]. On the other hand, a
network of ground reference station facilities is needed to calculate the GPS precise
products (satellite’s orbit and clock information). Then, the data analysis process
can be done at the master control stations with relevant knowledge and then
transmit the correction to users all over the world.

For the past 2 years, the International GNSS Service (IGS) Real-Time Working
Group has been investigating the issues associated with real-time CORS infras-
tructure and data products by running the Pilot Project [15]. During the year 2012,
IGS has begun a Real-Time Service (IGS-RTS) for supporting real-time positioning
operation. Besides, IGS is also one of the agencies that always provide GPS orbit
and clock information in different accuracies and latencies as shown in Table 1.

Fig. 1 Visualization of a single (left) and double (right) differencing [11]
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However, several matters must be addressed for the implementation of RT-PPP.
The issues that must be taken into consideration are the format of the correction and
the mode to transmit the precise orbit and clock information in real time to user’s
receiver. The most important condition to encourage the user to use RT-PPP is the
real-time PPP algorithms must be implemented inside the GNSS receiver and the
proper way to do this is by developing a suitable RTCM standard for receiving and
using the GPS precise products for the positioning determination [13].

Even though the “ultra-rapid (predicted)” orbit information by the IGS are
available hours in advance to be used by the user in real time, but the predictability
of the clock adjustment is really poor. Therefore, to improve the quality of the
satellite clock estimation in RT-PPP, the time delay taken in transferring the cor-
rection from analysis centre to the user must be shortened. The working concept of
RT-PPP using Hemisphere Atlas is illustrated in Fig. 2. The correction transmitted
to the user is H10 service level, which can give the position accuracy of 8 and 4 cm
of RMS error.

Table 1 IGS products [16]

Type Accuracy Latency Updates Sample
interval

Broadcast Orbits *100 cm Real
time

– daily

Sat. clocks *5 ns
RMS

*2.5 ns
SDev

Ultra-rapid
(predicted half)

Orbits *5 cm Real
time

At 03, 09, 15,
21 UTC

15 min

Sat. clocks *3 ns
RMS

*1.5 ns
SDev

Ultra-rapid
(observed half)

Orbits *3 cm 3−9 h At 03, 09, 15,
21 UTC

15 min

Sat. clocks *150 ps
RMS

*50 ps
SDev

Rapid Orbits *2.5 cm 17–
41 h

At 17 UTC
daily

15 min

Sat. and Stn.
clocks

*75 ps
RMS

5 min

*25 ps
SDev

Final Orbits *2.5 cm 12–
18 days

Every thursday 15 min

Sat. and Stn.
clocks

*75 ps
RMS

Sat.: 30 s

*20 ps
SDev

Stn.:
5 min
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2 Research Approach

2.1 Research Area Identification and Data Acquisition

The primary area of interest covers around Universiti Teknologi Malaysia’s
(UTM) Johor Bahru Campus particularly in the helipad (1° 33′ 29.60″N,
103° 38′ 13.37″E) for analysing the positioning. This research is also tested for
mapping purposes, so the proper place will be a nearby cadastral lot (1° 29′ 59.86″N,
103° 41′4 7.03″E) which is Lot 119,110, Kampung Pasir, Mukim Pulai, Daerah
Johor Bahru, Johor. Figure 3 shows the plot of the certified plan (PA 40225) for the
study area used for mapping purpose which is in Kampung Pasir.

The coordinate for each boundary stones used in Kampung Pasir cadastral lot is
listed in Table 2. All the coordinates are in Cassini–Soldner Geocentric data.

Fig. 2 The global correction services concept of Hemisphere Atlas [17]
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Figure 4 shows the location of the two study areas. The distance between this two
study areas is around 9.23 km.

There are two methods used in this positioning data acquisition phase. The first
one is by using static GPS technique on the helipad UTM Johor Bahru. The static
data is collected for almost 10 h each day for 3 days. Static data is collected for
3 days because to find the differences between the daily solution. The instrument
used for this data collection is Topcon GR-5. The coordinate value after the
post-processing acted as “ground truth value”. Figure 5 shows the data collection
using Topcon GR-5 in UTM helipad. The second method is by using RT-PPP GPS
technique. The data is collected in real time by using Hemisphere Atlas instrument.

Fig. 3 The certified plan (PA 40225) of study area used for mapping purpose

Table 2 The coordinate of
the boundary stones used in
Kampung Pasir cadastral lot

Boundary stone Cassini–Soldner Geocentric Johor

Northing (m) Easting (m)

3 −60,757.255 15,434.181

4 −60,778.149 15,418.435

5 −60,765.888 15,453.547

12 −60,727.827 15,253.414

14 −60,743.953 15,222.431
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The GPS observation has been made by 15 epochs on the UTM helipad. The
observation is done 15 epochs because to get the average coordinate value. The
average coordinate value from real time is compared with the coordinate value
that acts as the ground truth value from the static GPS technique. Figure 6 shows
the data collection using Hemisphere Atlas for positioning purpose in UTM
helipad.

Fig. 4 The location of UTM helipad (1° 33′ 29.60″N, 103° 38′ 13.37″E) and Kampung Pasir
(1° 29′ 59.86″N, 103° 41′ 47.03″E)

Fig. 5 The data collection
for static mode using Topcon
GR-5 in UTM helipad
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The RT-PPP technique is also tested for mapping purpose. So, data observation
is conducted for at least 5 boundary stones on the nearby cadastral lot, Kampung
Pasir (1° 29′ 59.86″N, 103° 41′ 47.03″E). For mapping purpose, three GPS tech-
niques were used which are fast static (at least 30 min) and network-based RTK
(Malaysian Real-Time Kinematic GPS Network) technique using Topcon GR-5 and
RT-PPP using Hemisphere Atlas. The RT-PPP observation is made 5 epochs for
each boundary stone to get an average value. The fast static technique is used for
post-processing PPP. Figure 7 shows the data collection using Topcon GR-5 in
Kampung Pasir, while Fig. 8 shows the data collection using Hemisphere Atlas in
Kampung Pasir. The coordinate values from both techniques are gone through the

Fig. 6 The data collection
for RT-PPP mode using
Hemisphere Atlas in UTM
helipad

Fig. 7 The data collection
for static mode using Topcon
GR-5 in UTM helipad
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transformation approach so that the new coordinate value (Geocentric Cassini–
Soldner Johor) can be compared with the boundary stones coordinate value. The
coordinate value for the boundary stones can be referred in the certified plan of this
lot (PA 40225). By comparing these two values, it is easy to evaluate the reliability
of RT-PPP for the cadastral purpose.

2.2 Positioning Data and Processing

During this phase, static data that collected on the helipad for 3 days using Topcon
GR-5 undergone post-processing mode by using two different approaches which are
by using AUSPOS and Waypoint software. The data that collected using
Hemisphere Atlas does not need post-processing because it already gives real-time
coordinates. AUSPOS is handled by Geoscience Australia and it is used freely for
online GPS data processing. AUSPOS can work with any GPS RINEX data with
the support from the network of IGS stations and IGS precise products. The
coordinate computation is undertaken using the “Bernese 5.2” GNSS software so
the reference frame used is International Terrestrial Reference Frame 2008
(ITRF2008) and double differencing approach is used [18]. The reference stations
used for the processing for each day are different with one another and at least 10
reference stations are used for the processing. The result which is the average
coordinate from 3 days only can be compared with the coordinate that used
ITRF2008 in RT-PPP.

The Waypoint software has two functions, which are GrafNav and GrafNet.
GrafNav is a post-processing function that can be used for static and moving GNSS
processing. Apart from that, it also can be used with several receiver formats and

Fig. 8 The data collection
for RT-PPP mode using
Hemisphere Atlas in
Kampung Pasir
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support many types of processing such as PPP and multi-baseline (MB) processing.
While GrafNet is largely used for network processing and adjustment. The function
that used in Waypoint for this study is GrafNav and the processing method is
PPP approach. PPP is an autonomous positioning method, which requires
dual-frequency data as well as precise orbit and clock information. Hence, the
precise information is downloaded from FTP site cddis.gsfc.nasa.gov. The static
data is processed in three different reference frames which are ITRF2000,
ITRF2008 and ITRF2014. Figure 9 shows the screenshot of the Waypoint software
during the PPP processing.

The coordinate for each different frame is the average value from 3 days of
observation. The elevation mask used is 10° and the processing interval is 1 s.
Other processing parameters and processing strategies are summarized in Table 3.

2.3 Mapping Data and Processing

As already mentioned in research area identification and data acquisition section,
the RT-PPP technique using Hemisphere Atlas is also tested for mapping purpose.
So, the data is collected using Hemisphere Atlas in Kampung Pasir does not need
any post-processing because the coordinate given is already in real-time Cassini–
Soldner Johor state data. Besides, the data collected using Topcon GR-5 by
applying the network-based RTK (MyRTKnet) technique also does not need
post-processing because the coordinate given is already corrected by double dif-
ferencing approach and the data used is GDM2000. The data collected using the

Fig. 9 Waypoint interface
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fast-static technique for all boundary stones have undergone post-processing mode
using Waypoint. The processing technique used is PPP and the data used is
ITRF2000. The elevation mask used is 10° and the processing interval is 1 s. Other
processing parameters and strategies are the same as in Table 3. Another data
needed for the mapping verification is coordinate from the certified plan (PA
40225). The coordinate is in Cassini–Soldner Geocentric Johor state, which consists
of Northing and Easting.

3 Results and Discussion

3.1 Data Verification for Positioning

During this phase, the real-time coordinate from RT-PPP using Hemisphere Atlas is
compared with several post-processing approaches to analyse the performance of
RT-PPP on the positioning. The coordinate status for RT-PPP is in fixed status for
all the positioning. The post-processing coordinate by using AUSPOS is considered
as “ground truth value” or data in order to do the comparison because AUSPOS
processing strategy is based on double differencing, also normally known as relative
positioning. The strategy of this processing is by determining the baseline vectors
between two receivers or more but the main condition is the receivers must be
observed simultaneously. The accuracy of the double difference technique depends

Table 3 Parameters and strategies used for Waypoint processing

Processing parameters Processing strategy

Input data Daily

Process data type Automatic

Elevation cut off angle 10°

Sampling rate 1 s

Orbits IGS final orbits (SP3)

Clocks IGS final clocks

Reference frame ITRF2000, ITRF2008, ITRF2014

Ionosphere Ionospheric free (IF) linear combination (L3)

Troposphere A priori Saastamoinen model

Tropospheric settings Spectral density (medium)

L1 lock time cutoff 4 s

Time range (GMT) Process entire time range

Velocity estimation Doppler

Measurement standard deviations Code: 7 m
Carrier phase: 0.020 m
Doppler: 1 m/s

Measurement usage Enable GLONASS processing
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on the satellite ephemeris accuracy and the baseline length between the base station
and rover [19]. Furthermore, AUSPOS is using scientific software, “Bernese 5.2” as
the processing engine which can give a high accurate positioning by applying the
double differencing approach.

RT-PPP versus AUSPOS. As for the quality control in AUSPOS, there are two
outputs that need to be taken into account. The first one is the list and the amount of
IGS stations used and the second one is the percentage of the resolved ambiguity.
The list and the amount of the IGS stations needed for each day processing are
different with one another. Table 4 shows the list of IGS stations used as a reference
during the processing for each day. From Table 4, the number of IGS reference
stations used for first-day processing is 11 stations, while second- and third-day
processing used 14 stations. Table 5 shows the ambiguity resolution percentage
results for 3 days. The ambiguity resolution has shown good results as its average is
higher than 70%.

The average positioning after post-processing using AUSPOS is shown in
Table 6 and the accuracy statistics is given in Fig. 10. The result shows that the
precision of both components (horizontal and vertical) is only in millimetre level
between the 3 days. The standard deviations of the coordinate (latitude, longitude,
and ellipsoidal height) between 3 different days are almost the same which is
consistent during that period.

Table 7 shows the positioning of RT-PPP using Hemisphere Atlas for 15 epochs
in UTM helipad. The average value is taken in order to do the comparison. The
coordinate is in real time and the data used is ITRF2008. The time taken to get the
fixed solution is around 10 min. The surrounding of the helipad is an open area,
which is free from obstacles that can cause multipath.

The positioning differences between RT-PPP and double difference solutions
using AUSPOS are shown in Table 8. The result indicates that accurate positioning
has been obtained in real-time using PPP method which is in centimetre level. The
differences between the horizontal components are around 11 cm, which is around
7 cm for latitude and around 11 cm for longitude while for vertical is around
17.5 cm.

RT-PPP versus Waypoint. The position from the RT-PPP is also compared
with the result from the Waypoint software by using PPP approach. The software
used final orbit and clock information to process the data. Different types of data
used in the processing but only result from ITRF2008 data can be compared with
the position from the RT-PPP. The coordinate status for all the positioning after

Table 4 The list of IGS reference stations used for each day

Day 1 Day 2 Day 3

Reference
stations

BAKO, COCO,
DARW, FOMO,
HKNP, HYDE,
KARR, LHAZ, PIMO,
TCMS, XMIS

BAKO, COAL, COCO,
DARW, DSMG,
FOMO, HKNP, HYDE,
IISC, KARR, LHAZ,
PIMO, TCMS, XMIS

BAKO, COAL, COCO,
DARW, DSMG,
FOMO, HKNP, HYDE,
IISC, KARR, LHAZ,
PIMO, TCMS, XMIS
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Table 5 The percentage of the resolved ambiguity for 3 days

Days Ambiguity resolved Average (%)

Day 1 BAKO-XMIS
HKNP-TCMS
HKNP-LHAZ
BAKO-HKNP
KARR-XMIS
DARW-KARR
HKNP-PIMO
FOMO-HKNP
BAKO-BASE
HYDE-LHAZ
COCO-XMIS

66.6%
82.6%
40.0%
25.9%
83.4%
81.8%
76.0%
95.5%
74.1%
87.0%
82.6%

72.3

Day 2 BAKO-XMIS
HKNP-TCMS
HKNP-LHAZ
COCO-XMIS
COAL-HKNP
COAL-DSMG
BAKO-HKNP
KARR-XMIS
DARW-KARR
HKNP-PIMO
BAKO-BASE
DSMG-FOMO
HYDE-LHAZ
HYDE-IISC

60.0%
81.8%
30.0%
95.4%
86.4%
93.8%
19.2%
76.0%
68.0%
78.3%
64.0%
93.8%
72.7%
70.0%

70.7

Day 3 HKNP-HYDE
BAKO-XMIS
HKNP-TCMS
COCO-XMIS
COAL-HKNP
COAL-DSMG
BAKO-HKNP
KARR-XMIS
DARW-KARR
HKNP-PIMO
BAKO-BASE
DSMG-FOMO
HYDE-LHAZ
HYDE-IISC

35.3%
57.1%
85.0%
85.7%
86.4%
95.8%
8.0%
85.0%
85.7%
80.0%
62.9%
97.7%
74.1%
76.2%

72.5

Table 6 The average positioning of AUSPOS processing

AUSPOS (ITRF2008) Latitude Longitude Ellipsoidal height

Day 1 +1° 33′ 29.59682″ +103° 38′ 13.36600″ 42.007

Day 2 +1° 33′ 29.59685″ +103° 38′ 13.36608″ 41.993

Day 3 +1° 33′ 29.59703″ +103° 38′ 13.36603″ 42.007

Average +1° 33′ 29.59690″ +103° 38′ 13.36604″ 42.002
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processing is a float. The coordinate from ITRF2008 is shown in Table 9 and the
accuracy statistics for the position in illustrated in Figs. 11 and 12. The coordinate
values for the 3 data are different slightly with one another.
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Fig. 10 The accuracy statistics (standard deviation) of the positioning

Table 7 The positioning of RT-PPP using Hemisphere Atlas in ITRF2008 data

No. Latitude Longitude Ellipsoidal height

1 +1° 33′ 29.60,140,242″ +103° 38′ 13.36163264″ 41.7343

2 +1° 33′ 29.60115408″ +103° 38′ 13.36305742″ 41.7406

3 +1° 33′ 29.60089396″ +103° 38′ 13.36379924″ 41.7675

4 +1° 33′ 29.59812506″ +103° 38′ 13.36562326″ 41.8706

5 +1° 33′ 29.59709736″ +103° 38′ 13.36495736″ 41.9275

6 +1° 33′ 29.59807062″ +103° 38′ 13.36795912″ 41.9789

7 +1° 33′ 29.59753402″ +103° 38′ 13.37043870″ 41.9245

8 +1° 33′ 29.59722854″ +103° 38′ 13.36883296″ 41.9015

9 +1° 33′ 29.59776478″ +103° 38′ 13.36730746″ 41.8772

10 +1° 33′ 29.59691902″ +103° 38′ 13.36502672″ 41.8327

11 +1° 33′ 29.59660798″ +103° 38′ 13.36478150″ 41.8175

12 +1° 33′ 29.59636030″ +103° 38′ 13.36463854″ 41.7830

13 +1° 33′ 29.59651350″ +103° 38′ 13.36543972″ 41.8301

14 +1° 33′ 29.59652454″ +103° 38′ 13.36579574″ 41.8501

15 +1° 33′ 29.59670158″ +103° 38′ 13.36612532″ 41.8160

Average +1° 33′ 29.59927″ +103° 38′ 13.36569″ 41.8270

Table 8 The differences between RT-PPP and AUSPOS positioning

RT-PPP versus AUSPOS Latitude (m) Longitude (m) Ellipsoidal height (m)

Differences 0.0711 −0.0105 −0.1753
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Figures 11 and 12 show that the standard deviation and RMS error value for the
data is only in millimetre level. It indicates that the precision of the coordinate is
having only small differences.

As shown in Table 10, centimetre accurate positioning results have been
achieved. The key to achieving this level of accuracy is by using real-time precise
orbit and clock products in the RT-PPP. The differences between RT-PPP and
Waypoint post-processing in only in centimeter level for both horizontal and ver-
tical. The latitude difference is around 7 cm and for longitude is around 17 cm.

Table 9 The positioning in the ITRF2008 data

Post-process
(Waypoint-ITRF2008)

Latitude Longitude Ellipsoidal
height

Day 1 +1° 33′ 29.59712″ +103° 38′ 13.36570″ 42.239

Day 2 +1° 33′ 29.59670″ +103° 38′ 13.36670″ 42.235

Day 3 +1° 33′ 29.59685″ +103° 38′ 13.36636″ 42.247

Average +1° 33′ 29.59689″ +103° 38′ 13.36625″ 42.240
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Fig. 11 The accuracy statistics (standard deviation) of the coordinate in the ITRF2008 data
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Fig. 12 The accuracy statistics (RMSE) of the coordinate in the ITRF2008 data
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However, the ellipsoidal height for the two approaches is slightly higher than a
horizontal component which is 41 cm.

Table 11 shows the coordinate values using ITRF2000 and Table 12 shows the
coordinate values using ITRF2014. In order to do the comparison between different
reference frames, the average value is taken. Besides, the precision of the posi-
tioning for ITRF2000 and ITRF2014 are also in millimetre level.

The differences of the positioning between three different reference frames
which are ITRF2000, ITRF2008 and ITRF2014 using Waypoint is illustrated in
Table 13. The table indicates that the differences between the horizontal compo-
nents are only in centimetre level. The biggest differences that can be seen are in
latitude component for ITRF2000 which is around 42 cm compared with ITRF2008
and around 40 cm compared with ITRF2014. Besides, the differences for longitude
component are only in cm level and the biggest differences are in ITRF2014 which

Table 10 The positioning differences between RT-PPP and Waypoint

RT-PPP versus Waypoint Latitude (m) Longitude (m) Ellipsoidal height (m)

Differences 0.0714 −0.0168 −0.4133

Table 11 The positioning in the ITRF2000 data

Post-process
(Waypoint-ITRF2000)

Latitude Longitude Ellipsoidal
height

Day 1 +1° 33′ 29.59578″ +103° 38′ 13.36570″ 42.256

Day 2 +1° 33′ 29.59536″ +103° 38′ 13.36670″ 42.251

Day 3 +1° 33′ 29.59550″ +103° 38′ 13.36637″ 42.263

Average +1° 33′ 29.59550″ +103° 38′ 13.36626″ 42.257

Table 12 The positioning in the ITRF2014 data

Post-process
(Waypoint-ITRF2014)

Latitude Longitude Ellipsoidal
height

Day 1 +1° 33′ 29.59707″ +103° 38′ 13.36576″ 42.237

Day 2 +1° 33′ 29.59664″ +103° 38′ 13.36676″ 42.232

Day 3 +1° 33′ 29.59679″ +103° 38′ 13.36642″ 42.244

Average +1° 33′ 29.59683″ +103° 38′ 13.36631″ 42.238

Table 13 The differences of positioning between three different frames

Post-process (Waypoint) Latitude Longitude Ellipsoidal height

ITRF2000 +1° 33′ 29.59550″ +103° 38′ 13.36626″ 42.257

ITRF2008 +1° 33′ 29.59689″ +103° 38′ 13.36625″ 42.257

ITRF2014 +1° 33′ 29.59683″ +103° 38′ 13.36631″ 42.257
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is 2 cm compared with ITRF2000 and ITRF2008. As for ellipsoidal height, the
value remains constant for three reference frames which are 42.257 m.

AUSPOS versus Waypoint. The results from two post-processing mode are
also compared to see the differences. As mentioned earlier in positioning data and
processing section, AUSPOS is using double differencing approach, while
Waypoint is using the PPP method. So, the positioning from AUSPOS is more
accurate than the Waypoint result. The differences are shown in Table 14 which
indicates that latitude and longitude differences are only in millimetre level while
ellipsoidal height differences are around 23.8 cm. By processing the data with
accurate information about the satellite orbit and clock, high accuracy of posi-
tioning always can be achieved.

3.2 Data Verification for Mapping

This research is also to analyse the performance of RT-PPP using Hemisphere Atlas
on cadastral purpose. The mapping projection used for real-time data collection is
Cassini–Soldner Geocentric (Johor) which only consists of Northing and Easting.
The coordinate is compared with other results from different techniques to find the
differences. The real-time coordinate is collected for 5 boundary stones which are
boundary stones 3, 4, 5, 12 and 14. Some of the boundary stone is under the house
roof (boundary stone 12) or near to the fence or tree (boundary stones 3 and 4). So,
the coordinate is in autonomous or float status. The RT-PPP coordinate for
boundary stone 3 is in autonomous, boundary stones 4 and 12 are in float status and
boundary stones 5 and 12 are in fixed status.

RT-PPP versus Waypoint. The RT-PPP coordinates that are taken for each
boundary stone are shown in Table 15. The coordinate is only in 2D which consists
of Northing and Easting. Boundary stones are located in a different location so the

Table 14 The positioning differences between AUSPOS and Waypoint

AUSPOS versus Waypoint Latitude (m) Longitude (m) Ellipsoidal height (m)

Differences 0.0003 −0.0063 −0.2380

Table 15 The coordinate of the boundary stones using RT-PPP

Boundary stone Coordinate status Cassini–Soldner Geocentric (Johor)

Northing (m) Easting (m)

3 Autonomous −60,757.1983 15,434.3748

4 Float −60,778.5130 15,418.1127

5 Fixed −60,766.1231 15,453.3525

12 Float −60,728.5327 15,251.7930

14 Fixed −60,744.0074 15,222.7516
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real-time coordinate taken are in different status depends on the condition of the
location.

The GPS data is also collected in fast-static technique using Topcon GR-5. The
data is processed using Waypoint in ITRF2000 data. The ambiguity status for all
coordinates is float. The coordinate for each boundary stone is shown in Table 16.

The differences between the RT-PPP and Waypoint coordinate for all the
boundary stones are only in centimetre level and the result is illustrated in Table 17.
The smallest differences that can be achieved are around 3 cm for Northing on
boundary stone 5 and around 25 cm for Easting on boundary stone 14. The
coordinate status for both these boundary stones is fixed. The significant difference
that can be seen is for Easting coordinate on boundary stone 12 which is around
2 m. The difference is so big because the boundary stone is located under the house
roof. Moreover, the coordinate that collected is in float status. The table also shows
the value for RMS deviation is around 14 cm for Northing which is smaller
compared with Easting that shows around 45 cm. The RMS deviation is only in cm
level because the difference for Easting component for boundary stone 12 is
excluded for the RMS deviation calculation because of the float status and big
differences with RT-PPP coordinate.

RT-PPP versus Network-Based RTK (MyRTKnet). The RT-PPP is also
compared with the coordinate from network-based RTK (MyRTKnet), which uses
GDM2000 as data. The MyRTKnet coordinate for each boundary stones is taken
for 3 epochs so the coordinate given in Table 18 is the average value. The number
of epochs for each coordinate is the average from 30 readings. Only one boundary
stone gives a float status coordinate which is from boundary stone 12.

Table 16 The coordinate of boundary stones using Waypoint post-processing

Boundary stone Coordinate status Waypoint (ITRF2000)

Northing (m) Easting (m)

3 Float −60,757.470 15,434.650

4 Float −60,778.369 15,418.773

5 Float −60,766.095 15,454.015

12 Float −60,728.241 15,254.028

14 Float −60,744.100 15,223.002

Table 17 The coordinate
differences between RT-PPP
and Waypoint

Boundary
stone

RT-PPP versus
Waypoint (m)

RMSD (m)

Northing Easting Northing Easting

3 0.272 −0.275 0.144 0.450

4 −0.144 −0.660

5 −0.028 −0.662

12 −0.292 −2.235

14 0.093 −0.250
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The coordinate differences between the RT-PPP and network-based RTK
(MyRTKnet) technique for most of the boundary stones are only in centimetre level
and the differences are shown in Table 19. The most significant difference that can
be seen for Northing and Easting components are on boundary stone 12 which is
around 2 m for each of them. The difference is so big because the boundary stone is
located under house roof. Moreover, the coordinate that collected is in float status.
The smallest differences that can be achieved are around 7 cm for Northing on
boundary stone 14 and around 12 cm for Easting on boundary stone 3. The constant
differences for both Northing and Eating are for boundary stone 3 which are around
12 cm. Besides, the result also shows the RMS deviation for both Northing and
Easting is below 30 cm. The RMS deviation for Northing is 19 cm which is smaller
than Easting that shows around 30 cm. The differences for boundary stone 12 are
excluded during the RMS deviation computation due to float solution.

RT-PPP versus Cassini–Soldner Geocentric (Johor). The coordinate for 5 of
the boundary stones used are taken from certified plan (PA 40225). All the coor-
dinates for each boundary stones are in Cassini–Soldner Geocentric of Johor state
and the coordinate is shown in Table 20.

As can be seen, the differences between the RT-PPP and Cassini–Soldner
Geocentric coordinate for most of the boundary stones are only in centimetre level
and the differences are shown in Table 21. The big differences between both of
them are for boundary 12 which give 71 cm for Northing and 1.6 m for Easting.
The difference is so big because the coordinate collected is in float status. The
smallest differences that can be achieved are around 6 cm for Northing on boundary

Table 18 The average coordinate readings using network-based RTK (MyRTKnet)

Boundary stone Coordinate status MyRTKnet (GDM2000)

Northing (m) Easting (m)

3 Fixed −60,757.317 15,434.258

4 Fixed −60,778.217 15,418.508

5 Fixed −60,765.945 15,453.648

12 Float −60,726.348 15,254.409

14 Fixed −60,743.942 15,222.455

Table 19 The coordinate
differences between the
RT-PPP and network-based
RTK (MyRTKnet)

Boundary
stone

RT-PPP versus
MyRTKnet (m)

RMSD (m)

Northing Easting Northing Easting

3 0.118 0.117 0.186 0.294

4 −0.296 −0.395

5 −0.178 −0.295

12 −2.184 −2.616

14 −0.066 0.296
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stone 3 and 14 and around 20 cm for Easting on boundary stone 3 and 5. The table
also indicates that the RMS deviation for Northing is around 20 cm and for Easting
is 24 cm. The differences on boundary stone 12 for Northing component is around
71 cm and for Easting component is around 1.6 m so the RMS deviation is cal-
culated by excluding the differences.

4 Conclusion

The performance of Real-Time Precise Point Positioning (RT-PPP) has been
assessed by using Hemisphere Atlas under different dynamic environments. The
results describe that Hemisphere Atlas can achieve centimetre accuracy for posi-
tioning by using precise orbit and clock information, which is an alternative way to
traditional double differencing positioning. Apart from that, the results also indicate
that the Hemisphere Atlas also can be used for mapping purpose because the
coordinate accuracy is at centimetre level only. But the accuracy of the coordinate
using RT-PPP for both positioning and mapping are influenced by the condition of
the surrounding environment.

The results and analysis shown in this research prove the capacity of RT-PPP
using Hemisphere Atlas for both positioning and mapping purpose. The main
benefit of the RT-PPP approach is there are no differential approaches applied, so
the need of local base stations are not required and this method can be used

Table 20 The coordinate of
each boundary stones from
PA 40225

Boundary stone Cassini–Soldner Geocentric
(Johor)

Northing (m) Easting (m)

3 −60,757.255 15,434.181

4 −60,778.149 15,418.435

5 −60,765.888 15,453.547

12 −60,727.827 15,253.414

14 −60,743.953 15,222.431

Table 21 The coordinate
differences between RT-PPP
and Cassini–Soldner
Geocentric (Johor)

Boundary
stone

RT-PPP versus
Cassini–Soldner
Geocentric Johor
(m)

RMSD (m)

Northing Easting Northing Easting

3 0.057 0.194 0.197 0.238

4 −0.364 −0.322

5 −0.235 −0.194

12 −0.706 −1.621

14 −0.054 0.321
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anywhere on earth such as in urban or rural areas which have sparse GPS network
[20]. Besides, this method will give greater operational flexibility in the future
because it can reduce the cost of equipment and labours for maintaining the GPS
base stations.
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Identification of Debris Flow Initiation
Zones Using Topographic Model
and Airborne Laser Scanning Data

Usman Salihu Lay and Biswajeet Pradhan

Abstract Empirical multivariate predictive models represent an important tool to
estimate debris flow initiation areas. Most of the approaches used in modelling
debris flows propagation and deposit phases required identifying release (starting
point) area or source area. Initiation areas offer a good overview to point out where
field investigation should be conducted to establish a detailed hazard map. These
zones, usually, are arbitrarily chosen which affect the model outputs; hence, there is
a need to have accurate and automated means of identifying the release area. In
addition to this, the resolution of the terrain dataset also affects the results of the
detection of source areas. In this study, airborne laser scanning (ALS) data was used
because of its robustness in providing detailed terrain attributes at high resolution.
Primary and secondary conditioning parameters were derived from digital elevation
model (DEM) as input into the modelling process. Three models were executed at
different spatial resolution scales: 5, 10 and 15 m, respectively. MARSpline mul-
tivariate data mining predictive approach was implemented using morphometric
indices and topographical derived parameter as independent variables. A statistics
validation was calculated to estimate the optimal pixel size, 1200 randomly sample
data were generated from existing inventory data. Debris flows and no-debris flows
were categorized, and the transform to continuous integer (1 and 0), respectively.
To achieve this, the data set was divided into two, 70% (840) for the training dataset
and 30% (360) for validation. The best model was selected based on the model
performance using the generalized cross validation (GCV) and the receiver oper-
ating characteristic (ROC) curve/area under curve (AUC) values. Conditioning
parameters were numerically optimized to identify the arbitrarily maximum model
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basis function for eleven variables, using MARSplines analysis (algorithm). The
three most influencing topographic parameters identified are topographic roughness
index (TRI), slope angle, and specific catchment area (SCA) with the percentage
values of participation in the model of 100, 93, and 86%, respectively. The chosen
function appeared to describe the analysed correlation sufficiently well.
Consequently, three stages of optimization were made to determine the optimized
source areas is possible with 10 m pixel size, 200 maximum basis functions and 3
maximum interactions, resulting into 82% ROC train and 80% test, GCV 0.189 and
85% correlation coefficient. The result will be of great contribution to the
advancement of a broad understanding of the dynamics of debris flows hazard and
mitigations at regional level which; that is resourceful for comprehensive slope
management for safe urban planning decision-making process and debris flow
disaster management.

Keywords LiDAR � Debris flow � GIS � Remote sensing � Malaysia

1 Introduction

Debris flows are dangerous natural hazard in countries with mountainous terrain.
Different definition of debris flows exists in the literature; the prominent criteria
associated with debris flow definition were fluids and solid sediments. Spencer et al.
[34] defined debris flows as flows of sediments and water that verve down to a
valley floor along traditional water paths or along slopes through new routes. This
type of event develops following the sudden influx of large amounts of water on
loose soils, particularly frequent in high-mountain regions. Also, Iverson [20]
mentioned that debris flows occur when masses of poorly sorted sediment, agitated
and saturated with water, surge down slopes in response to gravitational attraction.
Further, they pointed that both solid and fluid forces extremely influence the
motion, distinguishing debris flows from related phenomena such as rock ava-
lanches and sediment-laden water floods. In comparison, solid grain forces domi-
nate the physics of avalanches, and fluid forces dominate the physics of floods, solid
and fluid forces must act in concert to produce a debris flow. Interaction of solid and
fluid forces not only distinguishes debris flows physically but also gives them
unique destructive power.

Other criteria for defining debris flows emphasize sediment concentrations, grain
size distributions, flow front speeds, shear strengths and shear rates [2], but the
requisite of interaction between solid and fluid forces makes a broader, more
mechanistic distinction. By this rationale, many events identified as debris slides,
debris torrents, debris floods, mudflows, mudslides, mud spates, hyper concentrated
flows and lahars may be regarded as debris flows [22]. The diverse nomenclature
reflects the varied origins, compositions, and appearances of debris flows, from
calmly streaming, sand-rich slurries to tumultuous surges of boulders and mud.
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Like avalanches of solids, debris flows can occur with little warning as a con-
sequence of slope failure in continental and seafloor environments, and they can
exert great impulsive loads on objects they encounter. Like water floods, debris
flows are fluid enough to travel long distances in channels with modest slopes and
to inundate vast areas. Large debris flows can exceed 109 m3 in volume and release
more than 1016 J of potential energy, but even commonplace flows of *103 m3 can
denude vegetation, clog drainage ways, damage structures and endanger humans
[32]. An avalanche path which holds to debris flows consists of three different
zones: the start zone, the track and the end zone. At the end usually the debris flow
deposits are poorly selected and are recognized on the ground because they make
up typical banks and lobes.

The unpredictable timing and magnitude of debris flows hamper some investi-
gations, often raised significance mitigating threat to man and his infrastructures.
A number of tragic events related to this occurred resulting in loss of lives and
properties. For example, it was estimated that 200,000 people died in 1920 from an
earthquake-induced loess flow in Kansu Province China [15]. Also, 4000 people
died after an earthquake-induced debris avalanche occurred at north peak of
Nevados Huascaran, in Peru in 1962 [15].

Usually, different mechanisms triggers debris flows but the prominent in tropical
Malaysia is the transformation of landslide to strip fast fluid sediments trigger by
torrential rainfall. Debris flow is an important form landslide along the Cameroun
Highland, often being the major source of havocs and debris transports into rivers.
In Malaysia, debris flows induced disasters have the potential of causing
far-reaching devastating catastrophes; landslides occur 2006–2009, and 2015 in
places like Penang island, Cameron Highland, Peninsular and Karak [26]. In
Malaysia scenario, debris flow incidents are only investigated and reported when
human lives and/or infrastructures are impacted. Based on the newspaper reports
and literature survey, there was at least 15 cases of killer debris flow tragedies from
1994 to 2012 and at least 137 people were killed. Currently, research on debris
flows in Malaysia is still very limited to post-disaster investigation within the scene
of the event. The catastrophes eventually cause heavy economic loses and human
casualties.

Considering the scale of these events (debris flows), they are basically unpre-
ventable. The most reliable way to harness these menace is to re-examine the
morphology, and the complex environmental effects of the hazard. Application of
modern monitoring and modelling technology, such as remote sensing and geo-
graphic information system (GIS), will reduce the number of waste of lives and
property. Elsewhere justice has been done in this field specifically on debris flow, to
date, no research has been performed on this specific study in Malaysia.

Various systems constitute the process and development of debris flow initiation,
travel either through steep open slope or channelized type and possibly define their
routes. Basically, the situation that warrants the occurrence of acute debris flow lied
on certain parameters which include slope angle, water and presence of sediment
[36]. The intricacy of debris flow field investigation is considered tedious and
labourious [11, 37] due to the topographic setting of the area, these hinder
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reconnaissance survey. Globally, research on this aspect of mass movement has
been increased in the past decades, hence little have been reported on this topic
especially in the tropical Malaysia despite the increase in research in
environment-related hazards; yet there is vacuum open for further research. Debris
flow initiation (source area) model is an essential aspect and filament for debris
flows modelling (susceptibility, run out). Rickenmann [31], stated that the auto-
mated depiction of debris flow is governed by the two-phase mixtures and physical
configuration. Similarly, Yu (2011) identified high rainfall intensity and the exis-
tence of sufficiently moveable materials as vital conditions that initiate debris flow.

Prediction of debris flow source area and susceptibility mapping shows a tri-
umph in mitigating shallow landslide (debris flows). A number of models and
approaches such as empirical, dynamics, heuristic, data mining and statistical have
been reported realistically in different parts of the world [12, 16, 18, 19, 21, 25, 27,
29]; in mandate to expand our understanding on the progressions and phases of
debris flow. Nowadays, data mining approaches and multivariate statistical tech-
niques (Random Forest-RF, Classification and Regression Tree-CART, Support
Vector Machine-SVM; Regression-SVR, Artificial Neural Network- ANN,
Multivariate Adaptive Regression Splines-MARSplines, Logistic Multiple
Regression-LMR, etc.) proved to have positive results in mass movement related
predictions occurrence [5, 6, 8, 10, 17, 23, 25, 26, 35]. Among these, no model is
superior over another in reality, but single or combination of two can be considered
for certain mission; probably could be due to its/or their prospective ability to
account for different control management practices and requires less data than other
models. Huge amount of data is needed to implement multivariate techniques, this
reveals as a short-fall link with the model; meanwhile data mining is established on
the learning patterns in analysing bulky datasets. Lack of high spatial resolution
terrain data is mostly limited to topography [9]. The major controlling features for
debris flow modelling are detailed topography and channel constituent [27].
Topography influences the initiation and advancement of debris flow because it
controls the entrainment strength of the flow. The catchment areas are determined
by topography changes, while slope gradient controls flow velocity [9].

The accessibility of terrain data with high spatial resolution is not readily
available in ample amount. Precise, open source spatial data especially DEM can be
obtained in a coarse pixel size from different remotely sensed platforms. In recent
past, advancement in the industry and the advent of laser scanning (LiDAR) tools
endorsed accurately the simulations of debris flows and other mass movement
related hazard better than ever.

Laser scanning data has been popurarily used for detecting the debris flow in
tropical terrain; through a computerized LiDAR DEM-derived parameters a
dynamic surface morphology can be estimated and debris flows initiation (source
area) possibly be spotted. Numerous studies have demonstrated the application of
LiDAR DEM data for simulating debris flow by matching multiple datasets and
resolutions acquired over time [4].
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Numerous researchers considered the notion of topographic threshold modelling
different forms of landslides [21] and environmental hazards [30], most of their
finding are tangential from the reality, note mention, the threshold is dynamic and
its intensity depends on the nature of the surface and other factors. Local slope
stability controls different terrain hazards at diverse scale level.

This paper is developed based on the postulation that high-resolution DEM data
and accurately derived topographic variables are capable to replicate the impact of
scale factors, and thus used to predict the optimal debris flow initiation locations.
This research aims at detecting the debris flow source areas; this is achieved
through these specific objectives: to assess the likelihood of creating spatial mul-
tivariate model for predicting the incident of debris flows in tropical Malaysia using
only ALS-Lidar DEM to derive topographic variables and identify important
variables for debris flow modelling for the tropical zone. It is believed that in
different locations, debris flow is absolutely control by slope gradient; hence, we
defined a threshold in slope angle between 15 and 35° which was used as a bench
mark to all input variables and was selected based on this cardinal edge.
Multivariate Adaptive Regression Spline (MARSpline) Friedman [13] approach
was chosen for the modelling because we are interested in the traditional regression
equation; this is a nonparametric method, known to have produced profound and
noble results in modelling intricate phenomenon. Compared to other data mining
approaches, MARS has proven to have limited runs time with simple output. In
order to select the best model, we optimized the attributes of the selected algorithm.

2 Methodology and Study Area

2.1 Study Area

Cameroun Highland is one of the districts of Pahang state, Malaysia was considered
in this research work (Fig. 1a). The study area is selected, because frequent
occurrences landslides and is situated; to the north it borders with Kelantan, to the
west partly border with Perak and located at the north-western angle of Pahang
state. In contrast to other district in Malaysia, the Cameron Highlands has a dis-
tinctive serene that accommodate diverse species of flora and fauna with extensive
ecosystem. The area is positioned between latitudes 04° 22′ 52″N to 04° 24′ 45″N
and longitudes 101° 22′ 30″E to 101° 23′ 30″E (Fig. 1); it occupies a total area of
712 km2. One of the unique physiognomies of the study area is mountain ranges
oriented/extending from–(east). A slope angle ranges from 0 to 56° and altitude
from 1071 to 1676 m.a.s.l. (Fig. 1b).

The geology of the area is dominantly granites, but patches of meta-sediments
also exist. Like other tropical climate regions, Cameroun Highlands witnesses two
articulated seasons wet and dry seasons annually, September to December and
February to May [26]. The rainy season in the area has double peak periods, high in
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March to May and November to December. This hilly area is recorded with a mean
annual rainfall ranging from 2500 to 300 mm and annual temperature around 18°,
day and night temperatures are 25° and 9° respectively. For details, see Pradhan
et al. [29]. At the peak rainy season due to excessive down pour, many rivers tend
to spill off their channels, possibly causing flood, slope instability, erosion and
different forms of landslides (debris flows). Conventional approach or field detec-
tion of debris flows initiation/source area, in a rugged terrain like Cameron
Highlands, is very difficult, sometimes impossible. Combining topographic

Fig. 1 a The study area. b DEM Shaded Relief data (5 cm pixel size)
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parameters from LiDAR DEM with geospatial science is adopted to accurately
predict the source area in Cameroun Highlands.

2.2 Methodology

2.2.1 Data Type

The LiDAR data yielded high-resolution Laser scanning DEM data (5 cm) spatial
resolution (Fig. 1b). The Airborne Laser Scanning (ALS) was acquired on 23
March, 2015, four return signals were noted by the sensor; the raw data is stored in
LAS file format (version 1.1). A filter selection was employed to select the ground
return (last return) from a number of levels of pulses return (non-ground) classes.
The selected return point cloud density class (ground return) is up to 4 points per
m2, point density was interpolated using kriging approach with nearest neighbour
function, the Malaysia Peninsula spatial reference system (GDM200
Peninsula_RSO) was adapted. The scale control menace was modelled based on
neighbourhood size and grid resolution. The strength of LiDAR data is its ability to
pierce through mountainous, dense forest canopy areas, like Cameron Highlands.
Compare to other remotely sensed platform with DEM-derived products has a great
persistence uncertainty [5, 6]; Laser scanning data provides high-resolution infor-
mation. In a debris flow circumstance, the representation of terrain features such as
the plain Earth surface is achieved in a metre scaled airborne LiDAR. To select
suitable resolutions for the model, we 5 cm � 5 cm pixel size resampled the
LiDAR DEM into multi-scales (5, 10 and 15 m) pixel sizes. From the LiDAR data,
we used the local slope angles threshold (range 15–35°) as driven factor to deduce
the model conditioning parameters. These DEMs were used to generate the primary
and secondary debris flow conditioning parameters or model predictors variables.

A systematic combination of few variables is pertinent for initiating debris flow.
Literature diverges with regards to the minimal contributing area for debris flows
initiation. The slope angle that favours debris flows initiations varies for different
areas: >15° as the lower starting edge [16], � 20°–25° he mentioned that >34–37°
there is decrease in debris flows because of the presence of resistance rocks, � 25–
40° noted that at slope angle � 40° no debris flows; in Malaysia [27] used slope
angle of >15°. Though, observed a direct relationship between amounts of debris
flows with the slope gradient. We considered slope angle threshold � 1° slope
� 35° being the minimum and values for the initiation, slope angle in this study
formed the major cardinal parameter terrain stability. The plan curvature was used
to identify the concave curvatures as possible source areas based on the assumption
that debris flows tend to occur in gullies where the curvature is concave. There is no
established threshold value for curvature in the literature.
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2.2.2 Data Preparation

The step-by-step process used to achieve the research objectives is summarized in
(Fig. 2). The landslide inventory map was used for various purposes: 1) preparing
training and testing data; 2) DEM generation; 3) deriving primary and secondary
geomorphic variables; and 4) landslide verification on the field with the aid of aerial
orthophotos (Fig. 1a) were all obtained from Department of Mineral and
Geosciences, Malaysia; was used in this research. Generating accurate and reliable
debris flow source detection often depends on the scale and detailing. Therefore, the
LiDAR data was processed to generate 5, 10 and 15 m DEM resolutions that reflect
the multi-scaled dataset to produce the conditioning variables [28]. Different pixel
sizes were used purposely to ascertain the best suitable size for the model process.
Ultimate influence of pixel size on the accuracy modelling results has been reported
in the literature. This pixel size used in this research is followed from the literature
[14, 27, 29].

Detail facts on terrain properties are one of the vital prerequisites for different
environmental engineering modelling [10]. The bounds for the variables were
achieved from the threshold of slope (� 15 slope � 35). Twelve types of topo-
graphic variables were generated from the multi-scale DEM layers using an open
source Whitebox Geospatial Analysis tools version 3.4 software environments
www.uoguelph.ca/hydrogeo/whitebox/. Consequent analyses were implemented in
Salford Predictive Modeler software suite www.salford-system.com and ArcGIS
10.4 software www.esri.com for advance analyses and presentation of results.
DEM-derived continuous variable, comprised of not restricted to slope angle, slope
aspect, elevation, curvatures known as primary conditioning variables and sec-
ondary variables includes topographic wetness index (TWI), relative stream power
index (RSPI), stream transportation index (STI), flow accumulations/specific
catchment area (SCA)/upper course discharge, etc. (Fig. 3a–k), which are revealed
to be active hazard predictors at different spatial scales [16, 25–29]. Equations
adopted for generating these continuous topographic conditioning variables were
demonstrated in Table 1.

In all the predictors or independent continuous variables, some have higher scale
values, while others contained very low, float, and negative values. Higher values
tend to control the model outcomes, to resolve this problem, data standardization
becomes imperative, to support in the statistical strength. The derived topographic
conditioning parameters were reclassified into ten classes using natural break, in
order to have a standard scale for the model process (Fig. 4).

Furthermore, the multi-scales conditioning parameters were combined for dif-
ferent pixel sizes into a composite images using ArcMap software environment for
training point. The training points were extracted from the composite image using
multiple point extraction tool in ArcMap; corresponding points for each condi-
tioning parameter are extracted and stored in attribute table and ready for further
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processes, though, they are the considered to be the independent variables or pre-
dictors. The terrain was trained into a binary set ‘debris flows’ and ‘no-debris flows’
represented as 1 and 0 respectively; about 1200 points were generated, 600 for each
variable and this class is considered as the dependent variable for the modelling.
Figure 3: the conditioning parameters (a) Elevation, (b) Slope angle, (c) Plan
curvature, (d) Profile curvature, (e) Specific catchment area, (f) Slope aspect,
(g) Topographic position Index (TPI), (h) Total curvature, (i) Stream transportation
index (STI), (j) Relative stream power index (RSPI), (k) Topographic wetness index
(TWI) are demonstrated below.

2.2.3 Data Training

Occurrence of landslides/mass movement makes a significant constrain to devel-
opment in Malaysia, notably through the inadvertent reactivation of the ancient
landslides. It is obvious that there is no existing debris flow inventory data for the
highly prone vulnerable areas in Malaysia. The landslide inventory map was also
checked with the preceding work of [26]. We utilized this data to train and validate
the performances of our models; about 306 landslide points were provided on an
inventory map.

Fig. 2 The work flow chart
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Fig. 3 a Elevation. b Slope angle. c Plan Curvature. d Profile curvature. e Specific catchment
area. f Slope aspect. g Topographic position index (TPI). h Total curvature. i Stream transportation
Index (STI). j Relative stream power index (RSPI). k Topographic wetness index (TWI)
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Fig. 3 (continued)
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Fig. 3 (continued)
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Fig. 3 (continued)
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Fig. 3 (continued)
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Table 1 Models input continuous variables

Parameters Equations Description

Topographic wetness
index (TWI)

TWI ¼ ln Actanb
Purinton and
Bookhage (2017)

RSP RSP = Acq � tanb [24]

Stream transport index
(STI)

STI ¼ Mþ 1ð Þ � Ac
22:12

h im
� sin b

0:0896

h in [3]

Topographic position
index (TPI)

DEVD ¼ Zo�ZD
SD

[24]

Fig. 3 (continued)

Fig. 4 Importance variable
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2.2.4 Parameter Optimization

One of the important problems associated with the conditioning factors in a mass
movement related hazard modelling is the optimization of the conditions simula-
tions. In this paper, we computationally optimized some attributes of the selected
data mining algorithms MARS [scales, maximum basis functions (MBF) and
maximum values of interactions (MI)]. Previous work [14] has reported different
methods for parameters optimization system selection. The method developed here
is simpler and can be applied in the case of large number factors. A total of 50–200
MBF values with mi values of 1–3 were tested on multi-scale variables. The
optimum parameter was selected based on lower GCV estimate and error rate.

Thirty-three experiments were executed on different pixel sizes, maximum basic
functions and variable’s maximum interaction; all participated optimally. The best
combination is nominated, established on the outcomes of ROCs and GCVs in the
experiments (Table 2). MARS algorithm is capable of identifying important vari-
able(s) from input predictor continuous variables.

2.3 Identify Importance Variables for Debris Flow
Modelling for the Tropical Zone

The major challenge confronting quantitative analyses in natural hazards modelling
is the choice of conditioning factors [7]; but other models like physical based are
governed by topographic attributes, and the object characteristics. To achieve
accurate numerical model, it is necessary to use a perfect DEM data. It has been
proved that coarse resolution DEM may omit significance topographic features
whereas excessive fined resolutions DEMs may result to wide range of running time
and possible inappropriate modelling output [1, 7]. The DEM with optimum pixel
size is selected for further model process.

2.3.1 Multivariate Adaptive Regression Splines (MARS) Modelling
Approach

This model was promoted by Friedman [13] to resolve classification and regression
challenges; the focal of his determination was to predict continuous dependent
variable from a set of independent continuous variables.

This is an automated regression modelling of data mining approach, elastic in
nature, binary perfectly model and handle continuous dependent variables. MARS
is a nonparametric without any assumption. The approach outshines at identifying
optimal variable alterations and prospective interaction in all regression-related
modelling result; it unveiled significant data forms and difficult interactions that are
intolerable exposed by other approaches. Collection of model’s continuous
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variables and basis function are combined to produce the predictions given the
inputs. Integration of inputs, continuous variables and basis functions yielded
response prediction. BF provides analytical machinery to express Knot using
intense search and effective degree of freedom (df) is a measure applied to justify
for this quest [13]:

Table 2 Generalized cross validation (GCV) and Area under curve (AUC) values for generated
multi-scale resolutions

S/
no

Pixel
size

Max.
BF

Max.
INTEG

ROC test ROC train GCY MSE

1. 5 200 1 0.7174 0.7749702 0.2341 0.1919

2. 2 0.7564 0.7552624 0.2190 0.2032

3. 3 0.7348064 0.7323420 0.219 0.210

4. 100 1 0.732 0.7825470 0.2250 0.1900

5.* 2 0.7648963 0.7642636 0.21777 0.19999
6. 3 0.7204386 0.7310829 0.22060 0.20928

7. 1 0.7174495 0.7749702 0.234 0.19193

8. 300 2 0.7555324 0.7583317 0.21757 0.19997

9. 3 0.6524970 0.7322456 0.22193 0.20949

10. 50 1 0.7175320 0.7687986 0.22049 0.19460

11.* 2 0.7334853 0.7702727 0.21337 0.19513
12 3 0.7391994 0.7512288 0.21288 0.20216

13 10 300 1 0.7915015 0.8097793 0.20163 0.17855

14 2 0.7767043 0.7889721 0.19354 0.18576

15 3 0.7971165 0.8079112 0.18941 0.17776

16 200 1 0.7915015 0.8097793 0.19549 0.17855

17 2 0.8037554 0.7832248 0.19755 0.18984

18* 3 0.8026985 0.8171384 0.18931 0.17301
19 100 1 0.7785870 0.8008662 0.19294 0.18019

20 2 0.7484972 0.8027618 0.19432 0.18093

21 3 0.7858370 0.7569155 0.20814 0.20234

22 15 100 1 0.6714787 0.6849927 0.23787 0.22148

23 2 0.6971763 0.6714787 0.23926 0.21948

24* 3 0.6779783 0.7184917 0.23219 0.21038
25 200 1 0.6614369 0.6609249 0.23514 0.22727

26 2 0.6718129 0.6578139 0.23751 0.22790

27 3 0.5991312 0.6004857 0.24125 0.23542

28 300 1 0.6614369 0.6609249 0.23768 0.22727

29 2 0.6532331 0.6252022 0.242112 0.23674

30 3 0.6450627 0.6754549 0.24323 0.22519

31 50 1 0.6916124 0.6820727 0.23459 0.22350

32 2 0.6482206 0.6504661 0.23715 0.23176

33 3 0.6791145 0.6844873 0.23296 0.22286

The bold values show the significant values
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Max 0; x� cð Þ
Max 0; c� xð Þ : ð1Þ

This is a continuous transformation of actual value X into X*; value C defines
the Knot placement for any data value (range from 0 to 100). The attributes
resistance to multicollinearity is because each uses BF results to a different number
of 0 s in a transformed variable. Multiple linear equations are built around the BF;
this gives an idea on how the variable interacts. BFs should not exceed 200, the
process stops once a user defines or specifies that the upper limit is reach. Linear
dependency is handled automatically by discarding redundant BFs (Salford 2016).

Hastie et al. (2001) summarize the MARS model equation as:

y ¼ f xð Þ ¼ b0 þ
XM
m�1

bmhm Xð Þ: ð2Þ

where

y function of the predictors variables (X) and their interactions;
b0 intercept parameter;
bm weighted intercept parameter;
M terms of summation in the model;
hm Xð Þ m of number basic functions.

h is a function defined as:

hkm Xv k;mð Þ
� � ¼

Yk
k�1

hkm ð3Þ

where v(k, m) = the predictor in the kth of mth product; in order of interactions:
when k = 1 is addictive model while k = 2 is pairwise interactive.

The BF is defined by the researcher; it was stated that the maximum interactive
value should not exceed 3; except in rare cases. In this research paper, we explored
the range (1–3) in search of the ideal interaction criterion. Also, maximum basis
functions were calibrated ranging from 50 to 300 (Table 2) to identify the optimum
value that is suitable for the models, capable of maximizing the model accuracy,
and minimizes the GCV errors.

Generalized Cross Validation (GCV)

GCV trade-off goodness-of-fit against model complexity (overfitting). To choose
the best subset, backward pass uses GCV to compare the performance of model
subsets.
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GCV ¼ RSS

N � ð1� Effective number of parameter=N
� �^2

Þ
ð4Þ

where

RSS Residual sum of squares, measure on training
data,

N Number of observation (number of row in X
matrix)

Effective number of parameter number of MARS terms and penalty *(number of
MARS term—1)/2.

In any form of the basis function selections, a pruned was used to filter signal–
noise basis functions, in which measure of goodness-of-fit was calculated (square
and GCV errors).

GCV error is a measure of degree of model fitness both residual errors and
model complexity. We admitted GCV error values in selecting the optimal model in
debris flows source area prediction, the smaller the GCV the better you model
(Table 2). Thus, GVC equation is given in STATISTICA (2016) tutorial as follows:

GCV ¼
PN
i�1

yi � f xið Þð Þ2

1� C
N

� �2 ð5Þ

where

C ¼ 1þ cd
N the number of cases in the dataset
d the effective degree of freedom (the same as the number of independent basis

functions)
C the penalty for adding basis functions

Existing landslides inventory data for the study area is utilized for source areas
training and validation, in the absence of debris flow historical records. As a form of
landslide, it has some peculiar characteristics of it occurrences/initiations (triggering
factors, rheology, one or two-phase flow etc.). In this research, we considered
landslide inventory data and the derived multi-scale conditioning variables
threshold; which were subsequently utilized as inputs data in running MARS model
and validations. Primarily, the concerts of the all models were evaluated using GCV
and ROC curve.

The predictive strength of the final results was subjected to the dataset validation
assessments using ROC curves. According to Gómez-Gutiérrez [14], the ROC
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curve is a graphical representation of ratio of positive issues appropriately predicted
(true-positive/sensitivity) to the proportion of positive issues erroneously predicted
(false-positive/1-specificity), on the potentially benchmark. In this paper, we
specified that the MARSplines attributes are (maximum basis functions 50–200;
interactions 1–3; df-3); increasing to higher BFs values will create more chance for
nonlinearity in the data. Selection of optimal model was based on modern and
legacy approaches; based on the test performance and based on GCV criterion. The
best model with lowest GCV and highest ROC was nominated for final analysis,
because the arbitrary choice threshold does not influence the AUC value they are
used as a pointer of the model performance. The scale is between 1 and 0; if
approaching 1 is a faultless model while towards 0.5 indicates fallacy in the model
[14]. Heuristic approach was adopted to select the best attributes combination,
which produced the best model, with lowest GCV, and highest AUC values. MARS
algorithm in the Salford Predictive Modeler software (www.Salfordsystem.com)
was employed to run the models. Successively, the final models were accomplished
in the ArcGIS software environment to generate the outputs source area map.

BF Regression model
In order to generate the final debris flow source statistically; the regression

(6) model was simulated in raster calculator with the basis functions (BF) generated
from the model, as a coefficient of the model known as knot or independent
variables; the output is shown in (Fig. 6).

Y = 0.458993 + 0.0566091 * BF13 + 0.0585988 * BF19 − 0.0194275 *
BF75 + 0.0099626 * BF85 + 0.182283 * BF87 − 0.0250806 * BF110-0.0928679
* BF130 + 0.0035632 * BF186. (6)

Y = Dependent variable, i.e. the debris flow source areas detection
BF = indicated cells basis functions.

3 Results and Discussions

Selecting an optimal resolution is important for successful application of remote
sensing. The leading contributing parameters used in the model were the shown in
Fig. 3, chosen from the initial 12. A better result was generated using MARS
model, tested the efficiency of the model using multi-scale resampled LiDAR data.
Figure 6 displays a satisfactory result, selected from the best combination on dif-
ferent experiments conducted (Table 3). The optimal pixel size that is suitable for
the developed modelled is 10 m spatial resolution; other identified optimum
parameters area MBF = 200, mi = 3 about 82% AUC, 0.189 (19%) GCV and
0.173 (17%) MSE (Table 2).
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3.1 Variable Importance

The variable importance was segregated and expressed in relative scale (0–100), the
utmost variables have a score value of 100; other variable were adjusted to reveal
their contributions compare to the highest scored variable (Fig. 4). In this paper,
nine conditioning parameters were clearly identified as importance variables in the
model development, the most contributed variable is topographic roughness index
(TRI) with a 100 score value, followed by slope gradient with 94 score values; the
least is the total curvature with 26 score values. While the remaining that is not
selected are believed to have low impacts or possibly returned arbitrary noise
behaviours (Salford tutorial 2013). Though, few variables have been proven in
debris flows detection [16] this proved the assertions of (Salford tutorial 2013), ‘that
three criteria in a critical combination are relevant for debris flows initiation’; they
recognize terrain slope, sediment available and water input (SCA). Amongst the
optimized variables, three major parameters used in FLOW-R software were
identified automatically and incorporated in the processes by MARS algorithm
(Fig. 2).

3.2 Optimal Model Performance and Spatial Resolution

The outcomes of the GCV, ROC/AUC and MSE values achieved for the 33 models
(Table 2) revealed that the GCV Values ranged from 0.189 to 0.243, the lowest and
highest were observed on 10 and 15 m DEM, respectively. The MARS attributes
value return best results with maximum basis function criteria 200 and worst with
300 values. The optimal AUC training result is 0.817 and agrees with the best GCV
values and pixel size (10 m). Meanwhile, the high spatial resolution (5 m) did not
turn out to produce the optimal model performance, with the GCV (0.213) and
lowest AUC (0.733 tests and 0.770 training) values. Quantitatively, the disparity in
low resolution performance is apparently greater than 10 m pixel size being (0.189)
GCV values and AUC (0.802 test and 0.817 training) values (Table 3). The 10 m
resolution yielded the best model results, this is similar to the model obtained by
Chen [13], Horton et al. [16] and Gómez-Gutiérrez [14]. The GCV values are
attested to be sensitive to pixel sizes, degree of interactions and basis functions
(Table 2).
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Gómez-Gutiérrez et al. [14] established the model’s vigour related to the training
dataset modifications. The best model was considered to prepare the model, and is
presented in Fig. 5.

The optimized model was simulated with the use of topographic conditioning
factors and the result is shown in Fig. 5. It is indicated that about 80% of the source
areas in detected and clustered at debris flows than in the contiguous terrain at the
southern region of the map, started from down south-western (bottom left) of the
map diagonally towards the north-eastward (top right) (Fig. 5) believed to have
linkages with landform type (gully) and stream network of the area. Sparse traces of
debris flow were detected in the Northern parts of the map; while in the north-west
region of the map no indication of the hazard was establish, due to the present of
man-made structures and low terrain elevation.

The general concert of the debris flows source area model based on the topo-
graphic LiDAR data was verified and proved excellent with 0.817 (82%) AUC
values; supported by the ROC curve (Fig. 6). It was observed that ROC curve
demonstrated a thoughtful inconsistency at the upper graph. The validation showed
that the source area map obtained is adequate to be integrated into susceptibility,
hazard and mitigation modelling.

4 Conclusion

In this research, variables were optimally transformed and automatically chosen.
The harmful effect by debris flow is common in mountainous area, particularly in
the Cameroun Highlands.

In this paper, the capability of LiDAR data is demonstrated in modelling debris
flows source areas, by using an empirical approach. Imperatively, to improve our

Table 3 Summary of models attributes optimizations

S/
No

Max
BFs

Pixel
size

Max.
Integration

ROC/
AUG teat

ROC/
AUG train

Learn
GCV

MSE

1. 50 5 2 0.7334853 0.7702727 0.21337 0.19513

2. 200 10 3 0.8026985 0.8171384 0.18931 0.17301
3. 100 15 3 0.6779783 0.7184917 0.23219 0.21038

The bold values show the significant values
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understanding of the behaviour of this menace in the area, detailed topographic data
are handled and optimized.

Series of statistical models were accomplished, in search of optimum parameters
or variable and processes combine to detect the debris flow source in a rugged area.
Out of the four situations, the 10 m spatial resolution proves to be the best instance
for a substantial and satisfactorily modelling of debris flow source areas. Both
stream transport index and slope gradient were found to be the most important
contributing factors, the attributes of the approach used has illustrated impact on the
accuracy of the model outcome. Hence, the use of evolutionary optimization will be
required to improve the attribute values and variables selection; in direction to attain
tentative data which may tip up the performance to a reliable event replication.

Fig. 5 Debris flow source areas

Identification of Debris Flow Initiation Zones … 937



References

1. Bühler, Y., Christen, M., Kowalski, J., Bartelt, P.: Sensitivity of Snow Avalanche Simulations
to Digital Elevation Model Quality and Resolution RID B-9859-2011. Ann. Glaciol. 52(58),
72–80 (2011)

2. Carrara, A., Cardinali, M., Detti, R., Guzzetti, F., Pasqui, V., Reichenbach, P.: GIS techniques
and statistical models in evaluating landslide hazard. Earth Surf. Proc. Land. 16(5), 427–445
(1991)

3. Chen, H.X., Zhang, S., Peng, M., Zhang, Limin: A physically-based multi-hazard risk
assessment platform for regional rainfall-induced slope failures and debris flows. Eng. Geol.
203, 15–29 (2016). https://doi.org/10.1016/j.enggeo.2015.12.009

Fig. 6 The model ROC
curve

938 U. S. Lay and B. Pradhan

http://dx.doi.org/10.1016/j.enggeo.2015.12.009


4. Chen, CY., Yu, F.C.: Morphometric analysis of debris flows and their source areas using GIS.
Geomorphology 129(3–4): 387–97. (2011). http://linkinghub.elsevier.com/retrieve/pii/
S0169555X1100122X

5. Chen, W., Pourghasemi, H.R., Naghibi, S.A.: Prioritization of landslide conditioning factors
and its spatial modeling in shangnan county, China using GIS-Based data mining algorithms.
Bulletin Eng. Geol. Environ. 1–19 (2017a)

6. Chen, W., Pourghasemi, H.R., Zhao, Z.: A GIS-based comparative study of dempster-shafer,
logistic regression and artificial neural network models for landslide susceptibility mapping.
Geocarto Int. 32(4): 367–85. (2017b). https://www.tandfonline.com/doi/full/10.1080/
10106049.2016.1140824

7. Christen, M. et al. Integral hazard management using a unified software environment
numerical simulation tool ‘RAMMS.’ Congress Interpraevent 77–86 (2012)

8. Conoscenti, C., et al.: Gully erosion susceptibility assessment by means of gis-based logistic
regression: a case of sicily (Italy). Geomorphol 204, 399–411 (2014). https://doi.org/10.1016/
j.geomorph.2013.08.021

9. Conoscenti, C., Angileri, S. E., Rotigliano, E., Schnabel, S.: Using topographical attributes to
evaluate gully erosion proneness (susceptibility) in two mediterranean basins : advantages and
limitations (2015)

10. Ehsani, Amir Houshang, Quiel, Friedrich: Geomorphometric feature analysis using morpho-
metric parameterization and artificial neural networks. Geomorphol 99(1–4), 1–12 (2008)

11. Elkadiri, R., Sultan, M., Youssef, A.M., Elbayoumi, T., Chase, R., Bulkhi, A.B., Al-Katheeri,
M.M.: A Remote Sensing-Based Approach for Debris-Flow Susceptibility Assessment Using
Artificial Neural Networks and Logistic Regression Modeling. IEEE J. Sel. Top. Appl. Earth
Obs. Remote Sens. 7(12), 4818–4835 (2014)

12. Fischer, L., Rubensdotter, L., Sletten, K., Stalsberg, K., Melchiorre, C., Horton, P.,
Jaboyedoff, M.: Debris flow modeling for susceptibility mapping at regional to national scale
in Norway. In Proceedings of the 11th International and 2nd North American Symposium on
Landslides, pp. 3–8, (2012)

13. Friedman, J. H.: Multivariate adaptive regression splines. Ann. Stat. 1–67 (1991)
14. Gómez-Gutiérrez, Á., Conoscenti, C., Angileri, S.E., Rotigliano, E., Schnabel, S.: Using

topographical attributes to evaluate gully erosion proneness (susceptibility) in two mediter-
ranean basins: advantages and limitations. Nat. Hazards 79(1), 291–314 (2015)

15. Hansen, J. E., Sue, D. Y., Wasserman, K.: Predicted values for clinical exercise testing 1–3.
Am. Review Respir. Dis. 129(2P2), S49–S55 (1984)

16. Horton, P., Jaboyedoff, M., Rudaz, B., Zimmermann, M.: Flow-R, a Model for Susceptibility
Mapping of Debris Flows and Other Gravitational Hazards at a Regional Scale. Nat. Hazards
Earth Syst. Sci. 13(4), 869–885 (2013)

17. Hughes, A.O., Prosser, I.P., Stevenson, J., Scott, A., Lu, H., Gallant, J., Moran, C.J.: Gully
erosion mapping for the national land and water resources audit. CSIRO Land Water Canberra
Tech. Rep. 26, 01–20 (2001)

18. Hungr, O., Morgan, G.C., Kellerhals, R.: Quantitative analysis of debris torrent hazards for
design of remedial measures. Can. Geotech. J. 21(4), 663–677 (1984)

19. Hussin, H.Y., Quan Luna, B., Van Westen, C.J., Christen, M., Malet, J.P., Van Asch, ThWJ:
Parameterization of a Numerical 2-D debris flow model with entrainment: a case study of the
faucon catchment, southern french alps. Nat. Hazards Earth Syst. Sci. 12(10), 3075–3090
(2012)

20. Iverson, R.M.: The physics of debris flows. Rev. Geophys. 35(3), 245–296 (1997)
21. Jaboyedoff, M., Oppikofer, T., Abellán, A., Derron, M.H., Loye, A., Metzger, R., Pedrazzini,

A.: Use of LiDAR in landslide investigations: a review. Nat. Hazards 61(1), 5–28 (2012)
22. Johnson A.M., Rodine J.R.: Debris flow. In: Brundsen, D., Prior, D.B. (eds.) Slope Instability,

257–361. (1984)
23. Kheir, R.B., Wilson, J., Deng, Y.: Use of terrain variables for mapping gully erosion

susceptibility in Lebanon. Earth Surf. Proc. Land. 32(12), 1770–1782 (2007)

Identification of Debris Flow Initiation Zones … 939

http://linkinghub.elsevier.com/retrieve/pii/S0169555X1100122X
http://linkinghub.elsevier.com/retrieve/pii/S0169555X1100122X
https://www.tandfonline.com/doi/full/10.1080/10106049.2016.1140824
https://www.tandfonline.com/doi/full/10.1080/10106049.2016.1140824
http://dx.doi.org/10.1016/j.geomorph.2013.08.021
http://dx.doi.org/10.1016/j.geomorph.2013.08.021


24. Lindsay, J.B., Cockburn, J.M.H., Russell, H.A.J.: An integral image approach to performing
multi-scale topographic position analysis. Geomorphology 245(15), 51–61 (2015)

25. Pradhan, B., Lee, S.: Regional landslide susceptibility analysis using back-propagation neural
network model at cameron highland, Malaysia. Landslides 7(1), 13–30 (2010)

26. Pradhan, B.: A comparative study on the predictive ability of the decision tree, support vector
machine and neuro-fuzzy models in landslide susceptibility mapping using GIS. Comput.
Geosci. 51, 350–365 (2013)

27. Pradhan, B., Bakar, S.B.A.: Debris flow source identification in tropical dense forest using
airborne laser scanning data and Flow-R model. In: Pradhan, B. (ed.) Laser Scanning
Applications in Landslide Assessment. pp. 85–112, Springer International Publishing, (2017)

28. Pradhan, B., Seeni M. I., Nampak, H.: Integration of LiDAR and quickBird data for automatic
685 landslide detection using object-based analysis and random forests. In: Laser Scanning
Applications in Landslide Assessment, pp. 69–81. Springer, Cham. (2017)

29. Pradhan B., Kalantar B., Abdulwahid M.W. Dieu B.T.: Debris Flow Susceptibility
Assessment Using Airborne Laser Scanning Data. In: Pradhan, B. (ed.) Laser Scanning
Applications in Landslide Assessment. pp. 276–296, Springer International Publishing,
(2017)

30. Quan Luna, B., Blahut, J., van Westen, C.J., Sterlacchini, S., van Asch, T.W.J., Akbas, S.O.:
The application of numerical debris flow modelling for the generation of physical
vulnerability curves. Nat. Hazards Earth Syst. Sci. 11, 2047–2060 (2011). https://doi.org/
10.5194/nhess-11-2047-2011

31. Rickenmann, D.: Methods for the quantitative assessment of channel processes in torrents
(Steep Streams). CRC Press, (2016)

32. Salzmann, N., Kääb, A., Huggel, C., Allgöwer, B., Haeberli, W.: Assessment of the hazard
potential of ice avalanches using remote sensing and GIS-modelling. Norsk Geografisk
Tidsskrift-Norwegian J. Geo. 58(2), 74–84 (2004)

33. Schneider, R.R., Hamann, A., Farr, D., Wang, X., Boutin, S.: Potential effects of climate
change on ecosystem distribution in Alberta. Can. J. For. Res. 39(5), 1001–1010 (2009)

34. Spencer, T., Slaymaker, O., Embleton-Hamann, C.: Landscape, landscape-scale processes and
global environmental change: synthesis and new agendas for the twenty-first century. In:
Cambridge, U. (ed.) Geomorphology and Global Environmental Change, pp. 403–423. Press,
Cambridge (2009)

35. Svoray, T., et al.: Predicting gully initiation: comparing data mining techniques, analytical
hierarchy processes and the topographic threshold. Earth Surf. Proc. Land. 37(6), 607–619
(2012)

36. Takahashi, T.: Debris flow mechanics, prediction and countermeasurements (2007)
37. Takahashi, T.: Debris flow: mechanics, prediction and countermeasures. 2nd edn. ISBN:

1138000078, 9781138000070 (2014)
38. Varnes, D.J.: Slope movement types and processes. In: Schuster, R.L., Krizek, R.J. (eds.)

Landslides, Analysis and Control, Special Report 176: Transportation Research Board,
pp. 11–33. National Academy of Sciences, Washington, DC. (1978)

940 U. S. Lay and B. Pradhan

http://dx.doi.org/10.5194/nhess-11-2047-2011
http://dx.doi.org/10.5194/nhess-11-2047-2011


Drought Monitoring in the Coastal Belt
of Bangladesh Using Landsat Time
Series Satellite Images

Afzal Ahmed, Eshrat Jahan Esha, A. S. M. Sadique Shahriar
and Iftekhar Alam

Abstract Drought is a recurrent phenomenon in Bangladesh but it received very
little attention in terms of early warning, detection, preparedness and mitigation of
droughts. To manage all these aspects, an effective drought monitoring system is
the prime pre-requisite. Till date, scientists worldwide have put several efforts to
develop drought mapping and monitoring system using indices, which are derived
from meteorological and satellite data. This study presents a method for
spatio-temporal monitoring of drought in the coastal region of Bangladesh.
Standardized Precipitation Index (SPI), which is based on meteorological data, is
used in a GIS environment to generate drought hazard maps in the study area. On
the other hand, time series Landsat satellite images were used to calculate various
remote sensing based indices such as NDVI, VCI, TCI, VHI and NDWI in order to
determine the extent of drought. Each of the indices produced a raster map, which is
then reclassified to produce binary images with “drought” and “no-drought” classes.
Finally, accuracy assessment of drought detection capability of the indices was
done by formulating a comparison matrix from a set of values of randomly gen-
erated points within the study area. The result showed that NDVI and VCI are the
most reliable indices for drought mapping for the study area based on the SPI
values as standard. This study enabled a process of drought mapping basing on
remote sensing indices and a comparative assessment of the performance of dif-
ferent indices as well. Inadequate numbers of meteorological stations in Bangladesh
as well as missing rainfall data in some of those stations made the calculation of SPI
values less accurate. As a consequence, the accuracy level of index based drought
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identification has been deteriorated. Moreover, lack of ground truth data imposed a
drawback on the accuracy assessment process. In spite of the aforementioned
shortcomings, the methodology adopted in this study is capable of mapping the
spatio-temporal pattern of drought from time series Landsat Satellite images with
acceptable accuracy. This study recommends further research on assessing the
suitability of all other drought indices for Bangladesh, formulation of drought
definition policy and development of integrated drought monitoring system com-
prising meteorological, statistical, observational and remote sensing data.

Keywords Remote sensing � Landsat � Drought monitoring � Standardized
Precipitation Index (SPI) � Normalized Difference Vegetation Index (NDVI)
Vegetation Condition Index (VCI) � Temperature Condition Index (TCI)
Vegetation Health Index (VHI) � Normalized Difference Water Index (NDWI)

1 Introduction

Drought is a recurring climate event and is one of the major natural calamities,
which causes negative impacts on the environment as well as on agriculture and
economy worldwide. Among various natural hazards i.e., floods, cyclones, and
earth-quakes, drought possesses certain unique features. For example, it is difficult
to determine the beginning and the end of drought. Besides, the effects of drought
may build up slowly over a substantial period of time and may continue for several
years after the cessation of the event [1]. Also, the geographical extent of drought
impacts is quite large as compared to the damaged area that results from other
natural [2]. Drought is a normal phenomenon of climatic events, which can occur in
virtually all climatic regimes. Drought has become a common phenomenon in some
parts of Bangladesh in the recent decades. Meteorologically drought can be clas-
sified into three types: permanent drought, which can be seen in the arid climate;
seasonal drought—occurs due to irregularities in recognized rainy and dry seasons;
and contingent drought—caused by irregularities in rainfall. In Bangladesh, the last
two types are more rampant, which occurs mostly in pre-monsoon and
post-monsoon periods., Bangladesh has suffered about 20 severe drought condi-
tions during the last 50 years, which raised serious concern about food security as
well as water security of the country [3]. Traditional drought monitoring was based
entirely on rainfall data. For this purpose, several indices have been developed,
which takes into account time-series statistical observation on rainfall, stream flow
and other water-supply indicator. But such approach has several limitation e.g.,
limited number of metrological stations, missing climatic data, error in measure-
ment etc. Besides, these indices are unable to address spatial variation because the
index calculated at one location is only valid for that particular location. This
situation is aggravated if the meteorological stations are sparsely distributed, which
may affect the reliability of the drought indices [4]. Due to high spatial and temporal
resolution of satellite images, satellite derived drought indicators have been widely
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used to study droughts. Normalized Difference Vegetation Index (NDVI),
Vegetation Condition Index (VCI), and Temperature Condition Index (TCI) are
some of the extensively used vegetation indices, which could be used for drought
monitoring. In this context, the objective of this study is to a remote sensing based
drought mapping and monitoring system for Bangladesh with a view to facilitate
the effort in effective drought management system for the country. Specific
objectives of this study are as follows:

(a) Drought mapping of coastal belt of Bangladesh by applying a set of selected
remote sensing based indices on Landsat time series satellite images.

(b) Comparison of remote sensing indices basing on Standardized Precipitation
Index (SPI) values.

(c) Assessment of accuracy of the remote sensing indices in determination of
drought.

2 Study Area

The geographical extent of the study area (Fig. 1) is between 22° 42′ and 22° 51′
North latitudes and 84° 54′ to 90° 44′ East longitudes, which extends inside from
the coast up to 150 km.

The winter is warm and the average temperature during this period ranges
between 18 and 32 °C. The temperature during summer ranges from 34 to 41 °C.
Average annual rainfall in this area is above 2000 mm of which 90–95% occurs
during the period from June to September. This area is affected by widespread
flooding during monsoon. On the other hand, waterlogging problem persists on
some part of this area during the dry season. Water security and food security in this
area is severely challenged by the salinity in water as well as in soil.

Fig. 1 Study area
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3 Methodology

This study is an approach for drought monitoring in the coastal belt of Bangladesh
by using Landsat time series satellite images. A drought monitoring system based
on remote sensing and geographical information system technology has been
proposed and its suitability in the context of Bangladesh has been evaluated.
Landsat images of three years (2000, 2005 and 2010) covering the coastal belt of
Bangladesh are used in this study. Historical rainfall data is used to evaluate the
meteorological index of drought, which is then compared with the remote sensing
indices to evaluate the effectiveness of the drought monitoring system. The mete-
orological index used here is the Standardized Precipitation Index (SPI) and a
drought map is produced from the SPI values indicating various levels of severity
with different color code in order to enable the visualization of drought over the
study area.

On the other hand, a number of selected remote sensing indices have been
calculated from Landsat time-series images. The SPI maps and the RS index maps
were reclassified to obtain binary images showing drought and no-drought condi-
tion. Following that, a pixel to pixel comparison is done between the SPI drought
maps and RS indices drought maps using a set of random points. Such comparison
among the binary images provides a basis of accuracy assessment. The detailed
methodology of this study is shown in the Fig. 2.

3.1 Data Collection

3.1.1 Meteorological Data Collection

For this study, the historical rainfall data of 34 meteorological stations of
Bangladesh is downloaded from the website of Bangladesh Agricultural Research
Council [5]. The data contains monthly average rainfall of the stations for the years
from 1970 to 2013. The list of all the rain gauge stations is shown in the Table 1
[6]. This table is imported into ArcMap environment and a point feature map has
been created using the latitudes and longitudes values of each stations. By over-
laying the shapefile of the study area with this point feature map, it is found that
total 8 stations (with highlighted rows) are located within the study area.

3.1.2 Image Acquisition

For each year, six tiles of Landsat images with path/row of 136/44, 137/44, 138/44,
136/45, 137/45, 138/45 have been downloaded. These images are freely down-
loadable from the US Geological Survey (USGS) [7]. These data are Level 1
Terrain Corrected (L1T) product, which are pre-georeferenced to UTM zone 46
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North projection using WGS-84 datum. Table 2 represents some of the most useful
technical specifications of the downloaded images.

3.2 Data Pre-processing and Database Preparation

The collected rainfall data is customized for software input and the downloaded
Landsat images are taken through levels of pre-processing, customization and
transformation and classification. The details are described below.

Meteorological Data
(Rainfall Data)

Remote Sensing Data
(Landsat Image Download)

Mosaic

Clipping
(With Study Area)

Application of Indices

Reclassification
(Drought and No Drought)

Random Point Generation

Point Value Extraction

Radiometric Correction
(DN > Radiance > Reflectance)

Null Value EliminationData Customi-
zation

(Excel Sheet 
Preparation)

SPI Calculation

Drought Mapping

Comparison Matrix

Accuracy Assessment

Data 
Collection

Data 
Pre-Processing 
and Database 
Preparation

Data 
Analysis

Final 
Output

NDVI VCI TCI VHI NDWI NDDI

Fig. 2 Flow chart of the methodology
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3.2.1 Customization of Rainfall Data and SPI Calculation

The SPI is a powerful and flexible index yet simple to calculate, which was
developed by the American scientisit McKee, Doesken and Kleist in 1993. SPI is
designed to quantify the precipitation deficit for multiple timescales. Drought
condition may pose impact on various water resources at different timescales. For
example soil moisture condition may be affected by precipitation anomalies at
relatively short time scale. Whereas, the deficiency in groundwater, streamflow and
reservoir storage may be due to longer-term precipitation anomalies. For these
reasons, the SPI is calculated for 3, 6, 12, 24 and 48 month timescales [8].
Mathematically, SPI can be calculated using the following equation:

SPI ¼ Xi � Xm

r

where, Xi is monthly rainfall record of the station; Xm is rainfall mean of the
historical data; and r is the standard deviation [9]. A software named spi_sl_6.exe
was used to calculate SPI in this study. The customized rainfall data of different
stations are converted in. cor format by renaming the file extensions. These. cor files
were used as inputs and SPI-1, SPI-3, SPI-6, SPI-9, SPI-12, SPI-24 and SPI-48 are
calculated for each station. The outputs are produced in.txt format by the software

Table 1 List and locations of meteorological stations of Bangladesh

Station Longitude
(X)

Lattitude
(Y)

Station Longitude
(X)

Lattitude
(Y)

Barishal 90.4 22.67 Madaripur 90.22 23.18

Bhola 90.67 22.33 Maijdi 91.13 22.83

Bogra 89.42 24.83 Mongla 89.67 22.417

Chandpur 90.67 23.2 Mymensing 90.42 24.77

Chittagong 91.87 22.32 Potuakhali 90.37 22.33

Chuadanga 88.87 23.67 Rajshahi 88.58 24.33

Comilla 91.2 23.45 Rangamati 92.22 22.58

Cox’s
Bazar

92.03 21.42 Rangpur 89.3 25.7

Dhaka 90.4 23.68 Sandwip 91.42 22.42

Dinajpur 88.62 25.58 Satkhira 89.17 22.68

Faridpur 89.87 23.58 Sitakunda 91.58 22.53

Feni 91.4 23 Srimongol 91.67 24.3

Ishwardi 89.17 24.17 Syedpur 88.83 25.77

Jessore 89.23 23.17 Sylhet 91.83 24.9

Khepupara 90.23 21.93 Tangail 89.83 24.17

Khulna 89.58 22.83 Teknaf 92.33 20.83

Kutubdia 91.83 21.83
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which was subsequently converted in tabular format for input in ArcGIS for SPI
mapping.

3.2.2 Landsat Image Pre-processing

Before conducting image classification as well as calculating the remote sensing
indices, each band of every image has gone through various steps of pre-processing
e.g., radiometric corrections, mosaicking, clipping etc. These steps are described in
brief in the following sub-sections:

Null Value Elimination

Each Landsat scene accompanies null data surrounding it, which must be removed
before performing mosaicking or other image processing function on the scene [10].
In order to remove the null values, a Boolean raster has been created. This raster is
then reclassified and multiplied with the original raster. Figure 3 shows a sample
output of this process.

Table 2 Specification of Landsat TM images

Year Satellite Sensor Path/row Julian day of
acquired
image

Spatial
resolution
(m)

Wavelength
(lm)

2000 Landsat-5 TM
(Thematic
Mapper)

136/44 364 (2000) 30 Band 1:
0.45–0.52
Band 2:
0.52–0.60
Band 3:
0.63–0.69
Band 4:
0.76–0.90
Band 5:
1.55–1.75
Band 7:
2.08–2.35

136/45 364 (2000)

137/44 355 (2000)

137/45 021 (2001)

138/44 314 (2000)

138/45 314 (2000)

2005 136/44 329 (2005)

136/45 329 (2005)

137/44 320 (2005)

137/45 320 (2005)

138/44 311 (2005)

138/45 311 (2005)

2010 136/44 359 (2010)

136/45 327 (2010)

137/44 318 (2010)

137/45 350 (2010)

138/44 309 (2010)

138/45 357 (2010)
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Radiometric Correction of Image

When the change detection is examined, it’s important to normalize the images so
that one can make comparisons between them [11]. For each band of every image,
the radiometric correction is conducted in the following two steps: (a) conversion of
digital number to radiance and (b) conversion of radiance to reflectance. Necessary
equations for radiometric corrections are given below. Values of different param-
eters of the equations can be found from the metadata files (MTL files), which is
available for each band for each Landsat scene. Radiance can be calculated from the
digital number of a band from the following equation:

Lk ¼ LMAXk � LMINkð Þ
QCALMAX � QCALMIN

� �
� BAND LAYER� QCALMINð Þð ÞþLMINkð Þ

where, Lk = Spectral radiance, LkMAX and LkMIN = highest and lowest possible
values of radiance, QCALMAX and QCALMIN = calibrated maximum and min-
imum cell values. Conversion of Radiance to Reflectance can be done using the
following equation:

qk ¼ p � Lk � d2
� �

= ESUNk � cos hsð Þ

where, qk = Top of atmosphere (TOA) reflectance of each pixel, Lk = spectral
radiance at the sensor aperture, d = distance from the earth to the sun in astro-
nomical unit, ESUNk = mean solar exoatmospheric irradiance, h = angle between
the sun and the satellite. Figure 4 shows the output of radiometric correction
process.

Image mosaicking and study area delineation

In this study band wise mosaicking was done for each year’s data. Six tiles (as
mentioned in Table 2) are required to cover the entire study area and the
mosaicking process is performed in ArcCatalog environment. The study area is then
clipped from this mosaic using a region of interest (ROI) as shown in Fig. 5.

(a) Original Image (b) Boolean raster (c) Raster after eliminating 
 null value

Fig. 3 Null value elimination
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3.3 Image Transformation—Application of RS Indices

There are a number of remote sensing indices for drought monitoring and assess-
ment. Among these, the most commonly used index is the Normalized Difference
Vegetation Index (NDVI), which is based on differences in absorption and reflec-
tance in the visible and near-infrared (NIR) spectrums, respectively. The Vegetation
Condition Index (VCI) compares the current NDVI of a particular period to the
NDVI of previous years of the same period, where lower values indicate bad
vegetation condition and higher value indicates good vegetation state. Temperature
Condition Index (TCI) is used to determine stress on vegetation caused by tem-
peratures and excessive wetness. Conditions are estimated relative to the maximum
and minimum temperatures and modified to reflect different vegetation responses to
temperature. The Vegetation Health Index (VHI) is a weighted average of VCI [12]
and TCI [13] and is used globally for drought monitoring. In our study various
remote sensing indices have been calculated as shown in Table 3.

(a) Original Image (b) DN to Radiance (c) Radiance to Reflectance

Fig. 4 Radiometric correction

(a) (b)

Fig. 5 a Mosaicking (Band 4, Year: 2000); b Delineated study area
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3.4 Data Analysis

In this phase, the SPI point data has been used to generate SPI map by spatial
interpolation (inverse distance weighted, IDW) technique within the ArcMap
environment. As SPI is a month based indicator, the months for mapping SPI were
chosen basing on the acquisition dates of Landsat images so that they both fall in
the same time frame. After performing the spatial interpolation method, the ROI of
the study area is used to clip the desired extent of the SPI maps. All the SPI maps as
well as the remote sensing index images are reclassified into two classes, namely
‘drought’ and ‘no drought’. The reclassification scheme is shown in Table 4 as
follows:

For pixel to pixel comparison among the reclassified RS index maps with the SPI
maps, a set of 1000 random points were generated within the study area. The
corresponding pixel values for these points are then extracted. Thus, for a particular
pixel of each reclassified image, a set of ‘drought’ and ‘no drought’ (1 = drought,
0 = no drought) values were obtained.

3.5 Accuracy Assessment

A comparison matrix was compiled which indicates the similarity or difference of
the RS indices’ values with/from the SPI values for a particular pixel. From the
matrix, accuracy of various RS indices in comparison with SPI was calculated using
the following formula:

Table 3 Different indices for drought monitoring

Index Equation Remarks

Normalized Difference
Vegetation Index

NDVI = NIR�RED
NIR + RED

It varies from +1 to −1. Water has
negative value

Vegetation Condition
Index

VCI ¼ 100 � NDV�NDVImin

NDVImax �NDVImin

Expressed in percentage. 5–15%:
extreme drought event

Temperature Condition
Index

TCI ¼ 100 � TBmax �TB
TBmax�TBmin

TBI ¼ K2

ln K1
Lk

� �
þ 1

TB = The brightness temperature
of the thermal band,
K1 = Calibration constant
(607.76),
K2 = Calibration constant
(1260.56),
Lk = Spectral radiance

Vegetation Health
Index

VHI ¼ VCIþTCI
2

Value <10 represents extreme
drought event

Normalized Difference
Water Index

NDWI ¼ NIR�SWIR
NIRþSWIR

Water has positive value
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Accuracyð%Þ ¼ number of points with similar class
total number of random points

� 100

4 Results and Discussion

Sample outputs of SPI map and RS index images are shown in Fig. 6.
The reclassified maps showing drought and no-drought conditions for all year

are shown in the subsequent figures.
The spatio-temporal variation of drought condition is evident from Fig. 7. From

the SPI map we find that in 2000, the western part of the study area, the Satkhira
district, was moderately wet in December while in 2010 the place became

Table 4 Reclassification schemes for indices

Index Scheme for mapping Reclassification for
comparison

Value Category Value Class

SPI 2.0> Extremely wet −1.00< No drought

1.50 to 1.99 Very wet

1.00 to 1.49 Moderately wet

−0.99 to 0.99 Near normal

−1.00 to −1.49 Moderately dry �−1.00 Drought

−1.5 to −1.99 Severely dry

−2< Extremely dry

NDVI � 0 Drought

0< No drought

VCI 0–5 Exceptional 0–50 Drought

5–15 Extreme

15–25 Severe

25–35 Moderate

35–50 Abnormally dry

50� Non-drought 50� No drought

TCI 10< Drought

� 10 No drought

VHI <10 Extreme drought � 40 Drought

10–20 Severe drought

20–30 Moderate drought

30–40 Mild drought

>40 No drought >40 No drought

NDWI � 0 Drought

0< No drought
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moderately dry. The spatial extent of drought condition also increased significantly
in 2010. Reclassified images from remote sensing index images e.g. NDVI, VCI
etc. also address similar variation.

A comparison matrix, as shown in Table 5, has been generated to assess the
performance of each RS index with respect to the SPI map. The accuracy in drought
identification has been calculated for each index and reported in percentage.
A graph was generated comprising accuracy values of each RS index. Figure 8
shows a bar diagram where the relative accuracy of the RS indices can be observed.
VCI and NDVI have higher accuracy compared to the other indices. Accuracy level
has drastically reduced for the year 2010.

5 Discussion

In this study, an approach to monitor drought in the coastal belt of southern part of
Bangladesh is proposed by utilizing meteorological data and Landsat time series
satellite images. The meteorological index used here is the Standardized
Precipitation Index (SPI) and the RS indices calculated are NDVI, VCI, TCI, VHI
and NDWI. A drought map is produced for the study area that incorporates SPI
values of each meteorological station that fall within the study area. This SPI map is
a raster map with the same spatial resolution (30 m) of the Landsat images as well
as the RS indices such that pixel to pixel comparison is possible. Before calculating
RS indices, a series of pre-processing steps i.e., radiometric correction, null-value
elimination, mosaicking and clipping is performed. Both the SPI map and the RS
indices maps are then reclassified to produce binary images with ‘drought’ and

SPI NDVI VCI  

TCI  VHI NDWI

Fig. 6 Drought map of various indices
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‘non-drought’ classes for the purpose of pixel to pixel comparison. Here the SPI
map is used as the basis of evaluating the accuracy of various RS indices. From
Table 5 or Fig. 8, it is evident that NDVI and VCI have higher accuracy compared
to the other RS indices. However, the accuracy level for all indices falls drastically

Index Year: 2000 Year: 2005 Year: 2010

SPI

NDVI

VCI

TCI

VHI

NDWI

Fig. 7 Reclassified drought index map

Drought Monitoring in the Coastal Belt of Bangladesh … 953



Table 5 Comparison matrix for SPI with all RS indices

Index SPI Total
simillar
points

Overall
accuracy
(%)

Remarks

Drought
(D)

No
drought
(ND)

Year—2000

NDVI D 0 309 681 68.77 10 random points are
outside of the
boundary of the study
area

ND 0 681

VCI D 0 262 728 73.53

ND 0 728

TCI D 0 846 144 14.54

ND 0 144

VHI D 0 740 250 25.25

ND 0 250

NDWI D 0 901 89 8.98

ND 0 89

Year—2005

NDVI D 0 314 675 68.25 11 random points are
outside of the
boundary of the study
area

ND 0 675

VCI D 0 97 892 90.19

ND 0 892

TCI D 0 47 942 95.25

ND 0 942

VHI D 0 300 689 69.67

ND 0 689

NDWI D 0 980 9 0.91

ND 0 9

Year—2010

NDVI D 111 236 468 47.18 8 random points are
outside of the
boundary of the study
area

ND 288 357

VCI D 317 509 401 40.42

ND 82 84

TCI D 267 566 294 29.64

ND 132 27

VHI D 315 506 402 40.52

ND 84 87

NDWI D 111 236 468 47.18

ND 288 357
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during the year 2010. This may be attributed to the fact that the interpolated SPI
values could not differentiate the land features like water, vegetation or build up
areas. As a result, a less accurate SPI map could be produced.

A notable characteristic of the indices is that, almost all of them identified water
bodies with larger depth (Bay of Bengal, rivers and canals) as drought areas. This
may be due to the fact that indices usually utilize the reflectance from vegetation
covers to identify drought conditions. As the deep water behaves unlike the veg-
etation cover, it is considered as absence of vegetation, which is drought in other
words.

There were certain limitations of the study. Insufficient number of meteorolog-
ical stations as well as missing rainfall data made the SPI map less accurate. As a
result, the accuracy level of indices is also poor. Besides, due to budget constrain,
high resolution satellite images could not be procured and ground data could not be
collected.
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Assessment of Heavy Metal
Contamination in Soil of Waste Disposal
Site in Bangladesh: Implication
of Spatial, Seasonal Variation
and Indices

Kanij Fahmida and Md. Rafizul Islam

Abstract This study illustrates the extent of contamination for presence of heavy
metal in soil of a selected waste disposal site at Rajbandh, Khulna, Bangladesh.
Thus, this research was executed to assess the vulnerability associated with heavy
metals in soil using integrated indices containing potential contamination (Cp),
contamination factor (CF), pollution load index (PLI), modified contamination
degree (mCD), numerical integrated contamination factor (NICF), enrichment
factor (EF), geo-accumulation index (Igeo) and potential ecological risk index
(PERI). To these endeavours, soil samples were collected from 60 selected loca-
tions of the disposal site in two different seasons; dry season (April, 2016) as well
as rainy season (June, 2016). The relevant concentrations of Al, Fe, Mn, Cr, Cu, Pb,
Zn, Ni, Cd, As, Co and Sc were measured in the laboratory through the standards
method by atomic absorption spectrophotometer (AAS). The results of study can be
concluded as most of the indices, i.e. CF, mCd, Igeo and PERI, indicated that the
soil was polluted by heavy metals of Cd and Sb as well as Pb and As which is
detrimental for the surrounding area. Pearson correlation analysis was performed to
estimate the degree of association among the variable metals present in soil. Finally,
the outcomes of this study will provide some useful insights for making appropriate
management strategies to prevent or decrease soil pollution by metals around waste
disposal site.

Keywords Disposal site � Contamination � Spatial distribution
Seasonal variation � Indices
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1 Introduction

Most common practice to deal with huge quantity of waste produced every day in
developing countries is landfill. The term ‘landfill’ is defined as a single action for
the final abandoning of MSW on a certain plot designed and constructed aiming the
minimum effect to the adjacent atmosphere [1]. This continuous input of waste
containing heavy metal elements could affect the soil and water quality around the
landfill area [2]. Mostly, the complex biological and physicochemical processes of
the enormous amount of waste make the adjacent areas vulnerable caused by the
constant release of toxic heavy metal compounds from the decomposed waste,
leachate and soil from the waste disposal sites [3–5]. These deadly metal releasing
causes human health problems by entering the food chain through accumulating in
plants from contaminated soil and polluted environment [6, 7].

In the present day, soil pollution by means of heavy metals is one of the biggest
threats to the human race on the earth since soil is a fundamental component of the
natural environment as well as has great involvement in human health. As well as
metallurgical process, some natural process and anthropogenic activities are also
root causes of soil pollution by metals [8]. Indiscriminate disposal of solid waste
including industrial effluents and other toxic wastes are initiated by the rapid growth
of industrialization and urbanization. Basically, the extent of ecological threats as a
result of heavy metal in soil has increased prominently since the rapid growth of
industries and daily use of constituents having these metals [9, 10].

Bioaccumulation of toxic heavy metals in soil and adjoining water contamina-
tion by leachate are the two main distresses regarding waste disposal on land [11].
These heavy metals cause severe health effects including cancer tempted tumour
promotion when consumed by contained food and cannot metabolized by the body
and accumulate in the soft tissues of human physique [12–14]. Moreover,
non-biodegradable nature and long biological half-lives of heavy metals and toxic
elements are the fundamental cause of destruction to the environment [15].

Khulna metropolitan city is the third among prime cities of Bangladesh. At the
present time, Rajbandh waste disposal site is the only official dumping site. The
presence of noxious heavy metals in soil in the surrounding area of waste dumping
site may create an acute pollution of the underlying soil layer and water as well as
also may pose health hazards to the city people. For the above-mentioned reasons,
there is need for a comprehensive study of metal contamination of the soils in the
region of the Rajbandh disposal site to discover the soil contamination level of the
area. So, this study was directed to investigate the seasonal and spatial variation of
different metals (Fe, Mn, Cr, Cu, Pb, Zn, Ni, Cd, As, Hg, Co Na, K, Ca, Al, Ti, Sb,
Sc, Sr, V and Ba) concentrations and level of contamination of these metals around
the waste dumping site at Rajbandh, Khulna, Bangladesh. These assessments are
done by statistical analysis, integrated index analyses approach containing con-
tamination factor (CF), potential contamination (Cp), pollution load index (PLI),
modified contamination degree (mCD), numerical integrated contamination factor
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(NICF), enrichment factor (EF), geo-accumulation index (Igeo) and potential eco-
logical risk index (PERI). In addition, Pearson’s correlation analysis was done for
soil quality assessment.

2 Materials and Method

2.1 Geological Setting of Study Area

Khulna is a district among total 64 districts in Bangladesh. Besides, the Khulna city
is in the northern part of the district, acknowledged as third largest among ten
metropolitan cities of Bangladesh. Geographically, Khulna lies between
22° 47′ 16″ to 22° 52′ 0″ north latitude and 89° 31′ 36″ to 89° 34′ 35″ east lon-
gitude. This city is situated on the Rupsha and Bhairab riverbanks. At present, the
city covers an area of 45.65 km2 with a population about 1.5 million. The municipal
solid waste of Khulna city is dumped in the Rajbandh disposal site with the purpose
of accumulates and disposes it in the landfill. So, this waste disposal site was
chosen as sampling place to explore and assess the soil quality and the contami-
nation level. Figures 1 and 2 depicted the location map of Rajbandh, Khulna,
Bangladesh and a map showing the sampling points at the Rajbandh waste disposal
site zone.

2.2 Sampling

In this study, totally 60 soil samples were collected from the distinct locations of the
waste disposal site as shown in Fig. 2. All the samples were collected at a depth of
0–30 cm from the existing ground surface. In the total 60 soil samples, 40 samples
were collected in dry season (April, 2016) then rest 20 samples were collected in
rainy season (June, 2016). In dry season, the sampling points were selected
maintaining gradual addition of about 10 m distance from the first borehole (BH-1)
by the subsequent boreholes. The first sampling point, BH-1 is located at the centre
of the waste disposal site. On the other hand, the first borehole of rainy season
(BH-41) is about 30 m apart from BH-1 which is the centre of the site and
maintains a gradual addition of about 15 m in selecting other following boreholes.

2.3 Laboratory Investigation

To measure the concentration of heavy metals in soil, laboratory work was done
following the standard test method. In laboratory investigation, at first, 10 g of each
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soil sample was taken into a 100 mL conical flask. Already, the flask had been
washed with deionized water prepared by adding 6 mL HNO3/HClO4 acid in ratio
2:1 and left overnight. Each sample was kept into the temperature of 150 °C for
about 90 min. Later, temperature was raised to 230 °C for 30 min. Subsequently,
HCl solution was added in ratio 1:1 to the digested sample and redigested again for
another 30 min. The digested sample was washed into 100 mL volumetric flask and
mixture obtained was cooled down to room temperature. After performing the
digestion procedure, heavy metals in this digested solution were determined using
atomic absorption spectrophotometer (AAS) and the amount of each heavy metal
was deduced from the calibration graph. The relevant concentrations of Ca, Al, Fe,
Mn, Cr, Cu, Pb, Zn, Ni, Cd, As, Co, Ti, Sb, Sr, Sc, V, Ba, Hg, Na and K in mg/kg
were measured in the laboratory.

Fig. 1 Location map of Rajbandh at Khulna city of Bangladesh
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2.4 Assessment of Soil Contamination by Indices

Potential Contamination. The potential contamination index (Cp) is used to
estimate the amount of metallic elements detectable from soil analysis. The
potential contamination index could be calculated by Eq. (1) [16, 17].

Fig. 2 Soil sampling location in waste disposal site at Rajbandh
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Cp ¼ Metalmax

Metalbackground
ð1Þ

where Metalmax is the maximum concentration of metal in soil, and Metalbackground
is the average value of the same metal in a background level. The crustal abundance
values of metals [18] were used as background data in the calculation of Cp and
other following indices.

Contamination Factor. The contamination factor (CF) of a particular heavy
metal is the ratio of metal concentration in the soil and the background value of the
same metal [19]. The CF is computed using Eq. (2).

CF ¼ Cmetal

Cbackground
ð2Þ

The classes according to the values of CF are as CF < 1 indicate low contam-
ination; 1 < CF < 3 is moderate contamination; 3 < CF < 6 is considerable con-
tamination and CF > 6 is very high contamination [20].

Pollution Load Index. The pollution load index (PLI) is calculated based on a
different index, contamination factor (CF). The PLI of a definite area is calculated
by finding the nth root of the numbers of CFs that was calculated for considered
heavy metals in soil. Hence, Eq. (3) is used to compute the PLI [21].

PLI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CF1 � CF2 � � � � � CFn

n
p

ð3Þ

where, CF = contamination factor, n = number of heavy metals. There are two
classes according to PLI value, if PLI > 1 is polluted; whereas <1 indicates no
pollution [22].

Modified Contamination Degree. The degree of contamination is an index to
estimate the pollution range of soil by heavy metals. Equation (4) was used to
calculate mCD [23].

mCD ¼ 1
n

X1
i¼n

CFi ð4Þ

In the equation, mCD is the modified contamination degree, n is the total number
of metal elements considered and CF is the contamination factor as defined above.
mCD is a improved and comprehensive form of the degree of contamination
(CD) expressed in Eq. (5) [19].

CD ¼
X1
i¼n

CFi ð5Þ

Computing values of CD is essential to suggest an extent of the overall con-
tamination of surface layers in a sampling area. The definite formula of the CD is

962 K. Fahmida and Md. Rafizul Islam



reserved to the seven specific metals (As, Cd, Cu, Cr, Hg, Pb, Zn) and the organic
chemical polychlorinated biphenyl (PCB) [19]. However, mCD is more suitable for
this study hence PCB was not analysed here. For classifying the level of contam-
ination based on mCD, Table 1 was followed.

Nemerow Integrated Contamination Factor. Nemerow integrated contami-
nation factor method is an integrated method compatible with extreme value, which
not only considers the role of single elements but also highlights the importance of
element with the most serious contamination. Nemerow integrated contamination
factor (NICF) is computed using Eq. (6).

NICF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CFi avgð Þ þCFi maxð Þ

2

r
ð6Þ

where, NICF is the nemerow contamination factor, CFavg indicates the average
value of contamination factor and CFmax represents the maximum value of a single
contamination factor in soil pollutant measured in certain site. The classifications
based on NICF value are presented in Table 2.

Enrichment Factor. Enrichment factor (EF) is used to obtain the level of
pollution by anthropogenic actions based on heavy metal accumulation by soil [24].
The EF is computed using the relationship shown in Eq. (7).

EF ¼ Cx=Crefð Þsediment

Cx=Crefð Þbackground
ð7Þ

where Cx is the concentration of element x, and Cref is the concentration of the
reference element in sediment (s) and the earth’s crust, respectively [20].

Table 1 Classification of
modified degree of
contamination

mCD classes Contamination level

mCD < 1.5 Nil to very low

1.5 � mCD < 2 Low

2 � mCD < 4 Moderate

4 � mCD < 8 High

8 � mCD < 16 Very high

16 � mCD < 32 Extremely

mCD > 32 Ultra high

Table 2 Classification of
nemerow integrated
contamination factor (NICF)

NICF range Class of contamination

NICF � 0.7 Non-contaminated

0.7 < NICF � 1 Warning line of contamination

1 < NICF � 2 Low level of contamination

2 < NICF � 3 Moderate level of contamination

NICF > 3 High level of contamination
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These indexes of potential contamination are calculated by the normalization of
one metal concentration in the top soil with respect to the concentration of a
reference element. By the normalization, one metal concentration with respect to a
reference element concentration in soil EF is calculated. In addition, a reference
element is almost stable compared to other elements based on anthropogenic effect
in the soil [25]. Typical elements used in many studies are Al, Fe, Mn and Rb.
Significance of EF is provided in Table 3.

Geo-accumulation Index. The geo-accumulation index (Igeo) is used to estimate
the grade of soil contamination by metals. The Igeo is defined as in Eq. (8) [27, 28].

Igeo ¼ log2 Cn=1:5Bnð Þ ð8Þ

where Cn is the measured concentration of a specific metal element and Bn is the
geochemical background value (average shale value) of the same element. 1.5 as
constant value is used in the index calculation to account for the natural variations
in the environment and small anthropogenic influences. In Table 4 classes of Igeo
are presented briefly.

Potential Ecological Risk Index. In this research work, the potential ecological
risk index (PERI) was calculated as a pointer of modification in natural by soil
pollution in terms of metal concentration [19]. This strategy for assessing natural
hazard extensively considers the cooperative energy, poisonous level, concentration
of heavy metals and biological affectability of those metals [30–32]. PERI is formed
by three basic parts: contamination factor (CF), toxic response factor (TR) and

Table 3 Classes of
enrichment factor based on
their value [26]

EF value Designation of quality

>50 Extremely severe enrichment

25–50 Very severe enrichment

10–25 Severe enrichment

5–10 Moderately severe enrichment

3–5 Moderate enrichment

1–3 Minor enrichment

<1 No enrichment

Table 4 Contamination classes for Igeo values [29]

Igeo Value Igeo Class designation of soil quality

>5 6 Extremely contaminated

4–5 5 Strongly to extremely contaminated

3–4 4 Strongly contaminated

2–3 3 Moderately to strongly contaminated

1–2 2 Moderately contaminated

0–1 1 Uncontaminated to moderately contaminated

0< 0 Uncontaminated
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potential ecological risk factor (ER). According to this technique, the ER and PERI
were calculated using Eqs. (9) and (10).

ER ¼ TR� CF ð9Þ

PERI ¼
X

ER ð10Þ

where CF is measured by Eq. (2) stated as earlier. ER indicates the potential
ecological risk index of a particular element; PERI means a comprehensive
potential ecological risk index and TR is the toxic response factor of a single
element, which was used provided in Tables 5 and 6.

3 Results and Discussion

3.1 Descriptive Statistical Analysis of Metals

The descriptive statistical analysis for heavy metals in soil of waste disposal site for
two different seasons was performed using statistical package for the social sciences
(SPSS) version 16.0. In this study, mean, median, 95% UCL, standard deviation,
standard error, variance, coefficient of variance, skewness and kurtosis of heavy
metals in soil were analysed. 95% UCL is helpful for defining upper end or a limit of
concentrations of a certain heavy metal in soil. It is used to statistically demonstrate
that no more than 95% of heavy metal concentrations are less than this standard with
some confidence. Besides, skewness and kurtosis support by giving primarily
recognition of overall characteristics about the distribution of all data. The values of
skewness indicated the degree to which the analysed data are not symmetrical and
kurtosis specifies exactly how the peak and tails of a distribution fluctuate from the
normal distribution.

Table 5 Toxic response factor (TR) values for several metals [10, 19]

Metals Zn Cr Cu Pb Hg Cd As Ni Co

TR 1 2 5 5 10 30 10 5 5

Table 6 Classification based on ecological risk index (ER) and potential ecological risk index
(PERI)

ER Pollution degree PERI Risk degree

ER < 30 Slight <40 Slight

30 � ER < 60 Medium 40 � RI < 80 Medium

60 � ER < 120 Strong 80 � RI < 160 Strong

120 � ER < 240 Very strong 160 � RI < 320 Very strong

ER � 240 Extremely strong RI � 320 –
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The statistical data of heavy metal concentration in soil for dry season is provided
in Table 7. The table reveals the mean concentration of 1363.94, 15.69, 6.03, 6.20,
37.61, 34.57, 4.83, 4.55, 4.15, 4.63, 7.00, 68.30, 292.00, 183.80, 490.25, 1221.22,
6.07, 12.16, 27.53, 43.44 and 65.25 mg/kg for Fe,Mn, Cr, Cu, Pb, Zn, Ni, Cd, As, Hg,
Co Na, K, Ca, Al, Ti, Sb, Sc, Sr, V and Ba, respectively during the dry season.

In contrast, based on the statistical analysis, the mean concentration was found to
be 365.79, 5.41, 1.94, 2.55, 17.54, 17.58, 2.58, 2.03, 1.56, 1.72, 5.11, 25.74, 126.86,
100.16, 239.76, 707.89, 3.41, 7.73, 16.92, 21.43 and 39.58 mg/kg for Fe,Mn, Cr, Cu,
Pb, Zn, Ni, Cd, As, Hg, CoNa, K, Ca, Al, Ti, Sb, Sc, Sr, V andBa, respectively, in soil
for the rainy season. So, the trend of heavy metals according to mean concentration in
the dry season was: Fe > Ti > Al > K > Ca > Na > Ba > V > Pb > Zn >
Sr > Mn > Sc > Co > Cu > Sb > Cr > Ni > Hg > Cd > As. While, in the rainy
season the trend was: Ti > Fe > Al > K > Ca > Ba > Na > V > Zn > Pb >

Table 7 Statistical data of metal concentration in soil in dry season (n = 40)
aME Mean median bUCL cSD dSE Variance eCV fSkew gKurt

Fe 1363.94 1386.50 1472.46 350.15 8.75 122,605.26 25.67 −0.08 −1.20

Mn 15.69 14.16 17.14 4.68 0.12 21.90 29.82 1.72 2.88

Cr 6.03 5.83 6.48 1.43 0.04 2.03 23.63 0.87 0.14

Cu 6.20 4.82 7.34 3.68 0.09 13.58 59.41 1.60 1.43

Pb 37.61 33.94 41.84 13.67 0.34 186.80 36.34 1.91 5.16

Zn 34.57 34.64 36.94 7.65 0.19 58.45 22.11 0.64 0.03

Ni 4.83 4.71 5.33 1.60 0.04 2.55 33.02 0.42 −0.95

Cd 4.55 4.4`6 4.90 1.14 0.03 1.29 24.99 0.40 −0.44

As 4.15 3.42 4.78 2.03 0.05 4.10 48.79 0.76 −0.64

Hg 4.63 4.01 5.27 2.07 0.05 4.27 44.63 0.83 −0.36

Co 7.00 6.67 7.75 2.42 0.06 5.84 34.50 0.41 −0.99

Na 68.30 77.89 77.36 29.22 0.73 853.63 42.78 −0.53 −1.34

K 292.00 316.37 324.56 105.06 2.63 11,037.03 35.98 −0.43 −0.90

Ca 183.80 173.19 202.91 61.67 1.54 3803.00 33.55 0.60 −0.74

Al 490.25 458.46 551.49 197.61 4.94 39,048.96 40.31 0.32 −0.66

Ti 1221.22 1223.83 1347.12 406.26 10.16 165,044.80 33.27 0.17 −1.20

Sb 6.07 5.76 6.75 2.19 0.05 4.79 36.04 0.82 0.73

Sc 12.16 11.67 13.18 3.27 0.08 10.70 26.89 0.47 −0.52

Sr 27.53 26.62 30.11 8.35 0.21 69.69 30.33 0.90 1.11

V 43.44 40.83 47.93 14.49 0.36 209.88 33.35 0.77 0.47

Ba 65.25 60.61 72.81 24.38 0.61 594.31 37.36 0.69 −0.64
aMetal element
b95% UCL (normal)
cStandard deviation
dStandard error
eCoefficent of variance
fSkewness
gKurtosis
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Sr > Sc > Mn > Co > Sb > Ni > Cu > Cd > Cr > Hg > As. The variation of
heavy metal concentration in soil for two seasons is caused by the heavy metal
infiltrates in soil through rain water in rainy season. The higher variations in heavy
metal distributions from the point source of discharge to the adjacent areas were
disclosed by the higher values of standard deviation.

3.2 Spatial and Seasonal Variation of Metal
Contents in Soil

Variations of metal concentrations (Fe, Pb, Cd and Sb) in dry and rainy season with
respect to distance are shown in Figs. 3, 4, 5 and 6, respectively. Spatial variation is
shown in the range of 30–300 m. In Fig. 3, the Fe distribution pattern reveals that
the concentration is 2.5-fold higher in dry season than rainy season. Subsequently,
in the study area, spatial and seasonal variation of Pb (Fig. 4) shows that the
concentration is uniform in rainy season when concentration in dry season had
abrupt rise and fall. Then, Pb contamination in soil is 2–2.8 times greater in dry
season.

The graphical representation of Cd concentration depicts that the dry seasonal
concentration is 1.75 times higher than rainy seasonal concentration and the change
of concentration has a similar pattern in two seasons (Fig. 5). In Fig. 6, concen-
tration of another toxic metal Sb gradually decreases in relation to the changes of
distance in both the dry and rainy seasons where in dry season, concentration was
threefold greater than that of rainy season. From this analysis of spatial and seasonal
variation, it was clear that the metal concentration was found to be higher in dry
season and all metal had reducing concentration with respect to distance.
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Figures 7 and 8 illustrate the distribution pattern of four different metal element
in soil using ArcGIS. In these figures, dark to light colour represents the highest to
lowest value of concentration in soil. Based on Fig. 7, the distribution patterns of
Fe, Cd and Sb concentrations in soil of dry season represent that they were almost
the same. But, pattern for Pb distribution was to be different than that of other
parameters. Additionally, comparing with map soil sampling location at study area
(Fig. 2), all these patterns depict that the highest concentration lies around BH-1
and BH-2, which point towards centre of the waste disposal site.
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Figure 7 depicts that the distribution patterns of Fe, Cd, Pb and Sb concentra-
tions in soil of rainy season were found to be almost the same. Moreover, com-
paring with map of soil sampling location at study area (Fig. 2), all these patterns
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Fig. 7 Surface spatial distribution of Fe, Cd, Pb, Sb concentration in soil in dry season
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illustrate that the highest concentration lies around BH-41, BH-42 and the lowest
concentration of metals lies around BH-59, BH-60. It also indicates that the centre
of the waste disposal site is more contaminated by metals and gradually concen-
tration of metals reduces with the increasing of distance from the centre of waste
disposal site.

3.3 Assessment of Soil by Index Analysis

Potential Contamination Index. The potential contamination index (Cp) for 21
studied metals for all boreholes of two seasons is presented in Fig. 9. In Fig. 9, Cp
value for the metals of Cd and Sb in both seasons as well as of Pb and As in dry
season cross the dashed line of Cp = 3. As a result, Cp of Pb and As in dry season
indicates severe contamination in soil. Correspondingly, for Cd and Sb, Cp of both
seasons show severe contamination too. The value of Cp for Cd in dry season and
rainy season was found to be 35.15 and 19.50, respectively. Similarly, the value of
Cp for Sb in both seasons was 62.74 and 30.60. The value of Cp for the other metal
that lies below the dashed line shows no contamination according to Cp
classification.

Contamination Factor. The statistics of the computed values of contamination
factor (CF) in soil are presented in Figs. 10 and 11, respectively for dry and rainy

Fig. 8 Surface spatial distribution of Fe, Cd, Pb, Sb concentration in soil of rainy season
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season. Figure 10 represents that the CF values of the metals of Fe, Mn, Cr, Cu, Zn,
Ni, Hg, Co Na, K, Ca, Al, Ti, Sc, Sr, V and Ba were found to be less than 1 and
hence indicated the low level of contamination. The values of CF for Pb indicated
the contamination by Pb ranges moderate (1 < CF < 3) to be considerable
(3 < CF < 6). Similarly, values of CF indicated the contamination by As ranges
from low (CF < 1) to considerable (3 < CF < 6) though the mean of CF stands in
moderate contamination class. Accordingly, the entire values of CF for Cd and Sb
indicated the high level of contamination (CF > 6).
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Figure 11 represents CF values for the metals of Fe, Mn, Cr, Cu, Zn, Ni, Hg, Co
Na, K, Ca, Al, Ti, Sc, Sr, V and Ba in rainy season indicated the low level of
contamination as dry season. Although, the most of the values of CF indicated the
low level of contamination, nevertheless, the maximum value of CF for Pb and As
indicated the moderate level of contamination in soil. Accordingly, all the com-
puted values of CF for Cd and most of the CF values of Sb indicated the high level
of contamination, while the minimum CF of Sb indicated the considerable level of
contamination.

Nemerow Integrated Contamination Factor. The nemerow integrated con-
tamination factor (NICF) for 21 studied metals for dry and rainy season is presented
in Figs. 12 and 13, respectively. Based on these figures, all the studied metal
elements had showed that the NICF value was greater than 3, which indicated the
high level of contamination in soil for both the dry and rainy seasons.

Pollution Load Index. The computed values of pollution load index (PLI) in
soil both seasons was found as less than 1 and indicated that the soil was uncon-
taminated in the study area.

Modified Contamination Degree. The variation of mCD values in soil from 40
boreholes of dry season is shown in Fig. 14. The lowest value of mCD was to be
found as 1.50 which for BH-39 in the selected disposal site location, goes to the
class of low level of contamination (1.5 < mCD < 2). On the other hand, the
highest value of mCD was observed as 5.34 in case of BH-1 in the selected area,
which lies in the class of high degree of contamination (4 < mCD < 8). Most of the
mCD values lie in the class of moderate degree of contamination in soil.

Similarly, Fig. 15 represents the mCD for 20 boreholes of soil in rainy season
with the classification of soil. The lowest value of mCD was found to be 0.60 in
case of BH-39 in studied area which belongs to the class of nil to very low
contamination (1.5 < mCD). On the other hand, the highest value of mCD was
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recorded 2.64 for BH-41 in the area which belongs to the class of moderate degree
of contamination (2 < mCD < 4). However, most of the computed value of mCD
lies in the class of nil to very low contamination of soil in the waste disposal site.

Enrichment Factor. In this assessment, aluminium (Al) used as the reference ele-
ment because this normalizing element assumed less contamination with respect to the
other metal elements in soil of the study area. As, Al was selected as reference element
hence EF of Al was found 1 for both the seasons. The value EF varied across the sites
following the sequence of Sb > Cd > As > Pb > Sc > Zn > Hg > V > Co > Ti >
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Ba > Cu > Sr > Ni > Cr > Fe > Mn > K > Ca > Na in dry season. In rainy season,
the EF varied with the sequence of Sb > Cd > Pb > As > Sc > Zn > Co > Hg > V >
Ti > Ba > Sr > Cu > Ni > Cr > Fe > K > Mn > Ca > Na. Figure 16 shows the mean
value of EF of 20 elements (aluminium as reference element) measured for both the dry
and rainy seasons. Indry season, themeanvalueofEFwas calculated fromEFof selected
40 boreholes (BH-1 to BH-40) where in rainy season, EF mean is the average of 20
(BH-41 to BH-60) boreholes. To make a comparison of EF for all the studied metal
elements and it can be concluded that the values of EF were found to be very close for
both the dry and rainy seasons. However, the dry season showed the highest value of EF
than that of rainy season as well as vice versa. Figure shows that the values of EF for the
elements of Pb, Zn, Cd, As, Hg, Co and Sb were greater than 50 and lie in the class of
extremely severe enriched. Furthermore, the valueof EF for Sb andCd showedvery high
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EF values. EF for Ti and Ba showed the class of very severe enriched (25 < EF < 50).
The value of EF for Fe lies in the class of moderately enrichment (3 < EF < 5) for dry
season. The EF of Fe (rainy season), Mn and K indicated minor enrichment and Na and
Ca indicated no enrichment in soil of the site.

Figure 17 depicts the spatial distribution of EF values for four heavy metals (Cd,
Sb, Pb and As) in soil for the dry season by the method of interpolation (kriging)
using ArcGIS software. As illustrated by the figure, spatial variations of EF for Cd,
Sb and Pb were found to be similar but different from the value of EF in case of the
spatial variation of As. On the contrary, Fig. 18 depicts the spatial distribution of
the EF values for Cd, Sb, Pb and As in rainy season. In rainy season, the spatial
variations of EF for Cd and Pb were found to be similar but different from the
spatial variation of Sb and As in soil.

Geo-accumulation Index. The mean value of Igeo and the level of contamina-
tion for different metals in soil are provided in Table 8. Figures 18 and 19 show the
overall statistics of Igeo in soil over two seasons. Result reveals that the value of Igeo
in case of Pb and As showed the uncontaminated to moderately contaminated level
for dry season, while it showed the uncontaminated level for rainy season. In
consideration of the metal of Cd, the value of Igeo for Cd showed the strongly
contaminated as well as moderately contaminated in soil for dry and rainy season,
respectively. Correspondingly, the mean value of Igeo for the metal of Sb indicated
the strongly to extremely contaminated and strongly contaminated level in case of
dry and rainy season, respectively.

In Fig. 18, the values of Igeo range for Fe, Mn, Cr, Cu, Zn, Ni, Hg, Co, Na, K,
Ca, Al, Sc, Sr, V and Ba were found to be less than zero and it can be concluded
that the soil is uncontaminated by these metals in soil.

Potential Ecological Risk Index. With regard to the assessment method [19],
ecological risk index of a single element (ER) and comprehensive potential
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ecological risk index (PERI) were calculated for 40 boreholes, and the results of
first 10 boreholes in dry season are shown in Table 9.

In terms of the maximum potential ecological risk indices of these nine metals, the
potential ecological risk arrayed is in the order of ER(Cd) > ER(As) > ER(Hg) >
ER(Pb) > ER(Co) > ER(Cu) > ER(Zn) > ER(Ni) > ER(Cr). Result depicts that Cd
had the maximum value (1054.50) of ER with respect to the other counter metals in soil
and it can be revealed that Cd was the key influence factor to cause the potential
ecological risk in soil of waste disposal site. Furthermore, all of the boreholes have
extremely strong potential ecological risk of Cd, whereas, other metals only showed
slight ecological risk except As and Hg. These two metals have medium to slight
ecological risk. In addition, comprehensive potential ecological risk indexes (PERI) for
all boreholes were almost above 320. Hence, from PERI point of view risk degree is
above very strong.

Besides, the values of ER and PERI were also computed for 20 boreholes in
rainy season and first 10 boreholes are shown in Table 10. In terms of the maxi-
mum potential ecological risk indices of these metals, the potential ecological risk
same as dry season arrayed in the order of ER(Cd) > ER(As) > ER(Hg) >
ER(Pb) > ER(Co) > ER(Cu) > ER(Zn) > ER(Ni) > ER(Cr). The boreholes have
extremely strong to very strong potential ecological risk of Cd, whereas other
metals only showed slight ecological risk. Comprehensive potential ecological risk

Fig. 17 Classification of mean EF values of soil samples
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indexes (PERI) for first 6 boreholes are above 320 so having very strong risk. From
Tables 9 and 10, it is depicted that the ER and PERI are declining along the
increasing borehole numbers or increasing distance. Hence, risk due to metals was
more severe in dry season according to the variation in two seasonal PERI and ER
values.

Furthermore, in Fig. 19, the ranges of Igeo value for Fe, Mn, Cr, Cu,Pb, Zn, Ni,
Hg, Co, Na, K, Ca, Al, Sc, Sr, V and Ba were less than zero so the soil is
uncontaminated by those metals. Only As has the maximum value greater than zero
in rainy season (Fig. 20).

Table 8 Contamination levels of soil classified by average Igeo in two seasons

Metals Dry season Rainy season

Igeo
value

Contamination level Igeo
value

Contamination level

Fe −6.00 Uncontaminated −8.02 Uncontaminated

Mn −6.56 Uncontaminated −8.55 Uncontaminated

Cr −4.67 Uncontaminated −6.52 Uncontaminated

Cu −3.92 Uncontaminated −5.19 Uncontaminated

Pb 0.25 Uncontaminated/moderately
contaminated

−0.81 Uncontaminated

Zn −1.64 Uncontaminated −2.60 Uncontaminated

Ni −4.62 Uncontaminated −5.58 Uncontaminated

Cd 3.88 Strongly contaminated 2.68 Moderately
contaminated

As 0.46 Uncontaminated/Moderately
contaminated

−0.96 Uncontaminated

Hg −1.83 Uncontaminated −3.41 Uncontaminated

Co −2.51 Uncontaminated −3.07 Uncontaminated

Na −9.20 Uncontaminated −10.65 Uncontaminated

K −6.86 Uncontaminated −8.12 Uncontaminated

Ca −8.48 Uncontaminated −9.36 Uncontaminated

Al −8.10 Uncontaminated −9.11 Uncontaminated

Ti −2.89 Uncontaminated −3.72 Uncontaminated

Sb 4.25 Strongly/extremely contaminated 3.31 Strongly
contaminated

Sc −1.49 Uncontaminated −2.19 Uncontaminated

Sr −4.41 Uncontaminated −5.13 Uncontaminated

V −2.30 Uncontaminated −3.39 Uncontaminated

Ba −3.38 Uncontaminated −4.13 Uncontaminated

Bold colour highlights the significant values
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3.4 Pearson’s Correlations Analysis

In this study, Pearson’s correlation coefficients were calculated for metal concen-
tration present in soil of study area for soil quality assessment. The Pearson’s
relationship analysis is a fundamental process to evaluate the level of relationship
among the factors considered. Analysed relationship is helpful to prompt new
learning about causal association between the factors and decision making [33].

Fig. 18 Classification of mean EF values of soil samples
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Correlation matrix between various metal parameters in soil of selected waste
disposal site for dry season is shown in Table 11. Maximum metal parameters
considered in the study were found to bear statistically significant correlation with
each other indicating close association with each other. Correlation matrix
(Table 11) of the metal data indicates positive correlations (r2 > 0.5) among all
elements without Cr–Mn (0.449). Based on the results of Pearson’s correlations
matrix on metal elements in soil during dry season, it was observed the most
significant, viz. high positively correlated values between Fe and Ti (0.983), Mn
and Pb (0.872), Cr and Co (0.797), Cu and Ba (0.888), Pb and Sr (0.867), Zn and V
(0.906), Ni and Ba (0.963), Ca and Ba (0.926), As and Ca (0.975), Hg and Ca
(0.882), Co and Sc (0.977), Na and K (0.950), K and Ti (0.963), Ca and Ba (0.992),

Table 9 Variation on ER and PERI in ten boreholes around study area in dry season

BH ER PERI

Cr Cu Pb Zn Ni Cd As Hg Co

1 0.12 1.23 22.64 0.73 0.54 1054.50 48.72 35.48 2.40 1166.36

2 0.12 1.50 12.72 0.73 0.52 903.00 43.83 36.80 2.10 1001.31

3 0.18 0.98 12.75 0.65 0.48 880.50 42.56 33.28 2.15 973.52

4 0.18 1.27 17.72 0.72 0.50 1042.50 41.06 34.36 2.24 1140.54

5 0.20 1.17 12.67 0.70 0.47 919.50 38.61 28.88 2.14 1004.34

6 0.16 1.39 15.19 0.65 0.45 993.00 37.22 32.04 2.14 1082.26

7 0.16 1.08 11.42 0.63 0.47 720.00 38.44 30.60 1.96 804.76

8 0.14 0.70 9.42 0.54 0.45 843.00 35.17 28.56 1.62 919.59

9 0.14 0.62 10.19 0.50 0.45 754.50 40.56 24.56 1.78 833.29

10 0.13 0.65 11.72 0.52 0.41 843.00 35.83 19.04 1.96 913.27

Table 10 Variation on ER and PERI in ten boreholes around study area in rainy season

BH ER PERI

Cr Cu Pb Zn Ni Cd As Hg Co

41 0.09 0.58 6.07 0.33 0.31 585.00 20.42 18.08 1.79 632.6602

42 0.06 0.38 5.45 0.33 0.34 465.00 17.97 14.76 1.80 506.0937

43 0.08 0.34 5.32 0.28 0.23 467.25 16.67 20.84 1.62 512.624

44 0.11 0.32 5.79 0.28 0.24 382.50 15.36 9.32 1.37 415.3056

45 0.05 0.28 6.02 0.25 0.21 441.75 10.44 7.66 1.28 467.9495

46 0.04 0.25 4.06 0.35 0.19 318.00 10.69 4.48 1.55 339.6169

47 0.03 0.18 5.19 0.25 0.18 265.50 6.17 4.44 1.61 283.5395

48 0.03 0.26 3.97 0.27 0.16 247.50 5.89 5.80 1.53 265.4128

49 0.03 0.28 4.17 0.26 0.20 256.50 5.67 4.08 1.06 272.2412

50 0.03 0.24 4.46 0.25 0.19 282.00 4.89 4.44 1.02 297.521

Assessment of Heavy Metal Contamination in Soil … 979



Al and Sc (0.980), Ti and Sc (0.987), Sb and Sr (0.988), Sc and Sr (0.986), Sr and V
(0.984) and V and Ba (0.968). Such significant correlations between metal con-
centrations may reflect that these heavy metals had similar pollution level as well as
similar pollution sources.

4 Concluding Remarks

This study describes the extent of heavy metal contamination in soil regarding
distance and seasons of a selected waste disposal site in Bangladesh. Result reveals
that the value of Cp for the metals of Sb and Cd for both the seasons indicated
severe level of contamination in soil. Furthermore, the assessment results of CF
indicated that the soil was highly contaminated for Cd and Sb, as well as moder-
ately contaminated by Pb and As. Result also reveals that the values of EF in soil
were extremely severe enriched by the element of Cd, As, Pb, Zn, Sc, Hg and Sb
and varied across the sites following the sequence of Sb > Cd > As >
Pb > Sc > Zn > Hg. Besides, results of PERI indicated that all of the soil sampling
points have strong potential ecological risk including slight to strong ecological risk
for Cd and Sb in study area. Based on the Pearson’s correlation analysis, it can be
observed that most of the metals in soil were significantly correlated with each
other. Finally, it can be concluded that most of the indices, i.e. CF, mCD, Igeo and
PERI showed that soil was polluted by heavy metals of Cd and Sb and it is
detrimental for the surrounding environment and human health as well.
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This study demonstrates that there is environmental contamination around
dumping area and put emphasis on the necessity for a comprehensive public health
approach to address environmental extortions in local communities. Finally, it can
be established that it is obvious that a systematic and constant monitoring for heavy
metal pollution should be established and certain remediation steps should be taken
to decrease the rate and extent of pollution problems in future.
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Crop Phenology Study Based
on Multispectral Remote Sensing

Supratim Guha, Teya Pal and Venkata Ravibabu Mandla

Abstract The study identifies various growing stages of rice crop using multi-
spectral data through red edge analysis. The maximum reflectance values for 35, 66,
76, and 96 days which indicate vegetative phase, reproductive phase, reproductive
phase and ripening phase are 0.17, 0.228, 0.231, and 0.266 respectively at the test
site 1. For the test site-2, the same trends are followed. When the crop is in vegetative
stage the reflectance values are less whereas, when the stage of crop is reproductive,
adjacent to the vegetative, the values of reflectance are increasing significantly due to
increase in trend in canopy. This type of spectral analysis approach can be adapted to
generate spectral library which can be beneficial for future research purpose.

Keywords Multispectral � Phenology � Rice crop � Red edge � Sentinal-2
Spectral analysis � Spectral library

1 Introduction

Most significant components in foundation of Indian economy include agriculture.
As agriculture is one of the major concerns, the crop monitoring should be taken
cared properly to maintain good crop health. If crop misses possessing good health
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even any at least in one stage of its growth then also the overall growth and required
yield will not be considered as proper as usually it should happen to be [1]. The
comprehensive study is demanded to understand the growth and progress to
improvement along with grain yield of a crop plant [2]. Study on crop phonology
includes the factors serving as age of the crop, variety of the crop, genes along with
environmental factors acting as weather conditions and climate, water supply may
be natural or artificial and diseases can also be counted as influence for plant
phenology [3]. Understanding crop phenology is also important for proper irriga-
tion management, proper fertilization, yield prediction, and policy planning [1].
Spectral and temporal profiles which are extracted from the fields regarding same
crop type can show some intra-yearly fluctuations (early or delayed phonological
stages) even for local scales [4–7].

The stages of natural cyclic incidents of a crop can be observed practicing field
observation, but when it comes to large areas it is very difficult to maintain the same
procedure and due to this reason for large areas, remote sensing time series datasets
are important for figuring out the phonological stages of crops [1].

Remote sensing and GIS approach plays a crucial role to the cost beneficial
agricultural applications and practices [8]. One of the significant implementation is
the spectral classification of the crop types from the satellite-based multispectral
imageries, with which it is possible to form or update crop inventories when the
field data is limited [9]. In vegetation, different species may show utterly similar
spectral behavior, distinctively for some specific phonological stages and at the
usual bandwidth along with spectral resolution of satellite-based multispectral
imageries [10, 11]. So the issue can strongly limit accuracy of the crop types if
classified by a single imagery dates [12–15].

Normalized Difference Vegetation Index (NDVI) imageries are often helpful to
interpret crop biomass [16]. NDVI is formed by a red band (R) which is sensitive to
content of foliar chlorophyll, and by a near infrared (NIR) band which is sensitive to
canopy foliage amount or simply NDVI can be expressed as (NIR-R)/(NIR + R)
[9]. Intra-yearly fluctuation in amplitude of NDVI profiles (temporal) of the two
fields for the same crop type (when stage unaltered) point out several vegetation
condition [9]. At the same time, intra-yearly fluctuations in the stage of the temporal
profiles (when amplitude altered) of the fields of same crop type point out shifts in
uplifting stages [17].

To enhance along with supporting the crop type categorizing which is based on
NDVI temporal profiles, field data on crop phenology have been adopted as ref-
erence [8, 18–22].

But it has been explored that the NDVI saturates for high biomass and dense
vegetative areas [23, 24]. In addition to the mentioned discovery, NDVI is critical to
the canopy background and this comes with significant errors when the vegetation
characteristics estimation is being done [25]. Furthermore, the utilization of NDVI
values which can be derived from the multispectral spatial resolution sensors is
limited for their blended pixels problems despite their huge utilization at the
regional scale [26, 27].
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The application of red edge is more effective [28] than the conventional ones
such as contrast between NIR and Red bands [29].

The new favorable circumstances for the vegetation analysis include the avail-
ability of the extension of spectral ranges for instancing the red edge band which
emerged with Rapid Eye and WorldView-2 launching [29]. The red edge reflec-
tance possesses better sensitivity to the fluctuations of chlorophyll content and has
been projected in the experimental studies as more effective for analyzing stress in
vegetation [30, 31].

When it needs to be most accurate on earth observational data, vegetation
structure estimating attributes for instance canopy storage capability and LAI hyper
spectral data are the most preferable [25]. Hyper spectral data can detect even little
vegetation traits which can be merged with mixed pixels while using broadband
sensors with its narrow spectral pathways [32]. Due to being expensive, unavailable
most of the time, limited with spatial coverage and complex for analysis due to low
knowledge of skills such datasets are not agreeable all the time [33, 34]. Landsat
datasets remain the most optimal source of the spatial data for the regions which
have limited resources and it possesses the longest historic datasets, its readily
available and free, with less complexities while processing and analyzing [25].
Enhanced Landsat 8 operational land imager, Landsat balanced spatial resolution
along with the inadequacy of spectral channels for instance red edge, and sensitive
vegetation mapping limits its benefits [35]. So the important was to search for other
sensors which are having comprehensive spatial and spectral information and which
could be utilized while mapping and the understanding sensitive water relevant
issues like as canopy water storage capability and interception [25].

In this study, two test sites with rice crop fields taken near Vellore. The rice test
fields variety is the same, i.e., ADT 43. Most of the nearby crop fields are farmed
with the same variety of rice. The spectral analysis has been done with the data
collected for the two crop fields. The different phonological stage of the crop has
been analyzed with the utilization of red edge band.

2 Study Area

The study area (Fig. 1) is located in Vellore district, Tamil Nadu, India. The latitude
and longitude of margining the study area are 12° 58′ 34″N to 12° 58′ 35″N and 79°
9′ 8″E to 79° 9′ 10″E, respectively. The maximum and minimum temperatures are
40.2 °C and 14.6 °C respectively for the plain areas of the districts [36]. The
normal rainfall due to northeast monsoon is 392 and 501.3 mm due to southwest
monsoon [36].
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3 Data Used and Methodology

Sentinel-2A satellite data has been used for this study which was launched in June
of 2015. It is assembled with the identical multispectral instruments (MSI) a very
wide field of view (a swath width of 290 km), which is skillful to acquire data with
13 bands in various spatial resolutions (within the range of 10–60 m). Estimated
fact is sentinel-2A can supply at least one cloud free data image in each month on
average

The MSI on Sentinel-2A can record data within the red edge spectral domain for
vegetation which is one of the most useful remote sensing based description holders
for chlorophyll content [37]. A 5-day Sentinel data has been taken for analysis
consecutively for two test sites.

4 Red Edge Analysis

Red edge is the rapid transition zone within 680–760 nm as there occur a sudden
increase from low red region of spectra to high infrared region of spectra due to
intense pigment absorption close to 680 nm and high canopy scattering near
760 nm [38, 39]. Test site 1 had been taken for experimenting. The red edge first
observed as for the vegetation analysis with satellite data red edge is more

Fig. 1 Study area for the current work
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significant. Then the cross verification is done by the other test site. The spectral
signature of both the lands shows the same pattern when it comes to red edge
portion.

5 Results and Analysis

5.1 Field Survey

The significant information pertinent with the experimental study was inventoried
such as farming style, harvesting, composting, etc. The field inventoried data will
not create any difference as the information about two test sites is similar only and
the crop type is of short duration variety.

5.2 Spectral Analysis

Spectral signature of test site 1 for four available consecutive days is shown in
Fig. 2. It shows the reflectance at visible and near infrared and the various stages
pattern at difference growth stage, i.e., 5–96 days.

Figure 3 is similarly showing spectral signature of test site 2 and how the
reflectance is changing and how this change is presenting different stages of rice
(Tables 1 and 2).

In tropical environment, growth phases of rice plant take first 60 days as veg-
etative stage, next 30 days as reproductive phase, and last 30 days as ripening
phase for a short duration variety [40]. So the reflectance is less in vegetative phase
as the presence of water takes the absorption higher. In vegetative phase, tillers and
more leaves are formed, plant heights increase whereas in reproductive stage, the
plant is more matured and panicle formation takes place and in ripening stage the

Fig. 2 Spectral signature of test site-1 for 4 days
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rice plant is in totally matured phase [40]. So the water absorption is no longer
dominating in matured stages.

6 Conclusion

The study shows that depending on change in the age of the crop, the canopy of the
crop also changes and based on this canopy change, remote sensing can identify
crop stages with the red edge analysis. Current study’s fruition is a new approach
when it comes to crop monitoring. It is shown that multispectral data is also helpful
for red edge analysis. This study shows the biophysical parameters analysis for the
distribution of fertilization and nutrients through red edge concept. Further, the
creation of spectral library can be considered which identifies the stressed vege-
tation, i.e., deceased crops for various rice varieties. This multispectral spectral

Fig. 3 Spectral signature of test site-2 for 5 days

Table 1 Phonological stages (daywise) analysis of test site 1

Age of the crops (in day) Maximum reflectance Growing stage

35 0.170 Vegetative phase

66 0.228 Reproductive phase

76 0.231 Reproductive phase

96 0.266 Ripening phase

Table 2 Phonological stages (daywise) analysis of test site 2

Age of the crops (in day) Maximum reflectance Growing stage

5 0.148 Vegetative phase

36 0.175 Vegetative phase

46 0.192 Vegetative phase

66 0.231 Reproductive phase

86 0.246 Reproductive phase
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library can be compared with hyper spectral datasets for the further developmental
implementation possibilities.
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Comparison of Biomass in Natural
and Plantation Dry Forests in India

Supratim Guha, Teya Pal, Dishi S. Nath and Bhaskar Das

Abstract The aim of this study is to compare the amount of aboveground biomass
(AGB) for different diameter classes between natural forest and a well maintained
plantation forest. The comparison of AGB is conducted in two different ways. In
the first method, the AGB is calculated as to per unit forest area (Mg/Ha). In the
second one, the AGB is expressed in terms of per unit basal area of trees (Kg/cm2).
From the first method the amount of AGB in natural forests and plantation forests
are 248 Mg/ha and 294 Mg/ha respectively. AGB count in plantation forest is
18.54% higher than that of natural forest with the first method. For the second
method, two species (Neem and Sal) were taken among all as they were ruling in
number for both natural and plantation forests. In case when the second method was
applied, the amount of AGB in natural and plantation forests for neem were cal-
culated 0.31 kg/cm2 and 0.32 kg/cm2 respectively. For Sal AGB values for natural
and plantation forests are 0.44 kg/cm2 and 0.47 kg/cm2, respectively. The study
shows that for both the species when the diameter is lesser, the difference in AGB
between two forests is more and in case of larger diameter, the difference between
two forests is smaller. This happens due to silvicultural maintenance exists in
plantation forest which is most important for younger trees. But for the natural
forest, no silvicultural practices take place.
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1 Introduction

Tropical forests are significant for carbon stock who delivers 40% of terrestrial
carbon storage [1]. The tropical forests accumulate huge quantity of carbon in
vegetation and soil. Along with that carbon exchange with atmosphere through the
photosynthesis and respiration also takes place [2]. Aboveground biomass
(AGB) estimation is one of the most important parts of carbon stock studies and
global carbon equalization [3]. Global carbon balance equation is getting unbal-
anced. Carbon dioxide emission by India in 2015 is also continuing the trend of
increase in emission by 2.47 billion tones, 5.1% more than the previous year [4].
The main consequences of deforestation due to anthropogenic usage need come
with huge amount of carbon dioxide emissions which is a conventional climate
altering factor. The problem looks huge and devastating when the result is even
extinction of species [5]. Tropical deforestation in particular is responsible for 25%
of carbon emissions indirectly or directly by humans [5–7]. So along with
renewable technologies, carbon sequestration can also be proved for mitigating the
climate change in a large extent as capturing and storing carbon are also needed for
balancing the climate condition. An estimation of 193–229 Mg/ha in aboveground
biomass is typically stored in tropical forest [8] which is proved to be twenty times
greater than the yearly emissions from total combustion and change in land use [9].
On the other hand, reducing emissions from deforestation and forest degradation
(REDD) has now become a major concern for United Nations Framework
Convention on Climate Change [10–12]. The funding of REDD is in a confused
situation whether the mechanism of funding should be traditional or eventual
market-based [13].

The actual data inventory to express C pool was almost nonexistent and if not
then it used to be overestimated [14]. Decades passed but now also solution
regarding the abovementioned problem is transparently unsolved. The field data
related to carbon sequestration measurement is not reliable as the rate of defor-
estation and accurate database on standing biomass is not available [15].

We explored comparison study on above-ground-biomass calculation for carbon
storage measurement between natural forest and plantation forest. The formation
and analysis of carbon models on global scale require field data for estimating forest
biomass [2]. The most trust worthy technique of estimating carbon stock in a forest
is through field data of the forest followed by the procedure of developing allo-
metric relationships between AGB of a tree and trunk diameter of the tree [16–18].
The equation from Chave et al. (2005) is convenient only with accurate height of
trees for allometric modeling [19]. But the accuracy comes inaccessible for
tree-height measurement for closed-canopy of natural forest [20, 21]. So avoiding
the controversies about biased estimation of AGB Chave et al. (2014) introduced a
little more convenient equation for AGB estimation in terms of field data avail-
ability [22]. Study areas we explored come under dry forest. Our study is to provide
some useful field inventory regarding the above ground biomass for carbon storage
measurement for some particular species. Among the plant biomass elements i.e.
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AGB, below ground biomass (BGB) and dead wood the AGB is the most signif-
icant for regulation of atmospheric carbon and it also contributes 60% of the total
phyto mass [2]. So the AGB estimation comes as the most important for the carbon
sequestration studies [3].

2 Materials and Methods

2.1 Description of the Study Area

Our first study area (Fig. 1) is Vellore Institute of Technology’s (VIT) Woodstock
which is situated at Vellore district in Tamil Nadu, India. This is a plantation forest
which lies between 12° 58′ 7′′N to 12° 58′ 16′′N and 79° 9′ 19′′E to 79° 9′ 31′′E.
It is situated in Vellore taluk. Another study area selected was Yelagiri forest which
is a natural forest. It lies between 12° 35′ 18′′N to 12° 35′ 30′′N and 78° 38′ 1′′E to
78° 38′ 16′′E belongs to in Thirupathur taluk. When evapotranspiration exceeds the
rainfall for a time duration less than 30 days in a forest then the forest is called a
“wet forest” Here, in this case, heavy rainfall (3500 mm/year) takes place. Where
the rainfall is between 1500 and 3500 mm/year, the forest is called “moist forest”.
When the rainfall is below 1500 mm/year, the forest will be called “dry forest” [19].
Annual rainfall of the Vellore is 954 mm [23]. As the annual rainfall in our study
area is below 1500 mm/year therefore our study area is “dry forest”. Monsoon starts
here generally from June due to both the south western and north eastern monsoon
branches [23]. The average annual temperature of plantation forest is 27.9 °C [24].
The natural forest average annual temperature is 23.1 °C [25] with the annual
average rainfall of 929 mm [26].

2.2 Forest Inventory

Field survey was done in summer of 2017. During the field survey, all the trees
were inventoried for both the forests. For both the forests, total height of the tree
and trunk diameter had been measured. The procedure we selected for the trunk
diameter measurement was the diameter of the trunk at breast (DBH) height. In case
where deformities showed up at the breast height, we simply took the measurement
of diameter above the trunk deformities. The previously published studies could not
provide any detailed procedure on how the tree heights were measured without the
help of any completely advanced technology. Some error always may occur while
tree height measuring procedures take place in any closed-canopy [20, 21].
Non-destructive way of measuring tree height does not always give the accuracy as
the destructive procedure comes with [22]. Some experiments are conducted
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separately for leaves, branches and mass of the trunk until its first branching. But
for dry forest areas like our study zone, it is difficult to measure leaf biomass for the
deciduousness [22].

2.3 Analysis with Different Regression Models

To determine which model is more suitable for our study we had taken few models
representing particular equation related to AGB formed by certain parameters.

Fig. 1 Geographical location of the study sites
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From Table 1, we found R2 for natural and plantation forests. For our study
regarding data analysis, we had chosen the equation Y = 0.673 (qD2H)

0.976 formed
by Chave et al. [22] as the R2 are best by this equation for both the forests. These
are 0.97 for natural forest and 0.99 for plantation forest. Where Y is the AGB in Kg,
q is the wood density of the plant in gm/cm3, D is the diameter of the plant at the
breast height in cm and H is the height of the plant in m.

Table 1 Different regression models to obtain the best fit for the estimation of biomass for both
natural and plantation forests

Model Equation R2

Natural
forest

Plantation
forest

Brown and
Iverson [27]

Y = 1.276 + 0.034(D2H) 0.84 0.87

Chambers et al.
[28]

Y = Exp[−0.37 + 0.33 ln(D) + 0.933 ln(D)2 0.112
ln(D)3

0.79 0.80

Chave et al. [29] Y = Exp(−2.00 + 2.42) ln(D) 0.88 0.83

Chave et al. [19] Y = q � Exp[−0.667 + 1.784 ln(D) + 0.207 (ln
(D))2 − 0.0281 (ln(D))3]

0.90 0.86

Chave et al. [19] Y = 0.112(qD2H)0.916 0.97 0.97

Chave et al. [22] Y = 0.0559(qD2H) 0.96 0.96

Chave et al. [22] Y = 0.0673(qD2H)0.976 0.97 0.99
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Fig. 2 Chart showing AGB distribution for both natural and plantation forests for different
diameter ranges for Neem
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2.4 AGB Estimation

There were 25 types of species in the natural forest and 11 types of species in the
plantation forest. The aboveground biomass are 248 and 294 Mg/ha for natural and
plantation forests respectively. For detailed analysis of our study areas, it is more
convenient to express AGB and carbon storage in terms of unit basal area than unit
forest area.

After getting the best suitable equation comparing equations from Table 1, we
proceeded with the equation attained for two species of trees who were governing in
number for both the forests. They are Azadirachta Indica (common name “Neem”)
and Shorea Robusta (common name “Sal”). So, for the detailed analysis of AGB
and carbon storage, we took different diameter ranges for both artificial and natural
forests for AGB calculation for both the trees.

For carbon content calculation, the carbon is assumed to be taken as 50% of the
total aboveground biomass [1, 15, 29–32].

Table 2 AGB calculations
for different diameter ranges
for Azadirachta Indica
(Neem)

Plantation forest Natural forest

DBH
(cm)

AGB (kg/
cm2)

DBH
(cm)

AGB (kg/
cm2)

0–20 0.248 0–20 0.211

20–40 0.380 20–40 0.367

40–60 0.391 40–60 0.386

>60 0.273 >60 0.271

Table 4 AGB calculation for
different diameter ranges for
Shorea Robusta (Sal)

Plantation forest Natural forest

DBH
(cm)

AGB (kg/
cm2)

DBH
(cm)

AGB (kg/
cm2)

0–20 0.471 0–20 0.382

20–40 0.474 20–40 0.459

40–60 0.467 40–60 0.469

>60 Not available >60 0.437

Table 3 Carbon storage for
different diameter ranges for
Azadirachta Indica (Neem)

Plantation forest Natural forest

DBH
(cm)

Carbon storage
(kg/cm2)

DBH
(cm)

Carbon storage
(kg/cm2)

0–20 0.124 0–20 0.105

20–40 0.190 20–40 0.183

40–60 0.195 40–60 0.193

>60 0.136 >60 0.135
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The trees with DBH (diameter at breast height) for above 60 m could not be
found for the youngling plantation forest as the Sal had not grown that much to
provide required diameter range when the field data was inventoried.

3 Results

3.1 AGB Distribution & Carbon Storage

Azadirachta Indica(Neem)
From the result of this study, the amounts of AGB in natural and plantation forests

for Neem were calculated 0.31 and 0.32 kg/cm2. As the results are reflecting, AGB
(Fig. 2) and carbon storage (Fig. 3) for all the diameter classes are greater for the
plantation forest. When the diameter range is less than 20 cm, the difference between
AGB for natural forest and AGB for plantation forest is 17.53%. For the diameter
range 20–40 cm, the difference is 3.54% and for diameter range 40–60 cm the dif-
ference is 1.29%. So when the diameter is lesser the difference in AGB between two
forests are greater and in case of greater diameter the difference between two forests
are lesser. For more than 60 cm diameter, the difference is very less, 0.73%. As the
carbon storage is 50% of AGB (Tables 2 and 3), the plot of carbon storage for same
diameter ranges and same number of trees follows the same pattern as of plot of AGB
biomass distribution.
Shorea Robusta(Sal)

In case of Sal, AGB values for natural and plantation forests are 0.44 and
0.47 kg/cm2, respectively. Now, for Sal when the diameter range is less than
20 cm, the difference between AGB for natural forest and AGB for the plantation
forest is 23.29%. For the diameter range 20–40 cm, the above mentioned difference
is 3.26% and for diameter range 40–60 cm the difference is 0.426%. So when the
diameter is lesser the difference in AGB between two forests is greater and when the
diameter is greater the difference in AGB between two forests is lesser. Similar to
the Neem plant the carbon storage for Sal also is 50% of the AGB (Tables 4 and 5).
Due to lack of data the difference between natural and plantation forests, difference
in AGB for diameter above 60 cm cannot be shown (Fig. 4). Here also carbon
storage plot (Fig. 5) is following the same pattern as of AGB distribution.

Table 5 Carbon storage for different diameter ranges for Shorea Robusta (Sal)

Plantation forest Natural forest

DBH (cm) Carbon storage (kg/cm2) DBH (cm) Carbon storage (kg/cm2)

0–20 0.235 0–20 0.191

20–40 0.237 20–40 0.229

40–60 0.233 40–60 0.234

>60 Not available >60 0.2185
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4 Discussions

The amount of carbon sequestration depends upon size of trees, type of forest, and
age of forest [33]. AGB value observed for natural forest in this study is 248 Mg/ha
a little less than 307 Mg/ha, the finding of Ramchandran et al. [35] on the tropical
evergreen forests in the eastern coast of Tamil Nadu, India [34]. However, the AGB
value of our study is very much less than 468 Mg/ha which is reported for the
tropical forest of semi evergreen type, situated in Western ghats of India reported by
Swamy [35]. AGB value of this study can be compared with the AGB value
275 Mg/ha which was reported by Terakunpisut et al. [34] by the study on the
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tropical rain forest in Thailand [33]. Brown and Lugo reported the AGB values of
260 Mg/ha for the tropical Africa, 150 Mg/ha for the total tropics, 170 Mg/ha for
the forest of broadleaf type in tropical America and 215 Mg/ha for Asian tropic
[36]. The obtained AGB value is much lower when it comes to not disturbed
deciduous forests of Southern Appalachain Mountains [37]. The value of AGB of
our study is little lesser than the AGB values found 304 Mg/ha for forests situated
in Uttar Pradesh [38] and 261 Mg/ha which is for recovering tropical forest of Sal
in eastern ghats of 10-year old [39]. The AGB value obtained for our study area is
248 Mg/ha for natural forest and 294 Mg/ha for the plantation forest which are less
than 324 and 406 Mg/ha, respectively, found by Ratul et al. [2].

Higher amount of AGB is provided by mainly the trees having larger diameters
but the trees of smaller diameters can also not be underestimated as they have the
potential for high future carbon sequestration. The established fact is the forest has
higher potential for carbon sequestration up to maturity depending on the type of
forest but after being matured, the carbon sequestration amount is marginal [40].

5 Conclusion

In this study on Neem and Sal, the trees possessing smaller diameter are repre-
senting younger trees and the trees holding larger diameter are representing older
trees. The difference in AGB between both natural and plantation forests is greater
when the diameter range is smaller because silvicultural practices are predominating
for younger trees and the difference in AGB between both the forests is lesser when
diameter range is larger because silvicultural practices are very little effective for
older tress. So this study concludes that silvicultural practices are more important
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for younger trees. But in case of older trees, the effect of silvicultural practice
seemed not to be that much important. Plantation forest has higher AGB than
natural forest due to uniformity in arrangement and adaptation of silvicultural
practices with a proper system of management.
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Evaluation of Global Digital Elevation
Model for Flood Risk Management
in Perlis

Muhammad Faiz Pa’suya, Ami Hassan Md Din,
Zulkarnaini Mat Amin, Kamaludin Mohd Omar,
Amir Hamzah Omar and Noradila Rusli@Ruslik

Abstract In flood modelling process, Digital Elevation Models (DEMs) is a
valuable tool in topographic parameterization of hydrological models. The release
of the free-of-charge satellite based DEMs such as SRTM and ASTER prompted
the accurate flood modelling process especially to propose flood mitigation in the
Perlis region. In this research, the accuracy of SRTM DEM of spatial resolution 1
arc-sec and 3 arc-sec, as well as ASTER DEM are evaluated. The reference levels
produced from GNSS observation and Earth Gravitational Model 1996 (EGM96),
as well as local mean sea level are used to analyse the vertical accuracy of each
GDEMs in Perlis, Malaysia. The total of 38 Benchmark (BM) and Standard
Benchmark (SBM) around the Perlis region were observed by GNSS using static
method and processed using TOPCON Tool software. A comparison with the local
mean sea level height indicated that SRTM 1″ is the much greater absolute vertical
accuracy with an RMSE of ±3.752 m and continued by SRTM 3″ and ASTER
GDEMs where the obtained accuracy was ±4.100 and ±5.647 m, respectively.
Also, by using orthometric height form the GNSS and EGM96 as reference ele-
vation, the obtained accuracy was ±3.220, ±3.597, and ±5.832 m for SRTM 1″,
SRTM 3″ and ASTER, respectively. Statistical results have also shown that
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SRTM 1″ has a good correlation with Hmsl and HGNSS where both correlations
values are 0.9925, while the SRTM 3″ and ASTER show the correlation of 0.9873
and 0.9375.

Keywords Flood mitigation � SRTM � ASTER � Perlis � Flood

1 Introduction

On the past few years, flash floods are becoming more common in the Perlis region
and this situation has gained serious attention from the state government and fed-
eral, of which to propose a flood mitigation system in Perlis. Starting from 2005,
followed by 2010 as well as in 2011, a series of serious floods events have hit the
state and neighbouring state, Kedah. Two factors are believed to be the cause of this
flood which are unusual rainfall distribution that causes water level of the rivers to
increase and discharging water from Timah Tasoh Water Dam. Under flood risk
mitigation plan to minimize the effect of flash flood in Perlis, the government has
proposed to develop a flood bypass canal and a limestone tunnel to discharge the
water during heavy rain into the Perlis River and finally into the Straits of Malacca.

In flood mitigation, identifying potential flash flood prone areas is one of the key
solutions. By predicting the prone areas, a better plan management can be imple-
mented by the authorities for the mitigation of the flood [1]. In order to accurately
identify the flood prone areas, detailed elevation data are crucial [2]. In general,
Digital Elevation Models (DEMs) providing basic information about the terrain
relief [3] and in flood modelling process, DEMs is a valuable tool for the topo-
graphic parameterization of hydrological models There are various ways of gen-
erating DEMs such as photogrammetric method, topographic surveys, total station
and GPS, airborne laser scanning, etc. However, the acquisition of high-resolution
and quality elevation data over large area is costly and a challenging task. The
release of the free-of-charge global DEMs (GDEMs) such as Global 30 Arc-Second
Elevation (GTOPO30) and Global Multi-resolution Terrain Elevation Data 2010
(GMTED2010) as well as satellite based DEMs such as from Shuttle Radar
Topography Mission (SRTM) and Advanced Space borne Thermal Emission and
Reflection Radiometer (ASTER) prompted the accurate flood modelling process.
However, the errors of GDEMs usually vary geographically due to the terrain
condition [4] and any error in the DEMs will affect the accuracy of flood mitigation.

Therefore, the accuracy of GDEMs should be analysed to find out the most
accurate accessible GDEMs [5, 6]. Therefore, the main objective of this study is to
evaluate the accuracy of vertical GDEMs for the region in Perlis, situated between
100° 7′ 16.25″E–100° 22′ 11.77″E and 6° 15′ 38.24″N–6° 43′ 34.55″N as shown in
Fig. 1 by comparing the elevation from each GDEMs and orthometric height
derived from GNSS/EGM96 (HGNSS) and local mean sea level height (Hmsl).
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2 Global Digital Elevation Models (GDEMs)

The goal of this study is to analyse the error of three GDEMs that are Advanced
Space borne Thermal Emission and Reflection Radiometer ASTER GDEM of
spatial resolution 3 arc-sec, SRTM GDEM of spatial resolution 1 arc-sec and
SRTM GDEM of spatial resolution 3 arc-sec. Details about the GDEMs are listed in
Table 1 and all the DEMs can be downloaded via USGS website (http://
earthexplorer.usgs.gov/).

2.1 ASTER GDEMs

The first version ASTER GDEM released in June 2009 was produced jointly by the
Ministry of Economy, Trade, and Industry (METI) of Japan and the United States
National and Space Administration (NASA). The GDEMs cover from 83° north
latitude to 83° south, encompassing 99% of Earth’s landmass. The first version of
ASTER GDEM has been updated to second version (ASTER GDEMV2) and

PERLIS

Fig. 1 Study area

Table 1 GDEM data input characteristics

DEM Spatial resolution Horizontal datum Vertical datum

SRTM 1 arc-sec (� 30 m), 3 arc-sec (*100 m) WGS84 EGM96

ASTER 1 arc-sec (� 30 m) WGS84 EGM96
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released on October 17, 2011. Compared to the first version which generated using
stereo-pair images collected by the ASTER instrument, the ASTER GDEMV2 adds
260,000 additional stereo-pairs. Provided at a one (1) arc-sec resolution (*30 m),
this GDEMs are referenced to WGS84 and EGM96 geoid model.

2.2 SRTM GDEM

The SRTM GDEM was generated from Shuttle Radar Topography Mission
(SRTM), jointly by National Aeronautics and Space Administration (NASA), the
National Imagery and Mapping Agency (NIMA), the German space agency
(DLR) and Italian space agency (ASI). The GDEMs covers from 60°N to 56°S [7]
and provides 3″ (*90 m) and 1″ (about 30 m) for any point on the earth. In the
overall, the absolute and relative accuracy of SRTM GDEM is 20 and 16 m,
respectively [7, 8]. As ASTER GDEMs, the horizontal and vertical reference of the
SRTM DEMs is the WGS84 and EGM96 geoid, respectively.

3 Vertical Accuracy Assessment

In order to analyse the error and accuracy of GDEMs, the interpolated heights from
GDEMs (HDEM) are compared with levelled heights (Hlevelling) and orthometric
height derived from GNSS levelling (HGNSS/level). Krigging approach in
SURFER (http://www.goldensoftware.com/) was used to interpolate the HDEM. In
this study, a total number of 38 GNSS observations have been conducted on the
Standard Benchmark (SBM) and Benchmark (BM) over the Perlis region (see Fig. 2)
using static method with 2 h observation period, 1 s sampling rate and above 15°
for elevation mask. The fieldwork was performed using TOPCON GR5 and
Hyper GA. Two Malaysia Real-Time Kinematic GNSS Network (MyRTKnet)
station were used as control stations and GNSS observation data were processed
using TOPCON Tool software. Figure 3 illustrates the distribution of the GNSS
levelling data for this study. The mean sea level value for each BM and SBM are
provided by JUPEM. The ellipsoidal height derived from GNSS observation were
transformed to orthometric height using EGM96 whereby consistent with the
vertical datum of both GDEMs [9].

The relationship between orthometric and ellipsoidal heights is shown in Fig. 4
and the following relationship was used to transform ellipsoidal height to ortho-
metric elevation using EGM96 geoid model:
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Fig. 2 GNSS observation on benchmark in the Perlis region

Fig. 3 Distribution of validation point
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H ¼ h� n ð1Þ

where;

H = orthometric height,
h = WGS84 ellipsoid height and
N = EGM96 geoid undulation

The vertical accuracy is computed by Mean Error (ME) and vertical Root Mean
Square Error (RMSE) by the following equation:

Mean Error (ME)

MRE ¼ Z*� Zj j=n ð2Þ

Root Mean Square Error (RMSE)

RMSE ¼ sqrt
X

Z* � Zj j
� �

=n ð3Þ

where

Z* = GNSS derived orthometric height,
Z = elevation from GDEMs and
n = total number of points

Fig. 4 Relationship between orthometric and ellipsoidal heights
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4 Results and Discussion

The discrepancies between orthometric heights derived from GNSS (HGNSS) and
local mean sea level height (Hmsl) with ASTER GDEM, SRTM 1″ and
SRTM GDEM 3″ for the 38 validation point are shown in Fig. 5. In general, the
contour of SRTM GDEM was smoother than ASTER GDEM. There are large
differences in the north and east of Perlis between ASTER GDEM and GNSS, as
well as local mean sea level. Meanwhile, large discrepancies in the southeast and
northeast of the Perlis can be seen from SRTM GDEM.

The summary of statistical analysis for the comparison of GDEMs with
Hlevelling and HGNSS is shown in Figs. 6 and 7. A comparison with the local
mean sea level height (Hlevelling) shows that SRTM GDEM of spatial resolution 1
arc-sec performs well compared with SRTM GDEM of spatial resolution 3 arc-sec
and ASTER GDEM. As shown in Fig. 5, the mean error values and RMSE for
SRTM 1″ were 3.268 and ±3.752 m, respectively when compared with the local
mean sea level value.

Meanwhile SRTM GDEM with 3″ resolution showed better vertical accuracy
than ASTER GDEM where the mean error values between the local mean sea level
and the GDEM was 3.399 m. The estimated accuracy for the SRTM 3″ in the Perlis
region is ±4.100 m, which is much better than with ASTER GDEM.
ASTER GDEM exhibited the largest residual error where the RMSE value for the
ASTER GDEM was calculated as ±5.657 m. The comparison of three GDEMs
with orthometric height also exhibited that SRTM GDEM of spatial resolution 1
arc-sec performs well compared with SRTM GDEM of spatial resolution 3 arc-sec
and ASTER GDEM with mean error values between HGNSS and SRTM 1″ GDEM
was 3.220 m, respectively. From the statistical computation for the absolute vertical
accuracy of SRTM 1″ elevations data gave the values of ±5.94 m.

Meanwhile, the absolute accuracy of SRTM 3″ GDEM is ±3.597, which is
lower than SRTM 1″, but is believed to be better than ASTER GDEM. The mean
error values between SRTM 3″ elevation and HGNSS were 2.795 m, respectively.
The accuracy of ASTER GDEM elevations is the lowest of all the other GDEMs.
The basic statistical analysis for these GDEMs highlighted that the accuracy of
ASTER in the Perlis region of which is ±5.832 m.

The graphic plots of the Hmsl and HGNSS against the SRTM and ASTER
DEMs is shown in Fig. 8. The results indicate that the three datasets show strong
positive correlations with the Hmsl and HGNSS elevations. The results shows that
SRTM 1″ has a good correlation with Hmsl and HGNSS where both correlation
values are 0.9925, while the SRTM 3″ and ASTER show the correlation of 0.9873
and 0.9375, respectively as shown in Table 2.
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Fig. 5 Height errors between the orthometric height (left) and the Hlevelling (right) with a ASTER,
b SRTM 1″ and c SRTM 3″ (unit in metre)
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Fig. 6 Elevation differences between the local mean sea level height and GDEMs (units in metre)

Fig. 7 Elevation differences between the orthometric height and GDEMs (units in metre)
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5 Conclusion

Two free GDEMs; were investigated for two references elevation data that are
orthometric height derived from GNSS observation and local mean sea level.
Generally, the statistical computation for these DEMs highlights that the accuracy
of SRTM 1″ is significantly more accurate compared to other GDEMs. By using the
local mean sea level height as a reference for the elevation, the statistic shows that
the accuracy of ASTER, SRTM 3″ and SRTM 1″ data for the Perlis region has

Fig. 8 Correlation between used DEMs with orthometric height and local mean sea level height

Table 2 Linear correlation, R2 between HLEVELLING, HGNSS and GDEMs

No. Model GDEMs versus HLevelling GDEMs versus HGNSS

1. SRTM 1″ 0.9925 0.9925

2. SRTM 3″ 0.9874 0.9873

3. ASTER 0.9375 0.9375
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given the values of ±5.657, ±4.100 and ±3.752 m, respectively. Meanwhile, the
validation with orthometric height highlighs that the accuracy of SRTM 1″ is much
better with RMSE of ±3.220 m and ASTER GDEM exhibits the largest residual
error with a RMSE of ±5.832 m. The results from this investigation are crucial in
order to determine the best GDEM for further analysis on flood risk management
studies in the Perlis region.
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Mapping Malaysia (DSMM) for providing BM and SBM value in Perlis region.
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Land Use and Land Cover Mapping
Using Rule-Based Classification
in Karbala City, Iraq

Ahmed Abdulkareem Ahmed, Bahareh Kalantar, Biswajeet Pradhan,
Shattri Mansor and Maher Ibrahim Sameen

Abstract Land use and land cover are important and useful geographic informa-
tion system (GIS) layers that have been used for a wide range of geospatial
applications. These layers are usually generated by applying digital image pro-
cessing steps for a satellite image or images captured from an aircraft. Several
methods are available in literature to produce such GIS layers. Image classification
is the main method that has been used by many researchers to produce thematic
maps. In the current study, a decision tree was used to develop rulesets at object
level. These rules were applied and a thematic map of Karbala city was produced
from SPOT image. The overall accuracy of the classification image was 96% and
the kappa index was 0.95. The results indicated that the proposed classification
method is effective and can produce promising results.

Keywords Land use/cover � Decision tree � GIS � Remote sensing

1 Introduction

Land use and land cover (LULC) are the basic layers for many geospatial appli-
cations including urban planning, change detection [1], environmental studies and
risk assessments. Image classification is the main method used to produce such
maps in GIS environments using remotely sensed data. In general, there are two
types of image classification: pixel-based classification and object-based image
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analysis (OBIA). In OBIA, image pixels are first grouped into a non-overlapped
homogenous regions using a proper segmentation algorithm [2]. Then image
objects are classified using some quantitative attributes. There are two ways to
classify image objects which are: supervised and rule-based methods. In rule-based,
several rulesets are developed to extract LULC features from remote sensing
images. These rules either can be developed by expert opinions or using an auto-
matic way such as by using decision tree algorithm.

In literature, several studies have been explored image classification using
object-based classification methods and high-resolution satellite images such as
SPOT, Worldview and QuickBird. Herold et al. [3] used OBIA classification
method to classify an IKONOS image in an urban area. Through several image
processing steps, a thematic map of nine classes was generated and evaluated. The
overall accuracy of 79% indicated the effectiveness of the approach for classifying
high resolution images. In addition, Myint et al. [4] compared pixel-based classi-
fication method with OBIA by using a very high resolution satellite images and an
area of urban environment. The study revealed that OBIA outperforms pixel-based
approaches. The object-based classifier achieved a high overall accuracy (90.40%),
whereas the most commonly used decision rule, namely maximum likelihood
classifier, produced a lower overall accuracy (67.60%).

This study develops a set of data-driven rules for classifying a SOPT image
covers a part of Karbala city located in Iraq. A decision tree algorithm was used to
generate ruleset that extract five LULC features from the image. Finally, a thematic
map of Karbala city was generated by combining the classification image with
several GIS layers extracted from GIS database of Karbala.

2 Study Area

The study area is the centre of Karbala city located in the middle part of Iraq.
Karbala city is located about 100 km (62 mi) southwest of Baghdad. Karbala is the
capital of Karbala Governorate, and has an estimated population of 572,300 people
(2003). Figure 1 shows the geographic location of Karbala city. This subset was
used to generate a thematic map for the area and to evaluate the ruleset developed in
the current research.

3 Dataset

In this study, a SPOT 5 image was used to produce a thematic map of Karbala city.
The spatial resolution of the image is 5 m which is considered as a suitable reso-
lution for producing thematic maps at small scales. Figure 2 shows the SPOT image
which covered main parts of Karbala city. The area is almost bare land, wet land
and also contains water bodies, agriculture, and urban areas.
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Fig. 1 The geographic location of the study area used in the current research

Fig. 2 The SPOT 5 image of Karbala city used in this study for LULC mapping
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4 Methodology

The overall proposed methodology for LULC mapping using OBIA approach is
presented in Fig. 3. First, the SPOT image was pre-processed to correct the
radiometric and geometric errors existed in the image. These errors usually occur
because of the malfunction errors or sensor degradation. Therefore, removing these
errors was an important step before developing ruleset and generating classification
maps for the study area. After that, the corrected image was segmented by using a
well-known multiresolution segmentation algorithm. Then, the several samples
from each LULC class were selected and a set of rule was developed by decision
tree algorithm. Next, the image objects were classified based on the ruleset
developed by decision tree. The results were evaluated by calculation the confusion
matrix and accuracy indicators include overall accuracy and kappa index. Finally, a
thematic map of Karbala was generated by combining the classification image and
GIS layers.

4.1 Image Preprocessing

It is important to make sure that the remote sensing data is accurate and contains
less noise before performing any image processing steps. In this study, the SPOT

Fig. 3 The overall flow chart of proposed method for producing a thematic map for Karbala city
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image was pre-processed in two main steps. The first step was to convert the digital
numbers of the original image into reflectance. This step reduced the effects of sun
light, atmospheric layer, and improved the spectral information of the image. In the
second step, the image was geometrically corrected and projected with a proper
projection system. This allowed to combine the GIS layers with the classified image
for creating the final thematic map of Karbala. The SPOT image is ready to process
after applying the pre-processing steps. The processed SPOT image was then used
for image segmentation and image classification.

4.2 Image Segmentation

Once the SPOT image was prepared for analysis, the image was segmented into a
non-overlapped and homogenous regions using multiresolution segmentation
algorithm. This process was implemented in recognition software. In this algorithm,
three parameters were required, namely, scale, shape and compactness. These
parameters were selected by trial and error method. After several trails, it was found
that scale of 100, shape and compactness of 0.5 were the best to use with our study
area and dataset. Based on these values of user-defined parameters of multireso-
lution segmentation algorithm, the image was segmented and image objects were
produced for classification process.

4.3 Ruleset Development Through Decision Trees

Based on the image objects created by segmentation process, it was possible to
automatically develop ruleset by decision tree algorithm. First, several samples for
each LULC class were selected and exported into excel sheets along with their
quantitative attributes. These quantitative attributes were then used for classifica-
tion. Ruleset were developed by using a cross-validation accuracy assessment
technique implemented in Weka software. The ruleset was then generated after the
application of decision tree in the software. The results of the ruleset that classify
the five LULC classes are presented in Fig. 4.

5 Results

5.1 Image Segmentation

The results of image segmentation are shown in Fig. 5. In this figure, it is clear how
the image objects were created from image pixels. The image pixels were grouped
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and the objects were created based on spectral and spatial information of the SPOT
image. These objects which are in vector format can be converted into GIS layer
and used for further applications. In the current study, they were used to classify the
image and produce the thematic map of Karbala city. These image objects contain
several attributes calculated for each object using mathematical formulas.

Fig. 4 Rulesets proposed for LULC mapping of SPOT image in Karbala city

Fig. 5 Rulesets proposed for LULC mapping of SPOT image in Karbala city

1024 A. A. Ahmed et al.



The density, compactness and the ration of length over width are some examples of
spatial attributers, the spectral bands of SPOT image (R, G, B) are the example for
spectral attributes. These attributes were used to develop ruleset and classify the
image for producing the thematic map of Karbala city.

5.2 Classification

The results of image classification are presented in Fig. 6. The thematic map of
Karbala shown in Fig. 6 consisted of five LULC classes. These classes are water,
wet land, bare land, agriculture and urban. If we compare these results of image
classification and the original image, we can observe that the most of the image
objects were accurately classified. The most parts of the area were classified as bare
land, wet lands. The urban area was located in the east of the study area. These
urban areas are almost residential areas. On the other hand, agricultural area located
at the east part of the study area, however, they are distributed from the north to the
south of that areas. Water bodies usually situated at the west part of the city. The
wet and bare lands were distributed almost in the all parts of the study area.

5.3 Accuracy Assessment

The results of image classification were evaluated by calculating the confusion
matrix. This matrix was then used to calculate the overall accuracy, kappa index,

Fig. 6 The thematic map of Karbala city produced by the application of developed rulesets in GIS
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user and producer accuracy. Table 1 shows the confusion matrix along the esti-
mated accuracies. In this figure, we can see that most of the LULC classes were
extracted accurately and effectively. The overall accuracy was estimated as 96%
and the kappa index was 0.95. On the other hand, the highest and lowest user
accuracy was 0.99 (water) and 0.94 (urban), respectively.

6 Conclusion

This study produced a thematic map for Karbala city using SPOT 5 satellite image.
Through several image pre-processing steps, the SPOT image was first prepared for
actual analysis. The image was then segmented and exported into GIS. Ruleset was
developed in Weka by using a decision tree algorithm. Ruleset was then applied and
the image objects were classified. The classification image was combined with
several GIS layers including roads and streams created the final thematic map of
Karbala city. The results were also validated using overall accuracy which was over
95%. The results indicated the robustness of the proposed approach for classifying
SPOT image and producing a thematic map that is useful for several geospatial
applications.

Table 1 The confusion matrix and accuracy indicators that were calculated to evaluate the
proposed classification framework

User class/sample Wetland Water Bare land Agriculture Urban Sum

Confusion matrix

Wetland 425 0 2 0 3 430

Water 0 123 0 1 0 124

Bare land 6 0 456 5 15 482

Agriculture 4 3 2 321 0 330

Urban 1 0 4 0 81 86

Unclassified 0 0 0 0 0 0

Sum 436 126 464 327 99

Accuracy

Producer 0.974 0.9761 0.9827 0.9816 0.818

User 0.9883 0.992 0.946 0.972 0.941

Hellden 0.9815 0.984 0.964 0.9771 0.8785

Short 0.9637 0.968 0.9306 0.955 0.778

KIA per class 0.9641 0.974 0.9741 0.9762 0.8067

Totals

Overall accuracy 0.9683

Overall accuracy 0.9573
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Frontier in Three-Dimensional Cave
Reconstruction—3D Meshing Versus
Textured Rendering

Mohammed Oludare Idrees and Biswajeet Pradhan

Abstract Underground caves and their specific structures are important for geo-
morphological studies. This paper investigates the capabilities of a new modelling
approach advanced for true-to-life three-dimensional (3D) reconstruction of cave
with full resolution scan relative to 3D meshing. The cave was surveyed using
terrestrial laser scanner (TLS) to acquire high resolution scans. The data was pro-
cessed to generate a 3D-mesh model and textured 3D model using sub-sampled
points and full resolution scan respectively. Based on both point and solid surface
representation, comparative analysis of the strengths and weaknesses of the two
approaches were examined in terms of data processing efficiency, visualization,
interactivity and geomorphological feature representation and identification. The
result shows that full scan point representation offers advantage for dynamic
visualization over the decimated xyz point data because of high density of points
and availability of other surface information like point normal, intensity and height
which can be visualized in colour scale. For the reconstructed surface, mesh model
is better with respect to interactivity and morphometric but 3D rendering shows
superiority in visual reality and identification of micro detail of features with high
precision. Complementary use of the two will provide better understanding of the
cave, its development and processes.

Keywords Terrestrial laser scanning � Cave � 3D model � Virtual reality
Geomorphology � Geovisualization
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1 Introduction

The study of cave, its geomorphological processes and features have advanced
understanding the events that have occurred underground during Earth’s history
over geologic timescale through the interaction of nature, animals and man. First
and most important step in cave investigation is to produce digital replica of the
cave in its exact three-dimensional geometry. In recent years, 3D model of a
number caves has been generated using laser scanning surveys. Digital represen-
tation of enclosed surfaces from sampled points has been a subject of extensive
research [1–4].

Most of the algorithms for freeform surface reconstruction employ triangular 3D
mesh (tetrahedron) using topological data structure that partition the input xyz
coordinates into regular polygonal mesh made up of assemblage of vertices, edges
and faces. In cave where multiple elevation values occur at the same xy positions,
generating polygonal model is a little more complicated and time consuming due to
limitation of the computer systems in handling large volume of data acquired [5].
The usual approach is to decimate the data to a size that the computing capacity can
efficiently convert into polygonal mesh based on Delaunay tetrahedrization [6, 7].
Meshing generates surface model that replicates the cave in its true 3D geometry
but at low resolution.

Understanding the speleogenesis and use of any cave in the past requires detail
true-to-life perception of the space in all dimensions. Since the work of [8], several
investigations have been conducted to improve identification of detail features in
the cave by taking advantage of laser scanning technology, usually in combination
with short-range photogrammetry for 3D documentation [9–11]. However, the use
of laser scanning and digital photogrammetry for virtual reality cave modelling is
challenging. How to manage illumination variation in the photos, finding exact
match between the photos and the geometric model, and handling the volume of
data acquired are the main issues with this approach [8]. Besides, the procedure
requires several manual operations and editing. Recently, Idrees and pradhan [12]
introduced textured 3D modelling of cave based on the geometric data and intensity
value using full resolution scan, a deviation from mesh-dependent cave recon-
struction. This paper presents comparative assessment of the two approaches in
terms of visualizing cave structure and its geomorphological features.

2 Laser Scanning Survey and Point Cloud Processing

In July 2014, Gomantong cave was surveyed using FARO Focus3D laser scanner
[13]. The network of cave system intersects a 300 m thick tower-like limestone hill
that sits within the 3000 hectares Sabah Forest Reserve (1180 04′E and 50 32′N).
By road, the forest reserve is about 34 km south of Sandakan and about 26 km east
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from the state capital, Kota Kinabatangan [14]. Schematic flow of the data pro-
cessing and analysis steps is presented in Fig. 1.

Before the laser scanning survey, data collection plan was made, considering the
general configuration of the cave to locate the best scan positions for good overlap
and determine the scanning angle and scan resolution. The cave was scanned at ¼
scan resolution mode which allows recording 244,000 points/s.

From the two weeks of field work, a total of 203 scans amounting to over 6.09
billion points (*38.0 GB) and RGB photograph. However, only the scans repre-
senting the upper level cave (Simud Putih) were processed. Data processing task
started with scan alignment to obtain a global point cloud from the different scans.
This was done in FARO SCENE-5.5 (www2.faro.com/downloads/training/
Software) using the iterative closest point (ICP) [15] algorithm. The registration
quality produced root mean square error of 0.0044 (4.4 mm) RMSE which is less
than the 6 mm point spacing. This was followed by cleaning, filtering of the point
clouds to remove noise and unwanted points [16] and exporting at two resolution
scales as ASTM E57 File [17]—one for mesh generation and the other for textured
3D model.

3 Data Presentation and Analysis

3.1 Point-Based Visualization

The data was analysed with the sub-sampled and full resolution scan. During export
from FARO SCENE, the aligned scans were decimated by sampling every 7th point

Fig. 1 Methodological workflow diagram
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to optimize processing time [18]. Then, the decimated scans were imported to
CloudCompare [19], a free and open source software, where they were merged into
a single discontinuous point cloud of the cave. Furthermore, the resulting merged
data was spatially sub-sampled using a horizontal and vertical distance spacing of
5 cm between points. The second dataset employs the full resolution scan.

The resulting point cloud is xyz representation of the cave surface that docu-
ments the exact dimensions, morphology and all the details of the walls.
Nevertheless, point cloud does not offer continuous surface depiction of the cave for
morphological structure and features. Figure 2 illustrates point visualization of a
section of the cave’s main hall. The point data provides far better information about
the cave, in quantity and reliability, than the data obtained from traditional topo-
graphic surveys.

From the point model, basic metric measurements such as extraction of
dimensional data (linear and angular, slopes) and cross sections (vertical and hor-
izontal) can be obtained. Unlike the xyz point representation (Fig. 2a), availability
of additional information such as point orientation (normal direction), height and
intensity value (Fig. 2b–d) in the full scan data provides powerful dynamic visu-
alization that enhances interpretation of the cave’s channel morphology. The
translation of these geometric and surface reflective properties into colours effective
analytic tool makes visualizing and interpreting the 3D point representation of the
cave easier. For example, major structural features are easily detectable by using
colours to render the points in the point representation.

Fig. 2 Point cloud based representation of the cave using a decimated and b–d full resolution
scan visualization specifying colour of points based on—b their normal direction c point height
and d intensity value
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3.2 Meshing Versus Textured 3D Models

Digital representation of the cave in 3D geometry was produced using the
sub-sampled point and full resolution scan, respectively. First, 3D meshing was
done in MeshLab 1.3.4BETA [20] using Poisson Surface Reconstruction algorithm.
MeshLab is open source software for point cloud processing, advance mesh gen-
eration and editing. The meshing process considers the xyz coordinates of each
point which makes it more suitable to model complex three-dimensional surfaces.
Poisson surface reconstruction converts the point normal into solid 3D surface by
defining a scalar function that best matches the vector field to build fitting iso-
surface [1, 21]. The mesh model comprises of triangles, each with a face bounded
by a set of three vertices (Fig. 3).

The surface obtained with Poisson surface reconstruction has a variable detail
level depending on the input parameter of the octree depth. Here, octree depth of 10
generated 825,451 vertices and 1,650,604 faces. The choice of the octree depth was
informed by compromise between level of details, visual reality and real-time
interaction with the model [1, 16]. The meshing process produced digital model of
the cave’s structure and the complex irregular formations at coarse level (Fig. 4).

Advances in computational efficiency of point cloud processing software and 3D
modelling capability are bringing a new dimension into cave investigation [12]. The
textured 3D rendering was accomplished in Autodesk ReCap360 student license
package [22]. ReCap360 creates complex 3D model with real-world visualization
by combining the xyz point cloud with intensity information or RGB photograph
(Fig. 5). The package computationally optimizes input files by indexing to its native

Fig. 3 3D mesh model generated in MeshLab v1.3.4BETA
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RCP file format for efficient processing, modelling and interactive visualization. It
considers points normal and their vector fields to create watertight solid 3D surface.

One of the advantages of high-resolution texture 3D model is that it allows
precise measurement of fine surface details down to 1 mm accuracy which is
possible with mesh model (Fig. 6). It also permits capturing the degree of

Fig. 4 General passage network structure of the upper section of Gomantong caves

Fig. 5 Visualizing textured 3D models of cave interior close to the entrance of Shaft-1 where
light outside the cave penetrates—a intensity and b RGB photograph
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complexity of surface irregularities including the meso- and micro-morphological
features and offers complete natural feel of the cave interior. Texturing with
greyscale intensity image makes it possible to identify fine geologic rock details,
swiftlet birds and bats, cave arts/engraving, etc. Structurally, it is possible to
examine and quantify evolving phenomena within the conduit. A virtual tour of the
cave reveals many phreatic and epiphreatic erosive features such as scallop, fluvial
and torrential deposits, talus, flowstone, dripstone, gravity induced breakdown on
the cave floor (Fig. 5a) and avens in the ceiling. It equally reveals old rock surfaces
from recent ones which explain the condition and continuous process of passage
deformation. All these are not possible with RGB photographic-based rendering
(Fig. 5b) due to darkness in the cave.

3.3 Comparative Assessment

Exploiting the overlap and complementarities of the two modelling approaches, as
highlighted in Table 1, will certainly deepen our knowledge about cave formation
and development.

Fig. 6 Comparison of passage interior a triangular mesh b upper cave section c mesh model and
d texture 3D rendering. The rectangular box in 3b shows the display interior section
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4 Conclusion

Texture 3D model shows superiority over mesh model, particularly in terms of
visual perception and identification. This new approach is a progressive step that
will assist scientists to visualize the cave interior with better understanding of the
geomorphological structures and unfolding events. It reveals good outcropping
condition and unique geological information like vertical and overhanging slopes.
On the other hand, the mesh model is efficient for deriving morphometric and
interactive navigation of the cave system generally. Comparative analysis reveals
that the geometry and geomorphology of the cavities can be well understood by
combining the potentials of the two models. Perhaps, such synergistic data
exploration may allow linking the morphology of the conduits with the cave
processes.
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Table 1 Comparative assessment of meshing and textured 3D rendering

Factors
considered

Mesh model Textured 3D model

1. Processing
time

Reasonably short, a matter of few
hours

Takes several hours to days to
load, index and render the
point data

2. Interactivity
with model

Interaction with the model is
efficient and in real-time

Interaction is much slower

3. Navigation Navigation is constraint to a
particular pattern

Offers dynamic and multiple
navigation modes such as real
and 3D views

4. Virtual
reality

Not possible Provides high resolution
true-to-life visualization

5. Feature
detail/
identification

With sparse xyz points, only the
general cave morphology is
represented

Micro, meso and macro
features can be identified and
measured in the model

6. Morphometry Most suitable for quantitative
measurements (volumetric, passage
surface area, profile and sectional
drawings, distance, slope, etc.)

Not efficient for quantitative
measures
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Feasibility Assessment of Tidal Current
Along the Bay of Bengal to Generate
Electricity as a Renewable Energy

Myisha Ahmad and G. M. Jahid Hasan

Abstract Electricity is the pinnacle of human civilization. At present, the growing
concerns over significant climate change have intensified the importance of use of
renewable energy technologies for electricity generation. The interest is primarily
due to better energy security, smaller environmental impact and providing a sus-
tainable alternative compared to the conventional energy sources. Solar, wind,
biomass, tidal, and wave power are some of the most reliable sources of renewable
energy. Ocean approximately holds 2 � 103 tW of energy and has the largest
renewable energy resource on the planet. Various forms constitute ocean energy
namely, encompassing tides, ocean circulation, surface waves, salinity and thermal
gradients. Ocean tide in particular, associates both potential and kinetic energy. The
study is focused on the latter concept that deals with energy due to tidal current.
Tidal currents generate kinetic energy that can be extracted by marine energy
devices and converted into transmittable electricity form. The study analyzes the
extracted tidal currents from numerical model works at several locations in the Bay
of Bengal. Based on current magnitudes, directions and available technologies, the
most fitted locations were adopted and possible annual generation capacity was
estimated. The paper also examines the future prospects of tidal current energy
along the Bay of Bengal (BoB) and establishes a constructive approach that could
be adopted in future developments.
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1 Introduction

In today’s world, adequate supply of energy is a focal obligation for comprehensive
development and constructive advancement of human lifestyle in any country.
However, effects of global climate change and depletion of traditional energy
sources of fossil fuel due to excessive consumption seem to be influencing the
development trend to a significant extent. Recent studies also suggest that by 2100,
the global energy demand would escalate by five times the current demand.
A constructive and sustainable solution of this acute problem can be incorporation
and analysis of renewable energy sources, as an effective means of power gener-
ation. Renewable energy chiefly includes wind, biomass, solar, ocean, and
geothermal energies. Covering around 71% of the earth surface, ocean embodies
the largest unused renewable energy resource on the planet. Theoretically, ocean is
capable of producing 20,000–92,000 tW h/year of electricity that can meet the
current world consumption of 16,000 tW h/year [1]. Ocean energy is attainable in
various forms including wave, thermal, salinity gradient, and tide. Tidal energy in
particular scores highly compared to the other forms in terms of availability of
resources, supply security, and most importantly, minimal environmental impact.
The extraction of energy from ocean tides can be achieved by “tidal current” and
“tidal barrage” technology. The former concept, which is the main focus of this
study, involves deployment of tidal current devices to the seabed to extract energy
from fast moving tidal current utilizing kinetic energy, i.e., current velocity. A tidal
current energy converter extracts and then converts this mechanical form of energy
into transmittable form. This study is concerned with the assessment of feasibility of
tidal current energy potentials along the Bay of Bengal and possible power gen-
eration through analysis of available data.

Until 20 years ago, the only form of tide energy for electricity generation was a
barrage which harnesses potential energy. But recently, interest has been shifted
toward harnessing the kinetic energy of tidal flows by tidal current turbines, using
the principles similar to wind energy. Conversion efficiency of tidal current tech-
nology is less but predictable power generation capacity and relatively lower
environmental impact makes the tidal current turbine technology potentially more
acceptable and preferable than tidal barrage concept.

A river current turbine project ran from 1976 to 84, marks the origin of the
marine tidal current concept. Peter Fraenkel used a vertical axis Darrieus-type rotor
for irrigation pumping, which was anchored to the bank of the river Nile in Juba,
Sudan. The turbine operated well through a head of 5 m and a current of 1 m/s,
pumping 2000 L/h. With further development, the design was then marketed with a
horizontal axis rotor [2]. Since then, projects supportive of similar technology
started to develop and active research has been ongoing in the United States,
Canada, Europe and Japan. However, the technology has yet to be developed to a
great extent and devices are at early stages compared to other renewable energy
technologies. Most of the designs for this technology are still at an experimental
stage. Their commercialization is still at its infancy and has not yet matured to the
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extent of massive power generation. Many of them have great potentials for being
used in large scale projects. The existing small-scale prototype models and some
recent achievements of industrialized and pre-commercial large tidal current turbine
(over 500 kW) technologies include: Open-hydro turbine-A 250 kW prototype
installed in Orkney islands, Scotland, E-Tide turbine project (300 kW) installed in
Norway, SeaGen S turbine installed in Strangford Lough, Northern Ireland-world’s
first grid-connected megawatt-level Marine Current Turbine (MCT) system, a
110 kW Voith Hydro Turbine has been operating since 2011 near the South Korean
island of Jindo, and Sabella D10 turbines with a power capacity of 0.5–1.1 mW for
current velocities of 3.0–4.0 m/s [3]. Moreover, a recent approach is the Deep
Green—a 12 m diameter turbine mounted on a submerged anchored structure that
intensifies the experienced water speed by a factor of 10, generating 220–500 kW
units [4]. Studies and researches indicate huge potential of commercialization of
these projects that are at prototype and testing phases.

Oceans are propitious resource, capable of providing clean energy on a grand
scale. On the other hand, Bangladesh, with its 710 km long coast line, with suitable
tidal range variations, and effective current speed, has promising renewable energy
potential. Accelerated development of harnessing ocean energy along the Bay of
Bengal can offer a wide sphere of long-term benefits including: identifying new
prospects of de-carbonization of power supply, creating manifold energy generation
portfolio, improved energy security in terms of production, distribution, and
plausible economic development of the whole nation.

2 Tidal Current Technologies

2.1 Tidal Current

Tide is the result of mutual gravitational interaction among earth, moon and sun.
Due to the floods and ebbs, the tides rises and falls generating horizontal movement
of water called ‘tidal current’. The current is not only influenced by tide but also by
temperature, wind, salinity difference, relative positions of the sun and moon with
respect to earth along with changing angles of declination. The extreme declination
of the moon results largest currents, while lowest currents occur at zero declination.
These astronomic characteristics results in periodic variation of tidal currents which
can be predicted with high accuracy.

2.2 Harnessing Tidal Current Energy

The technique of harvesting current energy is to obstruct the free flowing water,
trapping the kinetic energy and converting into transmittable electric energy.
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The basic physical principle of extracting kinetic energy is virtually similar to that
of wind. Tidal current devices are placed directly in stream to draw energy from
tidal currents in a manner resembling wind turbine. In practice, tidal current devices
are employed as fences or arrays of turbines in restricted channels and inlets, where
the optimal tidal power is extractable with the option of few multiple rows. Tidal
current power varies with density of the medium and cube of velocity. The density
of water being 832 times of the density of air is capable of producing substantial
power at lower tidal flow velocities, compared to wind speed. However, the tidal
current technology is not yet adequately developed for large scale exploitation of
energy resource. Some of the turbine designs have been developed to prototype
stage for testing and some have been built to full scale for pre-commercial testing.
The methods that have undergone prototype testing phases till date are highlighted
as follows:

Vertical axis turbine technology. Vertical axis turbines typically consist of two
or three blades attached to a vertical shaft forming a rotor. Incoming water flow hits
the axis of rotation perpendicularly, as shown in Fig. 1a. The incoming flow
generates a lift force to drive the rotor, which eventually rotates the generator and
produce power.

Horizontal axis turbine technology. Horizontal axis turbines usually have two
or three rotor blades which can generate lift and result axial rotation to drive a
generator. These turbines ought to be aligned to the current either by rotating the
device or by pitching the blades through an angle of 180° (Fig. 1b).

Oscillating hydrofoil turbine technology. This device consists of a hydrofoil
connected to the end of a swing arm whose angle changes with the water stream as
displayed in Fig. 1c. It rests on gravity-based foundation. The lift and drag force
oscillates the arm, resulting in extension of the hydraulic cylinder. The cylinder is
connected to the main arm and used to pump high pressure oil to a generator. Upon
entering into the turbine of hydraulic design, the oil drives a generator and produce
electricity.

Tidal kite. In this technology, the turbine is attached to a wing which moves
forming loops in water. They are attached to the seabed with a moving wire, like a
kite. The device moves through water at a speed higher than the water speed and are
able to generate electricity from very low velocity currents (Fig. 1d).

Helical screws. Flumill’s Helix screws’ turbine is shaped like a screw. It has
only one moving part and is slow-rotating. As water flows through the helix, the
screws extract power from the tidal streams. The gearless turbine drives a perma-
nent magnet synchronous generator and generates power (Fig. 1e).

Enclosed tip—venture. Enclosed tips (ducted) devices are enclosed within a
shrouded structure. The funnel effect accelerates and concentrates on the fluid flow,
allowing applicability of smaller rotor diameters. Moreover, ducted structures assist
minimization of turbulence and alignment of the water flow into the turbine
(Fig. 1f).
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3 Prospects of Tidal Energy in Bangladesh

3.1 Origin of Tides in the Bay of Bengal

The tides entering the Bay of Bengal originates in the Indian Ocean and gains
access through two submarine canyons: the “Swatch of no ground” and the “Burma
trench”. There are six major entrances through which fresh water penetrate into the

Fig. 1 Different types of available turbine technologies a vertical axis turbine, b horizontal axis
turbine, c oscillating hydrofoil turbine, d tidal kite, e helical screws and f enclosed tip venture
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waterway system in Bangladesh and these are: (a) The Pussur Entrance, (b) The
Haringhata Entrance, (c) The Tentulia Entrance, (d) The Shahbazpur Entrance,
(e) The Hatia River Entrance, and (f) The Sandwip Channel Entrance [5]. The tides
are predominantly semidiurnal with large variation in range corresponding to sea-
sons, particularly during the monsoon. They are affected by the local conditions like
geomorphology, configuration and orientation of the coast, upstream flow of rivers,
number of openings in the coast. In some places, the tidal stream can reach up to 5.5
knots (2.8 m/s) which is suitable for establishment of tidal current turbine
deployment [6].

3.2 Potential Locations in the Bay of Bengal for Tidal
Current Energy Extraction

High tidal flows commonly occur in areas with narrow straits, around headlands,
and between islands, enhanced due to funneling effect. Some of the fundamentals
and key criteria of site selection for tidal current turbine deployment can be given as
considerable spring peak current, uniform and strong currents, close to coast,
constricted channels [7]. Coastal areas in Hiron Points, Mongla, Char Changa,
Cox’s Bazar, Golachipa, Patuakhali, Sandwip, Barisal, etc., are some of the
important and suitable locations along the Bengal coast. But assessing the coast line
along the Bay of Bengal, the Sandwip channel tends to fulfill most of these criteria
and possess huge potential of tidal current energy. Situated at the estuary of the
Meghan River on the Bay of Bengal the non-navigable channel is surrounded by
Sandwip Island on one side and Chittagong on the other. This geological criterion
enhances the current speed of the location varying from approximately 0.1–2.5 m/s
in the tidal channels [8].

3.3 Present Scenario and Future Goal of Renewable Energy
Development in Bangladesh

Renewable energy shares only 1% of the total available energy in Bangladesh,
while in the world it accounts for almost 19% of total energy consumption. It is
high time to shift the dependency trend from conventional fossil fuel sources to
alternative means. However, the country intends to rise electricity generation up to
10% through utilizing renewable energy, by the year 2020 (http://www.
powerdivision.gov.bd). With that aim, the government is already working to
reduce the dependency on natural gas in commercial energy consumption, declining
to 42% in 2012 compared to 50% in 2009 [9].

With the recent ocean victory, Bangladesh has been assured rights over
118,813 km2 of territorial sea. Now she has access to the open sea and sovereign
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rights over 200 nautical miles exclusive economic zone that can be used and
explored of marine resources including oil and gas [10]. So, huge potential energy
is available in this large sea zone which can be utilized for generating electricity.
Moreover, in order to promote the importance of replacing indigenous nonrenew-
able energy sources as well as to encourage different public and private investments
in this sector, renewable energy is included in the national energy policy in year
2008. Although different forms of renewable sources are already being explored
and utilized to extract energy, the vast potentials of the ocean renewable source of
the Bay of Bengal is yet to be analyzed and studied.

4 Generation of Energy

4.1 Tidal Energy Estimation

The instantaneous power density P produced by a tidal current turbine can be
calculated by Eq. (1) [11]

P ¼ 1
2
qAV3CP ð1Þ

where

q the water density (in kilogram per cubic meter),
A the cross-sectional area of the flow intercepted by the device, i.e., area swept

by turbine rotor (in square meters),
V the flow velocity (in m/s),
CP the turbine efficiency.

For each cycle of tidal current, V varies with time in a predictable manner and is
characterized by the depth of water level as well as channel position and seasonal
changes.

4.2 Methodology

A stepwise methodology has been adopted in this study that leads to an estimation
of effective stream power potential of the site under investigation, presented by a
flowchart as depicted in Fig. 2.

Initially, bathymetry data and satellite images of all suitable locations along the
Bay of Bengalwere analyzed andfinally SandwipChannelwith an approximatewidth
of 13 m and 12–16 m water depth variation was selected as stable and feasible
location. Figure 3 displays Sandwip Channel which is located in between Chittagong
district and Sandwip Island. Reason for selection of this location is due to its relatively
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stable channel, clean water, higher velocity, and it is nearer to the main land for
connectivity. Then result from a hydrodynamic model obtained from a secondary
source (developed by the Institute of Water Modelling) has been assisted in the
analysis. The developed hydrodynamic model has been calibrated against measured
water levels and discharges at different locations. Depth-average velocity and direc-
tion along a transect of Sandwip channel for a period of 14 days (covering
spring-neap) during both monsoon (August) and dry period (March) for the year 2014
were extracted from the model results which were incorporated in the energy calcu-
lation procedure. During monsoon period, a maximum velocity of 2.41 m/s and
minimum velocity of 0.19 m/s was observed. On the other hand, during dry period
maximum and minimum velocity reached to 2.01 and 0.12 m/s, respectively.

Fig. 2 Flowchart presenting stepwise methods followed for tidal current power potential
calculation
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The developed hydrodynamic model divides the Sandwip channel into several
grids. The depth-average velocities for each of the grids were taken from the 14
days modeled data of hourly variation. These data were averaged and the maximum
value was taken into consideration for power calculation using Eq. (1). Figure 4
projects a graphical representation of change of generated power with the variation
of velocity for both monsoon and dry period. An estimation of annual power
generation has finally been made considering an array of turbines accommodated in
a single row along the selected transects (Fig. 5).

For the purpose of this study, single-bed mounted horizontal axis turbine tech-
nology has been taken into consideration, given the fact that, it is the most efficient
and practical concept and is most experimented among the existing technologies.
Being similar to wind mill concept, it won’t require exclusive technical expertise.
Moreover, the bathymetry characteristics and sea bed nature of Sandwip channel
prefers the deployment of the horizontal axis turbine.

Sandwip 
Chittagong

Feni

Fig. 3 Suitable study location along the Bay of Bengal. Main study location (Sandwip channel) is
highlighted by a zoomed box
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5 Result and Discussion

Total width of the Sandwip Channel is approximately 13 km. As the channel is
bounded on both sides by stable landmass, naturally seabed is shallow at the corners
and deeper at the center. Considering the fact, the effective width for tidal turbine
deployment is selected to be 12 km. Spacing between subsequent turbine is con-
sidered as 10 times the diameter of a rotor. This spacing is required to reduce the
wake effects of nearby turbines. Diameter of turbine rotor is considered as 6 m that
yields a swept area of 28.274 m2. Approximately 200 turbines can be deployed in a
single row along a tidal stretch of 12 km and with a 35% turbine efficiency (i.e.,
Cp = 0.35), the total power output by all the turbines would sum up to 470 mW per
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Fig. 4 Variation of daily average velocity and estimated power covering a spring-neap tidal cycle
during a monsoon period and b dry period, for the year 2014
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year. Each turbine is yielding an annual energy output of 2.355 mW. Table 1
summarizes the total annual power yield using tidal current turbine concept.

6 Concluding Remarks

Power demand is increasing rapidly in Bangladesh and there is no constructive plan
yet, to meet the forthcoming power deficit by renewable energy. The traditional
energy sources being limited and unsustainable, the country has to face a great
challenge in upcoming days. In this respect, tidal power, as a renewable energy
source with multifarious benefits, can be a fundamental provision for our future
energy necessities. Fundamental of this paper is to highlight the prospects and

Fig. 5 Proposed arrangement of tidal current turbine array in the selected location (extracted from
[12])

Table 1 Summary of annual generated power at the study location

Parameter Dimension

Width of study location (Sandwip channel) 12 km

Turbine type Submerged horizontal axis
turbine

Turbine diameter and number of blades 6 and 3 m

Average daily power generation during monsoon period (per
turbine)

8.25 kW

Average daily power generation during dry period (per
turbine)

4.15 kW

Number of turbines 200 nos

Annual generated power (per turbine) 2.355 mW

Total annual generated power 470 mW
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potentials of the Bay of Bengal for developing research focusing on tidal current
technologies, in conjunction with assessment of the feasibility of the concept.

In order to quantify the tidal power potential of the Bay of Bengal, an extensive
and elaborate investigate has been carried out in this study. Sandwip channel with
its desirable geological location, a considerable channel width of 12–16 m, and a
variable current speed of 0.12–2.4 m/s (approx) was found to be one of the most
preferable locations for energy extraction. A set of depth-averaged velocity data for
the study area was obtained through a hydrodynamic model study. The velocity
varies higher during flood than ebb and the maximum value reached 2.41 and
2.01 m/s during monsoon and dry period, respectively. The magnitude of generated
electricity being directly proportional to the cube of velocity and the area of water
surface swept by the turbine suggests that power generation is more effective and
maximum during monsoon than dry period, as available kinetic energy is more. The
power density reached its maximum with a value of 8.25 kW daily, at mid-flood of
a mean spring tide of monsoon period, whereas it accounted to 4.15 kW daily
power during dry period for a single-bed mounted horizontal axis turbine. Due to
ease of installment, and simpler technical features, horizontal axis turbine tech-
nology has been preferred over the other existing technologies to be used applied in
the study area. Finally, theoretical design of deploying 200 tidal turbines in a single
row sums up to 470 mW annual power generation.

The potential for progression of the techno economic ability of ocean power
conversion technologies is enormous and propitious. Ocean energy conversion
technologies are speculated to make appreciable contributions in achieving mis-
cellaneous objectives of environmental, social, and economic policies in many
countries around the world, after their integration into the world electricity market.
Bangladesh too needs to keep pace with this advancing trend by exploring the
renewable energy possibilities in the country. A comprehensive, holistic energy
strategy should be developed to address the shortcomings related to research and
studies acquainted with the suggested technology.
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Detection of Environmental Degradation
of Satkhira District, Bangladesh
Through Remote Sensing Indices

M. Tauhid Ur Rahman and Jannatul Ferdous

Abstract Satkhira is one of the most vulnerable coastal districts of Bangladesh due
to both natural disasters and anthropogenic causes, which faces continuous envi-
ronmental degradation. This study aims to explore the environmental changes in the
Upazilas of Satkhira district by employing several remote sensing indices using the
Landsat images of the year 2007, 2010, 2013, and 2016. NDVI, NDWI, NDSI,
NDBI, and NDBaI are used to extract the spatial information regarding the con-
dition of vegetation, wetlands, soil salinity, built up area and bare lands in the
Upazilas respectively. Temporal change of these variables has been monitored and
compared among and within the Upazilas on the basis of the threshold values of the
indices. Analysis of NDVI has revealed that there was a drastic change in vege-
tation from 2007 to 2010, which was because of the cyclones. Though NDVI of
2013 showed a positive increase from 2010, it cannot restore its previous state not
even in 2016. Analysis of NDBI and NDBaI have revealed that built up area has
been increased day by day; whereas, a decreasing trend has been seen in case of
bare lands, as the bare lands are occupied either by built up area or by shrimp
farming area. Increasing NDWI and NDSI justify the increasing shrimp farming
trend in Satkhira. These variables indicate the changing nature of land use land
cover and the vulnerability due to environmental degradation in Satkhira district,
which reveals a need for immediate land use planning. This study will help the
policy makers and land use manager to promote substantial and sustainable
development plan for Satkhira district.
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1 Introduction

Environmental degradation is one of the most serious matters of concern world-
wide, which is acuter in developing countries due to the lack of effective monitoring
system and strong legislation [1, 2]. Environmental degradation or the damage of
natural environment is occurred both by the effect of climate change and harmful
human activities and results in loss of biodiversity and natural resources, which is a
common phenomenon in the southwest coastal region of Bangladesh. Both natural
hazards and major land use/land cover change exist together in this area and have
significant and adverse effects on the environment [3]. Being one of the most
vulnerable coastal areas around the world, this region has been observed to change
rapidly since late of twentieth century. Degradation of soil and water condition due
to increased salinity, destruction of mangrove forest, unplanned practices of land
surface, etc., have been experienced in this region.

Change in land use/land cover has been established as one of the most useful
methods to detect environmental degradation [4]. Significant change in the land
use/land cover pattern has been observed the southwest region of Bangladesh,
especially in Satkhira district. Cultivated land has been decreased about 20% and
water bodies have been increased about 10% from 1980 to 2009 [5]. Shifting of
occupation from agriculture to shrimp farming has been taken place due to the
combined effect of climate change and salinity intrusion and 30% increase in
shrimp farming has been seen in the past 13 years [3]. Satkhira district is recog-
nized for its economic and environmental importance and it is now facing several
environmental challenges caused by the anthropogenic activities like unplanned
land use practices and demographic changes. Economic growth of this region has
been proved as detrimental to the environment causing increased salinity both in
soil and water, drinking water scarcity, decreased land fertility, increased health
hazard, destruction of mangrove forest, and agricultural land loss [1]. Moreover,
Satkhira district has been experienced a significant environmental change due to the
devastating cyclone Sidr in 2007 and Aila in 2009.

For monitoring and assessing the environmental degradation, long-term prior
information about the environmental components are required, which is now easily
accessible in the form of satellite images. Remote sensing techniques have provided
the opportunity of studying the pattern of environmental change for a long period of
time. There are several indices for detecting the environmental change like
Normalized Difference Vegetation Index (NDVI), Normalized Difference Water
Index (NDWI), Normalized Difference Salinity Index (NDSI), Normalized
Difference Built-up Index (NDBI), and Normalized Difference Bareness Index
(NDBaI), which are used to extract the spatial information regarding condition of
vegetation, wetlands, soil salinity, built up area and bare lands respectively.

The objectives of this study are to detect the environmental degradation of
Satkhira district of Bangladesh in terms of change in different land uses/land covers
and to present a comparative scenario of the Upazilas (Sub-districts) on basis of
spatiotemporal change pattern. For this, satellite images of the year 2007, 2010,
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2013, and 2016 have been employed. The change due to natural hazards (cyclone
Sidr and Aila) has been revealed after analyzing the images of 2007 and 2010 and
the change occurred in the recent years can be considered mostly due to anthro-
pogenic causes.

2 Study Area

Satkhira District of Khulna division, Bangladesh has been selected as study area.
This district is located on the southwest extremity of Bangladesh, in between 21°36′
and 22°54′ north latitudes and in between 88°54′ and 89°20′ east longitudes. It is
bounded by Jessore district on the north, the Bay of Bengal on the south, Khulna
district on the east, West Bengal State of India on the west. There are seven
Upazilas in this district named Assasuni, Debhata, Kalaroa, Kaliganj, Satkhira
Sadar, Shyamnagar and Tala. Of the seven Upazilas of the district, Shyamnagar is
the largest and Debhata is the smallest (Fig. 1).

The total area of the district is 3817.29 km2, of which 1534.88 km2 is under
mangrove forest (The Sundarbans). The rural economy of Satkhira is predominantly
agricultural as 62.56% people are engaged in agriculture. Paddy, jute, sugarcane,
mustard seed, potato, onion, betel leaf, etc., are the main crops in Satkhira. Besides,
Prawn farming is one of the most important economic activities of the households
and one of the main export items of Bangladesh, which is abundantly available in
the district [6].

3 Methodology

3.1 Acquisition of Satellite Images

To detect the environmental degradation of Satkhira district through remote sensing
indices, multi-temporal satellite images (WRS2: 138/44, and 138/45) were collected
from the United States Geological Survey (USGS) website. All bands of Landsat
Thematic Mapper 5 (TM) (dated 18 March 2007 and 6 February 2010), and Landsat
8 Operational Land Imager (OLI) (dated 28 April 2013 and 26 March 2016) were
collected, and all the spatial data layers were registered to the same Universal
Transverse Mercator (UTM) coordinate system and resampled to the same pixel
resolution of 30 m. In order to use satellite images of different periods, it is essential
to acquire images of same dates (especially the same plant growing seasons).
Though the acquisition dates are ranged from the month February to April, it covers
same plant (e.g., Boro rice and potato) growing seasons in Bangladesh.
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3.2 Processing of Satellite Images

As the raw satellite images are not best suited to calculate remote sensing indices,
the radiometric correction has been performed and the Digital Number (DN) values
have been converted into reflectance. For Landsat 5 TM, there is a two-step con-
version process (Eqs. 1 and 2) and in Landsat 8 it can be done by a single step
(Eq. 3). Spectral Radiance Scaling Method has been followed for radiometric
correction of Landsat 5 TM. All the necessary data has been found in the header file
(metadata) downloaded with the satellite images.

(a) Radiometric Correction of Landsat 5 TM

The formula used in the Spectral Radiance Scaling Method for Landsat 5 TM is
as follows [7]:

Fig. 1 Location of study area (Satkhira district) [6]
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Lk ¼ ððLMAXk
� LMIN kÞ=ðQCALMAX�QCALMINÞÞ� QCAL�QCALMINð ÞþLMINk

ð1Þ

where

Lk the cell value as radiance
QCAL digital number
LMINk spectral radiance scales to QCALMIN
LMAXk spectral radiance scales to QCALMAX
QCALMIN the minimum quantized calibrated pixel value (typically = 1)
QCALMAX the maximum quantized calibrated pixel value (typically = 255).

Then, the radiance value has been converted to reflectance value by using the
following formula [8].

qk ¼ p�Lk�d2=ESUNk�sin hz ð2Þ

where

qk Unit less planetary reflectance
Lk Spectral radiance (from the earlier step)
d Earth–Sun distance in astronomical units
ESUNk Mean solar exo-atmospheric irradiances
hz Sun Elevation Angle.

(b) Radiometric Correction of Landsat 8 OLI

For Landsat 8 OLI, DN values have been converted to reflectance by using the
following formula [9].

qk ¼ MqQcalþAqð Þ=sin hz ð3Þ

where

qk Unit less planetary reflectance
Mq Band-specific multiplicative rescaling factor from the metadata
Aq Band-specific additive rescaling factor from the metadata
Qcal Quantized and calibrated standard product pixel values (DN)
hz Sun Elevation Angle.

The reflectance values have been used to compute the indices except for Normalized
Bareness Index (NDBaI) as it uses the thermal band. For computingNDBaI, DN values
of the respective bands have been used. Radiometric correction provides the more
accurate result as noise from reflectance is 50% less than noise from DN value [10].
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3.3 Calculation of Remote Sensing Indices

Normalized Difference Vegetation Index (NDVI), Normalized Difference Water
Index (NDWI), Normalized Difference Built-up Index (NDBI), Normalized
Difference Bareness Index (NDBaI) and Normalized Difference Salinity Index
(NDSI) are used to extract the spatial information regarding condition of vegetation,
wetlands, built-up area, bare lands, and salinity-affected areas in the Upazilas,
respectively. Threshold values have been used to identify the areas with moderate
vegetation, water features, salinity-affected areas, built-up area, and bare lands.
Formulae and threshold values for these indices are given in Table 1.

G,R,NIR, SWIR, andT are theGreen,Red,Near Infrared, ShortWave Infrared, and
Thermal Bands, respectively. For Landsat 8 OLI image, band 10 has been used to
compute the NDBaI, as NDBaI computed from band 10 and SWIR band gives the
best-suited result for extraction of bare soil [11]. Threshold values for Landsat 5TMand
Landsat 8OLI have been considered same as theDNvalues are converted to reflectance
values. But the threshold values for NDBaI are different for different Landsat, as theDN
values of thermal bands cannot be converted into reflectance [11] (Fig. 2).

Table 1 Corresponding remote sensing indices with the formulas and their threshold values

Index used Formula Threshold value of the index used

NDVI NIR�R
NIRþR

>0.2

NDWI G�NIR
GþNIR

>0

NDBI SWIR�NIR
SWIRþNIR

0.1–0.3

NDBaI SWIR�T
SWIRþT

>−0.15
(>−0.09 for Landsat 8)

NDSI R�NIR
RþNIR

>0

Acquisition of Landsat Images Processing of Landsat Images 
(Radiometric Correction)

Calculation of NDVI, NDWI, 
NDBI, NDBaI, NDSI

Assigning threshold values for 
the indices

Change detection of different 
Land cover components

Fig. 2 Methodological approach for the study
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3.4 Change Detection of Different Land Cover Components

Threshold values of the indices are the base of change detection analysis. Areas
above the threshold values have been calculated and used to compare the changes
among the Upazilas during the period 2007–2016.

4 Results and Discussions

The collected satellite images of the study area of the year 2007, 2010, 2013, and
2016 are as follows in false color composite (Fig. 3).

4.1 Spatiotemporal Dynamics of NDVI

For identifying the healthy vegetation area from the satellite images, NDVI has
been used and the threshold value for NDVI is 0.2 as greater than this value
indicates the vegetation area [12]. Table 2 shows the NDVI statistics for the
Upazilas of Satkhira district for the selected years.

The analysis of NDVI has revealed that there was a significant reduction in
vegetation area from the year 2007 to 2010, which can be said as the impact of the
devastating cyclones Sidr and Aila. Every Upazila has faced a reduction in vegetation
area to a great percentage, among which there is about 79% reduction in Assasuni
Upazila and 81% in Debhata Upazila. Vegetation areas have been increased in 2013
and even in 2016, but it is not the same as the vegetation area of 2007 (Fig. 4).

Fig. 3 Satellite images of study area in false color composite (R(SWIR), G(NIR), B(Red)) a in
2007; b in 2010; c 2013; d in 2016
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On an average, 20% reduction in vegetation cover has been observed in Satkhira
after the cyclone Sidr and more than 30% reduction has been happened in Satkhira
due to cyclone Aila in 2009, as Aila mainly hit the Satkhira and Khulna district and
affect much on that area [13].

4.2 Spatiotemporal Dynamics of NDWI

For identifying the wetland areas, NDWI has been used and NDWI shows positive
value in the areas with water [14].

Table 3 shows the NDWI statistics for the Upazilas of Satkhira district for the
selected years. The increasing wetland areas from the year 2007 to 2010 are the

Table 2 NDVI statistics of Satkhira district

Upazila Vegetation area (in % of total area of the Upazila)

2007 2010 2013 2016

Assasuni 37.2 7.8 22.1 33.4

Debhata 28.2 5.3 21.7 23.7

Kalaroa 85.3 43.4 57.9 69.6

Kaliganj 30.5 12.2 23.9 27.9

Satkhira Sadar 79.3 49.5 53.7 55.7

Shyamnagar 74.9 49.7 52.4 56.3

Tala 75.6 46.3 52.5 66.2

The bold values represent the corresponding highest and lowest values

Fig. 4 Spatiotemporal pattern of NDVI a in 2007; b in 2010; c 2013; d in 2016
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indication of the waterlogged areas due to the cyclones. Wetlands are increasing in
all the Upazilas, as shrimp culture is one of the prominent occupations in Satkhira
district. Satkhira Sadar Upazila and Tala Upazila have experienced significant
increase among the Upazilas (Fig. 5).

4.3 Spatiotemporal Dynamics of NDBI

NDBI is a useful index to identify the built up areas from the satellite images, where
the built-up areas have NDBI values ranged from 0.1 to 0.3 [15]. Table 4 shows the
NDBI statistics for the Upazilas of Satkhira district for the selected years.

Table 3 NDWI statistics of Satkhira district

Upazila Wetland areas (in % of total area of Upazila)

2007 2010 2013 2016

Assasuni 40.2 53.9 41.2 44.5

Debhata 56.7 69.2 61.7 65.1

Kalaroa 1.7 13.1 11.6 19.8

Kaliganj 52.4 68.9 49 80.5

Satkhira Sadar 8.3 35.3 27.9 47.7
Shyamnagar 85.3 86.2 85.1 82.4

Tala 7.2 32.7 31.6 35.4
The bold values represent the corresponding highest and lowest values

Fig. 5 Spatiotemporal pattern of NDWI a in 2007; b in 2010; c 2013; d in 2016
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Overall increase in built up areas has been seen from the analysis of NDBI,
though there is little reduction in built up areas from the year 2007 to 2010 due to
the impact of the cyclones. Increase rate is higher in Debhata and Kaliganj
Upazilas. Due to the cyclones, Kalaroa faced more reduction in built up areas due to
the cyclones than other Upazilas (Fig. 6).

4.4 Spatiotemporal Dynamics of NDBaI

NDBaI is used to identify the bare lands from the satellite images. For Landsat 5
TM, it has threshold value greater than −0.15 and for Landsat 8 OLI it is −0.09 [11,

Table 4 NDBI statistics of Satkhira district

Upazila Built up areas (in % of total area of Upazila)

2007 2010 2013 2016

Assasuni 20.6 18.2 22.2 25.3

Debhata 8.8 12.4 15.4 18.2
Kalaroa 22.5 12.7 18.7 20.3

Kaliganj 15.3 18.2 21.4 24.5
Satkhira Sadar 15.6 10.3 18.7 19.2

Shyamnagar 44.8 37.6 40.5 45.8

Tala 23.2 21.9 25.6 27.6

The bold values represent the corresponding highest and lowest values

Fig. 6 Spatiotemporal pattern of NDBI a in 2007; b in 2010; c 2013; d in 2016
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15]. Table 5 shows the NDBaI statistics for the Upazilas of Satkhira district for the
selected years.

Though there were fewer amounts of bare lands in all Upazilas, it shows a
decreasing trend at present. Bare lands have been converted into either built-up
areas or into shrimp farming lands. Satkhira Sadar and Debhata have the least
amount of bare lands as they are close to the main urban area with high population
density (Fig. 7).

Table 5 NDBaI statistics of Satkhira district

Upazila Bare lands (in % of total area of Upazila)

2007 2010 2013 2016

Assasuni 7.5 3.4 2.8 1.9

Debhata 0.36 0.22 0.16 0.1
Kalaroa 1.1 0.93 0.74 0.62

Kaliganj 2.9 1.55 1.2 0.95

Satkhira Sadar 0.7 0.44 0.4 0.32
Shyamnagar 16.1 13.16 10.4 8.9

Tala 1.7 1.14 0.87 0.65

The bold values represent the corresponding highest and lowest values

Fig. 7 Spatiotemporal pattern of NDBaI a in 2007; b in 2010; c 2013; d in 2016
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4.5 Spatiotemporal Dynamics of NDSI

NDSI shows the salinity-affected area from the reflectance value of red and near
infrared bands [2]. Table 6 shows the NDSI statistics for the Upazilas of Satkhira
district for the selected years.

Analysis of NDSI has revealed that the areas near the water bodies are severely
affected by salinity and value of NDSI is increasing. South part of the district
(Shyamnagar Upazila) is severely affected due to the proximity to the sea and the
salinity intrusion has been spread toward the north (Fig. 8).

Table 6 NDSI statistics of Satkhira District

Upazila Salinity-affected areas (in % of total area of Upazila)

2007 2010 2013 2016

Assasuni 38.2 54.6 32.3 40.5

Debhata 52.1 67.1 52.8 62.8

Kalaroa 1.2 13 8.2 14.7

Kaliganj 50.2 59.5 42.6 47.3

Satkhira Sadar 7.2 31.7 22.9 25.4

Shyamnagar 85 86.6 84 87.4
Tala 7.3 30.8 27.2 32.6

The bold values represent the corresponding highest and lowest values

Fig. 8 Spatiotemporal pattern of NDSI a in 2007; b in 2010; c 2013; d in 2016

1064 M. Tauhid Ur Rahman and J. Ferdous



5 Conclusions

This study reveals the changing nature of the environment of Satkhira district,
which is one of the most vulnerable coastal districts of Bangladesh. Through the
remote sensing indices, it is very realistic to explore the long-term change in
environmental components. The decreasing vegetation areas, increasing
salinity-affected areas, decreasing bare lands with increasing built-up areas are the
result of this study, which indicate the environmental degradation in the study area.
To control the environmental degradation in this area, an effective sustainable
development plan is in need. Policy makers should give focus on this regard and
promote sustainable development in Satkhira district.
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Snow Damage Prediction Model Using
Socioeconomic Factors

H. Park, Y. R. Oh, J. W. Lee and G. Chung

Abstract Due to the climate change, the natural disasters have been occurred more
frequently and the amount of damage has been increased as well. In South Korea,
the number of snow disaster has been increased recently. In last 20 years, from
1994 to 2013, total snow damage was 1.3 billion dollars. In this study, the snow
damage was estimated using historical damage data to response the possible heavy
snow and mitigate the damage. The historical snow damage data from Annual
Natural Disaster Report for the last 22 years were used to develop a multiple linear
regression model. Input data for the model were daily maximum snow depth
(or daily maximum fresh snow depth), daily highest temperature, daily lowest
temperature, daily average temperature, relative humidity as meteorological factors,
and also regional area, greenhouse area, number of farmers, number of farmers over
age 60 were considered as socioeconomic factors. The developed model was
applied in Jeolla-do, Chungcheong-do, and Kangwon-do which have the largest
snow damage in the history. As the results, the model showed over 70% of accuracy
in all of three cities.
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1 Introduction

Due to the climate change, the natural disaster has been increased in South Korea.
Snow disaster was the third major natural disaster in South Korea. In 2001, the roof
top of Olympic Gymnastic stadium was fallen down by heavy snow. In 2004, the
hall constructed by sandwich panel was collapsed by snow. In the accident, 103
people were injured and 10 people died. In Jan. 2016, the Jeju airport was closed for
two days because of heavy snow and severe cold. It was an unexpected disaster
because the winter daily average temperature in Jeju island was usually over 0 °C.
Therefore, the necessity of snow disaster preparedness was increased. Many
researches have been conducted to estimate snow damage in Korea. Oh et al. [1]
said that the social and economic damage by heavy snow will be increased in
South Korea.

Park et al. [2] conducted the vulnerability analysis by heavy snow in the Ulsan
metropolitan city. The vulnerable area for the heavy snow was suggested for the
disaster preparedness. Kim et al. [3] constructed snowfall forecasting model using
neural networks and multiple regression analysis to consider nonlinear process of
snowfall. Jeong et al. [4] estimated the snow damage using daily maximum fresh
snow depth, snow days, population, GRDP, and area. Kwon and Chung [5] and
Kwon et al. [6] also developed regression models to estimate snow damage using
meteorological factors. Toya and Skidmore [7] developed a model to estimate the
damage per GDP caused by natural disaster.

In this study, for the more accurate and applicable model, both of meteorological
and socioeconomic factors were considered as input data to estimate snow damage.
Regression models were developed using daily maximum fresh snow depth. The
fresh snow depth was divided into six categories and different regression models
were developed to improve the accuracy of the models.

2 Multiple Linear Regression Analysis

Multiple linear regression analysis is the linear model with more than two inde-
pendent variables to estimate one dependent variable. The regression model to
estimate Y with X0;X1;X2; . . .;Xi (where i is the number of variables) independent
variables were shown in Eq. (1).

Y ¼ b0 þ b1x1 þ b2x2 þ � � � þ bjxj þ � ð1Þ

where, b0; b1; b2; . . .; bi are regression coefficients, � is the random error.
The accuracy of the regression model is estimated using adjusted-R2ðR2

aÞ. The
adjusted-R2 is shown in Eq. (2).
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R2
a ¼ 1� n� 1

n� k � 1

� �
SSE
SST

ð2Þ

where n is the number of data, k is the number of independent variables. SSE and
SST are the sum of squared error and total sum of squares.

3 Data

3.1 Snow Damage Report

The snow damage data from 1994 to 2015 was collected from the Annual Natural
Disaster Report published by Ministry of Public Safety and Security (MPSS) in
South Korea. The damages were categorized with 23 types of damaged facilities.
The number of snow damages during 22 years (1994–2015) in the administrative
districts were drawn in Fig. 1. The frequently damaged areas were located in the
mountainous areas or near ocean. The most damaged districts were Jeonlla,
Chungcheong, and Kangwon-do. Among the 23 types of facilities, 33% of snow
damage was occurred in the greenhouse. Therefore, the greenhouse is shown as the
most vulnerable facility to the snow disaster.

Fig. 1 The number of snow
disasters for 22 years
(1994–2015)
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3.2 Meteorological Data

In South Korea, snow damage is mostly caused by the snow loads over the roof [8].
The snow loads could be significantly changed depending on the humidity. The
weight of 1 foot of fresh snow ranges from 3 lb per square foot for light and dry
snow to 21 lb per square foot for heavy and wet snow [9]. Yu et al. [10] proposed
that the light and dry snow is formed below −10 °C and the heavy and wet snow is
formed between −1 and 1 °C. Therefore, the snow density depends on the relative
humidity and temperature. In this study, snow depth (daily maximum fresh snow
depth), relative humidity, daily minimum temperature, daily maximum temperature,
and daily mean temperature were applied as the meteorological input data.

3.3 Socioeconomic Factors

As mentioned earlier, the most vulnerable facility to the snow disaster is greenhouse
which is located in the agricultural area. According to Statics Korea, the average
age of the agricultural area is 66.5 years in 2016 and increases very rapidly.
Therefore, it is important to consider the agricultural district and the greenhouse
area for the snow damage estimation. As the socioeconomic factors, the area of
administrative districts, greenhouse area, number of farmers, and number of farmers
over age 60 were considered in the regression model.

4 Results

The multiple linear regression model was developed using 541 historical snow
damage data for the three provinces in South Korea, Jeonlla, Chungcheong, and
Kangwon-do. The snow damage data was collected for the lasts 22 years. However,
some damages were happened when snow depth was less than 10 cm which was
not heavy snow. Therefore, it was assumed that the snow damage data with low
snow depth might be caused by the maintenance mistake and cannot present the real
disaster situation. The snow depth causing damage should be defined.

To find the appropriate thresholds of the snow depth, six different regression
models were developed as Table 1. Case 1 is the snow damage estimation model
when the snow depth was higher than 10 cm, that is, the snow depth less than
10 cm was discarded. As the same manner, case 6 discards the data with snow
depth less than 25 cm. After less than 25 cm of snow depth data was discarded, the
number of data considered in a multiple regression model was only 91.

However, the expectation accuracy of the model is increased as the snow depth
threshold become high. The most accurate model is case 6 with 0.7074 of adjusted
R2. Therefore, it is concluded that the reliable snow damage could be estimated
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when the fresh snow depth is higher than 25 cm in case of South Korea. In Fig. 2,
the observed and calculated snow damage in case 6 model was shown.

The regression coefficients were listed in Table 2. The regression coefficients
from the six different models did not have the regular sign for the dependent
variables. For example, some of the models have the positive coefficients for the
minimum temperature and relative humidity, whereas others do not.

Table 1 The number of data considered in the regression models and adjusted R2

Case Threshold (cm) Number of data Adjusted R2 (R2
a)

1 10 342 0.256

2 13 278 0.356

3 15 229 0.449

4 18 184 0.526

5 20 162 0.562

6 25 91 0.707

Fig. 2 Comparison of observed (X-axis) and calculated (Y-axis) snow damage using multiple
regression model (case 6) (unit: thousand dollar)
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5 Conclusions

In this study, multiple linear regression models using both of meteorological and
socioeconomic factors were developed to estimate snow damages. The snow depth
thresholds were investigated using six different regression models for more accurate
model estimation. Historical 541 snow damage cases from Jeonlla, Chungcheong,
and Kangwon-do which had the largest snow damages were applied in the models.
As the result, the regression models with higher than 25 cm of snow depth showed
the most accurate estimation. However, the regression signs of the six models do
not have consistency. The developed models are needed to be verified using the
more number of data, however, the model could give the decision-maker the insight
about the area or scale of the possible snow damage for the rapid disaster response.
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Spatial Variability of Rainfall in Urban
Catchment

H. Haris, M. F. Chow and L. M. Sidek

Abstract The rapid urbanization process has created massive pressure on the
environment and interrupted the water balance. In this research, Penchala River was
chosen as the research area. Spatial variability of rainfall can lead to significant
error in rainfall–runoff processes and hydrological modeling, specifically in the
urban area. Thus, one-way analysis of variance (ANOVA) was used to determine
whether there are any statistically significant differences between the means of
rainfall data from selected rainfall stations. The yearly and monthly data of all eight
rainfall stations during the period of the year, 2012–2015 was used for this analysis.
The post hoc test was used to identified, in which rainfall station differed among
each other during the study. The null hypothesis (no significant difference) is
accepted, when the computed p value is more than 0.05. The results showed that
there is no significant statistical difference in the rainfall data between the rain
gauges of S1–S8 with the p-values 0.945 (2012), 0.954 (2013), 0.342 (2014), and
0.427 (2015). It can be concluded that none of the gauge used for the determination
of rainfall dataset contained systematic errors.

Keywords Spatial variability � Penchala river � Urban runoff � Rainfall analysis
ANOVA analysis � Boxplot analysis
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1 Introduction

The urbanization with increasing population and development has extremely
interrupted the balance of water in natural catchment. The variation in hydrological
responses due to rainfall and land use changes increases the difficulty on rainfall–
runoff modeling. In addition, large error in rainfall data can be a significant source
of error in flood simulation.

Climate change in the past decades has significantly changed the rainfall pattern
as well as its magnitude and interannual variability worldwide [1–4]. Tropical
countries have experienced warmer climate, where the temperature was found to be
increased by 0.7–0.8 °C over the last century. Much of this variability is driven by
the El Nino-Southern Oscillation (ENSO), timescale based oscillation of the Indian
Ocean Dipole (IOD) and the intra-seasonal Madden Julian Oscillation (MJO) [5].
Such increase in rainfall variability is always accompanied by shifting in its sea-
sonal magnitude, timing, and duration. Department of Meteorology Malaysia [5]
stated that there is a decreasing seasonal rainfall trend for Peninsular Malaysia in
the year, 1998–2007 as compared to those in 1961–1990. Among the seasons, the
wettest and driest seasons observed was in the month of June, July and August, and
in the month of March, April and May, respectively.

West of Peninsular Malaysia also experienced higher rainfall than east of
Peninsular Malaysia in December, January and February [5]. Meanwhile, east of
Peninsular Malaysia experienced higher rainfall than the west of Peninsular
Malaysia in September, October, and November. The climate change has brought in
heavy rainfall and caused several floods event in Malaysia.

Climate change has changed the magnitude of the rainfall event, when the
annual mean precipitation does not change significantly [6–13]. Increasing inten-
sities and duration of rainfall during the monsoons have intensified the occurrence
of flooding events and impacted many people in terms of loss of lives and property
damage [14].

2 Study Site

In this study, Penchala River located in Petaling Jaya, Kuala Lumpur was chosen as
the study area, as shown in Fig. 1. Penchala River catchment is located within the
Klang River catchment in the state of Selangor. It is flowing through the district of
Petaling and finally enters the Klang River.

The total length of Penchala River is about 12 km, which 4 km of its length is
located within the Dewan Bandaraya Kuala Lumpur (DBKL) area while another
8 km is located within the Petaling district. The catchment area is about 35.41 km2

and majority of the land use is hilly area with mainly medium to low density of
residential development area.
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Fig. 1 Penchala river catchment (ARCGIS map)
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Penchala River is one of the major contributors of pollution to the Klang River.
The water quality index (WQI) at the upstream of Penchala River is classified as
Class I. However, the WQI at the downstream is dropped to Class IV or Class V
after it is flowing through 70% of channelized concrete channel in the Petaling
district [15].

3 Rainfall Data

Rainfall data was collected by using a tipping bucket rain gauge with resolution of
0.5 mm in this study. The rain gauge was set up at a clear place in order to collect
the total rainfall amount without any obstruction. Eight new tipping bucket rain
gauges were installed at selected locations within the Penchala River catchment.
The rainfall data was collected biweekly from the site from July 2012 to September
2015. Table 1 shows the details of installed rainfall stations.

4 Monthly Rainfall Distribution

Most of the studies have reported that spatial variability of rainfall is a main
controlling factor for flood formation in urban areas [16, 17]. Thus, the variability
of rainfall distribution in Penchala River catchment was investigated during this

Table 1 Details of newly installed rainfall stations

No. Station
number

Station name Latitude (N) Longitude
(E)

Owner

1 3016080 Kg. Ghandi 03° 04′
35.1″

101° 37′
16.5″

DID

2 3016077 Jalan 222 03° 05′ 49″ 101° 38′ 4.1″ DID

3 3116079 Jalan SS 2/24 03° 07′ 7.4″ 101° 37′
42.7″

iFFRM

4 3116076 Jalan 19/21 03° 07′
35.8″

101° 37′
42.7″

DID

5 3116075 Taman Lembah Kiara 03° 09′ 3.5″ 101° 37′
57.1″

JLN

6 3110016 Bukit Kiara Golf
Resort

03° 08′ 1.7″ 101° 38′
23.2″

DID

7 3116078 Taman Jaya 03° 06′ 8.5″ 101° 38′ 42″ MBPJ

8 3116080 PJ Old Town 03° 05′
14.9″

101° 38′
44.4″

MBPJ

DID Department of Irrigation and Drainage; iFFRM Integrated Flood and Rainfall Management;
JLN Jabatan Landskap Negara
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study. The monthly rainfall distribution during the periods of 2012–2015 was
plotted for eight rainfall stations within the Penchala River catchment as shown in
Figs. 2, 3, 4, 5, 6, 7, 8 and 9.

The rainfall stations are denoted as S1-Tmn Lembah Kiara; S2-KGPA; S3-Jalan
19/21; S4-Jalan SS2/24; S5-Taman Jaya; S6-Jalan 222; S7-Jalan Othman; and
S8-Kg. Ghandi, respectively. According to the monthly rainfall distribution in
Table 4, the average monthly rainfall for Penchala River catchment is recorded to
be as 249.50 mm. This value is slightly higher than the monthly mean rainfall
(191 mm) as reported by Desa and Niemczynowicz [17] for Kuala Lumpur. The
highest monthly rainfall occurred in November, 2012 at Kg. Ghandi station with
total rainfall amount of 668.20 mm, whereas the lowest monthly rainfall occurred
in February, 2015 at KGPA Station with the total rainfall of only 0.9 mm. The
occurrence of monthly rainfall during the months of October to December was
found to be relatively higher than other months due to the Northeast monsoon
season.

Fig. 2 Monthly rainfall distribution at Taman Lembah Kiara rainfall station

Fig. 3 Monthly rainfall distribution at KGPA rainfall station
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Fig. 4 Monthly rainfall distribution at Jalan 19/21 rainfall station

Fig. 5 Monthly rainfall distribution at Jalan SS2/24 rainfall station

Fig. 6 Monthly rainfall distribution at Taman Jaya rainfall station
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Fig. 7 Monthly rainfall distribution at Jalan 222 rainfall station

Fig. 8 Monthly rainfall distribution at Jalan Othman rainfall station

Fig. 9 Monthly rainfall distribution at Kg. Ghandi rainfall station
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The average annual rainfall obtained for all rainfall stations of S1, S2, S3, S4,
S5, S6, S7, and S8 was 2765, 2910, 2869, 3212, 3230, 3107, 3271, and 2925 mm,
respectively. The spatial variability of rainfall in the Penchala River catchment
showed that the mean annual rainfall is found to be relatively higher in the central
region (S4, S5, S6, and S7), when compared to the upstream (S1, S2, S3) and
downstream (S8) regions. Central region with fully urbanized area is likely to have
warmer climate than the upstream rural area, and to cause large increase in the
amount of rainfall. Many studies have shown that amount and intensity of rainfall
will increase along with urbanization due to urban heat island effect [18–20]. The
average contribution of Northeast monsoon (October, November and December) to
the annual rainfall in rainfall stations of S1, S2, S3, S4, S5, S6, S7 and S8 is 35.2,
38.7, 39.2, 42.5, 41.2, 38.8, 38.7, and 45.9%, respectively for the period between
September 2012 and September 2015.

5 Boxplot Analysis of Monthly Rainfall

The rainfall dataset from each of the station was further investigated using boxplot
analysis. The storm event is defined as rainfall depth greater than 1.0 mm. Similar
definition for minimum rainfall depth of 1 and 0.8 mm was given by Pedersen et al.
[21], Chow and Yusop [22] studies, respectively. The monthly data was compiled
from daily rainfall data, while the annual data was derived from monthly data.
Boxplots are useful for identifying outliers and comparing distributions based on
five number summaries: minimum, first quartile (25%), median (50%), third
quartile (75%) and maximum. The outliers of the rainfall data can be detected from
the boxplot graph, where any of the point is located below minimum and above
maximum. It was noted that great variability was observed for rainfall during the
months of June and August.

The descriptive statistic summary of mean, median, standard deviation, mini-
mum and maximum values for the monthly rainfall data from September 2012 to

Table 2 Descriptive statistic summary for rainfall data at each rain gauge

Year Rainfall (mm)

Sum of squares df Mean square F Sig.

2012 Between groups 793.9 7 113.4 0.319 0.945

Within groups 170,647.4 480 355.5 – –

2013 Between groups 1175.1 7 167.8 0.300 0.954

Within groups 536,744.3 960 559.1 – –

2014 Between groups 17,827.5 7 2546.7 1.13 0.342

Within groups 1,820,873 808 2253.5 – –

2015 Between groups 1698.1 7 242.5 1.005 0.427

Within groups 108,144.6 448 241.3 – –
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September 2015 are shown in Table 2. It is seen from the table that the daily mean
rainfall depth is about 24.1 mm. The maximum daily rainfall event is found to be
564 mm, which occurred during the monsoon season of December 2014.

6 One-Way Analysis of Variance (ANNOVA)

Spatial variability of rainfall can lead to significant error in rainfall–runoff processes
and hydrological modeling, especially in urban area [23, 24]. Therefore, one-way
analysis of variance (ANOVA) is used to determine, whether there are any statis-
tically significant differences between the data of rainfall stations. The yearly and
monthly data of all eight rainfall stations during the period of September 2012 to
September 2015 was used for ANOVA analysis. The post-hoc test was used to
define, in which rainfall station is differed from each other during the study.
Tables 3 and 4 represent the results of statistical analysis for rainfall data from
September 2012 to September 2015. The null hypothesis (no significant difference)
is accepted, when the computed p value is greater than 0.05. The results show that
there is no statistical significant difference in the rainfall data between the rain
gauges S1–S8 with p-values of 0.945 (2012), 0.954 (2013), 0.342 (2014) and 0.427
(2015). It can be concluded that no gauge in any of the rainfall dataset contains
systematic errors.

Table 3 ANOVA results for rainfall data between rain gauges

Year Rain gauge N Mean Median Standard deviation Min Max

2012 1 61 23.9 23.9 15.5 1.2 73.4

2 61 26.2 21.6 23.1 1.0 129.4

3 61 24.4 19.2 20.0 2.2 100.4

4 61 25.5 17.2 22.2 2.0 86.2

5 61 21.9 17.2 15.3 1.0 65.6

6 61 22.8 20.9 15.7 1.0 76.3

7 61 24.3 21.8 17.2 1.2 69.4

8 61 24.8 20.8 19.7 1.0 80.6

2013 1 121 24.3 15.4 27.1 1.0 156.8

2 121 23.9 14.8 24.8 1.2 116.6

3 121 24.5 16.8 22.5 1.0 92.2

4 121 24.3 16.4 22.8 1.0 98.4

5 121 24.1 14.6 25.6 1.0 141.3

6 121 23.3 17 21.7 1.0 102.6

7 121 23.0 16 22.4 1.0 114.8

8 121 20.9 13.6 21.2 1.0 115.8
(continued)
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The spatial correlation of rainfall data between the rain gauges was also
investigated and the correlation results are shown in Table 3. All rainfall data
between the rain gauges showed statistically positive correlation with most of the
correlation coefficients are greater than 0.7. This indicated that all rain gauges have
measured the same amount of rainfall over the period of September 2012 to
September 2015. It is observed that correlation is reduced with increasing
inter-gauge distance such as S1–S8 (Pearson correlation, r = 0.645). Therefore, the
spatial variability of rainfall should be considered accordingly in a larger river
basin.

Table 3 (continued)

Year Rain gauge N Mean Median Standard deviation Min Max

2014 1 102 24.4 12.7 36.9 1.0 284.0

2 102 20.0 13.4 19.9 1.4 106.0

3 102 26.9 17.1 39.4 1.0 231.0

4 102 35.9 16.9 74.1 1.0 564.0

5 102 31.9 21.0 43.8 1.0 306.0

6 102 29.1 15.8 41.0 1.0 231.0

7 102 31.8 18.3 52.6 1.0 450.0

8 102 30.9 15.7 53.1 1.0 402.0

2015 1 57 19.3 17.6 13.0 1.2 53.5

2 57 17.5 13.6 13.6 1.0 58.0

3 57 20.2 17.0 15.6 1.0 57.3

4 57 20.4 19.8 12.4 2.3 53.5

5 57 23.6 18.2 16.7 1.0 72.5

6 57 23.1 19.6 15.8 1.8 73.0

7 57 22.5 20.8 15.3 2.3 59.4

8 57 20.8 12.9 20.0 1.0 69.7

Table 4 Correlation results of rainfall data among all rainfall stations

Rain gauge Rain gauge

S1 S2 S3 S4 S5 S6 S7 S8

S1 1

S2 0.825 1

S3 0.767 0.906 1

S4 0.753 0.866 0.874 1

S5 0.798 0.762 0.843 0.854 1

S6 0.741 0.843 0.888 0.916 0.866 1

S7 0.767 0.801 0.843 0.912 0.928 0.912 1

S8 0.645 0.600 0.664 0.682 0.815 0.699 0.781 1
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7 Conclusion

Monthly rainfall analysis shows that the average contribution of Northeast monsoon
(October, November and December) to the annual rainfall in rainfall stations of S1,
S2, S3, S4, S5, S6, S7 and S8 is 35.2, 38.7, 39.2, 42.5, 41.2, 38.8, 38.7, and 45.9%,
respectively. Meanwhile, the mean daily rainfall depth is about 24.1 mm. The
maximum rainfall for daily event is 564 mm and it occurs during monsoon season
in boxplot analysis. The rainfall data between all rain gauges showed statistically
positive correlation with most of the correlation coefficient are greater than 0.7.
This indicates that all rain gauges have measured the similar rainfall amount over
the period of September 2012 to September 2015. It is observed that the correlation
is reduced with the increasing inter-gauge distance, for example S1–S8 (Pearson
correlation, r = 0.645). Therefore, the spatial variability of rainfall should be
considered accordingly in the larger river basin.
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Analysing Petroleum Leakage
from Ground Penetrating Radar Signal
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Abstract The current evolution of technologies and rapid development has
influenced the pipeline construction all over the world. However, this development
can be a risk to the surrounding environment, for example pipeline leakage. There
are numerous incidents that caused by pipeline leakage, which includes petroleum
pipeline leakage. The petroleum pipeline leakage is one of the very serious situa-
tions that can lead to the explosion and the worst it can cause disaster to the nearby
area and loss of life. There are numerous methods that are used to detect under-
ground pipeline leaks. One of the methods is Ground-Penetrating Radar (GPR).
This study investigates the petroleum leakage and its impact to the surrounding soil.
The objectives of this study are to determine the physical properties of the con-
taminated soil and to evaluate the numerical analysis of the electromagnetic wave
for petroleum leakage diffusion in sand. The prototype of leakage model has been
built for simulating observation. The data have been collected for every hour for
16 h to monitor the petroleum leakage diffusion. The software used to process and
extract GPR data is Reflex 2DQuick. Furthermore, the Finite Difference Time
Domain (FDTD) method was used for the simulation of the petroleum leakage
diffusion by simulating the electromagnetic waves penetrating through different
materials. GPR signal modelling and numerical analysis were done in MATGPR
software. The result of this study indicates the changes of dielectric constant of sand
from 3 to 5.3 when the sand is mixed with petroleum. The increase in dielectric
properties of sand is due to its ability to store the electrical energy. Moreover, the
result of GPR signal modelling proves that the content of petroleum has disturbed
the signal attenuation which is transmitted by the antenna.
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1 Introduction

In the modern world, the infrastructure development is such a common thing. There
are a lot of construction, excavation work and maintenance. All of this work needs a
very high accuracy of geospatial data in order to avoid any mistake and serious
problem during implementation. The pipeline leakage is one of the very serious
situations that can lead to the explosion and the worst it can cause disaster to the
nearby area and loss of life. The pipelines are used as a transportation medium of
many resources such as water, gas, petroleum and others. The major reasons for
pipeline leakage are erosion, mechanical failures, construction defeats, natural
disaster and other reasons. There are numerous incidents caused by pipeline leakage
all around the world especially the most dangerous pipeline which is petroleum
pipeline leakage. It can lead to a very critical problem. Many cases of pipeline
leakage are caused by excessive stress, corrosion and valve cracks and it is starts
from small cracks [1]. Other contributors to the pipeline leakage are natural disaster
and construction works. One of the cases was reported on April 2014 in Malaysia.
According to The Star Online, the incident occurred in Gua Musang, Kelantan
caused 11 injured and 4 cars were burnt. There was an explosion caused by leaking
hose when a tanker was filling up its underground tank. The leaking fuel flowed to
the nearby food stall before catching fire [2].

Various methods are used to detect underground pipeline leaks and breaks. The
common method that was used is acoustic devices [3], gas sampling devices,
pressure wave detectors, microphone leak detection [4]. Each method has their own
capabilities and weaknesses depending on the type and size of case area and the
stage of the leakage occurred. One of the sophisticated methods is detection using
Ground-Penetrating Radar (GPR). The word radar itself represented that this
method used radio detection and ranging. It is basically transmits the electromag-
netic signals into the soil and the total time travelled of the emitted signals will be
recorded [5]. GPR is a technology that is often used in various underground
detections. It is a radar that generates an image based on the reflection of radar
waves from soil, pipe or anything located underground. The advantage of using
GPR for leak detection are it is known as a rapid measurement, noninvasive nature
of the technique and its capability to detect defects before they reach an advanced
phase. Unlike the other methods, application of GPR for leak detection is suitable
for various type of pipe whether metal or non-metal. GPR is a higher potential
method that can be used to avoid difficulties encountered with usually used acoustic
leak detection [6]. Therefore, the underground detection by using GPR is the
potential method that can be used for various cases. Besides, GPR serve as a
non-destructive technique (NDT), which is very suitable for use in urban envi-
ronments, as well as protecting the geological, environmental and archaeological
[7].

As a rapid measurement technique, GPR directly gives a raw data after scans
were done. The raw data must go through some processes of filtering before
extracting the parameters. The interpretation and information from the GPR data
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will be later used in numerical modelling known as Finite Difference Time Domain
(FDTD) method. FDTD is one of the numerical modelling techniques, which
implement the time domain method [8–10]. FDTD method is easy and simple, both
conceptually and in terms of implementation, of the full-wave techniques is used to
answer questions in electromagnetic problem [9].

In this study, data collection has been accomplished by using GPR. GPR can
effectively locate metallic and non-metallic objects. However, it not suitable and
cannot work in certain soil conditions, which contain high water such as clay. The
penetration of GPR signal will be disturbed by the soil itself and thus the data
obtained will be difficult to interpret. Soil is one of the elements of subsurface and it
is defined as a top layer of the earth that also contains of mineral, water and decay
organic. It can be considered as three phase mediums, which include soil matrix, air
and water [11]. GPR signals are usually disturbed by water content in the soil. The
detection ability of the objects and the contrast between dielectric value can be
increased by the differences of water capacity in the background medium and the
buried objects [12]. Soil properties parameters include the velocity and dielectric
constant value. Each material has different value of velocity and dielectric constant.
Even soil itself has different parameter based on different soil types.

2 Methodology

This study involved the design of special simulation tank to simulate the petroleum
or specifically diesel leakage. The prototype laboratory model for this study which
was shown in Fig. 1 was made up from fibreglass because of its less reflectivity,
stability and strength. This prototype tank with a dimension of 2 m × 2 m × 2 m is
filled with sand. A 1.8 m metal pipe was buried in this tank at 0.5 m depth. A hole
was created at the middle of the pipe to simulate the pipe leakage situation. The

2 meter

2 meter

2 metre

Fig. 1 Prototype laboratory tank
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liquid flow into the pipe was controlled by the flow-line valve to monitor the
volume of liquid pass into the simulation tank.

The equipment that was used in this study is GPR IDS Detector Duo. It is a
multi-channel antenna with 250 and 700 MHz frequency, respectively.

2.1 Data Acquisition

Data collection for GPR survey was performed using grid method. Hence, grid lines
were established at the top of the tank as shown in Fig. 2. Grid method consists of
two scans which are longitudinal and transversal scan lines. Adoption of grid
method for GPR survey is more systematic and as data was scanned along the
designated lines at constant interval. Besides, a grid data can easily be used to create
the three dimensional (3D) model.

2.2 Data Processing

Basic processing and filtering of GPR data were done using Reflex 2DQuick
software [13]. In this study, the software was used to obtain the electromagnetic
parameter of the contaminated soil and signal interpretation. The properties of
contaminated soil by oil leakage are investigated by their physical behaviour.
Therefore, the knowledge of soil properties is important in this study to differentiate
the soil properties before and after contamination occurred. Further and advanced
processing was executed using the MatGPR software [14]. The purpose of using
this software is to create a FDTD simulation model and numerical analysis for this
study.

Fig. 2 Top view of the tank and the grid system
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The visual interpretation of the input data can be done in various options via
inspecting traces, trace spectra and attenuation characteristics. In this study, the
details of every data was investigated and analysed correctly in order to understand
the flow of the leakage. Time–frequency analysis are done for each individual traces
to compute a time frequency of that data. This time–frequency analysis is very
useful in dispersion flow and propagation characteristic. In this case, the focus of
time–frequency analysis is only for longitudinal data because it shows the clear
visualization of the dispersion compared to the transversal data. Other than that,
data can also be analysed using attenuation characteristics. This attenuation analysis
is used to determine the mean and median attenuation of all traces. Based on the
attenuation analysis, it can obtain the best-fitting exponential decay curve and the
best-fitting power-law decay curve.

3 Results and Analysis

3.1 Data Interpretation

GPR provides data in the form of radargram based on the signal propagation and
properties of underground materials. The IDS Detector Duo GPR instrument used
dual frequencies in data collection. In this study, the higher frequency was used
focus to provide better resolution for 2 metres depth. The benefit of high frequency
is it provides a good resolution data for data interpretation. Figure 3 shows the
radargram of the observation data at 1 and 10 h. The change of the reflected signal
can be seen in the radargram due to the existence of different materials from the
soil. The reflection represents the content of the petroleum in the sand. The dif-
ferences of the reflected signals, where the petroleum spill occurred can be seen in
each radargram.

Fig. 3 Radargram of the petroleum leakage at 1 h (a) and 10 h (b)
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The leakage occurrence has interrupted the propagation of the GPR signal.
Therefore, the signal propagation at the spill area was analysed using trace viewer
as marked in Fig. 4. The signal was disturbed at travel time 20–30 ns (see red
circle), which are around 1.2–1.9 m depth.

3.2 Parameters Extraction from GPR Data

GPR transmits the electromagnetic signal into the ground and the signal will be
reflected back to the antenna as it touches any underground material. Therefore, the
time travel recorded from the signal can be used to define the depth and location of
the object. Penetration of signal depth is influenced by the antenna frequency that
has been used in data collection. The higher the antenna frequency, the shorter the
signal penetration. All materials have their own dielectric constant value depending
on the ability to store the electrical energy. The normal dielectric constant for sand
is 3 and the value of the dielectric constant obtained after sand mixed with petro-
leum have changed. Table 1 shows the value of dielectric constant that is calculated
from the observation data using Eq. 1. The dielectric constant is calculated for

Fig. 4 Trace viewer at trace 50

Table 1 Parameters of the
contaminated sand obtained
from the radargram

Time (h) Velocity (m/ns) Soil dielectric constant

1 0.1702 3.1

4 0.1538 3.8

8 0.1499 4.0

12 0.1398 4.6

16 0.1302 5.3
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every 4 h observation. Results show the value of dielectric increase as the obser-
vation hours increase. It can be concluded that dielectric constant of uncontami-
nated sand and contaminated sand are different and about 2.3 dielectric constant
increase from its original value. The value of velocity is inversely proportional to
the dielectric constant which is decreases as the dielectric constant increases.

v ¼ c
ffiffi

e
p ð1Þ

where

v is the electromagnetic signal velocity
c is the speed of light in vacuum
ε is the dielectric constant of the material.

3.3 Signal Modelling

2D Model of the prototype tank was created in order to be used in the FDTD
simulation. The properties of the 2D model that has been created follow exactly the
real prototype with depth and distance 2 m each. Metal pipe was illustrated at the
0.5 m depth (Fig. 5).

Fig. 5 2D model of the tank
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Figure 6 shows the amplitude of the signal fluctuation due to the metal pipe.
This pipe which has a dielectric constant of 14 mostly impacts the amplitude.
Conversely Fig. 7 shows the impact of petroleum in sand. As illustrated in the
amplitude graph, the average of the fluctuated peak is varied. This is because the
particles of petroleum and the sand was not completely mix together.

Fig. 6 Amplitude of the metal pipe at trace 30

Fig. 7 Amplitude of the pipe leakage at trace 55
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3.4 Analysing Electromagnetic Properties Between
Contaminated and Uncontaminated Soil

The dielectric constant value represents the capability of a material to hold the
electrical energy. Contaminated sand with petroleum has different dielectric con-
stants because its structural and electromagnetic properties have been disturbed.
Figure 8 shows the graph comparison between normal and contaminated value of
sand dielectric constant. It can be seen in the graph that the dielectric value of
contaminated sand increases with hour. At the end of observation, the dielectric
constant goes up until 5.3 which is different from the normal value 2.3. The straight
line represents dielectric constant for normal dry sand, while star symbol represents
the dielectric constant for contaminated sand. Sample number 1 in x-axis is observed
in the first hour of leakage, samples number 2, 3, 4 are observed at hour 4, 8, 12 after
leakage occurred and sample number 5 was taken at the last hour of observation.

Conversely, the graph in Fig. 9 illustrated the differences in the relationship of
velocity and observation time, dry and contaminated sandwith petroleum. Straight line
graphwith a of value 0.17 m/ns represented the normal velocity in sandwith dielectric
constant 3. As can be seen in the figure, the graph continuously declines until sample 5
which is hour 16 of observation. The petroleum leakage flow increases for each hour
which means the volume of the petroleum mixed with sand increased. Therefore, the
higher volume of petroleum mixed with sand, the lower the velocity value.

3.5 Attenuation Characteristics Analysis

GPR collected underground data by transmitted electromagnetic wave into the
ground. Every signal transmitted is differentiated by it trace number. The

Fig. 8 The graph of comparison of dielectric constant between contaminated sand with petroleum
and the normal value of dielectric constant
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attenuation of the electromagnetic signal is one of the important elements while
investigating the flow of the petroleum leakage, since it will be used to obtain the
optimal gain function. Figures 10, 11, 12 and 13 illustrate the attenuation charac-
teristics graph of the GPR signal. As the signal goes further which increases in time,
the power of the signal is decreased gradually. The mean and median attenuation at
time around 20–30 ns are increased and slightly fluctuate due to signal interference.
The interference is assumed to be occurring because of the leakage since the
radargram of the observation data shows the reflection of the leakage are around
time 20–30 ns. The differences of the attenuation between the observation data can
be seen in those figures. The graph for signal fitting is also illustrated. The fitting
model includes exponential decay and power-law decay. The process of fitting

Fig. 9 The graph of comparison velocity between the signal in contaminated sand with petroleum
and the uncontaminated sand

Fig. 10 Attenuation graph of instantaneous power against time (ns) at 1 h
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exponential decay is one of the modelling data using exponential function. The
best-fitting exponential decay curve at e−0.0579t of attenuation power is decrease
with time travel of the signal as can be seen at 1 h observation data. Meanwhile, the
best-fitting power-law decay curve at t−2.217 drastically falls from time 0 to 20 ns,
then it decrease slowly along the time.

The value of attenuation power at the last observation hour is higher compared to
the hour before. As can be seen the highest peak of the attenuation at 1 h data is
below 106. Then it increases along the observation time and the highest peak of the
attenuation at 16 h is more than 106.

Fig. 11 Attenuation graph of instantaneous power against time (ns) at 5 h

Fig. 12 Attenuation graph of instantaneous power against time (ns) at 10 h
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3.6 Interpretation of Radargram Obtained from Simulation
and GPR Survey

This study produces the theoretical prediction by implementing FDTD simulation.
The comparison between results obtained from the simulation and the radargram
can be used to enhance data interpretation, reduce the errors and even predict the
reflection of the underground medium and materials. Radargram in Fig. 14 was
obtained from the observation data carried out in this study using 250 MHz fre-
quency. The parabola shape from the reflected signal of metal pipe can be seen
clearly in the radargram. The 1 m metal pipe was buried at 0.5 m from the surface.
The 2D model in Fig. 15 was created using MATGPR Model Builder. The metal
pipe was placed exactly like the real prototype set up. The frequency which has

Fig. 13 Attenuation graph of instantaneous power against time (ns) at 16 h

Metal 

Fig. 14 Radargram data obtained from observation
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been set for the whole model is 250 MHz and every detail object or medium in the
model are created using their own electromagnetic properties. Dielectric value of
metal pipe is 14 while sand is 3. FDTD simulation as shown in Fig. 16 is an
animation of iteration process. The synthetic model was obtained from the FDTD
simulation as the prediction of the scanned data. Therefore, the synthetic model
must be identical with response from the radargram. The position of the metal pipe
parabola is similar with the radargram with time travel of 10 ns. A noticeable
dissimilarity between radargram and synthetic model is the presence of the other
reflection due to the petroleum leakage flow (Fig. 17).

Metal 

Fig. 15 2D model of the tank

Metal 

Fig. 16 FDTD simulation
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4 Conclusion

Electrical properties of the soil influenced the applications of GPR. The interpre-
tation of the GPR data requires the knowledge of the soil properties, electromag-
netic characteristic of the materials in order to produce high-quality results as
accurate as possible. Furthermore, the underground detection must be done accu-
rately to avoid any hazardous in further works. Therefore, one of the objectives in
this study is to determine the physical properties of the contaminated soil with
petroleum. Even though, crude oil such as petroleum has less dielectric constant
value and electrical conductivity than water, it still gives an impact to the elec-
tromagnetic signal. Consequently, GPR technique is capable to be used in detection
flow of the petroleum leakage. Through this study, the physical changes of the soil
properties when mixed with petroleum have been identified. Besides, the attenua-
tion analysis also has been done for each data since it affects the propagation of the
wave through a medium. Attenuation is directly proportional to the electrical
conductivity. Therefore, the materials with high electrical conductivity will create
high attenuation. In this study, the simulation was implemented to predict the flow
of system and petroleum leakage. The simulation is a necessary step in some cases
which could not implement the physical test due to the risk, cost and time con-
suming. The synthetic model obtained from the simulation has illustrated the same
image as shown in observation data. The simulation result was compared with the
radargram to improve the data interpretation and minimize errors. In addition, the
numerical analysis was done to analyse the signal propagation and properties.
The conclusion can be made from this study is GPR survey and basic filtering
processes can be done by anyone but an experienced and knowledgeable operator
for advance interpretation is required. The advance interpretations mentioned are
the signal interpretation and modelling has been done in this study. Nevertheless,

Fig. 17 Synthetic model obtained from FDTD Simulation of 2D model
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further study can be pursued by applying real pressure equipment or system to
create the real rate flow of the liquid and comparison of the pipe leakage detection
in different types of soils.
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Surface Runoff Estimation
and Prediction Regarding LULC
and Climate Dynamics Using
Coupled LTM, Optimized ARIMA
and Distributed-GIS-Based SCS-CN
Models at Tropical Region

Hossein Mojaddadi Rizeei, Biswajeet Pradhan
and Maryam Adel Saharkhiz

Abstract The integration of precipitation intensity and LULC forecasting have
played a significant role in prospect surface runoff, allowing for an extension of the
lead time that enables a more timely implementation of the control measures. The
current study proposes a full-package model to monitor the changes in surface
runoff in addition to forecasting the future surface runoff based on LULC and
precipitation factors. On one hand, six different LULC classes from Spot-5 satellite
image were extracted by object-based Support Vector Machine (SVM) classifier.
Conjointly, Land Transformation Model (LTM) was used to detect the LULC pixel
changes from 2000 to 2010 as well as predict the 2020. On the other hand, ARIMA
model was applied to the analysis and forecasting the rainfall trends. The param-
eters of ARIMA time series model were calibrated and fitted statistically to mini-
mize the prediction uncertainty by latest Taguchi method. Rainfall and streamflow
data recorded in eight nearby gauging stations were engaged to train, forecast, and
calibrate the climate hydrological models. Then, distributed-GIS-based SCS-CN
model was applied to simulate the maximum probable surface runoff for 2000,
2010, and 2020. The comparison results showed that first, deforestation and urban-
ization have occurred upon the given time and it is anticipated to increase as well.
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Second, the amount of rainfall has been nonstationary declined till 2015 and this
trend is estimated to continue till 2020. Third, due to the damaging changes in
LULC and climate, the surface runoff has also increased till 2010 and it is fore-
casted to gradually exceed.

Keywords Land transformation model � ARIMA � SCS-CN � Runoff simulation
GIS

1 Introduction

Forecasting and time series analysis have become the main tool in varied envi-
ronmental applications such as hydrology and watershed management. In order to
have a sustainable watershed management system, it is essential to detect, monitor,
and predict all the environmental contributing elements. There are some flood
conditioning parameters which mainly would not change upon short time (i.e.,
within 50 years) namely; geology, soil type, and land morphology. However, there
are other factors which are changing almost every season or year (e.g., land use/land
use, rainfall magnitude, and temperature). The effects of climate and LULC
dynamics have directly affected the surface runoff and flooding events.

Pluvial flooding or surface runoff events are highly nonlinear phenomena and
subject to many conditioning elements such as the shape of natural meteorology,
weather and climate, soil types, topography, land use/land cover (LULC),
groundwater conditions and magnitude of rainfall intensity [1]. Land use plays a
significant role in hydrological processes, such as infiltration, evapotranspiration
and surface runoff [2]. Besides, observed evidence specifies that climate change
affects directly the hydrological systems as well [3].

Particularly, the effect of climate and land use dynamics on surface runoff and
flooding has always been under spotlight for hydrological modelling. Yet,
hydrologists are still quite uncertain how much surface runoff generation will be
changed by the diversion of these parameters to, mostly in monsoon basins [4].

By detecting the diversity of LULC and climate, there is an opportunity to
forecast their behaviour using statistical, geospatial and machine learning approa-
ches. So, comprehensive and modern understanding of LULC cover along with
detailed rainfall magnitude are is essential for surface runoff monitoring and fore-
casting [5].

Although there have been many studies on the impacts of LULC on hydrology in
different regions, still no united and accurate system has been developed to model
the relationship of LULC and climate changes with surface runoff [6]. Upon the
time basically, people tend to remove the forest areas and convert them into agri-
cultural or urban lands. While forest area has higher leaf surface area, higher surface
roughness, lower surface albedo, and deeper roots rather than agriculture and urban
regions. All mentioned forest characteristics tend to contribute to a decline in
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flooding and a rise in evapotranspiration [7]. Consequently, a decrease of dense
vegetation area like forest canopy can trigger surface runoff [8].

LULC projection modelling detects the LULC changes over the time and predict
the future LULC. Biophysical and socioeconomic matters, as well as scale, spatial
distributions, and current LULC are the main influencing factors for LULC change
[9]. Recently, there are several types of LULC computer simulation models and
applications, which have been applied for different purposes such as GEOMOD,
CLUE, and CA-Markov [10]. Yet in the current study, Land Transformation Model
(LTM) was chosen to simulate land use change due to high efficiency with data
scarcity, comprehensive simulation capability, modest calibration, ability to simu-
late future LULC regarding to deriving related parameters, and socio-economic
patterns. Land Transformation Model (LTM) engages GIS along with artificial
neural networks (ANNs) in order to predict the future LULC. Actually, ANN is
applied to find the development patterns in a region, while GIS can play a great role
to make the spatial predictor and implement the spatial analysis [11].

ANN is basically a self-learning computer model and it has been used for pattern
recognition in many applications [11]. Lately, ANN protocol has been started to
apply on the LULC modelling, which makes a bridge between past and future
LULC as well as maps of suitability.

As written earlier, another inflected factor in the quantity of surface runoff was
weather and climate dynamics. One of the common approaches to simulate and
predict climate changes is time series analysis. Statistical techniques for analyzing
the time series range from relatively straightforward descriptive methods to
sophisticated inferential techniques [12]. Linear trends of a hydrological time series
can be detected using different methods such as the t-test parametric method and
linear regression as well as nonparametric statistical tests (e.g., seasonal Kendall,
Spearman‘s rho, and Mann–Kendall) [13]. One of the recent and well-known
methods in terms of forecasting precipitation is ARIMA model, which is a statis-
tically and mathematically complex method [14]. It has received a great attention
nowadays due to its capability of handling stationary and nonstationary observa-
tions, overcoming missing data distributions, and high forecasting accuracy [15].
Recently, Box–Jenkins ARIMA linear models have dominated many areas of time
series forecasting. The ARIMA procedure analyzes and forecasts equally spaced
univariate time series data, transfer function data, and intervention data using the
autoregressive integrated moving average called “ARIMA” [16]. Efficiently,
implementing the future runoff simulation is another challenge of this study.

According to previous works, many models have been developed for rainfall–
runoff assessments including SWAT, HEC-HMS, etc. However, each model has its
own pros and cons which should take them into account. The SWAT requires, for
instance, too many detailed data (e.g. soil evaporation, infiltration and available
water capacity) to simulate the runoff model while these sort of data are not always
available [17]. Lumped HEC-HMS is another popular model which is not depen-
dent on ancillary data like SWAT. Yet, it is a conceptual rainfall–runoff model
which calculates a single value of runoff magnitude for the entire subbasin area.
Perhaps, it is quite aggregated scale approach and might cause the uncertainties in
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the analysis. In this study, we proposed the distributed-GIS-based soil conservation
service-curve Number (SCS-CN) method to model the runoff magnitude for each
individual pixel of the watershed basin.

Distributed-GIS-based SCS-CN was employed to examine the LULC and cli-
mate dynamics impact on surface runoff. The method is presenting a curve number
to estimate the condition of a catchment. The CN index is taken into account, in a
finite way, to determine the effects of LULC, soil types (infiltration condition) on
surface runoff [18]. The GIS-based-SCS-CN method is selected in this study pri-
marily, because it allows to model a large watershed basin in a very fine scale.

In this study, we proposed a full packaged model to monitor the dynamics of
surface runoff and also forecast the future surface runoff regarding the simulated
LULC and precipitation. LTM model was used to predict the 2020 land cover,
optimized ARIMA also was engaged to forecast maximum rainfalls using 8
gauging stations. Then, distributed SCS-CN model was applied to simulate the
2020 maximum probable surface runoff.

1.1 Study Area and Datasets

The first step for any runoff and flood models is watershed basin analysis. The basin
model represents the catchment morphology mainly extracted from digital elevation
model (DEM). Hydrological and surface parameters should be developed using GIS
analysis to delineate watershed basin analysis efficiently. In fact, the DEM spatial
accuracy defines the degree of reliability of the derived watershed model [4].

The hydrogeomorphological characteristics of the study area, such as basin
slope, area, and elevation, were calculated using GIS Spatial Analyst tools
(Table 1). The watershed border was delineated using hydrology basin tool, which
needs an accurate flow direction extracted from DEM. Main river length, upstream
distance also was calculated by flow length option from GIS hydrology toolbox.
Another important parameter is basin slope, which was calculated by the surface
raster-based tool in percentage [19] (Fig. 1).

The Semenyih watershed basin was delineated which has a total area of
268.4 km2. Basically, this watershed basin has one of the main rivers in the state of
Selangor, which has been negatively influenced by industrial and urban wastes
since the early 1990s [5]. In the past decades, Semenyih catchment has experienced
excess surface runoff and flooding events usually, from November to February due
to the monsoon season [20]. In addition, Semenyih basin has a mixed land cover

Table 1 Geomorphological information of Semenyih watershed basin

Basin Area
(km2)

Min elevation
(m)

Max elevation
(m)

Mean elevation
(m)

Mean slope
(°)

Semenyih
watershed

268.42 28.93 1060.26 224.18 12.5
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pattern (e.g. urban, rural, agriculture and frost) which is suitable for a compre-
hensive runoff modelling. This region lies between longitude 101° 48′ 32.9″E to
101° 52′ 30.5″E and latitude 02° 54′ 14.9″N to 03° 03′ 23.1″N. The population of
three districts (Semenyih, Hulu Semenyih, and Beranang) was about 25,480 in
1980 and 34,313 in 1991.

High-resolution SPOT-5 satellite images (5 � 5 m spatial resolution) were pro-
cessed for two periods of time (2000 and 2010) to extract the LULCmaps. In addition,
SRTM satellite image (30 � 30 m spatial resolution) captured at 2010was utilized to
generate DEM. There are 1923� 2615 pixels in columns and rows for both men-
tioned raster satellite images. Also, precipitation and streamflow data (since 2000 till
2017) were collected from the nearby eight metrological gauging stations.

2 Methodology

Three main parts of this study can be summarized as simulation modelling of
LULC, climate, and surface runoff. There are some pre-considerations to do that;
(a) collection of proper and accurate data, (b) define the logical time series (i.e.
neither too short nor too long) and (c) measure and optimize the right variables of
simulation models. In the current study, the authors tried to minimize the degree of
distortion by implementing all the mentioned considerations. The overall flowchart
of this study is shown in Fig. 2 step by step.

Fig. 1 Location of study area

Surface Runoff Estimation and Prediction Regarding to LULC … 1107



2.1 Satellite Image Processing

The very first stage of image analysis is preprocessing level. PAN-sharpening is one
of the vital procedures to improve the satellite image spatial resolution by fusing the
panchromatic band (PAN) with multispectral bands (MS) [21].

The atmospheric and topographic correction (ATCOR) model was applied on
satellite imagery to correct the atmospheric distortion by retrieving surface reflec-
tance and engage topographic correction as well as adjacency effect correction [22].
In the present study, ATCOR was applied to remove atmospheric uncertainties.

The output image was then projected to a Universal Transverse Mercator
(UTM) coordinate system Zone 47 with the datum of WGS 1984, which was

Fig. 2 The computational framework of this study
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geometrically checked by 58 well-distributed benchmarks over the study areas.
Digital number (DN) values were converted to radiance in the radiometric cor-
rection stage then, the radiance values were converted to pure surface reflectance to
enhance image capability and contrast [23].

The second stage of OBIA after preprocessing is image segmentation. The
creation of optimal segmentation is still a matter of debate [24]. The
multi-resolution segmentation algorithm successively merges image pixels with
spectral, spatial, and textural similarities. Two basic approaches were integrated to
optimize setting parameters in this study, multi-resolution (MRS), and spectral
difference segmentation (SDS) [25]. MRS has four elements that should be defined
by expert knowledge based on the image details, namely, layer weight, compact-
ness, shape and scale. Having examined all possible MRS arrangements, the
optimal percentages and weights of layer weight, compactness, shape and scale
were derived from a satellite image (Table 2). Then, SDS allows segments to merge
neighbouring objects if the spectral difference between their means is below a
certain value of the maximum spectral differences.

Image analysis procedures were used to extract land cover information from
satellite images. Basically, image analysis can be divided into two main categories;
pixel-based image analysis (PBIA) and object-based image analysis (OBIA) [26].
Information from these approaches, such as textural, spectral and geometrical
information, can be subjected to image analysis algorithms using the PBIA or
OBIA [27].

Previous related studies indicated that pixel-based image classifiers are less
impactful when accurate urban maps are developed from VHR satellite imageries
[27, 28]. OBIA is a cooperative feature extraction method that starts with image
segmentation to divide the image into similar segments [29]. Selection of an
optimized segmentation is still one of the biggest challenges in OBIA. It depends on
the size and scale of urban objects, which should be extracted from the image [30].

Object-based Support VectorMachine (SVM) classifierwas applied to perform the
classification. Six different land cover classeswere categorized due to the scope of this
study including, agriculture, forest, oil palm, barren land, urban, and water body.
SVM is a supervised learning binary classifier and is based on the structural risk
minimization principle [31]. The nonlinear structures can bemodelled by transferring
the space of input data into high dimension space through kernel trick [32].

The aim of SVM classifier is to yield a model based on the training info, which
calculates the target values of the test sample. Assume a training dataset of
instance–label pairs xi; yið Þ with xi 2 Rn, yi 2 1;�1f g, and i = 1, …, m. The SVM
needs the solution of the optimization problem in Eqs. 1 and 2:

Table 2 Optimized segmentation parameters

Spectral layer weights Scale parameter Shape Compactness

Red = 1, Green = 1, Blue = 1, NIR = 2 55 0.3 0.5
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Minimize
Xn
i¼1

ai � 1
2

Xn
i¼1

Xn
j¼1

aiajyiyj xixj
� � ð1Þ

Subject to
Xn
i¼1

aiyj ¼ 0; 0� ai � c; ð2Þ

where ai signifies the Lagrange multipliers and C stands for the penalty parameter.
The SVM model discovers a linear splitting hyperplane along with the maximal
margin in the upper dimensional space. Basically, C > 0 is set as the penalty factor of
the error. The kernel-type selection in SVM model can be considered as a vital step
due to its direct impact on the successful training and classification accuracy [33]. In
this study, we used Radial Basis Function (RBF) kernel type to classify the land
cover map, which was suggested as the optimal kernel type in other research [19].

Radial Basis Function (RBF):

K xi; yið Þ ¼ exp �c xi � xj
�� ��2� �

; c[ 0: ð3Þ

where c and r are the kernel parameters.

2.2 LULC Modelling by LTM

Changes in LULC have resulted from the composite interface of numerous factors
such as; culture, human behaviour, policy, economics, management and the envi-
ronment [34].Majority ofmentioned factors are intangible for computermodelling, so
it is attempted to model the tangible environmental parameters in this study by using
LTMapproach. Basically, LTMuses four sequential steps to predict the future LULC:
At first, processing or data coding to generate spatial layers which connect with
predictor drivers. Second, performing spatial regulations in that connect predictors to
LULC transitions for any possible location. Third, integrate all of the input grids by
using ANN algorithm then finally, the amount of transitions should be scaled tem-
porally to create a time sequence for the potential future LULC [11].

There are some factors which can positively influence the projected LULC
growth known as “Driver layers”. Also, there is another layer which demonstrate
the areas where we do not want to include in predicting analysis, called exclu-
sionary layer as shown in Table 3 [5].

To build a reliable system with enough predictive potential, ANN should be
required to train and test by different inputs [35]. Training step involves expressing
input values as well as modifying the weights which were applied to each node
using the learning algorithm. In the testing stage, the system presents another
dataset towards trained network to calculate the error value independently. There
are four levels where ANNs used for prediction of land cover change: (i) network
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and inputs design based on historical data; (ii) training the network by using a
clipped input; (iii) ANNs testing using the full inputs dataset; (iv) using the neural
network information in order to change prediction [11]. Having implemented all the
mentioned procedures, LULC for 2020 was projected (see Fig. 4).

2.3 Precipitation Forecasting by ARIMA Model

Basically, ARIMA model is divided into three stages namely, Identify, Estimate,
and Forecast levels [36]. The identify statement reads time series that are to be used
in later statements, possibly differencing them, and computes autocorrelations,
inverse autocorrelations, and cross correlations. Estimate stage is implemented to
specify the ARIMA model to fit the variable specified in the previous identify
account, and to evaluate the factors involved in the model. Then, the forecast
statement was used to predict future beliefs of the time series and also confidence
intervals for these forecasts were generated from the ARIMA model [37].

The Autocorrelation Function (ACF) is another important component of any pre-
diction and time series analysis. The ACF calculates the amount of linear dependency
between observations in a given time series that are separated by a lag k (interval
value). The ACF plot also, assists to control how many autoregressive terms are
required to expose of the following features: seasonality of the series, time lags where
high correlations appear, trend either in the mean level or in the variance of the series.

A time series is said to be stationary or nonseasonal if it has constant mean and
variance with the steady division, otherwise, it as considered as nonstationary or
seasonal trend [16]. The ARIMA model is classified by two set of parameters (p, d,
q) and (P, D, Q) that can have zero or positive integral values. The first set is
nonseasonal parameters, which are the autoregressive (p), differencing passes
(d) and moving average (q). But, the second set is seasonal parameters which

Table 3 The LTM driver variables applied for LULC forecasting

Variable name Description

Highway approximate Distance to nearest highway

River approximate Distance from rivers and streams

Secondary road
approximate

Distance to nearest county road

Dam reservoir
approximate

Distance from dam reservoir

Urban and agriculture
approximate

Distance to urban and agriculture of 2000

Inland lakes
approximate

Distance from a lake inside of the watershed basin

Exclusionary layer Cells which do not want to include in predicting the analysis, for
instance national parks or constrained area
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known as seasonal autoregressive (P), seasonal differencing passes (D) and sea-
sonal moving average (Q) [38].

The nonseasonal ARIMA model may be written as

£ Bð ÞrdXt ¼ h Bð Þet ð5Þ

where £ Bð Þ and h Bð Þ = polynomials of order p and q, correspondingly.

£ Bð Þ ¼ 1�£1B�£2B
2 � . . . £pB

p
� �

And h Bð Þ
¼ 1� h1B� h2B

2 � . . . hqB
q

� � ð5Þ

The nonseasonal can be described as

£p Bð Þ£p B12� �rdrD
12 ¼ hq Bð ÞhqðB12Þet ð6Þ

where p is the order of nonseasonal autoregression, d the number of regular dif-
ferencing, the order of nonseasonal ARIMA, P the order of seasonal autoregression,
D the number of seasonal differencing, Q the order of seasonal ARIMA. B is the
nonseasonal backward shift operator while B12 stands for seasonal backward shift
operator. £p is autoregressive and hq is the moving average polynomials of order
P and Q, respectively [16].

For instance, ARIMA (0, 1, 1) (1, 0, 1) defines a model that includes NO
autoregressive parameter, one differencing passes and one moving average
parameter as well as one seasonal autoregressive parameter, NO differencing passes
seasonal and one moving average parameter. In order to achieve the ideal combi-
nation of ARIMA seasonal and nonseasonal variables, in this study Taguchi sta-
tistical optimization method was applied to select the best combination of these
parameters to predict the future precipitation.

In this research, there are six variables (p, d, q, P, D, Q) and each one can be
varied from 0 to 1 [16]. So, these parameters can produce 64 different combinations,
which are to be examined by residual errors resulted from fitting plot to discover the
most calibrated combination. However, this is a very time-consuming procedure
when tested [39]. To overcome this issue, statistical Taguchi technique can sub-
stantially reduce the number of experiments to 7 times.

In order to develop the Taguchi optimization method, the first step is to define
the possible values of the parameters, which can be defined by their domain (i.e.,
each parameter can vary from 0 to 1). After that, an orthogonal array was assigned
to determine the number of experiments that measure the special effects of each
parameter on the forecasting model. In this study, we define L = 7 for array design.
Having selected the fitting array, the trials were performed, and the weight of each
factor was measured on seasonal and nonseasonal ARIMA combination regarding
POF index as well as SNR ratio. POF is the combination of a spatial autocorrelation
index and a variance indicator. The optimal value of each factor was nominated
when it has the highest value of SNR index [40].
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SNR ¼ �10 log10
1
n

X 1
y2i

� �
ð7Þ

where n is the number of repetitions under the same test conditions (n = 1), and
y signifies the POF values obtained from each ARIMA forecasting test. Lastly, the
ideal combination of six parameters was achieved.

2.4 Runoff Simulation by SCS-CN Model

One of the reliable methods to calculate the precipitation excess (surface runoff),
which cannot penetrate into the saturated soil based on the soil conservation service
and curve number (SCS-CN), as a function of precipitation, soil types, soil moisture,
and LULC [41]. The SCS-CN is one of the most accurate and well-known methods
which can be applied to large regions and for the regions with evaluation variability
at various spatial resolutions. The SCS-CN equation is shown in Eq. 8 [42].

Q tð Þ ¼ P tð Þ � Iað Þ
P tð Þ � Ia þ S

ð8Þ

P tð Þ is the precipitation, Ia is the initial abstraction (the amount of water before
runoff) such as infiltration, or rainfall interception by vegetation; previously, that Ia
is generally assumed as 0:2 S. However, recently hydrologists have found that
Ia ¼ 0:05S might be a more suitable relationship in urbanized watersheds, where
the CN is updated to reflect developed conditions [43]. S is the potential maximum
retention, which measures the ability of a watershed to abstract and retain storm
precipitation. The runoff will be zero unless the accumulated rainfall exceeds the
initial abstraction. The potential maximum retention S describes as

S ¼ 1000
CN

� 10 ð9Þ

2.5 Curve Number Calculation

The CN index was projected as a function of LULC, soil types, and soil moisture of
the watershed basin [44]. In this study, AMC III scheme was used to derive CN
index which represents saturated soil with dormant season rainfall of over 27.9 mm
and growing season rainfall over 53.3 mm. SCS runoff CN for hydrologic soil
cover complex under AMC II condition for the study area is given in Table 4 [44].
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In this study area, all types of hydrological soil groups are available which are
described as Group A is sand, loamy sand or sandy loam types of soils. It has low
runoff potential and high infiltration rates even when thoroughly wetted. Group B is
silt loam or loam. It has a moderate infiltration rate when thoroughly wetted and
moderately well to well-drained soils textures. Group C soils have low infiltration
rates when thoroughly wetted and consist chiefly of soils with a layer that impedes
downward movement of water and soils with moderately fine to fine texture.
Group D soils have high runoff potential. They have very low infiltration rates when
thoroughly wetted and consist chiefly of clay soils with a high swelling potential.

The AMC factors can be looked up in the reference Table 5. The CN value for
AMC II should be multiplied by the adjustment factor based on the actual AMC III
to determine the adjusted curve number.

Table 4 CN indices under AMC II conditions based on TR-55 table [20]

Land use classes Hydrologic soil group

A B C D

Forest 30 55 70 77

Rubber 61 70 77 80

Oil palm 71 80 87 90

Grassland 71 81 84 87

Paddy 60 72 80 84

Other agriculture 64 75 82 85

Bare soils 49 69 79 84

Urban 77 85 90 92

Water 97 97 97 97

Table 5 Adjustments to select CN for soil moisture conditions [45]

Curve number (AMC II) Indices to convert CN from AMC II to AMC III

10 2.22

20 1.85

30 1.67

40 1.50

50 1.40

60 1.30

70 1.21

80 1.14

90 1.07

100 1.00
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3 Results and Discussion

In general, runoff and flood are a result of heavy and continuous rainfall
(high-intensity rainfall) beyond the adsorbent capacity of soil and the streamflow
capacity of river bank [19]. This is the reason that we used the maximum amount of
rainfall in each month from 60 min storm events to run the ARIMA and SCS-CN
models. It is proved that both climate (precipitation) and LULC changes can dra-
matically influence water availability and surface runoff. Hence, based on the
historical changes in climate and LULC their future scenarios have been simulated
to forecast the probable amount of runoff in 2020.

3.1 LULC Change Detection and Prediction Analysis

Having trained every possible feature signature for each LULC class (i.e., at least
30 training sites) as well as the image preprocessing analysis, the object-based
classification was implemented to extract the LULC from Spot-5 satellite images.
The land cover classification results using SVM-OBIA approach for 2000 and 2010
were shown in Table 4. After that classified LULC maps for the mentioned years
were compared to detect the real changes during that given time. Then seven
predictor variables were considered along with detected changes to forecast the
2020 LULC map by using LTM approach. Figures 3 and 4 show the detailed
information about LULC simulation results.

The following major important changes in LULC were detected during the
considered time period (see Fig. 4). Basically, deforestation at the time can be
clearly observed all over the area particularly on the upper catchment has occurred
substantially. Approximately, 22 km2 of forest areas have been removed within

Agriculture Forest Oil Palm Barren
Land Urban Water

Body
2000 50.68 148.55 29.46 18.23 15.94 5.58
2010 65.07 124.76 35.57 17.42 19.49 6.13
2020 80.57 102.42 39.15 15.05 25.45 5.8

-10
10
30
50
70
90

110
130
150

K
m

2  

LAND COVER DYNAMICS

Fig. 3 Comparison of LULC dynamics in 2000, 2010, and predicted 2020

Surface Runoff Estimation and Prediction Regarding to LULC … 1115



10 years and almost more 24 km2 was expected to extinct by 2020 if there is no
protection strategy. Mainly, the forest areas have been converted to agricultural and
oil palm cultivation lands which might lead to increasing of flooding probability.
Urban areas (e.g., built up and roads) have also shown increment up to 4 km2 in the
first 10 years, and it is anticipated to reach to 6 km2 growth from 2010 to 2020. Oil
palm plantation has been increased to 35.57 km2 till 2010, and forecasted to con-
tinue this trend to reach to more than 39.15. In general, oil palm cultivated, agri-
cultural and urban areas have been found to be expanded while forest and barren
lands have been reduced over the given time.

In terms of classification accuracy assessment, the achieved land covers for 2000
and 2010 were checked by 250 ground control points (GCPs) in the region using
confusion matrix method. The results indicated the high overall accuracy of 89.6
and 93.1% with 0.87 and 0.91 kappa coefficients for 2000 and 2010, respectively.
Additionally, testing was completed for LULC simulation by comparing those cells
that were observed for transition, “Real Change”, with those cells with the highest
likelihood of transition, based on the model. Percent Correct Metric (PCM) method
can evaluate the accuracy of LTM model to predict the 2020 land cover as follows:

PCM ¼ Number of cells predicted to changeð Þ
Number of cells that transitioned to 2020ð Þ � 100 ð10Þ

So, (156,024/212,026) � 100 = 73.56% and kappa index equal to 0.694. In
argument with other literature, 60–80% is considered an exceptional model for
prediction accuracy [10].

Fig. 4 LULC maps for 2000, 2010, and 2020
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3.2 Climate Change Analysis

Time series plot was conducted to assess the stability of the data using the maxi-
mum monthly rainfall data for 60 min storm from eight gauged stations (Fig. 5).
Since the data is monthly rainfall, there is a seasonal cycle of the series so this series
is not stationary. First, the accuracy of our seasonal data which was obtained from
Kg.Pasir gauging station was tested by Mean Absolute Percentage Error (MAPE)
and Mean Squared Deviation (MSD) to ensure that it will be capable to run the time
series analysis. Figure 5 shows the maximum of monthly rainfall from 2002 to
2015 recorded in Kg.Pasir gauging station.

As it can be clearly seen from Fig. 5, the rainfall general trend has been grad-
ually decreased since 2000–2015. The calculated linear trend model is

Yt ¼ 30:73� 0:0840� t:

MAPE states accuracy as a percentage of the error. Because this number is a
percentage, it may be easier to understand than the other statistics. The MAPE is
almost 10 so it can be concluded that the forecasting analysis for such a data is off
by almost 10%. MSD is also another commonly used measure of the accuracy of
fitted time series values. In this method, outliers have more influence and then
smaller values generally indicate a better fitting model. Furthermore, to discover
whether the data is stationary or not, ACF was applied. Autocorrelation is the
correlation between observations of a time series separated by k time units.
According to the graph represented in Fig. 6, given data has a nonstationary pattern.

After that, the most ideal ARIMA combination of seasonal and nonseasonal
parameters was calculated by using Taguchi method. The best seven fittest com-
binations were compared by statistical Taguchi model, then measured P-value,
POF, and S/N ratio determine the most optimal combination (Table 6).

Fig. 5 Trend analysis plot for Kg.Pasir gauging station

Surface Runoff Estimation and Prediction Regarding to LULC … 1117



The highest POF and S/N ratio showed the optimum combination for forecasting
and it was confirmed by P-value test (i.e. all the archived P-values are above 0.05
which is significant). Finally, ARIMA (1, 0, 1) (0, 0, 1) was selected as the optimal
model forecasting fusion regarding its minimum error (Table 6).

In this model, rainfall data from 2000 to 2015 were used to train the model for
forecasting for the next 5 years. Besides, 2016 and 2017 data were used to calibrate
the ARIMA model. By applying model calibration, observed data were compared
with predicted data for 2016 and 2017. The result of RMSE indicated 0.67, which is
proved the degree of reality of ARIMA model.

Having calibrated the ARIMA parameters for one rainfall station (Kg.Pasir), it
was extended to the other seven nearest stations to anticipate the probable maxi-
mum rainfall for 2020. The predicted maximum rainfall (forecast level) for 2020 in

Fig. 6 ACF of residuals (with 5% significance limits for autocorrelations)

Table 6 ARIMA model statistical characteristics optimization results

Experiment of nominated combinations P-values POF SNR

ARIMA (1, 0, 1) (1, 1, 1) 0.0907 0.77 −2.3752

ARIMA (1, 0, 0) (1, 1, 1) 0.0621 0.86 −1.4210

ARIMA (1, 1, 0) (0, 1, 1) 0.0758 0.63 −3.0645

ARIMA (0, 0, 0) (1, 0, 1) 0.1732 1.12 1.1831

ARIMA (1, 0, 1) (0, 0, 1) 0.2325 1.27 2.5684

ARIMA (1, 0, 0) (1, 1, 1) 0.0856 0.92 −2893

ARIMA (0, 0, 0) (0, 1, 1) 0.1004 1.05 0.6051
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each gunging station was then interpolated by inverse distance weightage
(IDW) along with 2000 and 2010 to create the distribution precipitation maps for
those particular years (Fig. 7).

3.3 GIS-Based SCS-CN Model Results

A distributed-finite-elements-SCS-CN model measures the transformation of excess
precipitation to runoff and to simulate the amount of direct runoff through a
watershed basin for each individual pixel. In GIS-based SCS-CN model, the CN
and maximum monthly rainfall values from 60 min storm were utilized to compute
the relevant surface runoff for given time periods. The CN index was calibrated by
LULC and HSC then adopted based on AMC III to estimate the most reliable runoff
in our tropical watershed basins (Table 7).

The CN maps were derived using hydrologic soil group combined with land
cover for each year. Then, using Eqs. 8 and 9 the maximum runoff depth (mm) for
the considered 3 years were computed in GIS environment (see Fig. 8).

The maximum rainfall for 60 min storm was used to simulate the maximum
runoff for 2000 and 2010 as well as forecasting 2020. GIS-based SCS-SN approach
enables the expert to simulate the runoff magnitude for each individual pixel over
the catchment basin. Dynamics in LULC and rainfall within the considered period
of time were resulted in significant changes in runoff and flooding (see Fig. 8). The
urban areas, barren lands, and temporary plantation areas tend to increase the
amount of surface runoff especially during the monsoon season floods where
high-intensity rainfall takes place.

Fig. 7 Optimized ARIMA time series forecasting results till 2020 (95% confidence limits)
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Table 7 Calibrated and adapted CN look-up table

LULC
class

Soil
suitability

Soil type Area
(ha)

Soil
description

HSG CN CN-AMCIII

Forest 2Gn Seremban-Munchang
Serdang and Kedah

16.37 Fine
loamy

A 30 50

Forest 2Gnt Rengam 61.94 Coarse
sandy clay
loam

A 30 50

Barren
land

2Gn Seremban-Munchang
Serdang and Kedah

16.37 Fine
loamy

A 49 69

Barren
land

2Gnt Rengam 61.94 Coarse
sandy clay
loam

A 49 69

Forest 5H(m) Disturbed land––lack
of structure

6.26 Clay D 77 77

Barren
land

2nT Local alluvium
colluvium association

23.74 Silt and
clay

C 79 79

Oil palm 5G Steep land 154.24 Silt and
loamy

B 80 80

Agriculture 2nT Local alluvium
colluvium association

23.74 Silt and
clay

C 82 82

Forest 5G Steep land 154.24 Silt and
loamy

B 55 82

Forest 5G Steep land 154.24 Silt and
loamy

B 55 82

Agriculture 2Gn Seremban-Munchang
Serdang and Kedah

16.37 Fine
loamy

A 64 83

Agriculture 2Gnt Rengam 61.94 Coarse
sandy clay
loam

A 64 83

Barren
land

5G Steep land 154.24 Silt and
loamy

B 69 83

Barren
land

5H(m) Disturbed land––lack
of structured

6.26 Clay D 84 84

Agriculture 5H(m) Disturbed land––lack
of structured

6.26 Clay D 85 85

Forest 2nT Local alluvium
colluvium association

23.74 Silt and
clay

C 70 85

Urban 5G Steep land 154.24 Silt and
loamy

B 85 85

Oil palm 2Gn Seremban-Munchang
Serdang and Kedah

16.37 Fine
loamy

A 71 86

Oil palm 2Gnt Rengam 61.94 Coarse
sandy clay
loam

A 71 86

Oil palm 2nT Local alluvium
colluvium association

23.74 Silt and
clay

C 87 87

(continued)
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The amount of surface runoff has been increased steadily from 2000 to 2020 for
more than 1 mm (Fig. 9). These phenomena happened due to deforestation in
Semenyih basin. However, Forest mostly replaced by oil palm and agricultural
lands where the infiltration of soil still high. As a result, the coverage of land

Table 7 (continued)

LULC
class

Soil
suitability

Soil type Area
(ha)

Soil
description

HSG CN CN-AMCIII

Oil Palm 5H(m) Disturbed land––lack
of structure

6.26 Clay D 90 90

Urban 2nT Local alluvium
colluvium association

23.74 Silt and
clay

C 90 90

Urban 2Gn Seremban-Munchang
Serdang and Kedah

16.37 Fine
loamy

A 75 91

Urban 2Gnt Rengam 61.94 Coarse
sandy clay
loam

A 75 91

Agriculture 5G Steep land 154.24 Silt and
loamy

B 75 91

Urban 5H(u) Urban land 15.50 Urban
land

D 92 92

Urban 5H(m) Disturbed land––lack
of structured

6.26 Clay D 92 92

Waterbody WATER Waterbody 271.0 Waterbody D 97 97

Fig. 8 Distributed maximum surface runoff in the three considered time periods
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Fig. 9 Compared distributed-maximum surface runoff in three considered time periods within
sub-catchments
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protects the soil to get saturated with water and the excess water will not run
through the area which causes a sustainable watershed area. In other words,
although there is a wide range of deforestations in Semenyih since 2000, the runoff
has not been changed dramatically. The simulated averaged runoff magnitude were
extracted for each sub-catchments for the given time period as shown in Fig. 9.

To verify the implemented rainfall–runoff model, it is needed to run the model
calibration which is a systemic approach for correcting the model parameters to
achieve a desirable similarity between the observed and simulated hydrographs [4].
In the SCS-CN model, the degree of difference between observed and simulated
runoff quantitatively was measured. The sensitivity analysis was applied for 12
iterations which attempt to achieve the optimum values for parameters (e.g.,
AMC-CN and Ia) to calibration the simulated runoff model. Regarding the observed
streamflows in Sg. Rinching Station (monthly 2000–2015) the proposed model was
calibrated by adjusting the mentioned parameter values till the minimum RMSE
was achieved.

4 Conclusion

The present study demonstrates the interest of GIS techniques and remote sensing,
and the utility of the estimation and prediction of the runoff for the watershed.
Object-based SVM classification method was applied on Spot-5 satellite images to
classify LULC classes for 2000 and 2010. This approach had an excellent per-
formance where the overall accuracy was 89.6 and 93.1% with 0.87 and 0.91 kappa
coefficients for 2000 and 2010, respectively. Then changes in LULC classes were
detected and the future LULC scenario was simulated using LTM model. It should
be noted that the LTM model considers all the contributing drivers (e.g., approx-
imately from roads, river, and urban) deal with LULC classes for simulation using
neural systems algorithm. As a result, the spatial accuracy of LULC prediction for
2020 was estimated 73.56% with the kappa index of 0.66 which shows a satis-
factory level of accuracy.

Another purpose of this study was to simulate climate change in the foreseeable
future 2020 and evaluate the impact of the precipitation on surrounding ecosystem.
The ARIMA model was engaged to foresee and simulate rainfall magnitude based
on the past trends. The maximum monthly rainfall data from 8 gauging stations
were implemented to run ARIMA. The parameters of ARIMA time series model
have to be calibrated and fitted statistically to minimize the prediction uncertainty.
Therefore, the most optimal ARIMA combinations (i.e., seasonal and nonseasonal
parameters) were calculated by recent Taguchi method. Having examined possible
combinations of ARIMA (1, 0, 1) (0, 0, 1) was selected as the best model to forecast
rainfall magnitude for 2020. Then, IDW interpolation model was applied in order to
create the finite distributed rainfall maps.

For this study, the soil conservation service-curve number (SCS-CN), was
used to simulate the amount of surface runoff within subbasins in GIS framework.
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This method requires surface rainfall depths as well as CN index for the entire
watershed. The CN maps were derived using hydrologic soil group combined with
land cover regarding to AMC III scheme. Then, distributed SCS-CN model was
derived for 2000, 2010, and 2020. The accumulative simulated runoff at the basin
outlet for 2000 and 2010 were calibrated with absorbed-recorder streamflow to
calibrate the integrity of the model.

The comparison results showed that the surface runoff from urban areas, bare
soils, and some agricultural areas are dominant for a pluvial flooding compared with
runoff from forest and oil palm lands in this study area. Basically, the urban areas
with the impervious surface as well as barren lands where the soil prone to erosion,
tend to increase for runoff particularly in terms of heavy rainfall. Deforestation and
land clearing in the Semenyih watershed for agricultural, urbanization, and
infrastructure development will result in the growth of surface runoff and flooding.
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Three-Dimensional Stratigraphy View
from Ground Penetrating Radar
Attributes for Soil Characterization

Amalina Yusof, Muhamad Mubiin Abdul Manas,
Zulkarnaini Mat Amin and Nurhazimah Husna Shokri

Abstract The Ground Penetrating Radar (GPR), a geophysical technique that uses
non-destructive testing to detect objects and structure beneath the soil was a huge
contribution in survey and engineering, especially in underground utility. GPR has
been used since 1970 and the method is still undergoing upgrade alongside the
sophisticated processing software. Nevertheless, soil is the principal medium which
interferes with the signal penetration of GPR due to its physical and electrical
properties. Thus, a study using soil stratigraphy is a prerequisite to understanding
GPR radargram. In this study, a test bed was constructed to simulate different soil
layers which consist of existing clay, sand, small stone, and crusher run stone.
The GPR instrument with frequencies of 100, 250, 400, 750, and 900 MHz was
used to collect the data. The processing was carried out using reflex software for
image interpretation and three-dimensional (3D) visualizations. This study is
expected to help surveyors in understanding the measurement, for example, soil
composition, problems related to GPR underground surveying.

Keywords Three dimensional � Stratigraphy � Ground penetrating radar

1 Introduction

Malaysia is currently undergoing profound development and construction with an
extensive underground utility installation such as for water reticulation, sewerage,
electric, gas, and telephone [1, 2]. Thus, information on a particular location of
utility installation is necessary to decrease any disturbance that would result in
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property damages, design changes, service breakdown, and business disruption or
even cause injuries [3].

Due to the capability of subsurface imaging and user-friendly features, Ground
Penetrating Radar (GPR) is used in many engineering works such as civil engi-
neering [4–6], archaeology [7–10], forensics [11–13], earth sciences [14], military,
and environmental studies [15]. This underground utility mapping uses the prin-
ciple of geophysics to detect, identify, and investigate subsurface object buried in
the ground [6].

An object could be identified whether it is buried in shallow or deeper depths
based on the correct radar antenna frequency [16]. As the technology develops,
GPR had been featured in wide applications for the last 40 years with a continu-
ously upgraded software to facilitate better results [17].

GPR has become a very important tool for non-destructive testing for under-
ground exploration. In fact, it is capable to produce high-resolution images of the
shallow subsurface and underground utilities. However, one of the obstacles in
getting such information would revolve around the type of the soil [18]. Therefore,
this study would like to identify the properties of the soil for better GPR image
resolution.

Soil is an assemblage isolated unit of earth’s layer deposit which includes
mineral composition or organic source occasionally. Soil properties and charac-
teristics could be identified from the GPR imaging data. The performance of GPR
helps to differentiate types of soils [19, 20]. Therefore, the soil profile data and
information could be collected. However, different soil and moisture condition
affect the efficiency performance of GPR [21].

Various types of soils make the ground itself contain a number of soil layers.
The stratigraphy of soil gives information of the soil profile, whereby measurement
and study of the soil profile could be done by measuring the thickness of certain soil
layer [22, 23]. Moreover, stratigraphic information is very useful for visualization
of sedimentary structures, sand body geometry, and stratigraphic architecture [24,
25]. In that case, the visualization of stratigraphic structure could be upgraded to 3D
visualization for better evaluation.

Lately, 3D model mapping has been used in the surveying field. Most of the
maps, nowadays, are produced in 3D form which contain more details than
two-dimensional (2D) maps. 3D map shows more details on the surface of the
earth, as well as below the earth surface.

There are many benefits of the 3D view compared to 2D view. First, 3D view
allows a concise picture of an object for higher resolution. Yet, the versatility allows
users to easily understand the information given. Furthermore, 3D view enables
instant calculations and interpolation such as coordinate computation and provide
information of soil stratigraphy in order to correlate the soil strata [26]. The GPR
data is analysed by using software to create and view 3D stratigraphy [27].
Therefore, 3D stratigraphy view gives more information than old existing stratig-
raphy view.
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2 Methodology

2.1 Test Bed Simulation

The test bed is constructed at a selected site as shown in Fig. 1. The site is located at
the Universiti Teknologi Malaysia cluster area and marked with a red flag. The test
bed is built as a simulation for the imaging of soil stratigraphy. For this simulation,
the test bed is built with a dimension of 2 m length × 1 m wide × 1.2 m depth. In
order to create various types of soil layers, certain types of soil were selected such
as smooth sand, small granite stone, and crusher run stone.

The test bed was divided into three layers. The deepest layer is the smooth sand
followed by small granite stone, and crusher run stone. These entire layers are
perfectly divided into same depth, 0.4 m, with the same dimension in length and
width.

After the test bed is filled up with these soils, the soil then was compacted by
using a compactor machine. The best common means for soil stabilization to meet
the recommended road scheme necessity is through compaction. Soil compaction is
used to compress the soil to the ground by eliminating the air voids, pore spaces
between soil particles. Additionally, soil compaction is a recommended method to
reduce error as the air gap between the soils becomes smaller. Therefore, the errors
of radar images could be reduced. Figure 2 shows the three layers of the con-
structed test bed.

Fig. 1 Simulation site
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Data collection had been done by using GPR equipment with a variety of signal
frequencies. The signal frequencies that had been used were 100, 250, 400, 750,
and 900 MHz.

The extraction of the stratigraphy shows different resolution for different fre-
quency. The low frequency creates a poor resolution, whereas the high frequency
produces good resolution [28]. Hence, moderate frequency would best be
employed.

The data collection surveys were performed by gridding method. It is commonly
used to establish rectangular grids with 1 m or less line spacing, with interval of
0.5 m in this method [29–31]. The gridding sizes covered 3 m × 2 m area.

2.2 Data Processing

As for the data processing, the data underwent various stages before being pre-
sented as useful information. These stages include generalization, computation,
adjustment, image filtering, and interpretation of raw radar data which validate the
quality of the collected data. Then, the data is generated into 3D view. The software
used to process this data is called Reflex2D and Reflex3D software. The result and
analysis of the study is discussed in the next section.

3 Result and Discussion

3.1 Extraction of the Stratigraphy

The extraction of stratigraphy from the GPR images needs to be carried out
according to several steps. The extraction of the stratigraphy is conducted by using

Fig. 2 Soil layers of the constructed test bed; layer 1 is the smooth sand, layer 2 is the small
granite stone, and layer 3 is the crusher run stone
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Reflex2D software. In order to rectify and reduce errors, image filtering was
employed. This software was used to process and identify the soil layers.

Then, the basic understanding of radar image interpretation is that the radar
image would partially show the separation of the soil. Due to some blunders, the
image would shows more small layers than what exactly the soil layer has. This is
because the signal from the radar would reflect when it encounters different
mediums. The signal detects too many different changes of conductivities and
velocity. As a result, the best way to solve this problem is to design the main layers
of the soil. Figure 3 shows a radar image with the design of the main soil layers.
The soil layers stratigraphy were then extracted from the radar images.

Next, it is possible to identify and extract the soil stratigraphy based on their
reflection velocity from the radargram. From the radargram, the soil stratigraphy
which is based on soil conductivity and permittivity could be determined. Indeed,
different types of soil have different properties. Figure 4 shows the extraction of soil
layer based on soil velocity from the radargram.

Fig. 3 Design of main soil layers on the radar image

Fig. 4 Extraction of soil layer based on soil velocity
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In this study, different frequencies of the GPR were used for the data acquisition.
As we know, high-frequency signals would provide high resolution of radar ima-
ges. As mentioned, the frequency involved in this study were 100, 250, 450, 750,
and 900 MHz. The range of the frequency involved has covered both low and high
frequency. As data was collected from different frequencies, a comparison of the
data in terms of resolution of the data could be identified. The resolution is the
depth or thickness of the soil layers.

There are different image resolutions between frequencies. The soil stratigraphy
extraction was extracted from each image of different frequency, referred to the soil
velocity of the radargram. After image analyses, the depths of different layers were
slightly different based on their frequency. Therefore, the velocity readings of the
different layers would prove the changes of soil stratigraphy. Table 1 shows the
reading of soil layer depths and changes of soil velocity based on their frequency.

The signal velocity of the soil changes as the signal penetrates through different
soil layers. In fact, based on Table 1, the velocity readings show that there is not
much difference between the frequencies as the signal penetrates different soil
layers. The outcome shows that the time gap between the construction of the test
bed and the data acquisition was too long. The layers of soil were slightly mixed
with the existing soils as the test bed was widely exposed to the weather conditions
such as rain; thus, causing the thickness to vary in Table 1. The velocity reading for
the first soil layer, which is the crusher runs stone, was almost the same for all the
frequencies ranged between 0.130 and 0.135 m/ns. Despite that, from the evidence,
it is proven that the soil layers have different velocity properties. The velocity
reading for second and third layer similarly suits the test bed layers, which are small

Table 1 Soil layers velocity and depth based on their frequency

Frequency (MHz) Soil layer Velocity (m/ns) Depth (m) No. of traces

100 1 0.157 1.203 29

2 0.128 0.808

3 0.135 0.414

250 1 0.150 1.188 53

2 0.120 0.788

3 0.130 0.364

400 1 0.153 1.168 60

2 0.128 0.791

3 0.132 0.382

700 1 0.161 1.250 53

2 0.120 0.785

3 0.132 0.402

900 1 0.155 1.053 92

2 0.120 0.712

3 0.133 0.402
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granite stone and smooth dry sand, respectively. Both soil velocities are ranged
between 0.7 and 0.8 m/ns, and between 1.0 and 1.2 m/ns, respectively.

3.2 Generation of 3D View Stratigraphy

From the previous results (refer Sect. 3.1), the extraction of the soil stratigraphy
would help in the interpretation of generating 3D view of the soil layers. Production
of this 3D view would be carried out using Reflex3D software. The 3D view of
stratigraphy would give better resolution; hence, interpretation of soil layers could
be made. Consequently, 3D view would better demonstrate soil stratigraphy
compared to 2D stratigraphy view. Besides that, the 3D view gives the overall view
of soil profile. Figure 5 shows the 3D view of soil stratigraphy.

The soil layers shown in 3D view was extracted from the 2D radargram images
based on the amplitude changes. Different medium would give different reflectance
amplitudes and this is how the soil layers were separated. For this 3D view, the
amplitudes changes were illustrated using changes of colors. The amplitude is
shown through the color bars. The negative value of amplitude gives lower
amplitude reading while the positive value shows high amplitude reading.

For the extraction of the stratigraphy, different frequencies were used to study
the resolution of the images. The data from the variety of GPR frequencies were
used to generate the 3D view with various resolution acquisitions, which includes
100, 250, 450, 750, and 900 MHz. Figure 6 shows the 3D view of soil layers and
their extraction of stratigraphy slices powered by 900 MHz frequency GPR reading.

From the figure, it is concluded that higher frequency would generate a better 3D
view resolution. Hence, the 900 MHz frequency for GPR signal creates the best
resolution of soil stratigraphy as the soil layers could be clearly determined by its

Fig. 5 The 3D view of soil stratigraphy
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amplitudes color changes with the visualization being sharp and clear. In conclu-
sion, 400 MHz would give best resolution between moderate and high frequency.

3.3 Real Site Stratigraphy

Instead of the simulated test bed mentioned earlier in this chapter, this study also
utilizes an actual site data in order to create a realistic soil stratigraphy. For this
study, the actual site in question was located at Sungai Batu, Merbok, Kedah. The
National Heritage Department (NHD) with the cooperation of several agencies had
discovered a stone structure (Fig. 7) that resembles a wall which bears historical
structure. The data acquisition and data processing method applied were the same as
the test bed before in order to extract the soil stratigraphy. Figure 7 shows the view

Fig. 6 The 3D view of soil layers and their extraction of stratigraphy slice powered by 900 MHz
frequency GPR equipment

Fig. 7 The view of the actual site stratigraphy located in Sg. Batu, Merbok, Kedah
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of the real stratigraphy site while Fig. 8 shows the generated 3D view from the data
with the soil stratigraphy extracted.

Based on Fig. 8, there were various types of soil layers at this site. The 3D view
has clearly shown that the changes in the type of soil would result in obvious
changes in amplitudes color. The reading of soil velocity helped in determining the
soil types. Figure 9 shows the extraction of soil velocity from radargram image,
while Table 2 shows the reading of soil velocity properties.

Fig. 9 The extraction of soil velocity from radargram image

Table 2 Soil velocity at
Merbok, Kedah

Layer Velocity (m/ns) Materials (m)

1 0.30 Air

2 0.12 Limestone

3 0.13 Granite

4 0.06 Clays

Fig. 8 The generated 3D view with the soil stratigraphy extracted
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4 Conclusion

In this study, GPR has been used to produce a proper visualization for the internal
structure of soil stratigraphy. With proper analysis of filtered techniques for the
images, the soil stratigraphy could be interpreted and extracted. This study involved
a variety of frequencies in data acquisition. The frequencies covered range between
low and high frequencies of GPR, which are 100, 250, 400, 750, and 900 MHz.

From the previous section, this study has successfully identified and extracted
the soil stratigraphy from the filtered radar images. The soil layers had been
extracted and identified by detecting trace signals which have different reflectance
for each medium.

As the test bed was constructed with the understanding of the depth of soil
layers, the collected data was used to compare with the known information. From
that comparison, it was determined that GPR could be used for soil stratigraphy
interpretation instead of other existing equipment.

Moreover, high-frequency GPR would give the best resolution of radar images,
with low penetration signal by employing the frequency from 400 to 750 MHz.
Meanwhile, the low signal may penetrate deep but produces results in low reso-
lution of the radar images. However, both low and high frequency have their pros
and cons.

The 3D view of soil stratigraphy was generated based on the information and
details obtained from analysis of the radar images. As shown in Fig. 6, the soil
layers in 3D view mode were easier to analyse. The changes of amplitude color
could be seen in this view.

The result of observation of soil stratigraphy was shown in 3D view. The soil
stratigraphy is important in order to identify the medium of the ground. As dis-
cussed earlier, soil stratigraphy is not only important for the surveyors but also other
users in different fields such as agriculture and construction. As a conclusion, this
study is expected to help the surveyor to identify any underground utility mapping
problem.
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Geomorphometric Analysis of Landform
Pattern Using Topographic Position
and ASTER GDEM

Usman Salihu Lay, Gambo Jibrin, Ibrahim Tijani
and Biswajeet Pradhan

Abstract A number of research have been carried out on geomorphology using a
conventional approach to classify the landform; this has a tendency of producing
misleading result, due to ruggedness and inaccessibility of the terrain. Geographic
Information System (GIS) and remote sensing techniques are capable of generating
automated landform classes using Topographic Position Index techniques (TPI).
This research is set to achieve the following objectives: to categorize landform
elements and to illustrate the complexity of the terrain in Negeri Sembilan state
based on ASTER GDEM with 30 m resolution. TPI-based algorithm for landscape
classification was applied to slope position and landform classification automation.
We used 300 and 3000 neighbourhood size on the TPI grids to determine the
landform categories. To quantify the spatial pattern of topographic position,
Deviation from mean elevation (DEV) is adopted. Maximum Elevation Deviation
was selected to measure the spatial landscape pattern at the maximum (3000) scale
of the absolute DEV value within the scale (DEVmax), and finally, high-pass filter
algorithm was used to identify the extreme topography (ridges/valleys). The
combination of the TPI and slope position of DEV that formed the landform
classification results show four prominent landform classes these include canyons,
U-shape valley, local ridges/ hill valleys, and mountaintops/high ridges. The slope
position classes revealed only two (valley/cliff base and ridges/canyons edge)
classes based on slope position index. The canyons had the maximum of 63% and
minimum was U-shaped valley with 1.04% for the landform of the area of interest.
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To achieve better results, there is a need to utilize a high spatial resolution remotely
sensed DEM derived data and sensitivity analysis need to be incorporated. For that,
laser scanning data is capable of improving the results.

Keywords Geomorphometeric � Landform pattern � GIS � ASTER
Remote sensing � Malaysia

1 Introduction

The effect of global warming on climate change has exacerbated the intensity of
gravitational disasters such as landslide, debris flow, and flood with expanding
territorial vulnerability due to spatiotemporal landscape changes. Mitigating the
impact of this menace requires understanding the spatially and temporally complex
landscape systems that are subjected to changes due to natural and anthropogenic
causes. Terrain-induced hazards have much negative impacts due to their rapid
development associated with high velocities. This has made it difficult to predict
their catastrophic impact and the degree of vulnerabilities to elements at risk.
Knowing the variability of the surface topography and different landforms is
important for enhancing spatial model for susceptibility mapping. Geomorphologic
analysis of landforms has been widely used to understand numerous natural pro-
cesses that affect man and the environment. Landforms are certain geomorpho-
logical structures found on the planet Earth’s surface, stretching on different
features sizes from major to minor features. These features include land comprises
mountains, valleys, canyons, and oceanic water boundary features such as seas,
peninsulas etc., as well as the characteristics of the terrain sub aqueous (volcanoes,
ocean basins, and ridges). Classification of the landform has been considered as
basic geo-relief descriptors in soil, vegetation, and land-use mapping. Landform
affects our immediate environment in different ways such as sediment transfor-
mation, surface water flow, and soil formations and also, controls the local and
regional climate. Blaschke and Strobl [3] noted that effects of landform patterns are
directly pronounced on vegetation in a transversely relative position of the
landscape.

Consequently, classification of landform has fascinated, unprecedented attention
in geosciences and adjoining specialities. Geomorphic classification has variety of
applications that comprises of mapping geomorphologic entities [34, 37], lithology
representation, forest units and soil properties mapping and predictions [2, 24, 33,
38], landslide model [46], representations of wetland and estuarine morphology
[7, 39], and precision farming [41]. In recent past, adoption of an automatic
landform classification technique has increased as a result of paradigm shift in the
geospatial science remote sensing industry. Iwahashi and Pike [20] mention that
GIS and DEM contribute in the used landform simulation. Conversely, Drǎguţ and
Blaschke [9] stated that geomorphometric grouping of terrains surface has devoted
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to certain features such as mountains, hills, and hill slope units or uniform areas
[28], thus detract research on heterogeneous terrain. In previous studies, the means
to determine terrain surface properties was conducted manually, by analysing the
geometry of the landscape and the process is reported to be time-demanding. The
availability of computers makes it possible to generate autonomous landscape
characteristics statistically.

Various measures of geomorphometric can be extracted from a surface, with the
usefulness of each of these steps being dependent on the type of surface and
objectives. However, the elevations of the first and second derivatives (slope or
gradient, aspect, and plan and profile curvature) are the most commonly used [13].
DEM integrates the methods of earth sciences, geoinformatics, and geostatistics. It
examines the description and measurement of landform using a variety of
approaches, including classification of morphometric parameters, filter techniques,
cluster analysis, and multivariate statistics.

Geographical information system (GIS) facilitates the manipulation of digital
elevation models (DEMs) and has provided valuable environments for the auto-
mated analysis of surface forms. A geomorphic or morphometric class, such as
ridges, peaks, and passes, have been widely extracted from DEMs [6, 17, 31].
Weiss [43] introduced a GIS application tailored for semiautomated landform
classification known as topographic position index (TPI). TPI measures topographic
relative position as a central point of the difference between the elevation at this
point and the mean elevation within a designated neighbourhood. Using TPI,
landscapes can be classified into slope position classes. TPI is only one of the broad
range of morphometric properties based on neighbouring areas that can be useful in
analysis of topography and DEM. Topographic position compares the elevation of
every cell in the DEM to the mean elevation of a specified neighbourhood around
that cell. TPI has been applied to the fields of geomorphology [27, 29, 40]; geology
[8, 30]; hydrology [14, 26]; agricultural science [36]; forest management [5, 12, 16,
18, 42, 47]; climatology [4, 10]; and risk management [35, 44]. The ability of TPI
to subdivide landscapes into morphological classes based on topography makes this
method essential for landscape research. Most of the previous geomorphological
study on landform classification is basically on the homogeneous terrain. De Reu
et al. [6] applied TPI in a geoarcheological research in northwestern Belgium, they
pointed out that using this algorithm alone has led to erroneous landform classifi-
cation in their study that is heterogeneous in nature. Also, in tropical Malaysia,
there is not existing, comprehensive landform classification map, despite number of
scientific researches in the country. Therefore, the purpose of this study is to
classify the landform elements and to illustrate the complexity of the terrain based
on ASTER GDEM. The main objective is to apply TPI-based (topographic position
index) algorithm and slope position for landform classification and explore the
higher order topographic position indices using high-pass filter to highlight the
extreme topography of the neighbourhood (ridges/valleys). Also, quantify the
spatial pattern of topographic position of the study area.
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2 Study Area and Methodology

2.1 Study Area

The area selected for this study is Seremban, a capital of Negeri Sembilan state,
Malaysia. Its geographic location lies between longitudes (101° 45′ 0′′E and 102° 6′
0′′E) and latitudes (3° 0′ 0′′N and 2° 30′ 0′′N). The area extent of the city is roughly
936 km2. The state constitutes eight districts, which include Ampangan, Labu,
Lenggeng, Pantai, Rantau, Rasah, Seremban and Setu [1]. The area is selected
because of its undulating and heterogeneity topography. The study was steered
using elevation data, sourced from the Deva for Seremban state, Malaysia (Fig. 1).
The choice for the study site was due to its size, it representativeness as the regional
topography. The landscape of the area is typically agricultural plantation and
built-up. Part of the north–west portion to the north–eastern topography in the area,
established on high hill mountain region covered one-third of the study area. This
could exacerbate landslide, debris flow and runoff. The southern part topography is
made-up undulating gentle topography and slope to the centre. The highest and
lowest elevation of the area ranges from 1184 to 8 m. The data used in this research
is an open source ASTER GDEM of 30 m spatial resolution; sourced from the
DEVA website www.deva.com for Malaysia, then area of interest (Seremban) was
subset (Fig. 2).

2.2 Methods

2.2.1 Topographic Position Index (TPI)

TPI is a measure of change between altitude elevation on the principal point ðZ0Þ
and the mean elevation all over the places surrounding its neighbourhood by a set
radius (R) [6, 15, 23, 43]. In other words, the core of landform classification scheme
laid on TPI approach is basically the change between an altitude pixel number and
the mean elevation of the pixel that surrounds the neighbourhood [21]. The algo-
rithm is suitable for landform classification and embraces concave features [32],
which express this mathematically:

TPI ¼ Z0 � �Z ð1Þ

�Z ¼ 1
NR

X
i2R

Zi or
P

hj
n

ð2Þ

hj height of cells that surrounds analysed cell,
n number of surrounding cells.
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Fig. 1 The study area
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If the TPI values are positive this means that its principal spot is situated higher
than its mean location around it, however, the negative cell value signifies lesser
spot than the mean [6]. The range of TPI depends not only on the elevation
differences but also on R value.

TPI uses spatial autocorrelation for the elevation. With 300 and 3000 circle
radius, TPI value range increases scale causing variation in the different scale. So,
standardization of TPI grid is necessary (mean = 0, STD = 1).

Fig. 2 Flowchart for the methodology for landform classification
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TPID ¼ TPIN �MEAN
STD

� �
ð3Þ

The TPI grids, simply describe landform classes based on tangible slope position
(SP) standards; here, the SPI standards are categorized into five class based on the
threshold defined between −1 and 1. Furthermore, the slope position and the
landform classification are based on these TPI values.

The two neighbourhood scales were combined to produce accurate basis for the
classification of the landform, follow the standard deviation (SD) of the TPI. In this
research classification are based on threshold criteria ten landform classes based on
[21, 43] recommendations see Table 1.

2.2.2 Slope Positioning Index

By thresholding continuous TPI values at a given scale and checking the slope for
values near 0, landscape can be classified into discrete slope position classes, i.e.
defining thresholding, certain factors need to be taken into consideration such as the
specific landscape, the scale of the index and the particular problems being
addressed. Selected feature, particularly, important to a specific analysis could be

Table 1 Landform classification based on TPI

S/N Classes Description

1. Canyons, deeply incised stream Small neighborhood: z0 � −1
Large neighborhood: z0 � −1

2. Midslope drainages, shallow valleys Small neighborhood: z0 � −1
Large neighborhood: −1 < z0 < 1

3. Upland drainages, headwaters Small neighborhood: z0 � −1
Large neighborhood: z0 � 1

4. U-shaped valleys Small neighborhood: −1 < z0 < 1
Large neighborhood: z0 � −1

5. Plains small Neighborhood: −1 < z0 < 1
Large neighborhood: −1 < z0 < 1 slope � 5°

6. Open slopes Small neighborhood: −1 < z0 < 1
Large neighborhood: −1 < z0 < 1 Slope > 5°

7. Upper slopes, mesas Small neighborhood: −1 < z0 < 1
Large neighborhood: z0 � 1

8. Local ridges/hills in valleys Small neighborhood: z0 � 1
Large neighborhood: z0 � −1

9. Mid-slope ridges, small hills in plains Small neighborhood: z0 � 1
Large neighborhood: −1 < z0 < 1

10. Mountain tops, high ridges Small neighborhood: z0 � 1
Large neighborhood: z0 � 1

Source Weiss [43] and Jenness [21]
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extracted by adjusting class elevation or slope in the neighbourhood of the target
cell. Guisan et al. [17] classified slope position into six classes based on the
standard deviation, which is adopted in this work.

1. Ridge > + 1 STD
2. Upper slope > 0.4 STD =< 1 STD
3. Middle slope > −0.4 STD, < 0.4 STD, slope > 6°
4. Flat slope > = −0.4, =< 0.4 STD, slope <= 6°
5. Lower slopes > = −1 STD < 0.4 STD and
6. Valley < −1 STD.

2.2.3 Landform Classification

A number of comprehensive geomorphological algorithms and approaches on
morphological landscape classification exist; [6, 19, 20] in this research, we adopted
Weiss [43] and Jennesse [21] methods in which the terrain surface is classified into
classes of slope position. The parameter from two neighbourhood sizes (300 and
3000) are imperatively joined to ascertain multifaceted landscape features because
such combination offers supplementary information on the topography [43].
Table 1 summaries ten generated landform classes.

Landform category was determined by classifying the landscape using one SPI
grids at different scales. The strategy adopted in this research is a simple set of
threshold values for the SPI grids; ten classes were defined based on the criteria
shown in Table 1, relating to Weiss [43] approach in differentiating original slopes
with the threshold values, which is a common practice [32, 40]. SPI values above a
definite threshold are classified as ridgetops or hilltops, while TPI values below a
threshold might be classified as valley bottoms.

2.2.4 Identification of Spatial Pattern of the Landscape

Elevation residuals are topographic indices derived from DEMs using spatial fil-
tering techniques (i.e. a roving window of radius r is run on each grid cell in the
DEM) to quantify the spatial pattern of topographic position within the context of a
surrounding area. Gallant and Wilson [15] suggest that in defining neighbourhoods
with circular shaped windows, although square windows are more commonly used
in practice. These terrain attributes are based on characteristics of the statistical
frequency distribution of the elevations within neighbourhoods defined by the
moving window. All of the elevation residuals utilize location parameters (measures
of central tendency) and/or scale parameters (measures of spread).

Numerous terrain features are used to quantify the spatial pattern of topographic
position, in this research Deviation from mean elevation (DEV) is adopted. This is a
unitless measure of topographic position and is the difference between the window
centre’s elevation and its mean elevation [15, 43] which is expressed as a measure
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of topographic position of the central point (Z0) using TPI and the standard devi-
ation of the elevation, mathematically represented in Eq. (4). It has the same units
as elevation and is either positive, indicating an elevated location, or negative,
indicating a low-lying position, the elevation difference is normalized by s, such
that

DEV ¼ Ze � �Zd
SD

ð4Þ

SD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
NR � 1

X
i¼1

Zi � �Zð Þ2
s

ð5Þ

D ¼ 2nþ 1 ð6Þ

where D is the size of the window, Ze is the elevation of the window centre cell and
�Zd is the window mean elevation. D is measured in grid cells. Since pixel-centred
moving windows must have odd-numbered dimensions (3, 5, 7, etc.) [45] base (6),
where (n = 1, 2, 3, 4 … n); 5 � 5 moving gap is chosen because lower window
value’s elevation standard deviation is by comparison less sensitive to the extremes
in elevation and is thought to better represent surface roughness properties [11, 22].

The input data is DEM and the neighbourhood size is specified in map unit
(metre). DEV measures the topographic position as a fraction of local relief nor-
malized to local surface roughness. Also, the output value is positive when the
central point is situated higher than its neighbourhood and negative when it is
situated lower. The output values mostly range between +1 and −1, the value
outside this range may designate irregularities within the DEM. While DEV is
essentially representing the spatial pattern of the local Z-scores, this fact does not
imply that the index can be used to determine the statistical probability of a par-
ticular value occurring (i.e. outlier detection) because elevation distributions are
often non-Gaussian. Nonetheless, values of DEV do tend to lie well within the
range −3.0 to 3.0. Unlike DIFF, DEV is a measure of relative topographic position
that is scaled by the local ruggedness [45]. This characteristic is particularly useful
in applications involving heterogeneous landscapes [6]. Maximum elevation
deviation was used to measure the spatial pattern of DEV at the scale of the
maximum (3000) absolute DEV value within the scale (DEVmax). When window
dimensions are large, the mean and standard deviation of the window become good
estimates for the overall DEM mean and standard deviation. Thus, the convergence
value for a location is equal to the difference in elevation between the site and the
mean elevation of the DEM, normalized by the DEM’s standard deviation, i.e. the
DEM-wide z-score transformation [45].

With the standardized grids, the basic equations are used to classify the scaled
combination of TPI grids to landform classification and slope position. To extract
the extreme TPI, a spatial high-pass filtering algorithm is utilized because its pre-
serve edge, smoothing, reduces noise, line detections, etc. of the features. Finally,
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the output of the classified landform is overlaid on Google Earth image in order to
visually validate the result and ascertain the underneath spatial relationship with
land cover of the area.

2.3 Data Processing and Neighbourhood Size

TPI and DEV were calculated using a terrain analysis tools, based on elevation
residuals in “Whitebox GAT” open source GIS software environment developed by
Lindsay [25]. The most perceptive neighbour dimensions were selected from two
contended radii scales (300 and 3000), are presented in this research. In this chapter,
the scale levels (higher or lower) together with the cell slope, was considered in the
cell classification process into various slope position. Depression filled DEM raster
data is used in generating TPI grids and slope position scales, based on Deviation
from mean elevation (DEV) was adopted in providing a modest pattern and
repeatable process in classifying the area terrain surface into slope positioning index
and then landform classes, adopting TPI approach. Choice of neighbourhood
parameter and cell unit area is vital in this model. Small and larger scale units were
applied in this research, 300 and 3000 (small and larger neighbourhood), respec-
tively; circle cell unit neighbourhood size is utilized based on the maximum and
minimum size of the elevation data. Thus, a higher scale is needed in order to
highlight the extreme ridges in the neighbourhood, for this the maximum scale of
3000 radii was used together with high-pass filter/ different from the mean (DIFF)
technique which preserved edges of the features. Therefore, a circular neighbour-
hood is defined by a radius length extending outwards from the cell centre. In
theory, this neighbourhood is composed of all grid cells whose cell centre lies
within that distance of the focal cell centre, but Spatial Analyst appears to have
some kind of number rounding issue that sometimes includes or excludes cells that
do not exactly fit this definition [25]. An outwards extension of radius length from
the cell centre is explained by a circular neighbourhood. Theoretically, the neigh-
bourhood is made up of complete grid cells that centred the focal cell centre, while
Spatial Analyst tool is reported to handle certain values rounding concern which
filter out or optimize cells that doesnot really fit the classification [25].

3 Results and Discussion

Figures 3 and 4 for the TPI-generated maps indicated the effect of neighbourhood
sizes on the classifications landform in the study area; it reveals that smaller circle
signify small features in low elevated area, while larger radius symbolize more
features at high elevated area. The minimum radius provides detail landform
information, however, it tends to overshoot/or representation of the landform pat-
tern with an emphasis on valley noise (Fig. 3). Table 2 shows the extent of the
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Fig. 3 Topography Position Index (TPI) 300 neighbourhood
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Fig. 4 Topography Position Index (TPI) 3000 neighbourhood
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classified slope position categories in percentages based on different sizes. Ridges
category portray the largest spatial areas extend for about 68% (14139 m2) and the
lowest area is the middle slope class with about 0.15% and 32 m2. Individual
classes for the remaining four (Upper slope, Flat slope Lower slope and valley)
were represented in area between 0.3 and 32% (63–6343 m2). Though, the mag-
nitudes for all neighbourhood and dispersal of these classes were connected mostly
with the definite amount of landscape features (Figs. 5 and 8). The class ridges are
regularly related by the upper portions of the Knolls in Northwest Seremban.
Similarly, the class valley is virtually identified in these hilly provinces, connected
by profound incised tributaries, and in the foremost valley’s waterways of the study
area. Small patches of ridges are detected in Fig. 5 and valleys were either
anonymous or only to a very partial range of noise. These results are substandard
and does not agree with the genuine landscape of the area.

Furthermore, integration of two scales neighbourhood and slope delivered a
substantial outcome (Fig. 8). The area cover by individual landform class in per-
centage and square metre (m2) is presented in Table 3; four prominent landform
classes are exposed, include canyon (deeply incised stream), upland drainage, local
ridges (hill in valleys) and mountaintops (high ridge). Area extent by each classes
are about 63% (13,127 m2), 05% (973 m2), 09% (1893 m2) and 21% (4435 m2) of
their area, respectively.

The derived DEV maps in Fig. 7, exhibits the impact of neighbourhood size
spatially for different values of circle; displaying a diverse pattern extensively. The
most upthrust and extreme classes were valleys and ridges emphases in Fig. 6, they
cover spatial areas extent of about 74 and 26%, respectively. It reveals, that the
generated results matched better with actual native terrain features of the area,
meanwhile some terrain features were acknowledged. Valleys and ridges are rec-
ognized on the elusive landscape zones in the study area; the results are more
convincing. Ridges are observed to correspond to the hills crest, valleys were
ascribed only to the lowest zones areas and other classes are accurately recognized.
Finally, more accurate spatial relationship between the land cover area and land-
form classes was established, see Fig. 9. Correlation between landforms classes,
using TPI on the surface terrain agglomeration tallied with the distribution of the
landform classes. This is shown especially in the hilly or ridges, valley areas and
local ridges which supported drainages.

Table 2 Percentage of slope
position class

Code Classes Area (%) Area (m2)

1 Ridge 68.20 14,139.24

2 Upper slope 0.30 62.55

3 Middle slope 0.15 31.92

4 Flat slope 0.45 93.37

5 Lower slopes 0.29 61.29

6 Valley 30.59 6343.29
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Fig. 5 Slope position classes
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3.1 Slope Position

Using minimum scale of 300, many individual ridge line and valleys containing
cross-section drainages of cutting edge in the foremost gulley and the bottom of the
main canyons were grouped as flat zones. However, at the scale of 3000 TPI, it
highlighted some important landform features (mountain, canyons, foremost
ridgeline and valley); minor features vanish and canyons bottom are then classified.
Figure 5 shows that there are two classes based on slope position index that consists
of, valley/cliff base and ridges/canyons edge.

3.2 Landform Classification

Using spatial high-pass filter the generated landform map showed (Fig. 6) in detail
the extreme elevated neighbour and it also preserved the edges, reduced the noise of
the features.

Using the maximum TPI, we derived the landform pattern of the study area as
shown in Fig. 7. The generated landform classification map (Fig. 8) showed that
there are four landform types in the study area that consist of canyons, U-shape
valley, local ridges/ hill valleys and mountaintops/high ridges.

In Fig. 9, the relationship with land use observed that most of the built-up areas
are situated on the canyon/flat areas; the intermediate landform class (zone) that lie

Table 3 Percentage of landform classification

Code Classes Area (%) Area (m2)

1 Canyons, deeply incised streams 63.32 13126.90

2 Mid-slope drainages, shallow valleys 0.18 39.02

3 Upland drainages 4.69 973.31

4 U-shaped valleys 1.04 216.02

5 Plains small 0.00075 0.16

6 Open slopes 0.0034 0.71

7 Upper slopes 0.16 32.254

8 Local ridges/hills in valleys 9.13 1893.05

9 Mid-slope ridges, small hills in plains 0.072 14.84

10 Mountaintops, high ridges 21.39 4435.39
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Fig. 6 Using high-pass filter for extreme topography for the study area
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between class 1 and class 10 is the drainage capable of supporting agricultural
activities, with few or absent of traces of human structures (buildings). The ridges/
hilltops retain its natural physical condition of thick forest land cover, present of
human-induced environmental or landscape change that has been manifested in the
area especially in the local ridge (hill valleys) area as a result of urban growth.

Fig. 7 Landform pattern for the study area
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Fig. 8 Landform classification of the area
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4 Conclusion

In this study, Aster Global digital elevation models (GDEM) are used as inputs
data. Combining the TPI at smaller and larger scale with slope position the study
area was classified into landform category; The result shows that there are four
landforms that consist of canyons, upland drainage, local ridges/hill valleys and
mountaintops.

• In this study, the input data considered is mostly Aster GDEMs; Combining the
TPI at smaller and larger scale with slope position classified landforms into
various categories.

Fig. 9 Landform spatial relationship with land cover (Google Earth)
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• From the result, only four classes of landforms were manifested that includes,
upland drainage valley, canyons local ridges/hill valleys and mountaintops/high
ridges.

• Landscape change monitory challenges (open source data).
• Need for update terrain data to keep abreast spatiotemporal landscape dynamics.
• Need to correlate landform and land use with a high-resolution imagery.
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Assessing the Spatial and Temporal
Capacity of a Semi-Enclosed Gulf
to Absorb and Release CO2 Using GIS
and Remote Sensing

A. Shanableh, R. Al-Ruzouq and G. Al-Khayyat

Abstract The increasing CO2 level in the atmosphere is threatening oceans’
ecosystems due to increased CO2 absorption and potential oceans’ acidification. In
this study, we used geographic information system (GIS) and remote sensing
(RS) techniques, coupled with chemical–mathematical models to evaluate the water
capacity of a semi-enclosed gulf to absorb and release CO2. The water of the gulf
exhibits a wide range of spatial and temporal salinity and temperature variations due
to the gulf location in a hot, arid region, the high water evaporation rate, and the
unique water circulation pattern. In this study, GIS and RS data were used to assess
the spatial and temporal distributions of surface temperatures and salinity of the
gulf, which, in turn, were used to assess the capacity of the gulf waters to absorb
and release CO2. The results confirmed the profound impact of salinity and tem-
perature on the CO2 absorption and release capacity of the gulf, which highly
influences potential acidification of the gulf waters.

Keywords Geographic information systems � Remote sensing � CO2 absorption
and release � Surface temperature � Surface salinity � Seawater
Semi-enclosed gulf

1 Introduction

Prior to the industrial revolution starting the 1950s, CO2 level in the atmosphere
was in the range of 200–300 ppmv for hundreds of thousands of years [1–4]. Since
then, the level of CO2 rapidly increased reaching approximately 400 ppmv at the
present time, or the year 2017. The CO2 increase is mainly attributed to burning
fossil fuels. About 30% of the CO2 released to the atmosphere during the 1980s and
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1990s was absorbed by the oceans, with about 50% remaining in the atmosphere
and 20% removed on land by the biosphere [5]. Others [6] estimated that the oceans
absorbed about 50% of the CO2 released during the past 200 years. Absorption of
atmospheric CO2 acidifies oceans [7–10], threatening to reduce CaCO3 supersat-
uration and posing risk to calcifying organisms [11]. Acidification of seawater can
significantly impact the biogeochemical transformations [6, 7, 11–14] in the sea.
Acidification scenarios indicate that a sixfold increase of the preindustrial CO2 level
can potentially reduce the pH of oceans by about 0.7 units [6]. Direct observation
between 1991 and 2006 indicated a pH decline of about 0.06 in the upper 0.5 km of
the water of the North Pacific Ocean [15].

The Arabian Gulf (also referred as the Persian Gulf) is located between latitudes
23.5°–30°N (Fig. 1). It is about 800 km long, 300 km wide and 40 m average
depth, with a total surface area of approximately 240,000 km2. Water enters and
exits the Gulf through the Strait of Hormuz, which connects the Arabian Gulf to the

Fig. 1 Location of the Gulf obtained from national geographic, ESRI
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Gulf of Oman, Arabian Sea, and the Indian Ocean. The Gulf receives limited
freshwater supplies, with rain not exceeding 150 mm/year [16, 17], and experiences
high evaporation rate that exceeds 2000 mm/year [17–19], which increases its
salinity.

The capacity of the Gulf to absorb and release CO2 is highly affected by water
temperature and water salinity. The water in the Gulf is generally saltier than waters
of open seas, and experiences wide spatial and seasonal variations in temperature
and salinity [17, 20–25]. These variations are due to the geographical extent of the
Gulf, unique water circulation and stagnation patterns, evaporation, and disposal of
brines from desalination plants.

In this chapter, we used GIS and RS to assess the spatial and temporal distri-
butions of surface temperatures and salinity of the Gulf, then used the temperature
and salinity distributions to assess the capacity of the surface water to absorb and
release CO2. This capacity plays an important role in determining potential acidi-
fication and influences the carbonate chemistry of the water of the Gulf.

2 Methodology

2.1 Chemical Equilibrium Model

The methodology used in this article was based on models developed during earlier
work [20, 21]. Simple chemical-mathematical models representing CO2 equilibrium
between seawater and the atmosphere were used. Such models were based on
preserving initial alkalinity (Alk0) regardless of increased CO2 absorption. Seawater
alkalinity (Alk0), including the borate ion, is presented in Eq. 1, and its simplified
version excluding borate is presented in Eq. 2.

Alk0 ffi ½OH��þ ½BðOHÞ�4 � þ 2½CO2�
3 � þ ½HCO�

3 � � ½Hþ � ð1Þ

Alk0 ffi ½OH��þ ½HCO�
3 � þ 2½CO2�

3 � � ½Hþ � ð2Þ

Using the pH-dependent carbonate speciation parameters ða0; a1; a2Þ, Henry’s
equation ½H2CO3� ¼ kHPCO2ð Þ, which is expressed in terms of Henry’s constant
ðkHÞ, CO2 pressure in the atmosphere ðPCO2Þ and the water speciation constant
ðkwÞ, the initial alkalinity equation can be rewritten as

Alk0 ffi kw
½H] þ a1 þ 2a2ð Þ kHPCO2

a0
� ½Hþ � ð3Þ

The water that enters the Gulf is subject to evaporation which concentrates the
various water constituents. As such, a concentration factor R (i.e., R ¼ S=S0, where
S = salinity, and S0 = initial reference salinity) can be introduced in Eq. 3 to correct
alkalinity as in Eq. 4.
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R � Alk0 ffi kw
½H] þ a1 þ 2a2ð Þ kHPCO2

a0
� ½Hþ � ð4Þ

Absorption and release of CO2 can be evaluated from the concentration of total
carbonates in water, CT, noting that ½H2CO3� ¼ a0CT, ½HCO�

3
� ¼ a1CT,

½CO2�
3
� ¼ a2CT, then

CT ¼ ½H2CO3� þ ½HCO�
3
� þ ½CO2�

3
� ð5Þ

The above equations rely on a number of constants, including the carbonate
species dissociation constants, k1, and k2. The values of the various constants are
dependent on water temperature and salinity as summarized in Table 1.

It should be stated that the suitability of the above models to predict pH and CT

was verified earlier [21] against [6] predictions relating to atmospheric CO2 level of
280 ppmv up to sixfolds increase in CO2 level to 1680 ppmv.

To estimate the pH and total carbonates (CT) in the Gulf, the spatial and temporal
distributions of salinity and water temperature were obtained from satellite images
and an iterative procedure was used to estimate the pH and total carbonates for two
CO2 level in the atmosphere, 400 and 800 ppmv. The reference values required for
solving Eq. 4 are provided in Table 2.

Table 1 Dependencea of the equilibrium constants (k1, k2, kW, and kH) on water salinity (psu) and
temperature (k)

lnðkwÞ ¼ �13; 847:26
T

þ 148:9652� 23:6521 � ln Tð Þ

þ 118:67
T

� 5:977þ 1:0495 � ln Tð Þ
� �

� S0:5 � 0:01615 � S

lnðkHÞ ¼ 9345:17
T

� 60:2409þ 23:3585 � lnð T
100

Þ
þ 0:023517� 0:00023656 � T þ 0:00000047036 � T2
� � � S

pk1 ¼ 3633:86
T � 61:2172þ 9:67770 � lnðTÞ � 0:011555 � Sþ 0:0001152 � S2

pk2 ¼ 471:78
T þ 25:9290� 3:16967 � lnðTÞ � 0:01781 � Sþ 0:0001122 � S2

aSources [26–28]

Table 2 Initial values of parameters used in this study

Parameter Value

Initial temperature (oC) 24

Reference salinity of surface water, S0 (psu) 35

Initial alkalinity (eq/L) 0.0024

Reference (2016) CO2 level in atmosphere (ppmv) 400a

aSource NOAA-ESRL
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The spatial and seasonal distributions of temperature (Fig. 2) and salinity
(Fig. 3) needed for estimating the various parameters in Table 1 were, respectively,
extracted from the Moderate Resolution (4 km spatial resolution) Imaging
Spectroradiometer (MODIS) on the Terra-satellite of NASA and from the Remote
Sensing System (RSS) Company with 25 km resolution. For salinity, and as the
obtained satellite images did not provide full coverage of the Gulf (Fig. 3), values
in uncovered areas were estimated based on data available from a variety of other
sources [17, 22–25].

Fig. 2 Seasonal distribution of surface water temperature in the Gulf during 2017 as extracted
from MODIS images by NASA

Assessing the Spatial and Temporal … 1165



3 Results and Discussion

3.1 Spatial and Seasonal Distributions of Temperature
and Salinity

The water temperature in July (summer) was in the range of 24–33 °C (Fig. 2), 25–
35 °C in October (fall), 1–25 °C in February (winter) and 10–23 °C in April
(spring). The water along the southern parts of the Gulf was the warmest in July and
October and relatively warm in February and April. In February and April, warm
waters entering from the Hurmuz straight kept the water along the northern
coastline of the Gulf warmest. The February and April warm water entering the
Gulf pushes northwest along the northern coastline of the Gulf but does not reach

Fig. 3 Example seasonal distribution of surface water salinity in the Gulf during 2017 extracted
from RSS by NASA
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the northwestern part, opposite Iraq and Kuwait, which remains the coldest area in
the Gulf during all seasons.

Although the satellite salinity data are incomplete, the general salinity distri-
bution is generally affected by the water that enters from the Gulf of Oman, which
generally has lower salinity than the water that exists the Gulf. The salinity is also
affected by water circulation and evaporation in the Gulf. In general, the northern
parts along the Iranian coast maintain the lowest salinity values while the southern
parts along the coasts of the UAE and Qatar maintain the highest salinity values
(Fig. 3).

A statistical summary of salinity and temperature variations in the Gulf com-
pared to the reference values stated in Table 2 (i.e., 24 °C and 35 psu) is presented
in Fig. 4. The data show that depending on the season, the temperature in some
parts of the Gulf declined up to 50% or increased up to 42%. On the other hand, the
salinity increased between 5 to about 27%, with an average increase of approxi-
mately 15%.

3.2 Capacity of the Gulf to Absorb/Release CO2

The data in Fig. 5 show the impact of temperature and salinity on surface water
alkalinity (Alk), total carbonates (CT) and pH according to Eq. 4. At constant salinity,
the Alk remains constant and CT declines, as the water loses capacity to dissolve CO2

with increasing temperature. As expected, the pH increases as the temperature
increases up to 21°C, but then unexpectedly declines apparently due to the differences
in the impact of salinity on the various constants in Table 1. On the other hand, both
Alk andCT increase as salinity increases at constant temperature due to concentration
of constituents. The increase in alkalinity is equivalent to adding a strong base, which
helps the water absorb more CO2 but also results in increasing the pH.
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Fig. 4 Projected distribution of salinity and temperature in the Gulf compared to reference values
(24 °C and 35 psu)
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Clearly, the model suggests that lower temperatures and increased salinity
increase the capacity of seawater to absorb CO2 from the atmosphere. In terms of
pH, the model suggests that increased salinity increases the pH despite absorption
of additional quantities of CO2 into the water. Therefore, the model predicts that
increased salinity helps in absorbing excess atmospheric CO2 and combating
acidification of seawater.

The data suggest that water in the Gulf acted as a sink for CO2 compared to
water entering from the Gulf of Oman due to increased salinity. Furthermore,
salinity was more important than temperature in deciding the level of CO2

absorption as indicated by CT. Therefore, the southern parts of the Gulf with high
salinity achieved the highest CO2 absorption levels followed by the somewhat
saline and cold northern parts of the Gulf (Fig. 6). In general, the northern parts of
the Gulf receiving water entering the Gulf from the Strait of Hurmuz showed lower
CO2 absorption levels than the saltier southern parts regardless of temperature.

Projected absorption of CO2 into the surface water of the Gulf at double the
current atmospheric CO2 level (i.e., 800 ppmv) followed similar trends as
absorption at 400 ppmv, except that the absorbed CT quantities increased signifi-
cantly (Fig. 7). The southern parts of the Gulf, which have the highest salinity are
projected to experience the highest CO2 absorption levels followed by the some-
what saline and colder northern parts.

The data in Fig. 8 present a statistical summary of the CT variations in the Gulf
compared to a chosen reference value (i.e., CT = 0.00209 mol/L) defined at tem-
perature of 24 °C and salinity of 35 psu. The data show that at atmospheric CO2

level of 400 ppmv, CT increased in the Gulf from 5 to about 25% above the
reference CT value, with an average increase of approximately 12%. The increase in
CT was consistent with increase in salinity shown in Fig. 4. At atmospheric CO2

level of 800 ppmv, the data in Fig. 8 show projected CT increase above the ref-
erence value between about 7 and 30%, with an average increase of approximately

Fig. 5 Impact of temperature (at constant salinity of 35 psu) and salinity (at constant temperature
of 24 °C) on pH and total carbonates (CT) at atmospheric CO2 = 400 ppmv
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20%. The data suggest significant increase in capacity of the Gulf water to absorb
CO2, which is mainly due to increased salinity.

3.3 Acidification of Surface Water

Absorption of CO2 in the surface water of the Gulf increases as salinity and CO2 in
the atmosphere increase and declines as the temperature increases. Therefore, the
temperature and salinity distributions in the Gulf have a significant impact on water
acidification. In Fig. 5, it was shown that higher salinity resulted in higher alkalinity
and more CT absorption, which translated into pH increase. The data in Fig. 9 show
that compared to the reference pH value of 8.061 at atmospheric CO2 level of

Fig. 6 Projected seasonal distribution of total carbonates (CT) in the surface water of the Gulf at
atmospheric CO2 = 400 ppmv based on the salinity and temperature distributions in Figs. 2 and 3
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Fig. 7 Projected seasonal distribution of total carbonates (CT) in the surface water at atmospheric
CO2 = 800 ppmv based on the salinity and temperature distributions in Figs. 2 and 3

Fig. 8 Projected distribution of CT in the Gulf compared to reference CT value defined at 24 °C
and 35 psu
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400 ppmv and temperature and salinity values of 24 °C and 35 psu, the pH dis-
tribution in the Gulf ranged between 8.06 and 8.14 and average is 8.1, with more
saline regions associated with the higher pH values. Similarly, compared to the
reference pH value of 7.80, projected at atmospheric CO2 level of 800 ppmv and
temperature and salinity values of 24 °C and 35 psu, the pH distribution in the Gulf
ranged between 7.80 and 7.89 (average of 7.84).

4 Summary and Conclusions

A simple mathematical–chemical equilibrium evaporation model was developed
and used to assess the capacity of the surface water of the Arabian Gulf to absorb
and release CO2. The capacity of the surface water was found to be determined
mostly by the salinization of the Gulf due to evaporation and other causes.
Salinization increases the alkalinity of the water, which allows it to absorb more
CO2 and simultaneously increases the pH. As such, the salinization of the Gulf acts
as a buffer that helps reduce projected acidification of the Gulf due to increasing
atmospheric CO2. The Gulf capacity thus to absorb and release atmospheric CO2 is
highly influenced by the distributions of the salinity and temperature in the Gulf
waters, with the water releasing or absorbing CO2 depending on its salinity and
temperature levels.
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Part III
Geotechnical Engineering



Impact of Vertical Stresses
on Geotechnical Properties of Sand

Aneel Kumar Hindu, Tauha Husain Ali and Agha Faisal Habib

Abstract Generally, before the construction of any construction project, the sub-
soil investigations were carried out to evaluate the various geotechnical properties
of soil like shear strength, permeability, etc. The sustainability of the projects
largely depend upon the true prediction of the behaviour of the soil in long term and
short term. However, due to the application of external loads, the stress induced on
the soil increased and its effect remain high at shallow depths. This may cause the
breaking of the soil particles particularly for coarse grained soils like gravel and
sand. This chapter demonstrates the influence of induced stresses on the geotech-
nical characteristics of sand. The static normal stresses were induced in the range of
5–20 MPa with help of Universal Testing Machine (UTM). It is seen that with
increase of static stresses the breaking of sand particles occurred. This possibly
results in the decrease of permeability and shearing strength.

Keywords Particle breakage � Permeability � Sand � Shear strength

1 Introduction

It is a general practice that before the start of any civil engineering project the soil
properties are evaluated and accordingly foundation or load-bearing stratum were
designed/prepared. The stresses generated by dead and live loads ultimately transfer
to the soil particles. The increase of stresses on soil particles may break the soil
particles, particularly if underlain soil consists of coarse-grained soils like sand.
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The breaking of soil particles can change the particle size distribution and other
important geotechnical properties like strength and permeability. The ultimate
outcome may be the faulty design of the foundations or load-bearing stratums, as
the original geotechnical properties with which a foundation or load-bearing stra-
tums were designed will change with the course of time. Therefore, it is of prime
importance to understand the effect of increase of stress on the mechanical prop-
erties (like particle size distribution, strength and permeability) of coarse-grained
soils like sand.

The effect of particle size crushing on engineering properties of soil was not only
the research of interest in civil engineering but also in mineral engineering, mining
engineering, powder technology, etc. [1–3]. It has been observed that the breakage
of granular particles can alter the peak as well as residual stress-strain behaviour [1].
It is seen that the crushing of granular particles can result in the decrease of angle of
shearing resistance [4, 5]. Previous researchers demonstrated that the breakage of
soil particles depends upon induced stresses, porosity, moisture content, gradation,
angularity, anisotropy and strength of soil grains [6–10]. Following the motivation
from the results of previous researchers, this study was conducted to investigate the
effects of increased stress on the various geotechnical properties of Bholari sand,
like particle size distribution, shear strength and permeability. Bholari sand is
commonly used as a borrow material for construction of load-bearing stratum and
for manufacture of concrete by the local construction companies in the vicinity of
Hyderabad and Karachi divisions of Pakistan.

2 Material

The sand was obtained from a natural source known as Bholari. To obtain the pure
sand, the Bholari sand was, first of all, sieved through #4 sieve to separate gravels
and cobbles, and then washed through #200 sieve to remove fine particles. Washed
sand was then kept in thermostatically controlled oven for 24 h to make it dry.

3 Application of Stress

To induce the stresses in sand, the standard crushing value moulds were utilized.
After filling the sand in the mould, it was placed in the Universal Testing Machine
(UTM), where normal compressive stresses of 5, 10, 15 and 20 MPa were applied.
The range of induced compressive stresses were based on the experimental work of
previous researchers [6]. The applied compressive stress was kept constant for
45 min and then released. In each loading condition, the density of the sand was
kept constant as 1.62 g/cm3.
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4 Result and Discussion

4.1 Particle Breakage

The influence of increase of stress on the crushing of sand particles is shown in
Fig. 1. The D10, D30 and D60 values for various loading conditions are given in
Table 1.

It can be seen that the D10, D30 and D60 values decreased gradually with the
increase of stresses. This shows the breaking of particles occurred. The quantifi-
cation of the breaking of particles was made by utilizing particle breakage factor
(B10) defined by Eq. 1 [11].

B10 ¼ D10i � D10f

D10i
; ð1Þ

where D10i and D10f are the effective grain sizes of initial and final gradations,
respectively.

Figure 2 shows the particle breakage factor with applied stresses. It is observed
that breakage of particles increased with increase of induced stresses. It is necessary
to mention that the application of normal compressive stress was only for 45 min.

Fig. 1 Grain size distribution before and after inducing stresses

Table 1 D10, D30 and D60

values of sand under various
loading conditions

Applied stress
(MPa)

D10

(mm)
D30

(mm)
D60

(mm)

0 0.18 0.23 0.35

5 0.17 0.21 0.32

10 0.15 0.20 0.30

15 0.14 0.20 0.29

20 0.13 0.19 0.28
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However, in the real conditions, the application of increase stresses may be for a
significantly long time. The breaking of particles may increase with increase in
loading time.

4.2 Effect on Permeability

Permeability of the soils was determined at different void ratios by utilizing stan-
dard constant head permeability test. Figure 3 shows permeability test results. It is
seen that the permeability of soil decreased when the stresses were induced in the
soil.

Fig. 2 Breakage of particles
due to induced stresses

Fig. 3 Permeability versus
voids ratio before and after
inducing stresses
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Figure 4 shows that even for the same void ratio, the permeability of the soil
subjected to high stresses remains low. This may be attributed to the breakage of
particles due to inducedstresses.

4.3 Effect on Shear Strength

Direct shear box test was performed to determine the influence of induced stresses
on the shear strength of soil. Figure 5 shows the results of direct shear box test.
Figure 6 shows the effect of induced stresses on angle of internal friction. It can be
seen that with the increase of induced stresses the angle of internal friction is
gradually decreased. This may be because of the breakage of sand particles.
Breakage of sand particles, on one hand, causes the increased percentage of fine
particles and on other hand, broken particles may have relatively smooth surfaces
compared to their original ones.

Fig. 4 Permeability at 0.6
void ratio before and after
inducing stresses

Fig. 5 Shear stress versus
normal stress before and after
inducing stresses
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5 Conclusion

• The influence of induced stresses on geotechnical characteristics of the Bholari
sand was investigated experimentally. The normal compressive stresses were
induced by utilizing UTM and standard crushing value moulds. From the
experimental results, it is seen that breaking of sand particles occurred by
inducing stresses. Higher the applied stress, more the breaking of particle.
Values of D10, D30 and D60 decreased gradually with the increase of stresses.

• It is observed that the permeability of soil decreased with increase of applied
stresses induced in the soil. It is further observed that even for the same void
ratio, the permeability of soil subjected under high stresses remained the low
and under low stresses remained high.

• It is also observed that the angle of shear strength of soil will decrease with the
increase of induced stresses in soil.
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Geotechnical Mapping of Seismic Risk
for Sharjah City, United Arab Emirates

Maher Omar, Abdallah Shanableh, Samar Abduljalil,
Khaled Hamad, Mohamed Arab, Moussa Leblouba and Ali Tahmaz

Abstract Seismic hazard and geotechnical microzonation maps of urban com-
munities make it conceivable to describe potential seismic zones that should be
considered when planning new structures or retrofitting existing ones. This study
looked at a local site-specific ground response analysis, which is an important step
in estimating the effects of earthquakes. The soil data from 200 boreholes up to
30 m depth were collected and analyzed using SHAKE2000 and NovoLiq in order
to develop local site amplification and liquefaction potential maps for the city of
Sharjah. In addition, Geographical Information System (GIS) was utilized to create
amplification and liquefaction potentials maps at different areas in Sharjah. These
maps show zones of high vulnerability earthquake risk used for earthquake-resistant
design of structures. The city of Sharjah was divided into areas, according to the
amplification factor, which ranged from 1.44 to 1.83. A high amplification factor
was found near the central region of the city, while the rest of the city lies in low
amplification potential and relatively low seismic risk. Finally, liquefaction risk of
Sharjah estimated and expressed in terms of safety factor. The low values of the
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safety factors against liquefaction were found in the north, northeastern, and
southeastern portions of the city. Higher values were found in central and toward
south central parts of the studied area. In these parts, the higher safety factor
indicates low liquefaction potential of the soil and relatively low seismic risk.

Keywords Seismic � Risk � Microzonation � Amplification � Liquefaction
GIS

1 Introduction

Seismic microzonation study is, for the most part, perceived as one of the viable
procedures to assess the seismic hazard, evaluate the associated risk, which is
defined as the zone with respect to ground motion attributes considering source, and
site conditions [1]. Many lessons were learnt from earthquakes that repeatedly
happened all over the world that have increased the awareness to public and
government regarding the impacts of seismic risk on their structures.

According to [2], a preliminary microzonation study conducted in 2011 for the
Abu Dhabi Island based on 245 borings out of approximately 1000 soil borings
with average depth of 20 m provided and compiled for the selected area. In order to
examine and assess the available geotechnical data, the selected areas within Abu
Dhabi, Al Ain, and Western Region Municipalities divided into grids with
dimensions of 250 m � 250 m. The locations of selected borings and the grid
system are shown in Fig. 1. As it can be seen from Fig. 1, there are limited number
of borings in major portion of the area, thus the reliability of microzonation maps
for these sections are based on interpolation and extrapolation of the available
borings. The reliability of the microzonation maps produced for Abu Dhabi, Al Ain,
and Western Region Municipalities will also be dependent on the amount and
quality of the available data.

In the review, microzonation concerning ground shaking intensity depended on
average spectral accelerations computed between the 0.1 and 1 s, and peak spectral
accelerations figured using equivalent shear wave velocities averaged at top 30 m
[3]. In Fig. 2, the ground shaking intensity were zoned into three parts, where zone
AGS demonstrates the ranges with low ground shaking intensity, zone BGS
demonstrates the territories with low to medium ground shaking intensity, and zone
CGS demonstrates the zones with high ground shaking intensity.

The susceptibility of liquefaction was calculated for each cell [4, 5]. The factors
of safety were determined for each borehole comprising liquefiable sand or silt
layers [4]. The liquefaction susceptibility guide map shown in Fig. 3 was created
for three districts, where region AL shows very low susceptibility of liquefaction,
zone BL shows regions with low to medium liquefaction susceptibility, and zone
CL shows the regions with high liquefaction susceptibility. The produced map for
the three areas demonstrates that in significant piece of Abu Dhabi Island, lique-
faction susceptibly is low and in this manner irrelevant for Abu Dhabi Island.

1186 M. Omar et al.



Comparative work was done in Dubai in 2008, as revealed by Ansal et al. [6],
for which 1094 borehole information were analyzed and profiles for different soil
types and shear wave velocity were created. Site response analysis was conducted

Fig. 1 Location of the borings selected as representative borings [2]

Fig. 2 Zones with respect to ground shaking intensity [2]
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using PGA, scaled twelve records for the 1094 soil profiles considering two seismic
hazard levels, corresponding to 2475 and 475-year return periods. A total of 25,256
site response analyses were performed and earthquake properties on the ground
surface were estimated with respect to peak ground and spectral accelerations, peak
ground velocity, and site amplification.

The selected area within the Dubai City was divided into 5110 cells with
dimensions of 500 m � 500 m. Since some of the boreholes were shallow, 1094
borings out of 6101 with total depth D � 15 m were selected as representative soil
profiles. The locations of selected borings and the grid system are shown in Fig. 4.
The microzonation area for Dubai City was limited based on the availability of data.
There are no borings in major portion of the area, therefore, it would be more
suitable to establish the microzonation maps based on 1094 borings for the most
part situated in the north of Dubai city using the outer boundary.

The zonation regarding the intensity of ground shaking is produced with respect
to three areas, where zone AGS shows the areas with very low intensity, zone BGS
shows areas with low to medium intensity, while zone CGS shows the areas with
high intensity as can be seen in Fig. 5.

The susceptibility of liquefaction was calculated for each cell [4, 7]. The factors
of safety were calculated for each representative borehole containing liquefiable
sand or silt layers [5]. The liquefaction susceptibility guide map shown in Fig. 6
was created for three districts, where region AL shows very low susceptibility of
liquefaction, zone BL highlights regions with low to medium susceptibility of

Fig. 3 Zonation with respect to liquefaction susceptibility for RT = 1000 years [2]
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liquefaction, and zone CL highlights the areas with high susceptibility of lique-
faction. The map produced for three areas demonstrates that in significant piece of
Abu Dhabi Island, liquefaction susceptibly is low and in this manner irrelevant for
Dubai.

Fig. 4 The location of borings selected as representative borings [6]

Fig. 5 Zonation with respect to ground shaking based on spectral acceleration [6]
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In 2011, [8] performed analysis on the influence of local soil conditions on
ground response during earthquakes at different areas in the Emirate of Sharjah,
UAE estimating amplification potential and prepared a map indicating zones of
high vulnerability to seismic hazard as shown in Fig. 7.

Fig. 6 Zonation with respect to liquefaction susceptibility [6]

Fig. 7 Site amplification factor zonation map for Sharjah [8]
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2 Geology and Seismicity of the Area

UAE has a mountain belt along the eastern coast of the Gulf of Oman; about one
fifth of its land is desert. The western part of the UAE is facing the subduction
boundary across the Arabian Gulf, opposite the Strait of Hormuz, one of the most
seismically active zones in the world. The City of Sharjah faces the Zagros folded
belt, one of the most active faults in the world. The main city lies on the Arabian
Gulf and other parts of the Emirate lie on the Gulf of Oman. It is located in the
geological window between altitudes (25° 25′N and 25° 14′N) and (55° 45′E and
55° 20′E).

It has been generally accepted that the UAE has little or no earthquake activity.
However, the country is not as safe from earthquake disasters as often assumed. In
March 2002, and according to Jamal and A-Homoud [9], an earthquake magnitude
of five shocked al-Masafi area, northeast of UAE with its epicenter at 16 km depth.
The strong motions recorded on December 10th, 2002 and April 25th, 2003 rep-
resents sufficient evidence of the existence of considerable seismic activity in the
UAE.

3 Data Collection

Soil borehole logs from over 200 sites covering most parts of Emirates of Sharjah
were utilized in this study. Boreholes selected were those with overburden thickness
varying from 1 to 30 m representing typical geological features of Sharjah. The
exact GPS locations for all boreholes obtained from Sharjah Directorate of Town
Planning and Surveying are as shown in Fig. 8.

3.1 Shear Wave Velocity

Due to lack of availability of actually published shear wave velocities for the study
area, Lyisan [10] used the following empirical model:

Vs ¼ 51:5N0:516; ð1Þ

where

N uncorrected SPT
Vs shear wave velocity, m/s
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3.2 Earthquake Selection Procedure at Bedrock Level

Due to the lack of recorded earthquakes in the city, a set of artificial ground motions
were generated to match a target response spectrum as shown in Fig. 9, where the
minor Masafi earthquake in 2002 with (PGA = 0.03 g) was used as an envelope to
the frequency response shown in Fig. 10. Seismosoft, 2016 program was used to
perform artificial accelerogram generation following the work of [11].

The proposed analysis and response spectrum construction follows the same
technique adopted by Bartlett et al. [12] and are consistent with site-specific ground
response analyses and spectra outlined by MCEER/ATC-49 for highway bridge
design, but the methods are general enough so that can also be applied to building
design [12]. The following steps were followed [13]:

1. Generation of seven earthquakes
2. Performing spectral matching of candidate earthquake records to the target

surface level spectrum as shown in Fig. 11
3. Deconvolution of the seven earthquakes using generic boreholes, Figs. 12 and

13, deconvolution of the generated earthquakes through generic boreholes
representing different locations of the city to get the bedrock motion

Fig. 8 Boreholes locations in Sharjah City
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Fig. 9 Spectral acceleration for (M = 5) Sharjah for 50 years’ exposure time and 0.1 probability
of exceedance [22]
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Fig. 10 Masafi, 2002 earthquake envelope

Fig. 11 Performing spectral matching of candidate earthquake records to the target rock spectrum
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Fig. 12 Deconvolution of the generated earthquakes through generic boreholes

Fig. 13 Time history for deconvolution earthquakes
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4 Results and Discussions

The estimation of soil amplification in this work is based on shear wave velocities,
site periods, and amplification factors. A Vs(30) map, site period and amplification
factor maps were produced for the upper 30 m depth, in addition to peak ground
acceleration at bedrock and surface maps. All maps were done depending on the
average shear wave velocity to a depth 30 m.

4.1 Peak Ground Acceleration at Surface

PGA is the largest estimation of horizontal acceleration obtained from an
accelerogram of that component. It is the most normally utilized measure of
amplitude of a particular ground motion because the dynamic forces induced in
structures closely related to the parameter PGA Value in this study is 0.15 g as
discussed previously.

The PGA value at bedrock level amplified based on the soil profile at various
locations. The acceleration-time histories at various depths obtained as output from
SHAKE analysis. The peak acceleration value at the surface obtained for each

Fig. 13 (continued)
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location plotted to obtain the Peak Ground Acceleration (PGA) map at ground
surface as shown in Fig. 14. This PGA value at surface varies from 0.039 to 0.2 g
and irregularly distributed due to variation in the soil profile at various locations.

4.2 The Shear Velocity Distribution

The elastic properties of materials located near the surface and their effect on the
spread of seismic waves are critical in earthquake engineering. The increasing
amplitude in soft-layered soils is one of the most influential parameters responsible
for the amplification of an earthquake motion. For soil amplification and site
response studies, the 30 m average shear wave is considered sufficient [14] and
Vs(30) can be obtained by the following relationship:

Fig. 14 PGA at surface
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Vsð30Þ ¼ 30PN
i¼1

di
vi

; ð2Þ

where di and vi represent ith layer’s thickness and velocity.
Shear waves velocity distribution down to a depth of 30 m shown in Fig. 15. The

determined average shear wave velocities categorized with respect to the NEHRP site
classes and a map has been generated using ArcMap. Based on this, the study area is
considered to consist of one class for seismic local site effects, which is site class C
(180 m/s < Vs(30) < 360 m/s) that refers to Table 1 [15]. The map in Fig. 15 shows
the average shear wave velocity distribution to a depth of 30 m.

Fig. 15 Vs(30) distribution map

Table 1 Site classes [15] Site class Vs in upper 30 m

A >750/s

B 360–750/s

C 180–360/s
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4.3 Amplification Factor

Amplification factor is a parameter that specifically identified with the seismic risk
of the region. Initially, maximum factors of amplification obtained within the
acceleration, velocity, and displacement controlled regions, which presented, gen-
erally, in such format in seismic design standards. The outcomes demonstrated that
there was no genuine pattern with depth or shear wave velocity of the site when the
amplification factors were obtained in such a manner. This is because the magnitude
of the amplification factor highly depends on the shear wave velocity, while the
location of the amplification is highly dependent on the site’s period.

The amplification factor for specific period range is a function of Vs(30). For
periods greater than 0.5 s, the amplification factors are not very sensitive to period
but are much greater than the short period amplification factor for the period less
than 0.5 s. Two sets were used to calculate the amplification factors; one set for
short periods (Ts < 0.5 s) and another set for long periods (Ts > 0.5) [16]. In the
present study, the range of site period belongs to the short periods (Ts < 0.5). The
period-dependent amplification factor was calculated using the following formula:

AF ¼ 997
Vsð30Þ m=s

� �0:36

; ð3Þ

where V is the average shear wave velocity to 30 m depth measured in m/s.
Based on this relation, the amplification factors for the study are shown in

Table 2.
As it is seen in the graph below, there is inversely proportional relation between

amplification factors and shear wave velocity values. That means, as the shear wave
velocity increases the value of amplification factor also decreases and vice versa
Fig. 16.

The calculated amplification factor in this study ranges from 1.44 to 1.83. The
quantitative amplification factors obtained and these results were used to prepare
the amplification factor map using ArcMap. The value of amplification factor for
the study area is larger, where the value of Vs(30) is low.

The site amplification factor map based on equations for the area is presented in
Fig. 17. This map indicates that the north, northwestern, south, and southeastern
(yellowish green to light green color) are characterized by low amplification factor
values ranging between 1.44 and 1. The central part shown in dark green indicates
medium amplification factor values; the range of this value is between 1.85 and
1.61. The third category is the light to dark blue colored part exposed in the central
part of the area, where the amplification factor is high or more than 1.63.

Figure 18 shows amplification factor map for the area from SHAKE2000,
slightly different in the amplification factor between equations and software, fol-
lowing Table 3 shows the results.
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Table 2 Amplification factor values for each Vs(30)

Vs(30) (m/s) Amplification factor Vs(30) (m/s) Amplification factor

363.6 1.44 267.3 1.61

359.2 1.44 265.1 1.61

357.2 1.45 265.1 1.61

333.0 1.48 263.5 1.61

332.8 1.48 260.1 1.62

330.4 1.49 258.0 1.63

329.9 1.49 253.6 1.64

329.3 1.49 251.0 1.64

323.9 1.50 250.8 1.64

317.1 1.51 242.7 1.66

315.1 1.51 242.6 1.66

312.1 1.52 230.6 1.69

304.6 1.53 221.7 1.72

287.5 1.56 215.3 1.74

286.3 1.57 212.0 1.75

286.1 1.57 206.1 1.76

286.0 1.57 194.0 1.80

274.4 1.59 188.2 1.82

Fig. 16 Vs(30) versus amplification factor
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4.4 Variability in Amplification Factors

Amplification factor varies as the value of Vs(30) varies. Figure 19 plots amplifi-
cation factor versus period for each of the Vs(30) values. The factors of amplification
for a given Vs(30) are highly scattered. The amount of scatter varies with Vs(30) and
period.

4.5 Soil Liquefaction

It generally acknowledged that only recent sediments or fills of saturated, cohe-
sionless soils at shallow depths would liquefy due to earthquake. The conditions
required for liquefaction to occur are [17]:

Fig. 17 Amplification factor map based on equations
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a. the soil deposit is sandy or silty soil;
b. the soil is saturated or nearly saturated (usually below groundwater table);
c. the soil is loose or medium compact;
d. the soil is subjected to seismic stress (such as from earthquake, blast, etc.).

Earthquakes magnitude scaling factor (MSF) was taken 0.73 corresponding to
highest earthquake magnitude Mw = 8.5, according to studies done for Dubai and
Abu Dhabi [2, 6]. The safety factors figured along the entire profundity of the
borehole for all liquefiable soil layers considering the accessible SPT-N blow count
numbers utilizing the surface peak ground accelerations determined using site
response analysis. For each borehole, the liquefaction potential was determined
using the variation of the safety factors with depth. The factor of safety against
liquefaction was grouped into four groups as shown in Table 4.

Microzonation maps in terms of the liquefaction for Sharjah city developed
based on different method developed by researchers.

Fig. 18 Amplification factor map—SHAKE2000
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Table 3 Amplification factor equation versus SHAKE2000

AF
(equation)

AF
(SHAKE2000)

Difference AF
(equation)

AF
(SHAKE2000)

Difference

1.57 1.17 0.40 1.49 1.57 −0.08

1.61 1.15 0.46 1.19 1.59 −0.40

1.69 1.5 0.19 1.82 1.63 0.19

1.52 1.43 0.09 1.41 1.65 −0.24

1.14 1 0.14 1.64 1.62 0.02

1.51 1.48 0.03 1.57 1.61 −0.04

1.49 1.44 0.05 1.56 1.68 −0.12

1.80 1.5 0.30 1.64 1.63 0.01

1.74 1.5 0.24 1.75 1.64 0.11

1.44 1.52 −0.08 1.50 1.66 −0.16

1.49 1.53 −0.04 1.72 1.6 0.12

1.45 1.51 −0.06 1.48 1.63 −0.15

1.48 1.52 −0.04 1.63 1.65 −0.02

1.51 1.56 −0.05 1.61 1.71 −0.10

1.61 1.55 0.06 1.44 1.73 −0.29

1.41 1.55 −0.14 1.66 1.75 −0.09

1.57 1.56 0.01 1.59 1.8 −0.21

1.76 1.6 0.16 1.66 1.81 −0.15

1.64 1.59 0.05 1.62 1.83 −0.21

1.53 1.58 −0.05 1.61 1.85 −0.24

Fig. 19 Site period versus amplification factor graph
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Method Developed by Seed et al. [18]. Following Fig. 20 shows Liquefaction
Safety Factor values based on Seed et al. for Sharjah City. The calculated safety
factor following this method ranges between 0.56 and 6.42; refer to Table 4, most
parts of the area is in the moderate range which is shown in orange color in the map,
some parts of the area have nil liquefaction index displayed by yellow color, high
severity index displayed by red color which quit few areas.

Method Developed by NCEER [19]. Figure 21 shows map of Safety factor
against liquefaction based on NCEER [19]. This map indicates the north, northwest,
and northeast (reddish orange color) characterized moderate severity index and low
value of safety factor between 1 and 2. The south part of the area shown by yellow

Table 4 Factor of safety against liquefaction groups [23]

Group Factor of safety range Severity index

1 <1 High

2 1–2 Moderate

2 2–3 Low

4 >3 Nil

Fig. 20 Safety factor based on [18]
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color indicates nil severity index and safety factor more than 3, some parts covered
by orange color have low severity index and safety factor between 2 and 3.

Method Developed by Boulanger and Idriss [20]. Figure 22 indicates map
based on Boulanger and Idriss [20] the south parts (yellow color) characterized nil
severity index and high values of safety factor more than 3. The other parts of the
area presented by reddish orange color indicates high to moderate severity index
and maximum safety factor value of 2.

Vancouver [21]. Safety factor severity index map for the area is presented in
Fig. 23. This map indicates that the north, northeastern, southeastern, and some
parts of east (reddish orange color) are characterized by moderate severity index
values of safety factor vary between 1 and 2. The central part shown in orange
indicates low severity index and safety factor values between 2 and 3. The third
category is the yellow colored part exposed in the south part of the area where the
site safety factor against liquefaction is more than 3 which showed zero severity
index.

Fig. 21 Safety factor based on [19]
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Combination of four methods. In this map, shown in Fig. 24, the previous four
methods were used to prepare a map based on average of the four methods.

This map indicates that the north, northeastern, and southeastern (reddish-orange
color) are characterized by moderate severity index values of safety factor which
varies between 1 and 2. The central part shown in orange indicates low severity
index and safety factor values between 2 and 3. The yellow colored part exposed in
the south part of the area, where the site safety factor against liquefaction is more
than 3, shows nil severity indexes. The following Table 5 shows a sample of soil
liquefaction values of the previous methods.

Fig. 22 Safety factor based on [20]
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Fig. 23 Safety factor based on [21]
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Fig. 24 Safety factor based on average of four methods
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5 Conclusion

Soil amplification of the site expressed in terms of amplification factor. The cal-
culated value of amplification factor for the site ranges from 1.44 to 1.83. The
higher values of the amplification factors are located in the central portions and in
these parts, the higher amplification factor shows high amplification potential and
high seismic hazard. Lower values of amplification factor are found in all other
parts of the study area. In these sites, the lower amplification factor indicates low
amplification potential of the soil and relatively low seismic hazard. The damage
due to seismic hazard is much higher on the unconsolidated soils than on solid
rocks.

Soil liquefaction studies were carried out in Sharjah City. Soil liquefaction of the
site was expressed in terms of safety factor. The calculated value of safety factor for

Table 5 Sample of soil liquefaction values of previous methods

BH_NO NCEER
workshop [19]

Boulanger and
Idriss [20]

Vancouver task
force [21]

Seed
et al. [18]

Average

7 5.88 5.37 6.1 4.8 5.54

14 5.68 5.67 5.68 5.68 5.68

15 2.84 2.83 2.84 2.84 2.84

16 0.47 0.62 0.47 1.03 0.65

23 0.46 0.61 0.46 0.93 0.61

24 0.41 0.58 0.41 0.94 0.59

31 5.65 5.61 5.65 5.65 5.64

32 5.62 5.6 5.62 5.62 5.62

34 5.57 5.53 5.57 5.57 5.56

41 5.89 5.28 5.89 4.53 5.4

42 5.22 5.46 5.22 5.1 5.25

43 5.07 3.87 5.07 3.63 4.41

52 0.96 0.97 0.96 1.46 1.09

53 0.88 0.92 0.88 1.38 1.01

64 0.42 0.6 0.42 0.94 0.59

65 0.26 0.42 0.26 0.81 0.44

71 2.17 2.28 2.26 3.16 2.47

72 5.68 5.63 5.86 5.86 5.76

74 0.6 0.74 0.6 1.16 0.78

76 0.6 0.73 0.6 1.15 0.77

82 1.46 1.48 1.46 2.08 1.62

83 1.91 2.12 1.91 2.67 2.15

93 1.87 2.04 1.87 2.65 2.11

112 0.38 0.54 0.38 0.98 0.57

115 1.66 1.74 1.66 2.35 1.85
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the site was divided into four categories, safety factor less than 1 indicates high
severity index, SF value between 1 and 2 indicates moderate severity index, SF
value between 2 and 3 indicates low severity index, and more than 3 indicates nil
severity index. The low values of the safety factors against liquefaction are located
in the north, northeastern, and southeastern portions and in these parts, the lower
safety factor shows high liquefaction potential and high seismic hazard. Higher
values of safety factor found in central and toward south central parts of the study
area. In these sites, the higher safety factor indicates low liquefaction potential of
the soil and relatively low seismic hazard. The damage due to seismic hazard is
much higher on the unconsolidated soils than on solid rocks.
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Sustainable Design of Compacted
Laterite Soil Liner

Yamusa Bello Yamusa, Kamarudin Ahmad
and Norhan Abd Rahman

Abstract Laterite soil, as one of the major groups of tropical residual soils, was
investigated in application for engineered sanitary landfill liner. The laterite soil was
used as a stand-alone material without any additives and subjected to different
gradation to check its geotechnical potentiality as a sustainable material for liner.
Specimens were prepared at different moulding water contents, i.e. optimum
moisture content (OMC), dry of OMC and wet of OMC. Tests were carried out on
natural soil 30, 40 and 50% fine content by dry weight of soil sample. The results
showed that laterite soils should contain at least a minimum of 50% fine gradation
to be used as liner. The outcome of this research is expected to serve as a sus-
tainable guide to geotechnical/geo-environmental engineers in using laterite soil as
a material in the construction of hydraulic barriers used for engineered sanitary
landfill system in tropical countries of the world.

Keywords Sustainability � Gradation of laterite soil � Landfill liner

1 Introduction

Municipal Solid Waste (MSW) in landfills are associated with many potential
environmental risks. These risks are often long-term, which include uncontrolled
migration of landfill gas and leachate, generation of noise, visual nuisances, health
hazards, landfill settlement, unpleasant odour, vegetation damage, surface and
groundwater pollution, landfill fire and global warming [1, 2]. MSW in an
unengineered landfill facilities contribute the principal sources of leachates in the
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environment. The leachate generated at landfill sites contains various organic and
inorganic pollutants, which are considered as the most persisting contaminated
effluent [3]. These leachates permeate the underlying aquifer, which affects the
livelihood of the ecosystem [4, 5]. To prevent these issues, an engineered sanitary
landfill liner is designed. Landfill liners provide an economically and environ-
mentally safe disposal of MSW. The primary purpose of liner system for waste
containment facility is to prevent or minimize infiltration of leachate through the
hydraulic barrier. Liners provide the final line of defence against groundwater
contamination [6] as shown in Fig. 1.

In this research, the material adopted for the design of liner is laterite soil, which
is a residue of rock decay that is red in colour and has a high content of oxide of
iron and hydroxide of aluminium and low proportion of silica. They are formed
under weathering system productive of the process of laterization, the important
characteristic of which is the decomposition of ferro-alumino silicate minerals and
the prominent deposition of sesquioxides (Al2O3 and Fe2O3) within the profile to
form the horizon of material called laterite [7]. The geotechnical characteristics and
field performances of laterites are influenced by their mode of formation, degree of
weathering (degree of decomposition, sesquioxides enrichment: laterization and
dehydration desiccation/hardening), morphological characteristic, chemical and
mineralogical composition as well as environmental condition [7]. Some
researchers [8–11] have examined the geotechnical characteristics of laterite soil as
hydraulic barrier material but did not specify the minimum percentage of fines to be
adopted. This chapter considers the effects of fines at different gradation of laterite
soil and recommends the percentage to be employed in order to achieve a sus-
tainable design.

Fig. 1 Engineered sanitary landfill
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Sustainability relates to the notion of maintaining and enhancing the environ-
mental, social and economic resources, which will not jeopardize the beneficiaries
in order to meet the needs of current and future generations [12, 13]. A sustainable
engineering design is necessary for an efficient integrated waste management sys-
tem to maintain and minimize the adverse environmental and economic impacts.
Careful design and management of landfills within the context of the available
resources and local infrastructure can provide a cost-effective and safe disposal of
waste [14].

2 Methodology

2.1 Materials and Methods

The laterite soil used in this study was extracted from Skudai campus (Johor),
which is located at latitude 1° 33′ 39″N and longitude 103° 38′ 44″E of Universiti
Teknologi Malaysia (UTM). Laterite soil samples are sieved into three different
grading sizes (i.e. gravel, sand and fines). The gradation of laterite soil specimen
investigated are

1. Laterite soil on its natural state with 30% fines, 40% sand and 30% gravel
contents by weight of dry soil.

2. Laterite soil mixtures of 40% fines, 40% sand and 20% gravel contents by
weight of dry soil.

3. Laterite soil mixtures of 50% fines, 40% sand and 10% gravel contents by
weight of dry soil.

2.2 Index Properties

Laboratory tests were carried out to determine the index properties and particle size
distribution of the laterite soil in accordance with British Standards (BS) [15] as
shown in Table 1 and Fig. 2, respectively. From the particle size distribution shown
in Fig. 2, the laterite soil contains 30% fines (<0.063 mm), 40% sand (2–
0.063 mm) and 30% gravel (>2 mm). Furthermore, Atterberg limits results
revealed a liquid limit of 76%, plastic limit of 42% and plasticity index of 34%.
Based on these data, the laterite soil is classified according to the BS as sandy silt
with gravel of very high plasticity (MV).
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2.3 Microstructural Properties

Field emission scanning electron microscopy (FESEM) technique was used to
examine the morphology and microstructural properties of the laterite soil fabric.
This was used in conjunction with Energy Dispersive X-ray Spectroscopy (EDX),
which is a chemical microanalysis method to determine the elements present in
the sample. Figures 3 and 4 shows the FESEM and EDX images, respectively.
From the FESEM micrograph shown in Fig. 3, there is presence of kaolinite
flakes and halloysitic tubes in the soil fabric. Moreover, EDX spectrum in Fig. 4
shows the presence of element of oxygen, iron, aluminium and silica, and the
oxide composition of the soil, as given in Table 2 [16], revealed the sample to be
laterite soil.

Table 1 Index properties of laterite soil

Property Value

Natural moisture content, % 34

Specific gravity 2.7

% Passing BS 63 lm sieve 30

OMC, % 30

MDD, Mg/m3 1.35

Liquid limit, % 76

Plastic limit, % 42

Plasticity index, % 34

BS classification MV
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Fig. 2 Particle size distribution curve
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The FESEM and EDX sample preparation is described as follows. Dry sample
was prepared and placed on an aluminium stub, then covered with carbon tape and
coated with platinum using a vacuum sputter to prevent charging effect and loss of
resolution. Crossbeam 340 machine was used to analyze the sample connected to a
computer as shown in Fig. 5.

Fig. 3 Micrograph using FESEM

Fig. 4 EDX spectrum

Table 2 Oxide composition
of laterite soil

Property Value

SiO2 25.46

Al2O3 31.10

Fe2O3 35.53

CO2 7.91
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X-ray diffraction (XRD) technique is primarily used to identify and characterize
compounds based on their diffraction pattern. The quantitative analysis using XRD
determined the clay mineralogy of the soil sample to be kaolinite as shown in
Fig. 6.

Fig. 5 Crossbeam 340

Fig. 6 XRD pattern
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2.4 Compaction

In this research, the British Standard light compaction equivalent to Standard
Proctor compaction is used as a baseline. This is because lesser compaction ener-
gies may not give the required minimum hydraulic conductivity for compacted
laterite soil [8, 17].

The compaction test was performed to obtain the relationship between the dry
density and the moisture content of the soils. The British Standard light (BSL) was
performed in accordance with the recommended procedure outlined in BS 1377:
Part 4: 1990. About 2 kg of dried sample that passed the 4.75 mm BS test sieve was
thoroughly mixed with 26–34% of water. Then, the soil was put in a plastic bag for
at least 24 h to allow proper distribution of moisture as shown in Fig. 7. The soil
was then compacted into three equal layers. Each layer was given 27 blows of the
2.5 kg rammer falling freely through a height of 300 mm. At the end of com-
paction, the extension collar was removed and the top of the soil was trimmed off
by means of a straight edge. The weight of the mould and the compacted soil were
determined. The compacted soil was quickly extruded from the mould and a rep-
resentative sample was taken for moisture content determination. The entire process
was repeated at least four times within which the Optimum Moisture Content
(OMC) and Maximum Dry Density (MDD) were determined by plotting a graph of
dry density versus moisture content [15].

2.5 Hydraulic Conductivity

In this research, rigid wall permeameter under falling head condition was used to
measure the hydraulic conductivity as recommended by [18]. Soil samples were
compacted using the BSL at different fines contents (30, 40 and 50%) and different
moulding water contents (−4, −2, 0, +2 and +4% of the OMC, respectively). Then,
the samples were soaked for a minimum period of 48 h until no air bubbles are

Fig. 7 Moisture distribution
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obviously observed to allow for full saturation inside a water tank. The fully
saturated test specimen was then connected to a permeant liquid (distilled water)
through a standpipe. Time and height/distance covered by water in the standpipe
were recorded. This was repeated for various moisture contents (−4, −2, 0, 2 and
4%) at different gradation (30, 40 and 50%) and the coefficient of permeability
(k) was calculated. Figure 8 shows the picture of hydraulic conductivity test
apparatus.

3 Discussion of Results

3.1 Compaction

The effect of gradation on the Maximum Dry Density (MDD) and Optimum
Moisture Content (OMC) of the laterite soil mixtures are shown in Fig. 9.
The MDD generally increased with higher fines content. This could be due to the

Fig. 8 Falling head
permeameter
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large amounts of fines having better cohesion and clogging the voids of the soil
mixture. On mixing with 30, 40 and 50% fines content at OMC, the values of the
MDD increased to 1.35, 1.42 and 1.43 Mg/m3, respectively. On the other hand, the
OMC decreased with higher fines content. The OMC reduced to 30, 29 and 28% for
30, 40 and 50% fines content, respectively. This could be due to the larger surface
area which requires large amounts of water for the hydration of fines. This means
that the higher the fines content the more the surface area.

3.2 Hydraulic Conductivity

There is a general decrease in hydraulic conductivity with higher moulding water
content and fines content as shown in Figs. 10 and 11 respectively. Hydraulic
conductivity of OMC decreased to 2.5 � 10−6, 3.78 � 10−8 and 2.44 � 10−9m/s
with 30, 40 and 50% fines, respectively. Compaction with higher moulding water
content (wet of OMC) resulted in soil grading that was devoid of macropores which
conduct flow. It decreased to 1.55 � 10−7, 8.13 � 10−9 and 1.02 � 10−9m/s with
30, 40 and 50% fines, respectively. On the dry side of OMC, hydraulic conductivity
with higher fines content did not give the required result like that of the OMC and
wet of OMC. The values ranged are 9.87 � 10−6, 5.08 � 10−8 and 9.1 � 10−9m/s
with 30, 40 and 50% fines, respectively. The laterite soil gradation attained the
maximum regulatory hydraulic conductivity value of 1 � 10−9m/s at 50% fines
content. More pronounced result at the 50% fines is obtained on the wet side of
OMC. Low hydraulic conductivity is likely to be achieved when the soil is well
graded, and the clay fraction governs the hydraulic behaviour of the matrix [19].
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The fines in soil have a higher impermeabilizing effect if they are well distributed so
they can most effectively plug voids among the larger particles. Mechanical mixing
distributes fines and breaks down some of the soil aggregates, thereby supplying
fines for void-plugging and destroying large voids [20].
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4 Summary and Recommendation

Laterite soil sieved and mixed at different gradation was compacted using the BSL
(equivalent to Standard Proctor) compaction at five different moulding water con-
tents (−4, −2, 0 +2 and +4%) of OMC to evaluate its suitability in engineered
sanitary landfill system. The hydraulic conductivity values for specimen typically
decreased with higher fines content and moulding water content. 50% fines content
recorded the maximum permissible value of hydraulic conductivity.

The criteria for most regulatory agencies (guidelines) and researchers for
assessing the technical suitability of materials meant for hydraulic barriers in waste
disposal facilities are low hydraulic conductivity of 1 � 10−9m/s, low volumetric
shrinkage of 4%, acceptable shear strength of 200 kN/m2 and a minimum of 30%
fines with respect to gradation [8, 9, 21–29]. This showed that laterite soils which
are found in the tropical regions exhibit different sets of physical and engineering
properties from temperate region soils, particularly with respect to gradation. Thus,
a minimum of 50% fines content is recommended for laterite soil to be used in
waste containment facilities in order to achieve a sustainable design.
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Removal of Rose Bengal Dye Using
Low-Cost Adsorbent Material

Aswin Sriram and Ganapathiraman Swaminathan

Abstract The adsorption of Rose Bengal dye over activated carbon prepared from
Calotropis gigantea was investigated. SEM and FTIR characterization was carried
out to evaluate the feasibility of adsorbent. The activated carbon was amalgamated
into a polymeric bead and was coated with chitosan to increase the removal effi-
ciency. Adsorption experiments were done at optimized equilibrium conditions and
the absorbance was checked at 547 nm to calculate the removal percentage. The
adsorption dynamics, isotherm kinetics were evaluated to interpret the removal
efficiency of the dye. The rate kinetics were determined through the Ho’s
pseudo-second-order model, which fitted perfectly for the present adsorption
studies.

Keywords Calotropis gigantea � Activated carbon � Rose bengal
Adsorption

1 Introduction

Xanthene class dyes pose a greater challenge in wastewater treatment. These classes
of dyes have a distinctive high molecular weight with three or more aromatic cyclic
chain which requires innovative treatment methods. Dye colours in wastewater as
such are highly defiant to ordinary and typical treatment methods [1].

Adsorption of dye colours in adsorbent has been proven quite effective in partial
or complete removal from the adsorbate. Everyday, new adsorbent materials are
tailor-made to adsorb variety of dye materials, thus increasing the efficiency of the
treatment process. Various adsorption models have been developed that provide a
wider range of operating parameters, thus supporting in potent application.
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Rose Bengal dye finds extensive usage in the medical applications as a tracer dye
[2]. Although the dye concentration used is very low, the extensive usage has toxic
effects on the skin when it comes in contact. Calotropis gigantea is a weed plant
typically found in the southern parts of India. The extract from the flowers has
medicinal capability. The plant is found in abundance and it has no immediate
usage as wood fuel. Little research has been carried out in utilizing the stem and
leaves of C. gigantea as biosorbent and as activated carbon.

The aim of the present work is to produce low-cost activated carbon from
C. gigantea and utilize it for the decolourization of Rose Bengal dye in aqueous
solution. The efficiency of the sorption is studied by varying different parameters
like pH, adsorbent dosage, initial dye concentration of the dye in aqueous solutions.
The data from the optimum equilibrium conditions were fitted into different
adsorption isotherm models and studied for their applicability.

2 Materials and Methodology

2.1 Preparation of Activated Carbon

The source of activated carbon used in the present study for removal of Rose
Bengal dye is the stem of C. gigantea. The average stem thickness of 8–12 mm was
collected from the plant and washed with distilled water. The top layer of the stem
was scrubbed to remove impurities. The stem was cut into small equal pieces and
saturated with H2SO4 in the ratio 1:1. The carbonized stem was washed with
distilled water several times. The clean charred stem was placed in hot air oven for
343 K for 24 h to be void of moisture. The dried bark was grounded and the sieved
material (150–350 lm) was placed in muffle furnace at 723 K for 1 h and at
1073 K for 0.5 h for activation. Activated carbon polymeric beads were prepared
by ionic polymerization route [3]. The gel beads formed after the interaction of
carbon impregnated alginate beads and 0.2 M CaCl2 solution. The polymeric beads
were subsequently washed with distilled water to remove excess CaCl2 solution.
The polymer beads were soaked in 2% chitosan solution for 12 h. 0.2 M ammo-
nium persulphate and 1.2 N HCl were added to the soaked solution [4] as oxidants
and kept for 4 h, thus enabling chitosan doping over the polymeric beads.

2.2 Preparation of Aqueous Dye Solution

Rose Bengal dye (C.I. 45440; molecular formula—C20H2Cl4I4Na2O5; Molecular
weight—1017.65 g/mol) was used to prepare a stock solution of 1000 mg/L in
double distilled water. The stock solution was kept in dark coloured glass bottle to
prevent degradation through encompassing light.
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2.3 Adsorption Process

Adsorption experiments were carried out in an incubating shaker at 120 RPM.
Different concentrations of Rose Bengal dye solution viz. 4, 8, 12, 16 and 20 mg/L
were prepared from 1000 mg/L stock solution. The experiments were carried out by
optimizing the pH, contact time and adsorbent dosage. Samples were withdrawn at
fixed time intervals and the absorbance of the supernatant was checked in UV—
spectrophotometer at 547 nm wavelength. The adsorbent dosages were varied from
0.1 to 0.5 g with wet beads. The initial pH values ranging from 2 to 11 were altered
with 0.1 N HCl and 0.1 N NaOH. All the experiments were conducted in 100 ml
Erlenmeyer flasks and at room temperature.

3 Results and Discussion

3.1 Fourier Transform Infrared Spectroscopy (FTIR)

The FTIR studywas carried out to confirm the existence of different functional groups
before and after adsorption. The prepared activated carbon (CGAC)was analyzed and
a weaker peak was resolved at 1591 cm−1, thus reflecting the presence of C=C alkene
groups (Table 1). An alkoxy C–O peak at 1115 cm−1 and aromatic C–H bend peak at
613 cm−1 were noted which indicate the presence of residue biomass material which
may not have been converted to activated carbon. The FTIR spectrum (Fig. 1) of
dye-loaded beads (RB-CH-SA-CGAC) was also analyzed and a distinctive–OH peak
was resolved at 3364 cm−1. Further, the FTIR spectrum revealed two peaks, at 1731
and 1631 cm−1, which are characteristic amide and C=C stretch, thus confirming the
doping of chitosan over activated carbon and their adsorption of Rose Bengal dye
molecules. The reduction in peak positions and shift in the functional groups confirm
the adsorption of rose Bengal dye on CH-SA-CGAC polymeric beads [5].

Table 1 FTIR spectra of adsorbents and adsorbed polymeric beads

Functional groups Bands (cm−1) FTIR spectrum

CGAC RB-CH-SA-CGAC

Alcohol O–H stretch 3500–3150 – 3364

Aldehyde C=O, aldehyde C–H 1730–1680 – 1731

C=C alkene, N–H amide 1675–1625
1600–1550
1500–1450

1591 1631

Acyl C–O, phenyl C–O 1350–1200 – 1224

Alkoxy C–O 1150–1000 1115 1031

Aromatic sp2 C–H bend 920–600 613 –
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3.2 Scanning Electron Microscope (SEM)

The surface morphology of the chitosan-coated activated carbon beads and the
dye-loaded beads were studied under scanning electron microscope (SEM). From
the SEM image (Fig. 2), porous structures could be observed that are responsible
for trapping the dye molecules. The SEM image of the dye-loaded polymeric beads
show that the pores have been completely entrapped with the dye molecules [6].

Fig. 1 FTIR spectrum profile of activated carbon (CGAC) and dye-loaded polymeric beads
(RB-CH-SA-CGAC)

Fig. 2 SEM images of activated carbon (CGAC) and dye-loaded polymeric beads
(RB-CH-SA-CGAC)
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3.3 Adsorption Studies

3.3.1 Adsorbent Dosage Optimization

The effect of adsorbent dosage ranging 0.1, 0.2, 0.3, 0.4 and 0.5 g on the equi-
librium dye removal capacity was also conducted with alginate beads to find the
control adsorption. For the adsorbent dosage experiment, the dye concentration
(4 mg/L) and pH (neutral) was kept constant (Fig. 3). Out of the various dosages,
0.2 g of CH-SA-CGAC had overall maximum removal efficiency of 91.67%. The
equilibrium dye adsorption capacity tends to decrease with the increase in adsorbent
dosage.

3.3.2 Effect of pH

The pH of the adsorption plays a compelling role in the efficiency of the process [7].
The effect of pH was studied through wide range of pH (2–11). From the experi-
mental results, the equilibrium dye capacity was found to be maximum at pH 6
(Fig. 4). It can also be noted that the maximum adsorption removal was found to be
90–92%, while it was 85–90% at the pH range 7–8. The adsorbate tends to amass
positive charge in the lower pH, while its surface is being negatively charged [1].

Fig. 3 Effect of adsorbent dosage of Sodium alginate (SA) control beads, sodium alginate and
activated carbon (SA-CGAC) and chitosan-coated activated carbon alginate beads
(CH-SA-CGAC) over adsorption of Rose Bengal dye
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This generally leads to increase in adsorption of dye. But it is essential to keep the
pH of the solution neutral to facilitate ionic equilibria in the aqueous solution.

3.3.3 Effect of Contact Time and Initial Dye Concentration

The effect of contact time for the removal of Rose Bengal dye by CH-SA-CGAC
was investigated with varying contact time (0, 2, 5, 15, 30, 45, 60, 75, 90 and
12 min) for different dye concentrations (4, 8, 12, 16 and 20 mg/L) at neutral pH
(Fig. 5). The equilibrium dye uptake capacity of CH-SA-CGAC increase with the
increase in dye concentration [8]. Nevertheless, the efficiency peaked at 92% for
4 mg/L dye concentration at contact time of 60 min. Therefore, 4 mg/L initial dye
concentration, 60 min contact time were selected as the optimum operating con-
ditions for the adsorption of Rose Bengal dye on CH-SA-CGAC at neutral pH.

3.4 Isotherm Studies

To predict the type of adsorption occurring inside the system, many mathematical
adsorption models have been developed. Out of these, Langmuir and Freundlich
isotherm models are extensively used in understanding the solid–liquid adsorption.
The Langmuir model considers a monolayer adsorption on to the adsorbent surface
with definite number of indistinguishable adsorption sites [9, 10]. The linear
mathematical expression of the Langmuir model is as expressed below.

Fig. 4 Effect of pH in removal (%) of Rose Bengal dye and equilibrium capacity of
CH-SA-CGAC
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qe
¼ 1

qm
Ce þ 1

Kaqm
ð1Þ

The data from the equilibrium uptake capacity experiments were plotted against
two different Langmuir isotherm plots (Fig. 6) and the results are tabulated
(Table 2). The results indicate that out of the two different plots, Langmuir 1 plot
was best suited with r2 value of 0.992 for 4 mg/L initial dye concentration.

A proportionality relationship is established between the adsorbate concentration
and dye uptake capacity in Freundlich isotherm [11]. The linear mathematical
expression of the Freundlich model is as expressed below.

logðqeÞ ¼ log ðKFÞþ 1
nF

log ðCeÞ; ð2Þ

where KF is the Freundlich adsorption constant with respect to the sorption
capacity.

The Freundlich model parameters were calculated from the regression plot
(Fig. 7) of log qe vs log Ce and the values are tabulated (Table 2). On comparing
with Langmuir isotherm model, Freundlich fitted slightly poorer, thus revealing that
the monolayer adsorption is predominant.

Fig. 5 Effect of contact time and initial dye concentration over adsorption of Rose Bengal dye on
CH-SA-CGAC
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3.5 Adsorption Dynamic Studies

The rate controlling step for adsorption of rose Bengal dye on CH-SA-CGAC
polymeric bead was determined through Lagergren’s pseudo-first-order [12] and
pseudo-second-order kinetic models [13] were used. The linear mathematical
expression of the first order equation is as expressed below.

Fig. 6 Langmuir 1 isotherm model for adsorption of Rose Bengal dye on CH-SA-CGAC

Table 2 Langmuir and Freundlich isotherm parameters calculated from isotherm plots

Isotherm plot Parameter Rose Bengal dye concentrations (mg/L)

4 8 12 16 20

Langmuir 1 qm 0.300 0.468 0.568 0.575 0.681

ka 7.147 1.673 0.768 0.343 0.266

r2 0.992 0.986 0.976 0.971 0.952

Langmuir 2 qm 0.318 0.497 0.616 0.615 0.748

ka 9.981 2.057 0.935 0.375 0.306

r2 0.795 0.828 0.806 0.856 0.809

Freundlich 1/n 0.220 0.372 0.494 0.748 0.758

kF 0.645 0.956 1.301 1.937 2.298

r2 0.945 0.954 0.946 0.963 0.948
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logðqe � qtÞ ¼ log qe � K1t
2:303

; ð3Þ

where qt is the amount of Rose Bengal dye at time t, qe is the amount of Rose
Bengal dye adsorbed at equilibrium concentration and K1 is the pseudo-first-order
rate constant. A linear fit (Fig. 8) of log (qe − qt) vs t shows the pertinency of the
model through which the correlation r2 coefficients are determined tabulated in
Table 3.

The linear mathematical expression of the pseudo-second-order equation is as
expressed below.

t
qt

¼ 1
k2q2e

þ 1
qe

t ð4Þ

Here, k2 is the pseudo-second-order rate constant for the adsorption process. The
values of k2 and qe are given in Table 3. The calculated coefficients of the
pseudo-second-order model were found to fit better (Fig. 9) when compared with
pseudo-first-order model in the adsorption of Rose Bengal dye on to CH-SA-CGAC
polymeric beads.

Fig. 7 Freundlich isotherm model for adsorption of Rose Bengal dye over CH-SA-CGAC
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Fig. 8 Lagergren’s pseudo-first-order plot for adsorption of Rose Bengal dye over CH-SA-CGAC

Table 3 Pseudo adsorption parameters calculated from the adsorption dynamic studies

Isotherm plot Parameter Rose Bengal dye concentrations (mg/L)

4 8 12 16 20

Pseudo 1st order k1 0.044 0.033 0.036 0.035 0.029

qe 0.444 0.656 0.837 0.908 0.971

r2 0.979 0.973 0.983 0.936 0.956

Pseudo 2nd order qe—exp 0.458 0.880 1.263 1.502 1.806

k2 0.614 0.223 0.118 0.110 0.052

qe—cal 0.474 0.893 1.307 1.466 1.989

r2 0.999 0.997 0.995 0.994 0.990
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4 Conclusion

Low cost activated carbon was prepared from Calotropis gigantea, a weed plant
commonly found in the southern parts of India. The prepared activated carbon was
amalgamated into polymeric beads using sodium alginate and subsequently coated
with chitosan. The chitosan-coated beads were used as a viable adsorbent material
and their feasibility was checked by conducting batch studies of adsorption of Rose
Bengal dye. Operational parameters like dosage, dye concentration and pH were
varied to arrive at an optimum equilibrium conditions. The equilibrium data suited
well with Langmuir isotherm, thus indicating that the adsorption is monolayer in
nature. The dynamic studies were also performed and the equilibrium uptake data
was fitted with Lagergren’s and Ho–Mckay model. In comparison, the
pseudo-second-order model fitted very well with the experimental data. FTIR
studies and SEM studies were carried out for the activated carbon and dye-loaded
beads to confirm the adsorption of Rose Bengal dye.
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Effect of Wet and Dry Conditions
of MUF Polymers on Strength
Properties of Treated Peat Soil

Mohd Nazrin Mohd Daud and Nik Norsyahariati Nik Daud

Abstract Peat soil is one of the abundant soft soil material vastly found in east
costal area of Peninsular Malaysia. Soft soil can be treated using wet and dry
mixing method for the purpose of deep stabilization method. It is either mixed
thoroughly with conventional or nonconventional binder. Among other properties
of concern in soil, stabilization is a strength of treated peat medium which is much
likely dependant on condition of wet and dry mixture between binder and treated
soil. Essentially, nonconventional binder such as Melamine Urea Formaldehyde
(MUF) polymer resin has recently found a fresh look in this study intendedly for
future possible application, especially for rapid application stabilization technique.
This chapter presents the performance of two types of MUF resin, namely MUF
powdered (MUF-P) and MUF liquid (MUF-L) resin which were tested to treat peat
soil for determination of unconfined compressive strength (UCS), and elasticity
modulus. Both type of resins were mixed with peat specimens as wet and dry binder
for stipulated periods of curing times (1–7 days). Results showed that MUF-P resin
had performed significantly to improve UCS of initially high moisture content of
treated peat soil specimens for up to 287 kPa in a week. Improvement of elasticity
modulus, E50 in term of secant modulus also noticeable within 7–14 days of curing
periods. However, MUF-L has significantly improved UCS of treated specimens
particular for air curing application at lower range of moisture content with sig-
nificant improvement of up to 500 kPa within 7 days curing period.

Keywords Peat soil � Wet condition � Dry condition � Melamine urea
formaldehyde � Unconfined compressive strength
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1 Introduction

Constructions of foundations of any engineering structure on soft soils, in partic-
ular, always involves excessive settlements and deformations, and not to mention
other stability problems. Such problems can be avoided or minimized throughout
several engineering measures such as soil improvement and stabilization.
Generally, it is a broad field which may include different methods and techniques
[1]. Among other properties of concern in stabilization of soil, strength of treated
medium is very much dependant on condition of wet and dry mixture between
binder and treated soil. Study on effect of wet and dry condition of mixtures is very
important in search of new material and method that could be applied easily and
quick in response to rapid reaction of strength development between binder and soft
soil, in particular.

Study by Naeini and Masoud [2] on soils stabilized with epoxy resin polymer
have suggested that compressive strength and modulus elasticity were significantly
improved under dry condition. Consequent results of test by Naeini et al. [3]
indicated that the waterborne polymer significantly improved the strength behavior
of unsaturated clayey soils. Santoni et al. [4] has revealed that the polymer emul-
sions do provide significant strength gain under both wet and dry conditions on
treated silty-sand soils. Ajayi-Majebi et al. [5] managed an experiment planned to
determine the effects of stabilizing clay-silt soils with the combination of an epoxy
resin and a polyamide hardener with positive results to increase load-bearing
capacity of treated materials. Previously, Gopal et al. [6] has performed compara-
tive studies to stabilize dune sand using Urea-Formaldehyde (UF) and its copoly-
mers. Though, none of these treatments using polymeric reaction were studied on
highly compressible material with high level of moisture content of peat soil.

Nonetheless, the good results of polymer treatment in stabilization of soil as
nontraditional binder as described in previous research is still considered limited in
both study and application, considering the lack of publication in particularly on
peat soil stabilization. Indeed, this approach suffered several disadvantages par-
ticularly in wet clay considering difficulty in providing adequate mixing additives
that require special equipment, much energy, and time and not to mention high
material cost [7]. Studies on peat soil stabilization using polymeric substances have
been rare and nearly nonexistence due to the fact that attention began to refocus on
traditional binder including Portland cement, lime, and fly ash through pozzolanic
reaction, especially for soft clay soils stabilization.

Traditionally, excavation—displacement or replacement, ground improvement,
and reinforcement through preloading and vertical drains, stone columns, piles, and
lightweight foundation system are among considerable options for peat soil stabi-
lization [8]. In general, [9] suggested three optional method construction techniques
that can be adopted, which was based on the depth of peat deposit. Deep stabi-
lization techniques of soft soil stabilization such as clay and peat using soil column
are not new as the methods have been available for decades with various config-
urations techniques and standard across the world. In Malaysia, the application of
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soil column method of stabilization on tropical peat using traditional binders has
been studied and reviewed adequately in various literatures [10–12]. It was also
learnt that method of stabilization such as surface treatment using bamboo—geo-
textile surface mattress method for housing development was sufficiently adopted in
some embankment and building platform over soft to very soft peat and/or clay in
Malaysia. It is by creating buoyancy and hence a reduction in the magnitude of
vertical stress applied [13]. This application may also be combined with surface
treatment using binders as studied by Kalantari and Huat [14] under dry condition.

As a matter of fact, peat soil composed of fibrous organic matters that are organic
residues of plants formed through incomplete decomposition process. Literature
suggested that peat soil has wide range of variation in properties including its
moisture content, organic content, liquid limit, specific gravity, and unit weight
among others. Hemic peat in Johor, Malaysia, for example, has natural moisture
content in the range of 230–500% [15]. Ling et al. [16] also had conducted several
moisture content test on hemic peat soil in Johor and found that moisture content
varies at different depth, in which were recorded between 119.03 and 103.68%.
Practically, upper surface of peat medium may hold considerable lower amount of
moisture primarily during dry season, as opposed to extremely high moisture
content during wet season in tropical condition of Malaysia. In addition, study on
polymeric admixture such as formaldehyde resin has been nearly nonexistence to
peat soil treatment. Recent study by Daud and Daud [17] on strength of peat soil
treated by MUF has shown promising result at lower range of moisture content
using liquid form of MUF resin. In this chapter, the objective is primarily to
investigate the effect of wet and dry condition of hemic peat soil treated with MUF
polymer resins on strength within designated curing periods.

2 Research Methodology

2.1 Materials

Peat soil used in this study was obtained from Senggarang, Batu Pahat, Johor,
Malaysia. Disturbed samples were collected at palm oil tree plantation area on
relatively dry season with occasional rain recorded during May 2015 and December
2015, during rainy season. The peat was characterized in Table 1 by its typical
physical properties from previous laboratory test by Daud and Daud [17]. Peat
specimens were prepared based on its moisture content level to suit different mixing
application with polymer resins. Relatively dry peat specimens were prepared
through compaction test procedure to provide optimum moisture content
(OPC) specimens that was purposely to be mixed with liquid MUF resin. On the
other side, disturbed wet specimens of peat at natural moisture content were pre-
pared to be mixed with both liquid MUF and powdered MUF resins.
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Generally, polymers such as melamine urea formaldehyde (MUF) is obtained as
industrial mass product in forms of liquid and solid powder. MUF used in this study
was resourced from two key chemical industrial suppliers; Malayan Adhesive
Corporation Sdn. Bhd and AL Asia Chemical Industries Sdn. Bhd for both liquid
and powder forms, respectively. Commonly, formaldehyde emission concern on
urea formaldehyde resin was lessened by incorporation of various portion of
melamine resin in the composition. Additionally, at higher melamine content levels,
the acidic pH yielded substantially lower formaldehyde emission than that of
alkaline pH [18]. Manufacturer specification and details are provided and shown in
Table 2.

Table 1 Physical properties of untreated peat soil [17]

Typical soil properties Description

Peat soil classification H5 (Hemic)

Moisture content (%) 303–550

pH 3.15

Specific gravity 1.4

Organic content (%) 76

Ash content (%) 24

Liquid limit (%) 153.8

Plasticity index (%) 47.7

Table 2 Properties of liquid and powdered MUF polymer resins

Properties MUF polymer

MUL 600L MUF 907-P

Generic
Name

Melamine Urea Formaldehyde—
liquid (MUF-L)

Melamine Urea Formaldehyde—
powder (MUF-P)

Appearance Milky white liquid White powder

pH @ 30 °C 9.0–10.0 8.5–9.5

Viscosity 0.8–1.5 1750–3250 cP (mixed at 1:0.4
water ratio)

Specific
gravity

1.21–1.29 Nil

Percentage
volatile

0–5% >3%

Solubility <40% Soluble in water

Chemical
formula

HO(CH2–NH–CO–NH)nCH2O Nil
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2.2 Sample Preparations and Procedures

In this study, wet and dry conditioning of treated peat mixtures in form of liquid and
powder MUF resins were analysed based upon unconfined compressive strength
characteristics at designated samples preparation and curing methods. Variations of
moisture condition of treated mixtures were also affected by both liquid and
powdered types of MUF resin. Initially, two group of peat specimens were prepared
in association with peat soil moisture conditioning; wet and dry peat soils. Those
wet peat specimens at natural moisture conditions were treated by both liquid and
powdered MUF resins, while dry peat sample at OMC was treated only by liquid
MUF resin to represent relatively dry moisture condition of the peat soil. Initially,
relatively dry OMC peat samples were hardly mixed, became crumbly and difficult
to be mixed with powdered MUF resin, thus excluded in the test schedule.

Essentially, wet conditioning of treated peat specimens were in reference to
liquid type of MUF resin used in the mixture which was MUF-L and also high
moisture content of peat soil. While dry conditioning term may refer to powdered
MUF resin (MUF-P) and relatively reduced moisture content of OMC peat samples.
Generally, liquid MUF (MUF-L) treated samples were cured under both air-dried
and water submerging method, while specimen treated with powdered MUF resin
only cured underwater submersion method. Dry conditioning of treated OMC peat
sample treated with MUF-L resin was cured under air-dried curing method. On the
other words, natural peat specimens with high moisture content were treated by
both wet and dry conditioning form of MUF-L and MUF-P resins, respectively. In
contrast, peat specimen at OMC only treated with MUF-L resin.

2.3 Mixing Methods

Natural peat soil was preliminarily sieved to separate organic particles such as roots
and stones larger than 2 mm for wet conditioning procedures. One of the batches of
peat soil specimens, with or without additional, sand filler were then mixed with
liquid MUF (MUF-L) proportion of 350 kg/m3, which was equivalently about 25%
as per weight of peat soil and 12.5% MUF proportion for specimen with 50% of
sand filler. Another batch of peat soil specimens only were treated with 15, 25 and
35% liquid MUF (MUF-L) resin by weight before cured at different methods of
curing procedure. Third batch of natural wet peat specimens were mixed with
powdered MUF (MUF-P) resin at proportion of 125, 250, and 350 kg/m3. This
mixture might also add with additional sand filler measured in ratio by weight to
volume of peat similar to MUF-P polymer resin proportions. In cocntrast, dry
conditioning treated peat specimens were initially prepared through Standard
Proctor Test to obtain its OMC before mixed with liquid MUF resin of 10, 15, and
25% proportion. Practically in this study, powdered MUF polymer (MUF 907-P)
only used to treat wet peat samples at natural moisture content after discovering it
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was difficult to handle the mixture after mixed with lower moisture content of peat
soil. Table 3 shows test properties of both MUF- and MUF-P treated peat soil
designed for this study.

2.4 Curing Method

Initially, two separate curing procedures involved for all types of treated specimen;
air-dried and water submerging (wet) procedures. First batches of wet conditioning
specimens with liquid MUF mixtures were cured following water submerging
procedure for 1, 3, 7, and extended up to 14 days for both liquid MUF mixtures
only and liquid MUF mixture with sand filler. Though, following batch of treated
specimens with liquid MUF mixtures were cured under air curing procedures for 7
and 14 days. Consequently, experiment batch, with powdered MUF resin mixtures,
was cured under water submerging procedures for 1, 3, 7, and 14 days period. In
contrast, treated peat specimens mixed with liquid MUF resin at OMC condition
were specifically cured under air-dried procedures for 1, 3, 7, and 14 days. In this
study, both mixtures of MUF-L and MUF-P with peat soil cured using water
submerging method were surcharged with 18 kPa of load to resemble on-site
application which is practically imposed with additional surcharge up to 1 m.

2.5 Strength Characteristic and Testing Method

Peat soil commonly tested in laboratory by different types of shear strength test
such as unconfined compressive strength (UCS), undrained shear strength, direct
shear and direct simple shear, and ring shear test. The use of the UCS at different
curing period and mixing condition allow for a rapid screening of a variety of
different stabilizers and soil types along with other properties such as moisture
content and modulus of elasticity. Essentially in this study, elastic modulus
parameter based on Secant Modulus establishment was also examined accordingly.
Though, UCS tests may tend to give conservative values of Es as the computed
value is too small resulting in measured value of DH being large compared with any

Table 3 Test properties of liquid and powdered MUF polymer resins

Test properties Type of binders (MUF polymer resin)

MUF 600L MUF 907-P

Initial MC of Peat OMC, natural MC Natural MC

Mixing method Dry, wet mixing Wet mixing only

Curing method Air-dry, water submerging Water submerging

Compaction Static compaction, surcharged load Surcharged load

1240 M. N. M. Daud and N. N. N. Daud



measured value [2]. UCS test was performed using a strain rate of approximately
1.5 mm per minute throughout of all specimens.

3 Results and Discussions

3.1 Development of Strength with Relation to MUF-L
Proportion at Their Respective OMC—Air Curing
Method

Figure 1 shows curves of UCS against 14 days curing period (air curing method)
based on Optimum Moisture Content (OMC) samples of 15 and 25% MUF-L
proportion. As noticed in the figure, development of strength in term of UCS for
each sample at their respective OMC is correspondingly proportional to curing
period and MUF-L content increased. In particular, higher MUF-L proportion with
lower OMC value is proven to be significant in providing more strength gain
effectively. Correlation between UCS and curing period for each MUF-L proportion
based on their respective OMC can be established using power equation with
respectable R2 values, as shown in the figure.

3.2 Development Strength of Peat Soil Varied by MUF-L
Proportion to Natural Moisture Content—Air Curing
Method

UCS values of treated peat soil with MUF-L using air curing method under initial
natural moisture content can be described in Fig. 2. From the graph, it shows that

y = 35.874ln(x) + 177.55
R² = 0.9891

y = 43.042ln(x) + 429.59
R² = 0.945
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62% OMC @ 15% MUF 58% OMC @ 25% MUF

Fig. 1 UCS curves of treated peat soil with MUF-L at their respective OMC using air curing
method
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development of UCS for MUF-L treated samples is consistently increase up to
255 kPa through specified curing periods. This correlation can be explained by
polynomial equation for all proportions of MUF-L. However as shown in the figure,
improvement of UCS strengths at natural moisture content are lower if compared to
OMC samples (Fig. 1) and insignificant during first week of curing periods.

3.3 Strength of Treated MUF-L Peat Soil with or Without
Sand at Natural Moisture Content—Water Submerging
Curing Method

Figure 3 compares curves between UCS of treated peat with MUF-L with and
without sand as a filler against curing periods. From the graph, it shows that
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Fig. 2 UCS curves of treated peat soil with MUF-L at natural moisture content using air curing
method

y = 0.1455x2 - 2.8309x + 40.291
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Fig. 3 UCS curves of treated peat soil with MUF-L at natural moisture content using water
submerging curing method
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development of UCS for MUF-L treated samples with sand filler was consistently
increased up to 30 kPa through specified curing periods. This correlation can be
explained by polynomial equation with satisfying R2 value as shown in the figure.

However, strength curve for treated peat soil with only MUF-L shows decrease
of UCS following similar polynomial relationship. Though, correlation of estab-
lished equation is compromised by lower R2 value. Lower UCS gain for MUF-L
treated samples with sand filler was expected at the beginning of curing period as
proportion of MUF in the mix was only around 175 kg/m3 compared to
MUF-L-only proportion. Evidently, through better inter particles and fabric
bonding of treated sample with considerable increase of density due to addition of
sand filler, UCS gain was improved at the end of targeted curing period.

3.4 Strength of Treated MUF-P Peat Soil with or Without
Sand at Natural Moisture Content—Water Submerging
Curing Method

In Fig. 4, improvement of UCS values is shown to be more significant for peat soil
treatedwithMUF-Pwithout additional sandfiller. At 3 days of targeted curing period,
UCS improvement was achieved at 90 kPa and further increased about 143 kPa after
7 days of curing. Noticeably, at slightly lower proportion of 125 kg/m3, MUF-P only
treated samples, UCS gain was equivalent to 350 kg/m3 MUF-P treated sample with
sand filler from the very beginning of curing period. In contrast, similar application of
additional sand filler to peat soil treated with MUF-L was shown to be positive for
greater UCS improvement as described in previous Fig. 3.
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Fig. 4 UCS curves of treated peat soil with MUF-L at natural moisture content using water
submerging curing method
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3.5 Elastic Modulus of Peat Soil Treated with MUF-P
Polymer Resin

In Fig. 5, elastic modulus of treated peat samples with both 250 and 350 kg/m3

MUF-P polymer resin are shown correspondingly as determined using Secant
Modulus (Es). From the graph, elastic modulus of treated peat samples developed
from stress–strain relationship is proportionally improved with both MUF-P content
and curing periods. Using higher proportion of MUF-P at 350 kg/m3, greater elastic
modulus was achieved particularly at 3 and 7 days of curing periods. Tested
samples treated with 250 kg/m3 MUF-P shows significant improvement of elastic
modulus at 10515 kPa after 14 days of prolonged curing period.
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Fig. 5 Elastic Modulus, Es of treated peat soil with MUF-P at natural moisture content using
water submerging curing method
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4 Conclusion and Recommendation

Study on peat soil samples treated with MUF polymer resins under both dry and
wet mixing condition has advanced the knowledge on the strength characteristic
particularly in term of UCS values. Consequently, conclusions of the study can be
drawn as follows:

• Unconfined Compressive Strength (UCS) of peat soil can be improved signif-
icantly when treated with MUF-L polymer resin using dry mixing method up to
1090 kPa within 14 days of air-dry curing period. Apparently, high strength of
stabilized peat using liquid MUF was achievable with OMC peat samples
benefiting from lower range of moisture content in the samples due to prepa-
ration method in order to achieve its target strength.

• Peat soil with natural moisture content has also exhibited considerable increase
in UCS when mixed with wet MUF-L polymer resin and cured using air-dry
method without any compaction during 14 days of curing periods. Maximum
255 kPa of UCS can be achieved at day 14 but with considerable amount of
MUF polymer resin. The need for higher proportion of MUF-L was mainly
caused by high content of moisture in the natural samples if compared to OMC
peat samples.

• On the other hand, UCS of treated peat with MUF-L (with and without sand as a
filler) has exhibited considerably weak characteristic of strength gain. Although
improvement of UCS was noticeable during 14 days of curing period, the
increment was fairly insignificant. This can be explained by the nature of wet
mixing method using liquid-type MUF polymer resin with naturally wet peat
sample of very high moisture content. Noticeably, additional sand filler may
only have improved density of the treated samples, but not the strength char-
acteristic of the wet peat soil.

• However, UCS of treated peat soil using dry mixing method utilizing MUF-P
has apparently improved the strength characteristic of naturally wet peat soil
with high moisture content. Conclusively, powdered-type of MUF polymer
resin such as MUF-P used in this study had significantly improved peat soil
strength in term of UCS and elastic modulus, Es with high moisture content for
at least 3–7 days of rapid curing periods under water submerging curing
method.
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Screw Plate Load Test in the Estimation
of Allowable Bearing Capacity
in Cohesive Soil Deposit

Sarah Tahsin Noor, S. M. Bodrul Haider and Shamsul Islam

Abstract Allowable bearing capacity is often indirectly estimated from the mea-
surements of field tests without conducting further laboratory tests on undisturbed
soil samples. Standard penetration resistance (SPT N-value), widely practiced all
over the world, can give reliable indication about the strength or bearing capacity of
cohesion-less soil strata only. However, in clay strata, SPT N-values obtained may
be too small (e.g., 1 or 2), though the strata is not actually as weak as the degree
indicated in SPT. In this respect, screw plate load test (SPLT) can be considered an
advantageous means for obtaining load-settlement curve in undisturbed field con-
dition at any depth below the ground. In this study, SPLTs at three different depths
and unconfined compressive strength tests conducted on the undisturbed samples
collected from the cohesive strata under consideration were conducted. This chapter
presents the performance evaluation of SPLT in determining allowable bearing
capacity as compared to the ones obtained by using undrained cohesion in the
bearing capacity equation. As compared to the SPLT results, the bearing capacity
equations are found in close agreement for stiff clay (Location-1), overestimating
for firm clay (Location-2) and slightly underestimating for very stiff clay
(Location-3). SPLT is found to indicate more representative qa values, as the
strengths of the soils below the test depth are reflected in the result.
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1 Introduction

Allowable bearing capacity is often indirectly estimated from the measurements of
in situ tests without performing undisturbed soil sampling for laboratory testing.
Undisturbed sampling of sand soft clay is difficult. In this respect, standard pene-
tration test is widely practiced all over the world. Standard penetration resistance
(SPT N-value) can give reliable indication about the strength or bearing capacity of
cohesion-less soil strata only. However, in clay strata, SPT N-values obtained may
be too small (e.g., 1 or 2), though the strata is not actually as weak as the degree
indicated through the results of SPT. Nowadays, the use of historical empirical
correlation between SPT N and undrained shear strength (or) cohesion is questioned
for fine-grained soil [1]. In such cases, the allowable bearing capacity determined
from SPT N-value may not be reliable.

Instead, screw plate load test (SPLT) is the means that can provide
load-settlement curve in undisturbed field condition at any depth below the ground.
Therefore, allowable bearing capacity can be evaluated reliably and directly at
different depths in both cohesive soil and cohesion-less deposits through conducting
SPLT [2]. An advantage of SPLT system is that the load test can be performed at
various depths in a borehole without removal of the soil. SPLT has added advan-
tages over ordinary plate load test (PLT) [3–8].

This chapter presents the results of screw plate load test and unconfined com-
pressive strength tests on the undisturbed samples collected from the same test site.
The performance of SPLT in estimating allowable bearing capacity was evaluated
and found in good agreement with those obtained by using strength parameter
(cohesion), as determined from unconfined compressive strength (UCS) tests, in
bearing capacity equations.

2 Test Program and Test Site

In this study, three SPLTs were carried out at the test site—Ghorashal, Bangladesh.
Three different depths (2, 3 and 3.5 m), within the cohesive soil layers of the test
site, were considered for conducting these tests. In addition, undisturbed soil
samples were collected from each depth for conducting unconfined compressive
strength (UCS) test in the laboratory.

3 Screw Plate Load Test and Results

A helical shaped plate is screwed into the ground to the depth of test without
disturbing the soil. A typical arrangement of SPLT is shown schematically in
Fig. 1. The test setup of this study is shown in Fig. 2.
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The helical plate, with a diameter 200 mm and equivalent area 315 cm2, was
connected to the other arrangements (namely loading device, data logger, etc.) at
the ground surface with a system of coaxial rods that allow plunging. The pitch of
the propeller was synchronized with the speed of rotation of the system of plunging.

Fig. 2 Screw plate load test setup

Fig. 1 Schematic diagram of screw plate load test arrangement; 1-plate, 2-external rod, 3-rod,
4-internal comparator, 5-hydraulic jack, 6-load cell, 7-contrast
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A hole that was approx. 254 mm in diameter and slightly larger than the plate, was
bored by drilling. The helical plate was lowered to the base of the hole and then
advanced further about 300 mm (i.e. 1.5 times the plate diameter) by rotation to
reach the test depth. A hydraulic jack was provided between the load cell and the
rod. The load was applied by the hydraulic jack and measured by a digital data
logger connected to a load cell. Two dial gauges (sensitive to measure 0.01 mm)
were used to measure the settlement of the helical plate, as shown in Fig. 2. A load
of 100 kg is applied for seating the plate and then released after 15 min. The load
was then applied with increment of 0.5 ton.

For each load, the settlement of the plate was recorded from both the dial gauges
in different intervals, such as 1, 2, 5, 10 and 20 min and the average reading was
considered the settlement of the plate for that load. The loading continued up to the
maximum load of 4 tons and followed by unloading in an increment of 1 ton.

The load intensity and settlement observations of the SPLTs are plotted in the
form of pressure-settlement curve. The pressure-settlement curves obtained at
Locations 1–3 are shown in Figs. 3, 4 and 5, respectively. From the pressure-
settlement curve, ultimate bearing capacity of the soil below the test depth is taken
as the stress corresponding to settlement of 25 mm.

The ultimate bearing capacity was obtained 6.25, 3.74 and 15.25 kg/cm2 at
locations 1–3, respectively. The allowable bearing capacity was calculated 2.1, 1.25
and 5.1 kg/cm2 at locations 1–3, respectively, by applying a factor of safety 3.

Fig. 3 Stress versus settlement curve from SPLT at 3.5 m depth of location-1
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Fig. 4 Stress versus settlement curve from SPLT at 3 m depth of location-2

Fig. 5 Stress versus settlement curve from SPLT at 2 m depth of location-3
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4 Allowable Bearing Capacity from Undrained Cohesion

Allowable bearing capacity (qa) is determined using the following equation.

qa ¼ cu � Nc= F:S, ð1Þ

where

cu undrained cohesion
Nc bearing capacity factor with ‘c’ term
F.S factor of safety.

Undisturbed samples were collected from the test depths for determining
undrained cohesion by conducting unconfined compressive strength tests. The
laboratory test setup of unconfined compressive strength test is shown in Fig. 6.

The stress–strain curve is drawn from the data recorded during each test, as
shown in Figs. 7, 8 and 9.

From the stress–strain curve, the unconfined compressive strength (qu) is
determined at 15% strain and the values of qu are obtained 180, 150 and 443 kPa
for Locations 1–3, respectively. Consequently, the undrained shear strengths

Fig. 6 Unconfined compressive strength test set up
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(i.e. undrained cohesion,) of the samples are obtained 90 kPa (stiff clay), 75 kPa
(firm clay) and 221 kPa (very stiff clay) for Locations 1–3, respectively. The dry
unit weights were determined 1.65, 1.62 and 1.81 gm/cm3, and the moisture con-
tents were determined 26, 25 and 20% at the test depths in Locations 1–3,
respectively.

These values of cu are used to estimate qa employing Eq. 1 for each case. The
values of Nc obtained from [9–11] are used in estimating qa. While using the value
of Nc from [10], depth factor is also applied. For each location, the values of qa are
calculated for both strip and square footings, as given in Table 1. For each case,
footing width was varied up to 2.5 m. Therefore, a range of qa is obtained for each
case.

5 Comparison of Results

The qa values calculated from undrained cohesion and SPLTs are compared in
Table 1 for all three locations. In calculating qa, the factor of safety was considered
3.

It can be noted that the qa value from SPLT falls within the range of values
calculated from the equation using cu for strip footing in Location-1. However,

Table 1 Comparison of results

Location References Allowable bearing capacity

Strip footing
(BC-equation) (kg/cm2)

Square footing
(BC-equation) (kg/cm2)

SPLT
(kg/cm2)

1 Skempton
[9]

2.20–1.87 2.60–2.24 2.10

Meyerhof
[10]

2.30–1.81 2.77–2.18

Hansen
[11]

2.85–2.00 3.75–2.64

2 Skempton
[9]

1.76–1.53 2.13–1.83 1.25

Meyerhof
[10]

1.84–1.49 2.20–1.78

Hansen
[11]

2.22–1.61 2.93–2.13

3 Skempton
[9]

4.96–4.27 5.89–5.17 5.10

Meyerhof
[10]

4.90–4.21 5.88–5.06

Hansen
[11]

5.68–4.48 7.40–5.84
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in Location-2, the equation gives greater values of qa than SPLT. On the other hand,
the qa from SPLT is greater than those obtained from the equation in Location-3.
SPLT is found to indicate more representative qa values, as the strength of the soils
below the test depth are reflected in the result. Instead, while estimating qa using the
equation that solely depends on the cu, several undisturbed samples from the depths
below the test depth were needed to be determined through a lengthy process. There
is a possibility of having more weak soils than that at the test depth in Location-2
and opposite case is noted in Location-3. It is found that the soils collected from
Locations-1, 2 and 3 are stiff, firm and very stiff clays, respectively. Hence, the
performance of the equation in estimating qa is found the best for stiff clay
(Location-1), overestimates for firm clay (Location-2) and slightly underestimates
for very stiff clay (Location-3).

6 Conclusions

In this study, qa obtained from SPLT is found in close agreement with the one
estimated using cu for strip footing in stiff and very stiff clays. Moreover, in firm
soil, SPLT gives qa values smaller than that obtained from the Eq. 1. For increased
footing width, the deviation increases for strip footing but decreases for square
footing 3. For stiff organic clay, pressure-settlement curve from SPLT indicates that
the soil is significantly weak to resist load. Given the difficulty of performing
sampling undisturbed in many soils (sand, heterogeneous terrains etc.) and the
obvious problems of rehash connected to the same sampling (stress release), the test
Screw plate arises as a valid alternative instrument for the assessment of certain
characteristic parameters of the soil.
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Effect of Lime Stabilization
on the Alteration of Engineering
Properties of Cohesive Soil

Sarah Tahsin Noor and Rokon Uddin

Abstract The scarcity of land is ever increasing all over the world. Thus, ground
condition is often improved through different techniques (such as soil stabilization
using admixtures, compaction sand drains, etc.) if the shear strength and bearing
capacity of the subsoil is inadequate. Highway construction projects often demand
soil stabilization at the construction site to attain the design specifications related to
shear strength and CBR. In the present context, an experimental program was
carried out to investigate the influence of two different admixtures (namely, cement
and lime) on different geotechnical parameters (such as maximum dry density,
optimum water content, liquid and plastic limits) of the original soil characteristics
and also in improving the soil’s shear strength and CBR. The admixtures are found
to have significant influence in modifying the soil’s properties. The lime (%) mixed
with the soil does not influence optimum moisture content and maximum dry
density but shows significant effects on shear strength and CBR. The outcome of
this study will be useful in roads, highways and airfield pavement constructions.

Keywords Lime stabilization � Unconfined compressive strength
California bearing ratio

1 Introduction

Lime has a history of more than 2000 years for being used as construction material
because the Romans used to apply lime in road construction, since the ancient time.
Today, lime is widely applied in different construction projects of highways, rail-
ways, airports, embankments, etc. [1–3] for stabilizing, controlling erosion and
improving the engineering properties of fine-grained soil. Due to the lack of good
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quality soil and the urge for reutilizing the poor quality excavated materials (e.g.
clay), lime stabilization is now globally recognized as one of the most common soil
stabilization methods because of its ease of construction and economy as well.
Several researchers paid attention to investigate the influence of lime in improving
the soil performance in terms of strength, stiffness and compressibility [4–10].

Addition of lime for soil stabilization can modify the properties of soil signifi-
cantly, as four basic reactions (such as cation exchange, flocculation/agglomeration,
carbonation and pozzolanic reaction) that take place in the soil–lime mixture
[11, 12]. The alteration of long-term soil properties (e.g. improvement in strength
and deformation behaviour of soils) is caused by pozzolanic reaction that might
depend on the type and amount of clay minerals and duration of interaction [4].

Hence, in this study, the effects of the reactions, between clay minerals (present
in the Dhaka clay) and lime, on the alteration of engineering properties of soil were
investigated for different percentages of lime over a period of a month. The effect of
additional pozzolanic agent (i.e. local fly ash) along with lime was also investigated.

2 Experimental Program

In this study, natural clay collected from Dhaka, Bangladesh was chosen. Different
percentages of lime were added to Dhaka clay as stabilizing agent, and its effects
were investigated on different engineering properties of soil. The untreated soil and
the soil treated with lime were tested for the determination of liquid limit, plastic
limit, optimum moisture content, maximum dry unit weight, unconfined com-
pressive strength and CBR. While investigating unconfined compressive strength,
the effect of fly ash that was added to the soil as an additional pozzolanic agent
along with lime was also investigated.

In conducting liquid limit, plastic limit and standard Proctor tests, soil and lime
(of predetermined quantity) were added with water and mixed thoroughly to form a
mixture of uniform consistency and then waited for 1 h before conducting tests.
Liquid limit test was conducted using Cassagrande’s apparatus, and plastic limit test
was conducted by thread rolling method.

The soil–lime mix was compacted at optimum moisture content in cylindrical
metallic mould of 38 mm in diameter and 76 mm in length. Unconfined com-
pressive strength test was conducted on the prepared samples after desired time
periods (i.e. 3, 14 and 28 days). Soaked CBR tests were conducted for both
untreated and treated soils.
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3 Experimental Results and Discussions

When lime was added to Dhaka clay, improvement in workability was immediately
observed. In literature, this immediate effect is believed to depend on the cation
exchange capacity and the type of exchangeable ions present in the soil [3].

Liquid limit (LL), plastic limit (PL) and plasticity index (Ip) were determined for
Dhaka clay with different percentages of lime varying from 0 to 12%, as shown in
Fig. 1. According to Cassagrande’s plasticity chart, the untreated Dhaka clay is
classified as CL, while the soil with any percentage of lime changes the classification
to ML. This implies that the natural clay soil is transformed to a silty soil due to lime
stabilization. Similar observation was noted for black cotton soil studied by [3].

Unlike the residual soil studied in [2], both LL and PL of Dhaka clay increase
with the increase of lime content. However, plasticity index (Ip) decreases for both
the soils due to the increase in lime content. According to [3], index properties
indicate that lime treatment will be favourable for Dhaka clay.

Standard Proctor compaction tests were carried out to determine the optimum
moisture content of Dhaka clay in untreated natural composition and also that with
different percentages of lime. The compaction curves obtained from this investi-
gation are presented in Fig. 2.

It can be noted that percentage of lime added to the natural Dhaka clay does not
show any significant influence on the maximum dry unit weight cd(max) obtained
from standard Proctor test. For addition of 8% or more lime, almost the same value
of cd(max) was obtained. The experimental results also show that the optimum
moisture content increases from 15.5 to 21% due to the increase in lime content
from 4 to 16%, respectively. Similarly, increase in optimum moisture content was
also obtained even for silt soil [8], as lime changes the soil characteristics signifi-
cantly. However, silt soil showed decrease in cd(max) due to lime treatment.

In natural composition, the unconfined compressive strength of Dhaka clay as
compacted at optimum moisture content was determined about 300 kPa. This
chapter presents the unconfined compressive strength of Dhaka clay when
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stabilized with different percentages of lime and fly ash. The effect of ageing upon
stabilization and compaction was also investigated at the same moisture content.

Figure 3 presents the stress–strain behaviour of the Dhaka clay stabilized with
4% lime at three different ages (3, 14 and 28 days) from unconfined compressive
strength test results. It can be noted that the stabilized and compacted soil takes
about a month to attain significant increase in undrained shear strength. At the age
of 3 and 14 days, similar stress–strain behaviour was observed. The soil showed
brittle behaviour at the age of 3 days but exhibit ductile type behaviour at the age of
14 or 28 days. Similar increase in unconfined compressive strength was observed in
previous studies [6]. In addition, strain at failure had reduced below 1% after lime
treatment in both cases.

Further, the effectiveness of lime admixture with/without additional pozzolanic
agent, fly ash, was studied in terms of stress–strain behaviour in unconfined
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condition at the age of 3, 14 and 28 days, as shown in Figs. 4, 5 and 6. For this
comparison, three different combinations of lime and fly ash admixtures, such as
only 4% lime, 2% lime & 4% fly ash and 2% lime and 8% fly ash, were considered.

For all cases of stabilized soil, strain was observed below 1.5% at failure. At the
age of 3 days, the percentages (4 or 8%) of fly ash with 2% lime did not show
significant influence on the stress–strain behaviour.

Ultimately, soil stabilized with 2% lime with 8% fly ash showed greater
undrained shear strength than that stabilized with 2% lime and 4% fly ash. In any
case, soil stabilized with 4% lime gave significantly higher undrained shear strength
than other two cases. Inclusion of additional pozzolanic agent was not found sig-
nificant in increasing strength over a period of a month.
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CBR tests were conducted on the soil samples in natural composition and also
with different percentage of lime admixture. The stress versus penetration results
are presented in Fig. 7. The CBR values are presented in Fig. 8.

It can be noted that though CBR of Dhaka clay (in natural composition) was
obtained 4.5%, CBR values are greatly increased after stabilization with both 2%
lime and 4% lime. CBR is found to vary linearly with the percentage of lime added
to the soil for stabilization.
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4 Conclusions

Based on the experimental results and analysis, the following conclusions are
drawn:

1. Addition of lime with Dhaka clay (i.e. CL) can significantly change the type of
soil to low plastic silt according to unified soil classification system.

2. The optimum moisture content increases with the percentage of lime added to
Dhaka clay for stabilization. The lime content has not shown any significant
improvement in terms of cd(max).

3. When the Dhaka clay is stabilized with 4% lime, the undrained shear strength
can be obtained about four times higher than that in natural composition.

4. When fly ash is added in combination with lime, the rate of gaining undrained
shear strength was observed slow.

5. CBR values were found to vary linearly with the lime content for Dhaka clay.
Lime stabilization can be considered advantageous for improving the ground
proposed for roads and highways.
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Numerical Study of the Bearing
Capacity of Embedded Strip Footings
on Non-homogenous Clay Under
Inclined Load

Mohamed Younes Ouahab, Abdelhak Mabrouki, Mekki Mellas
and Djamel Benmeddour

Abstract The present study investigates the undrained bearing capacity for
embedded strip footings under inclined loading on non-homogeneous clay.
Elasto-plastic finite-element analyses are carried out through Plaxis code for per-
fectly rough strip footings on Tresca material. This study examines the influence of
strength non-homogeneity and footing embedment ratio D/B, on the bearing
capacity factor Nc

* of rigid footings for different load inclinations a. The numerical
results were compared with the available results published in the literature.

Keywords Bearing capacity � Inclined load � Non-homogeneous clay

1 Introduction

The undrained bearing capacity of a strip footing on homogeneous clay is one of the
problems that are widely studied by various methods. However most of these studies
were carried out for strip footings under vertical loading. The offshore foundations are
generally founded on soft soil with linear increase of cohesion with depth and sub-
jected to vertical and horizontal loads due to the self-weight of structures, wind and
wave forces. Undrained vertical bearing capacity of shallow foundations on
non-homogeneous soil has been studied through analytical and numerical studies (e.g.
[1–7] and recently [8]). They found that the strength non-homogeneity has a signif-
icant effect on the bearing capacity of shallow footings.
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The problem of bearing capacity of shallow foundations on clay with strength
gradient under combined loading has received significant attention (e.g. [9–16]).
They found that the normalised failure envelopes of shallow foundations, under
combined loading are dependent on the embedment depth and strength
non-homogeneity. Several methods can be found in the literature to evaluate the
bearing capacity of a rigid strip footing. These include the method of characteristics
(slip-line method), the upper bound plastic limit analysis, the limit equilibrium
calculations and the elasto-plastic analysis using the finite-element method or the
finite-difference method. The bearing capacity problem of strip and circular footings
has been studied by numerous researchers using the finite-element code Plaxis. In
these studies, the plane strain elasto-plastic finite-element analysis was used.

In this paper, a series of numerical computations using the finite-element code
Plaxis [17] are carried out to evaluate the bearing capacity factor Nc

*, for embedded
strip footings subjected to centred inclined load on clay with linear increase of
cohesion with depth.

2 Problem Presentation

The problem studied in this paper considers the effect of embedment ratio and linear
increasing of cohesion with depth on the bearing capacity of a strip footing under
inclined loading (Fig. 1). The undrained bearing capacity, for inclined loaded
embedded strip footing is calculated as follows:

qu ¼ cu0N
�
c ð1Þ

N�
c ¼ Ncicdc; ð2Þ

where c0 is the cohesion at the surface of soil (Fig. 1), Nc is the vertical bearing
capacity factor, ic and dc are the inclination factor and the depth factor respectively,

Fig. 1 Problem geometry
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which represent correction factors, for the basic solution of pure vertical loading,
that define the effects of load inclination and footing embedment respectively.

The undrained shear strength cu varies linearly with depth, expressed as follows:

cu ¼ c0 þ k � z ð3Þ

cu0 ¼ c0 þ kD; ð4Þ

where cu0 is the cohesion at the footing base level (Fig. 1) and k is the strength
gradient with depth z, D is the depth of the footing.

The bearing capacity depends only on the degree of non-homogeneity repre-
sented by the dimensionless ratio j = kB/c0, and the embedment ratio D/B, where
B is the footing width.

3 Numerical Procedures

In this paper, the finite-element code Plaxis was used, to evaluate the undrained
bearing capacity for embedded strip footings on non-homogeneous clay under
inclined loading, for practical range of non-homogeneity degrees (j = 0, 5, 10 and
20) and the embedment ratios (D/B = 0, 0.25, 0.5 and 1). Because of the absence of
loading symmetry, the entire soil domain of width 10B and depth 5B was modelled
(Fig. 2).

Fig. 2 Finite-element mesh with boundary conditions used in the analysis of rough strip footings,
case of a = 30°, D/B = 0.5
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The soil domain is discretized as 15-node triangular elements. Several numerical
tests have been carried out to examine the influence of the mesh size on the ultimate
load. The effect of the mesh size on the ultimate load of strip footings was studied
earlier by Frydman and Burd, [18]. The mesh around the footing edges is refined to
capture significant deformations gradient. The right and left vertical sides of the
models were constrained horizontally, while the base was constrained in all
directions. The extent of the discretized domain is chosen to have no effect on the
development of the failure mechanism. The boundary conditions and finite-element
mesh for embedded strip footing are shown in Fig. 2.

In this study, the so-called “probe” loading technique is used (load control). The
footing load is applied in increments up to failure under inclination angle a, ranges
between 0 and 90°, with respect to the vertical. All finite-element analyses were
carried out for embedded footings with rough bases and rough sides, so no
detachment allowed in the interface between the soil and footings.

The soil was modelled as a Tresca material with increasing undrained shear
strength and Young’s modulus with depth (t = 0.49, Eu = 500 cu, c = 16 kN/m3).
It was demonstrated by Mabrouki et al. [19] that the bearing capacity is insensitive
to the elastic parameters of the soil.

It is worthwhile noting that the surface footing was modelled as a weightless
rigid plate element (uniform settlement) with a significant Young’s modulus and
sufficient thickness, while the embedded footing was modelled as a rigid body with
unit weight of 24 kN/m3.

4 Numerical Results

4.1 Vertical Bearing Capacity (H = 0, V > 0)

The vertical bearing capacity factor Nc of 5.16 was predicted for a surface footing
(D/B = 0) on homogeneous soil (j = 0), using the elasto-plastic finite-element
analysis. It is clear that the present bearing capacity factor only 0.4% higher than
the exact value of 5.14 obtained by the analytical solution of Prandtl [20]. The
elasto-plastic results obtained using Plaxis are in excellent agreement with those of
Prandtl.

Figure 3 shows a comparison of the obtained Nc values with those of [8] for the
cases of (j = 0, D/B > 0) and (j > 0, D/B = 0). The figure shows that Nc increases
with increasing both of embedment depth and strength non-homogeneity. The
numerical results from the present study are in good agreement with those of [8].
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4.2 Inclined Bearing Capacity (H > 0, V > 0)

The variation of N�
c with increasing of load inclination (a), embedment ratio (D/B)

and soil strength non-homogeneity is illustrated in Fig. 4. The influence of both a and
D/B onN�

c is evaluated through correction factors ic and dc that represent the influence
of load inclination and embedment depth respectively.

For the case of homogeneous soil (j = 0), Fig. 4a indicates that N�
c increases

with increasing footing embedment. On the other hand, for all values of j and D/B,
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the factor N�
c decreases with increasing of a. It is noted that for (j > 0), the

variation of N�
c is found to depend on both cu0 and D/B. The general tendency is to

increase with embedment ratio, with the exception of the cases where D/B = 0 and
a = 0.

5 Conclusions

The finite-element code Plaxis 2D was used to investigate the undrained bearing
capacity of embedded strip footings in non-homogenous clay under inclined load.
The aim of this paper was the evaluation of the bearing capacity factor N�

c for a
practical range of strength non-homogeneity and embedment D/B ratios. The
elasto-plastic analysis gives an excellent estimate of the bearing capacity in the case
of a strip footing subjected to a centred vertical load.

The N�
c values depend on the load inclination, the strength non-homogeneity and

the embedment depth. For all values of j and D/B, the increase in the load incli-
nation angle a reduces the N�

c values. For the case of homogeneous soil (j = 0), N�
c

increases with increasing footing embedment. The same tendency is observed for
the case of j > 0, with the exception of centrally loaded surface footing case.
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Evaluating the Compaction Behaviour
of Soft Marine Clay Stabilized with Two
Sizes of Recycled Crushed Tiles

Mohammed Ali Mohammed Al-Bared and Aminaton Marto

Abstract This paper focuses on stabilizing marine clay using recycled blended
tiles (RBT) collected from construction sites at Johor, Malaysia. Marine clay is
considered as problematic soil due to the existence of high moisture and organic
contents, while RBT is a waste tile material produced in every construction area
where those cracked or rejected tiles are dumped into landfills without any concern
of the environmental impact. Hence, the suitability of RBT to treat marine clay is
examined in this study. Standard proctor tests were conducted for all treated and
untreated specimens. The compaction ability of treated and untreated marine clay
was measured by adding two different sizes of RBT, i.e. 0.063 and 0.15 mm
diameter. RBT for both sizes was added and tested in four different percentages (i.e.
10, 20, 30 and 40% of the dry weight of soil). The optimum moisture content
(OMC) and Maximum Dry Density (MDD) for untreated samples were 22 and
1.59 Mg/m3 respectively. Meanwhile, OMC and MDD varied from 18 to 16.5%
and 1.66–1.72 Mg/m3 respectively for those samples treated with 0.063 mm RBT.
In addition, OMC and MDD for samples stabilized with 0.15 mm RBT varied from
18 to 17% and 1.70–1.74 Mg/m3 respectively. For samples treated with 0.15 mm
RBT, the higher is the percentage of additive, the higher the MDD and the lower the
OMC. While for samples treated with 0.063 mm RBT, 30% was found to be the
optimum value and further increment of RBT resulted in a reduction of MDD.
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1 Introduction

Development and high demand of construction at various civil engineering projects
led to a corresponding reduction in all the natural resources, in particular, land
resources. As a result, the limited availability of lands forced to build structures on
weak soft soils. Soft soils are not suitable to be a structural support as they are not
able to sustain the imposed loads [1]. Meanwhile, soft clayey soils are soils that are
always associated with low shear strength and permeability, excessive settlement,
high water content and high plasticity, and compressibility [2]. Soft soils absorb
water extensively during wet or rainy season that make it swell under building and
other structures foundations. On the other hand, during dry season, soft soils shrink
resulting in the formation of cracks within the structures and other structural ele-
ments standing on top of soft soil. This problem costs a lot of money worldwide to
repair the resulting defects from swelling and shrinking of soft soils. For instance,
the average annual cost in UK was approximately 400 million Euro to repair the
structural defects [3]. Furthermore, soft soils lack of many engineering properties
required for construction such as strength and bearing capacity. Clay minerals such
as montmorillonite are most responsible of the swelling behaviour of soft soils. The
several engineering problems encountered with soft soils forced engineers and
researchers to find new methods to improve those soils. Soft soil improvement
depends largely on the type of construction, properties of soft soil, cost and envi-
ronmental concerns [4]. High plasticity is also another poor characteristic of soft
soil that make it undesirable for use as foundation for structures unless treated with
proper stabilizer. Researchers investigated the suitability of conventional soil sta-
bilizers (fly ash, lime, cement and cement kiln dust, etc.) and unconventional ones
(chemicals, fibers, enzymes, etc.) long time ago [5]. Recent studies are looking for a
stabilizing material that contributes to clean the surrounding environment and
reduce the impacts created by those materials dumped in legal and illegal landfills.

Soil stabilization is a process at which one or more of the soil properties are
modified or altered. The modification could be achieved chemically using tradi-
tional chemical additives, mechanically by compaction, biologically using bacteria,
hydrologically by thermal processes or a combination of these methods. Due to the
environmental considerations and hazards caused by using the chemical additives,
nowadays researchers are into using stabilization methods that are environmental-
friendly, economical and sustainable. Soil improvement by compaction is widely
used in many geotechnical engineering applications. Soil compaction can be
described as inducing increments in soil density with corresponding decrements in
the air voids between the soil particles at a constant water volume. Soft clay soils
can be compacted properly until it become nearly in an impermeable condition.
Such condition may result in enhancing the shear strength of the soil and arrest the
volume changes due to settlement [6]. According to Xia [7], soil compaction can be
achieved by applying momentary loads (e.g. Vibrating and rolling) that result in
decreasing the permeability and compressibility of soft soil. In geotechnical engi-
neering, compaction is considered as one of the methods to enhance geomaterial’s
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strength. There is a considerable difference between cohesive and cohesionless
soils, which is compacted by different methods. Cohesive soils generally contain
silt and clay particles in sufficient amounts to provide nearly impermeable condi-
tion, when compacted using sheep foot compacter. Cohesionless soils contain sand
and gravel which can be compacted using vibrating compacter. Moreover, com-
paction parameters are very important for all projects that need densification of soil.
Highway and railway subgrades, foundation soils and landfills should take the
compaction parameters into account [8].

Recycled materials are a matter of global concern of recent research in soil
stabilization. In this paper, RBT refers to recycled blended ceramic tiles collected
from construction sites to be used as stabilizing agent. Ceramic tile waste is gen-
erated at the manufacturing factories and during construction processes. Those
ceramic tiles that are rejected at site create major environmental problems when it is
accumulated in massive amounts in landfills. They affect the fertility of the soil and
damage the growth of the vegetation at the accumulation areas. Hence, RBT is
utilized to improve the mechanical properties of marine clay. Several standard
proctor tests were conducted to assess the suitability of RBT to treat marine clay.
The main focus of this study is to explore possible mix designs of the treated marine
clay by monitoring the compaction parameters in terms of maximum dry density
and optimum moisture content.

2 Materials Used

2.1 Soft Marine Clay

The marine clay used in this research was obtained about 1 m below the ground
surface from a construction site at Nusajaya, Galang Patah, Johor, Malaysia.
Figure 1 shows a Google map location of the area from which the marine clay was
collected.

All marine clay in the site mentioned above is excavated, transferred and
dumped into landfills as dredged soil. Marine clay used for this study was found to
be in a black color (Fig. 2). It was transferred to the lab in black oil containers.
Samples were collected in sealed air tight containers to measure the natural
moisture content. Once the marine soil arrived into the laboratory, it was air dried
for two week. Then, the soil was grinded using the grinder and stored in air tight
containers. To conduct the index properties tests, soil sample was sieved to 2 mm
size and oven dried at 105 °C for 24 h. The sieved sample was used to conduct
specific gravity, liquid limit, plastic limit, organic content and natural moisture
content in accordance with BSI 1924: Part 2: 1990 [9]. Table 1 illustrates the
average values for all the index properties tests of the tested marine clay. The
amount of organic contents was found to be less than 10% which according to
Wong et al. [6] indicate that the soil is inorganic. According to BS 5930:1999 [10]
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Fig. 1 Sampling site of marine clay

Fig. 2 Untreated marine clay sieved to 2 mm size

Table 1 Basic properties of
untreated marine clay

Soil properties Average value

Natural moisture content (%) 59

Specific gravity 2.52

Organic contents (%) 2.74

Liquid limit (%) 41

Plastic limit (%) 22

Plasticity index (%) 19

Optimum moisture content (%) 22

Maximum dry density (kg/m3) 1590
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and based on the liquid limit and plasticity index results, it can be interpreted from
the plasticity chart that the soil is CLAY with intermediate plasticity with group
symbol CI and the clay content was confirmed by the hydrometer analysis.

2.2 Recycled Blended Tiles (RBT)

Ceramic tiles wastes can generally be described as a solid, inorganic and
non-metallic material. Pottery objects were the first ceramic made by human beings
using clay and water only. Nowadays, ceramic tiles mainly made from clay, sand
and feldspar mixed sometimes with silica. It is burned in ovens with a very high
temperature in order to create a colourful and smooth texture. In this paper, recycled
ceramic tiles were collected from three construction sites at Ponderosa, Impian
Heights Golf and Country Club and Taman Pelangi, Johor, Malaysia. RBT used in
this study were those rejected during construction due to design failures and
appearance of cracks/smashes on the surface. Besides, the wastage generated by
cutting tiles into specific sizes at site, especially those that have design errors.
Figure 3 shows crushed RBT utilized for this research. Furthermore, RBT used in
this study was prepared in several steps in order to obtain the required sizes. First,
the tiles were cleaned by removing materials that stick on its surface such as

Fig. 3 RBT crushed into 5 mm using the crushing machine
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cement, dust and others. Second, the tiles were crushed manually using hammer
into smaller pieces that can fit into the crushing machine. Then, tiles were further
crushed using the crushing machine into 5 mm size. After that, the tiles were
blended into powder using Los Angeles Abrasion machine and this process took
almost 48 h. The longer the tiles was kept rotating inside Los Angeles Abrasion
machine, the finer it was blended. Finally, RBT were sieved through 0.15 mm sieve
and those that passed were further sieved using 0.063 mm size. RBT retained on
0.063 mm sieve were used as 0.15 mm size while those that passed 0.063 mm
sieve were used as 0.063 mm size.

2.3 Sample Preparation for Compaction Tests

The methods and procedures used to prepare the samples for standard proctor test
followed the BSI 1924: Part 4: 1990 [11]. The untreated marine clay was first oven
dried and approximately 90 kg of soil was taken to conduct the test. It was sieved
through 2 mm mesh sieve in order to remove coarse particles, roots and plants from
the soil. At the first place, sieved marine clay was mixed with specified amounts of
water in a large tray and was thoroughly mixed until uniformity was observed. The
mixture of marine clay and water was transferred into a plastic air tight bag and kept
for a minimum of 24 h in order to make sure that the water is distributed properly
within the marine clay sample. On the other hand, the standard proctor mold
(Fig. 4) was 115.5 mm height with an internal diameter of 105 mm which was
fixed on a steel detachable base plate before measuring its weight. A removable
extension collar was attached to the top of the mold before placing the soil. Then,
the soil was placed in three equal layers inside the standard proctor mold. Each
layer of soil was compacted with 27 blows using 2.5 kg metal rammer that had a
50 mm diameter circular face and dropped vertically from a height of 300 mm.
When the compacting process was completed, the extension collar was removed
and the soil was trimmed and smoothed to eliminate the extra soil. The compacted
soil together with the mold was weighted on a digital balance to the nearest three
decimal places. Two samples of soil were obtained from the top and bottom of the
compacted specimen for determining the moisture content. The soil was thrown
after each compaction test as this soil was found susceptible to crushing.

The same procedure was repeated another four times in order to establish a
proper curve from which the maximum dry density and optimum moisture content
can be determined. Following the same procedures, standard proctor tests were
performed on stabilized marine clay specimens. Two different sizes (0.063 mm
diameter and 0.15 mm diameter) with four different percentages (10, 20, 30 and
40%) of RBT were used to establish a proper mix design.
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3 Result and Discussion

Experiments were conducted on marine clay stabilized with RBT in order to obtain
the maximum dry densities and optimum moisture contents of the various mix
designs. The results of the standard proctor tests conducted on untreated and treated
marine clay are discussed in this section.

3.1 Effect of 0.063 mm RBT on the Compaction Parameters

It is clearly shown in Table 2 the influence of different percentages of 0.063 mm
RBT on marine clay compaction parameters. The highest value of MDD was
achieved at 30% of 0.063 mm RBT while the OMC was reduced with further
increments of RBT and the lowest OMC attained at 40% was 16.5%. The reason of
the reduction of OMC was due to the replacement of the RBT particles by soil
particles which reduced the attraction of the water molecules as explained by Sabat
[12] who stabilized expansive soil with ceramic dust. Figure 5 demonstrates a

Fig. 4 The standard
compaction mold used for the
test
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comparison between the compaction curves of untreated and treated marine clay.
A significant improvement of the compaction parameters can be observed when
10% RBT was added to the untreated marine clay. MDD increased from 1.59 to
1.69 Mg/m3 while OMC was decreased from 22 to 19%. Further increments (20, 30
and 40%) of RBT resulted in a slight improvement of MDD and OMC.

3.2 Effect of 0.15 mm RBT on the Compaction Parameters

The effect of 0.15 mm RBT can be seen in Table 3 at which marine clay was
treated by 10, 20, 30 and 40%. In terms of MDD, the influence of 10% 0.15 mm
RBT was similar to that obtained by 10% 0.063 mm RBT which proves that the
size of RBT did not induce much difference. Furthermore, as the percentage of RBT
was increased, MDD also increased while OMC decreased. The obvious reduction
of OMC with increments of RBT is due to the hydration reaction induced by RBT.
It is observed from Fig. 6 that all the stabilized marine clay specimens with
0.15 mm RBT had similar compaction curves.

Table 2 Compaction parameters of marine clay treated with 0.063 mm RBT

Type RBT (%) Optimum moisture
content (OMC) (%)

Maximum dry density
(MDD) (Mg/m3)

Marine clay 0 22 1.59

Marine clay—RBT 10 19 1.66

Marine clay—RBT 20 19 1.67

Marine clay—RBT 30 18 1.72

Marine clay—RBT 40 16.5 1.71
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Fig. 5 Compaction curve for untreated and treated marine clay with 10, 20, 30 and 40%
0.063 mm RBT
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3.3 Comparison of the Effect of RBT Size

The results of OMC for 0.063 and 0.15 mm RBT are shown in Fig. 7. For both
sizes of RBT, the OMC decreased as the percentage of RBT was increased due to
the replacement of the RBT particles by the soil particles that reduces the attraction
of water molecules. These results were in agreement with Rani et al. [13] who used
ceramic tiles dust to stabilize expansive soil. Izabel and Sangeetha [14] also found
that OMC of treated marine clay was reduced as the amount of the additive was
increased.

It is clearly seen in Fig. 8 that MDD of treated marine clay increased as the amount
of RBTwas increased. The optimum amount of RBTwas 30% for 0.063 and 0.15 mm
RBT and the same results were obtained by Sumayya et al. [15]. At 40% RBT, MDD
was dropped slightly for 0.063 mmRBT,whileMDD remained constant for 0.15 mm
RBT. In addition, by comparing the effect of RBT size, 0.15 mm RBT was more
effective. The highest value of MDDwas 1.74 Mg/m3 at 30 and 40% 0.15 mm RBT.
Ameta et al. [16] treated soil with different sizes of ceramic tiles (1.18, 2.0 and
4.67 mm) found that the bigger the size of ceramic tile, the higher theMDD.Although
the difference of RBT sizes investigated in this paper was not significant, MDD
highest value was obtained with the biggest RBT size.

Table 3 Compaction parameters of marine clay treated with 0.15 mm RBT

Type RBT (%) Optimum moisture
content (OMC) (%)

Maximum dry density
(MDD) (Mg/m3)

Marine clay 0 22 1.59

Marine clay—RBT 10 18 1.7

Marine clay—RBT 20 18 1.71

Marine clay—RBT 30 17.8 1.74

Marine clay—RBT 40 17 1.74

1.300
1.350
1.400
1.450
1.500
1.550
1.600
1.650
1.700
1.750
1.800

10 15 20 25 30 35

D
ry

 D
en

si
ty

 (M
g/

m
3)

 

Moisture Content (%)

UT marine clay 10% 0.15 mm RBT

20% 0.15 mm RBT 30% 0.15 mm RBT
40% 0.15 mm RBT

Fig. 6 Compaction curve for untreated and treated marine clay with 10, 20, 30 and 40% 0.15 mm
RBT
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By comparing the obtained results of 0.063 and 0.15 mm RBT, they almost had
the same trend and the differences of results were very small. That was because both
sizes were very fine particles. Moreover, Figs. 7 and 8 show a statistical observation
of the results obtained for the compaction parameters. The value of the R2

(Coefficient of determination) varied from 0.88 to 0.67 which indicates that the
discrepancy of the linearity of observed results is small. This proves that the pre-
dicted percentages or mix designs of RBT were chosen appropriately.
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Fig. 7 Impact of 0.063 and 0.15 mm RBT on the optimum moisture content of marine clay
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4 Conclusion

This study examined the suitability of recycled blended tiles (RBT) to treat marine
clay as environmental-friendly, cost-effective and sustainable stabilizer. It is
observed from the results that RBT was found to be effective and resulted in
significant improvement to the clay properties. By investigating the effect of RBT
on the compaction parameters of marine clay using two different sizes and various
mix designs, the following points can be drawn:

• For both sizes of RBT, by increasing the amount of RBT from 10 to 40%, the
optimum moisture content decreased steadily.

• The optimum value of RBT was 30% for both sizes of RBT with respect to
maximum dry density and the highest value was 1.74 Mg/m3 for 0.15 mm RBT.

• Both sizes were able to make a noticeable improvement of compaction
parameters when compared with the untreated marine clay.
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Bearing Capacity of Eccentrically
Loaded Strip Footings Near a Slope

Salah Zerguine, Djamel Benmeddour, Mohamed Younes Ouahab,
Abdelhak Mabrouki and Mekki Mellas

Abstract This paper presents a numerical investigation into the behavior of eccen-
trically loaded strip footings adjacent to a cohesionless slope. In this study, the
finite-element software Plaxis 2D was used to evaluate the influences of load
eccentricity on the bearing capacity, soil pressure distribution underneath the footing
and the pattern of failure mechanism. The results are presented using the failure
envelopes in vertical and moment loading plan. The obtained results are compared
with those found in the literature.

Keywords Bearing capacity � Finite element � Failure envelopes

1 Introduction

The evaluation of the bearing capacity for a surface strip footing on cohesionless
soil under eccentric and/or inclined loading is an important problem in geotechnics.
In the literature, there are two methods to determine the bearing capacity of strip
footings subjected to eccentric and/or inclined loading: the classical method using
correction factors and the advanced method using failure envelopes for the corre-
sponding combined loading.
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Different studies have been devoted for the calculation of the bearing capacity of
shallow footings under eccentric and/or inclined loads on horizontal ground (Saran
and Agarwal [1], Gottardi and Butterfield [2], Ganesh et al. [3], Loukidis et al. [4],
Krabbenhoft et al. [5]). By means of laboratory model tests, Okamura et al. [6] have
proposed an empirical formula of reduction factor, that can be used to calculate the
bearing capacity of shallow strip foundations embedded in sand and subjected to
eccentric loaded. The case of a strip footing resting at the crest of slope is a
particular configuration, frequently encountered in practice. Various studies treating
this problem using analytical, empirical, and numerical methods are available.
Maréchal [7], Maloum and Sieffert [8] and Magnan et al. [9] estimate the bearing
capacity using correction factors where they took into account the relative distance
between the crest of slope and the footing location. Furthermore, Georgiadis [10]
and Baazouzi et al. [11] investigated the bearing capacity using failure envelopes in
the corresponding loading plane for different parameters of slope geometry and soil
properties.

In the present study, a series of numerical calculations, using the code Plaxis
[12] are realized to estimate the bearing capacity of strip footings, resting on a
cohesionless slope under eccentric loading. The results are represented in terms of
failure envelopes, in combined vertical-moment loading plane (V-M) for rough strip
footings. A practical range of the relative distance d/B that separates the footing
location and the top of the slope is investigated. The obtained results are compared
with those found in other studies.

2 Presentation of the Problem

The bearing capacity for a surface strip footing resting on a cohesionless slope
under vertical eccentric load is evaluated using the following equation based on
Terzaghi’s equation [13]:

qu ¼ 0:5cBNcic bie; ð1Þ

where Nc is the bearing capacity factor; ie is a reduction factor that represents the
effect of eccentricity; icb is a reduction factor defined as the following ratio:

icb ¼ qu ðd=B; bÞ
q

uðb ¼ 0Þ
; ð2Þ

where qu(d/B,b) is the bearing capacity for strip footing resting on a slope and
qu(b = 0) is the bearing capacity for strip footing resting on level ground.

In the case of a strip footing resting on sand slope under eccentric and/or inclined
loading, the proposed reduction factor RF that takes into account the combined
effect of eccentricity and inclination of load, and the depth of footing, is given by
Ganesh et al. [3] as follows:
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RF ¼ 1� 2e
B

� �
1� a

u

� �� �n
; ð3Þ

where n = 2 for D/B = 0 and n = 1.15(D/B)−0.15 for D/B > 0. Where D is the
depth, B is the width of footing, e is the load eccentricity, a is the load inclination
angle, and u is the internal friction angle of soil.

Gottardi and Butterfield [2] note that the failure surface for a strip footing on
horizontal ground can be represented by a second-order equation as follows:

M
BVmax

¼ 0:36
V

Vmax
1� V

Vmax

� �
; ð4Þ

where Vmax is the ultimate vertical load at the center of the foundation (e = 0), V is
the vertical collapse load, determined from the results of eccentrically loaded
footing (e > 0), B is the width of the foundation and M is the moment at foundation
level.

The objective of the present study is to determine the failure loads V and M of a
strip footing on a cohesionless slope, for different load eccentricities e/B. The
geometry and loading conditions are illustrated in Fig. 1.

A strip footing of width B is located at a distance d from the crest of a slope with
height H and slope angle b. The applied eccentric loads are marked to be positive or
negative (Fig. 1). The slope angle b = 26.56° and different relative footing dis-
tances from the crest of the slope d/B= 0, 1, 2, and 3 were considered.

(b) Positive moment load

β

d 

B 

V e

β

d 

B 

V e

M = V.e
V : vertical load; e : load eccentricty 

d : distance between the crest of the slope and the foundation, B : footing width
β : slope angle

(a) Negative moment load

M (+)M (-)

H H

Fig. 1 Problem presentation
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3 Numerical Procedures

In the present study, the software Plaxis based on finite-element was used to
evaluate the bearing capacity for a surface strip footings resting on a cohesionless
slope under eccentric loading.

The entire soil domain was modeled of width 20B and depth 7B (Fig. 2), the soil
domain is discretized as 15-node triangular elements. In order to test the influence
of the mesh size, a series of numerical calculations have been carried out. The mesh
under the footing base and around the footing corners is refined in order to have
smaller elements and graded mesh for which a more accurate solution was obtained.
The right and left vertical borders of the model were blocked horizontally, whereas
the base was blocked in all directions.

The boundary conditions and finite-element mesh for a surface strip footing
resting at a distance d = 1 m from the crest of a cohesionless slope with height
H = 3 m are shown in Fig. 2. The so-called “probe” loading technique is used in
this study. The footing load is applied in increments up to failure under
load eccentricity e/B, with respect to the reference point of pure vertical loading
(e/B = 0). Each analysis using probe method leads to determine a single failure load
which is marked as a point in the failure envelope (V-M). All numerical analyses
were realized for rough footings.

The constitutive model used is an elastoplastic with plastic criterion of Mohr–
Coulomb, an associated flow rule (u = w) is adopted, the following parameters are
used: the Poisson ratio t = 0.3, the unit weight of the soil c = 20 kN/m3 and the
shear modulus G = 20 MPa, the frictional angle of the soil u = 30°. It is noted that
the elastic parameters of the soil had no influence on the bearing capacity
(Mabrouki et al. [14]). The surface footing was modeled as a weightless rigid plate
element (uniform settlement) with a significant Young’s modulus and sufficient
thickness.

Fig. 2 Finite element mesh with boundary conditions used in the analysis of rough strip footings
on sand slope, case of d/B = 1, H = 3 m
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4 Results and Discussions

4.1 Strip Footing on Horizontal Ground (b = 0)

The failure envelope represents the surface that governs the failure of the foun-
dation. The points in the failure envelope are obtained by the probe test analysis.
The normalized failure envelopes (V/Vmax-M/BVmax) for a strip footing on
horizontal ground under eccentric loads are presented in Fig. 3.

The obtained results are compared with those of the Eq. (4) proposed by
Gottardi and Butterfield [2] and with those of the lower bound values obtained by
Krabbenhoft et al. [5]. It is found that the shape of failure envelopes is parabolic.
The maximum value M/BVmax = 0.082 occurs at V/Vmax = 0.55. The numerical
results of the present study are in good agreement with those found by the appli-
cation of the equation given by Gottardi and Butterfield [2], except for high values
of M/BVmax where the numerical simulation underestimates the results. However,
the present solution overestimates the results given by Krabbenhoft et al. [5] which
represent lower bound values.

4.2 Strip Footing on Slope (b > 0)

Figure 4 shows the normalized failure envelopes (V/Vmax-M/BVmax) obtained from
the numerical analyses, for a strip footing with different values of a relative distance
d/B = 0, 1, 2, and 3 from the crest of the cohesionless slope with u = 30° and
b = 26.56°.
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It is seen that the increase in d/B leads to a translation of the failure envelopes
towards the level ground curve (b = 0). This occurs in reason that the influence of
slope on the bearing capacity vanishes at a certain distance of the footing from the
crest of slope (d/B = 3). The shape and the size of the failure envelopes depend on
the relative distance d/B.

4.3 Failure Mechanism

Figure 5 illustrates the vectors of the incremental displacements at failure, for strip
footing under eccentric load of e/B = −0.2 resting at the crest of slope (d/B = 0).
A non-symmetrical failure mechanism was observed. The vectors of incremental
displacements move towards the slope inclination. The passive zone is imperfect in
contrast to the footing position which leads to a reduction in the bearing capacity.

4.4 Distribution of Normal Stresses

The distribution of the normal stresses rn acting on the base of foundation from all
analyses with associated flow rule (u = w) using Plaxis, is plotted in Fig. 6. The
stresses at the nodes of the footing base are calculated for the case of strip footing
located at d/B = 3 from the crest of the slope. It is shown that, as the eccentricity
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increases, the distribution of the normal stresses rn changes in size and shape as
indicated by Loukidis et al. [4]. It is seen that the distribution of the normal stress rn
is symmetrical as in the case of level ground.

Figure 7 shows the normal stresses rn at the nodes of the footing base calculated
for the case of strip footing resting on the crest of the slope. It is seen that the
negative eccentricity e generates a high normal stresses than positive eccentricity
and central loading (e/B = 0), the maximum stresses occur at 0.8B or 0.9B, in the
case of negative eccentricity e. On the other hand, for positive eccentricity, the
normal stresses rn are distributed on the left half of the footing.

Fig. 5 Failure mechanism for e/B = −0.2
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5 Conclusions

Finite-element analysis calculations using Plaxis code are carried out for strip
footings under vertical eccentric loads and located near a cohesionless slope with
friction angle 30°, for different distances between the crest of the slope and the
footing location. The obtained results are presented in terms of failure envelopes
and compared with the available results published in other studies.

For the case of strip footing rested on horizontal ground, the present results are
bracketed between the results of Gottardi and Butterfield [2] and those of
Krabbenhoft et al. [5] that represent lower bound values. The obtained failure
envelopes are symmetrical for both negative and positive moment loading cases.
However, in the case of strip foundation rested on slope, the obtained failure
envelopes are non-symmetrical for both negative and positive moment loading
cases for values of d/B � 3. For the case of a strip footing rested on horizontal
ground, the increase of negative or positive eccentricity leads to reduce the mag-
nitude of normal stresses. For e/B = 0, the maximum normal stresses occur at the
footing centerline. Moreover, in the case of strip foundation rested on slope, the
increase in d/B reduces the influence of negative load eccentricity on the normal
stresses.
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Granites in Malaysia: From Hard Rock
to Clay Minerals

Z. M. Yusoff, Nik Norsyahariati Daud, Haslinda Nahazanan,
Husaini Omar, Azalan Aziz and Mohd Shahriza Ab Razak

Abstract Tropical areas with extreme climates are host to extreme weathering
processes and the weathered materials are normally left in situ with the absence of
large-scale denudation processes such as glaciations. This research tries to under-
stand the behaviour of the weathered granites in Malaysia, from hard rock to the
final products, the clay minerals. Grade 1 or fresh granites were sampled from
different locations in Malaysia and analysed. The residual soil above the fresh
granites, which were formed from the weathering activities were also analysed. The
types of clay minerals and clay-sized particle grains found from two study locations
were compared. The bases of the comparisons were index properties, strength
properties and the mineralogical properties. The parent rocks were also analysed to
obtain the origin of the minerals formed at the later stages of weathering. It was
found that the strength of the soil mass formed from the weathering processes
generally depend on the clay-sized particle grains rather than the types of clay
minerals. It should however be noted that only halloysites and smectites clay
minerals were observed in the samples obtained from the two study locations.

Keywords Granite � Clay minerals � Weathering

1 Introduction

Residual soils are formed from the weathering processes on parent rocks, that is the
in situ weathering of igneous, sedimentary and metamorphic rocks. Residual soils
originating from granite are generally sandy, have lower water content and lower
liquid limits compared to basaltic or gabbroic soils. The better-graded nature of the
granitic soils produces higher compacted densities. Almost 80% of residual soil in
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Peninsular Malaysia is granite residual soil. Gradual chemical weathering of
granites forms different grades of residual soil. Several researchers have come up
with different weathering grades [1–7]. In general, grade I is the fresh rock while
grade V is the completely weathered rock and subsequently, grade VI is the residual
soil.

Rocks are defined as an aggregate of minerals and granites in general, comprise
of quartz, potassium feldspars, plagioclase feldspars, muscovite, biotite and other
accessory minerals. Each mineral has its own hardness and generally, Mohr
Relative Hardness Scale is used to compare the relative hardness of each mineral.
Quartz is the hardest among the common minerals in granite rock and plagioclase
feldspar being the softest in this scale. During the weathering processes, each
mineral will degenerates at its own pace based on their relative hardness. The
minerals will degenerate mechanically and/or chemically, depending on the
ambience. When they degenerate mechanically, they will subsequently form
clay-size minerals and when degenerate chemically, they will recrystallize to form
secondary minerals or clay minerals. These minerals will exhibit regular crystal
structures representing a particular mineral. Some clay minerals are swelling clays
or expansive clays while some are not. Swelling clays are prone to large volume
changes, either swelling or shrinking when exposed or devoid of water [8, 9].
Smectite group of clay minerals, which include montmorillonite and bentonite,
have an interestingly huge shrink-swell capacity. This is due to the anion–cation
exchange in their crystal structures. The kaolin groups of minerals, comprising clay
minerals such as kaolinite and halloysite, are non-swelling clays [10, 11].

In some very slightly weathered rock, small amounts of clay minerals are formed
as secondary minerals. These observations have led to two approaches in studying
weathering. The first is the degree of weathering measured as the amount of
weatherable primary minerals that have actually disappeared. In massive weather-
ing, chemical decomposition affects all weatherable materials and they are replaced
by large amounts of secondary minerals (gibbsite, kaolinite or smectite). During
progressive weathering, differential leaching of primary minerals occurs and the
resulting intermediate material tends to contain a large amount of coarse grains. The
second approach is based on geochemical changes as recorded in the soil profile
categorized soil profiles into two groups [12]. The first is soil covers that are in
dynamic equilibrium, which have developed in conditions stable enough to keep
the sequence of transformation from parent rock to soil surface constant. Secondly,
soil covers that are in chemical disequilibrium. This is the transformation phase
where the rock/soil will transform to another soil type, which tends towards a
dynamic equilibrium [1, 13].

There is a school of thoughts saying that all failures in a soil mass are shear
failures [14–16]. In general, when soil cannot withstand tension and compression,
the internal structure will starts to shear apart leading to shear failures due to direct
shearing forces acting on the soil mass. The shear strength of a soil is its maximum
resistance to shear and is usually expressed as a stress. The stress–strain relationship
in soil is usually nonlinear due to the un-homogeneity nature of soils, unlike many
other engineering materials. However in some design calculations, it may be
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assumed linear. The shear strength parameters measured are cohesion c, and friction
angle, u. The shear strength is a linear function of normal stress and shear strength
parameters as expressed by Coulomb failure criterion.

Shear strength can also be expressed in terms of effective major and minor
principle stresses r1′ and r3′ at failure. Cohesion c, is sensitive to water and
pore-water chemistry and is directly related to the cohesiveness of the soil mass.
Cohesive resistance develops quickly to the maximum value under small strains and
decreases as strain increases. The frictional angle on the other hand, is derived from
inter-granular contact and is not developed to its maximum value until significant
amounts of strain have occurred.

2 Methodology

The study locations were in Balakong, Selangor (3° 2′ 0.28″N, 101° 44′ 33.95″E)
and in Rawang, Selangor (3° 19′ 31.48″N, 101° 33′ 38.43″E) Fig. 1. Parent rock
and residual samples were taken at appropriate intervals on a cut slope and on a
vertical profile respectively (Fig. 2).

Fresh to completely weathered rock samples and residual soils were collected
using thin-walled sampler where applicable on the slope surface of a hill in
Balakong and a borehole were drilled and rock and soil samples were taken at a
regular intervals in Rawang. These samples were used to study the index properties,
mineralogical properties and strength properties.

Fig. 1 A Google map showing the study locations
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Particle size distribution test is one of the index properties tests. For the
course-grained particle determination (particles larger than 0.06 mm), sieve anal-
yses were done while for the fine grained particles, hydrometer analyses were
conducted as per the British Standards BS1377 (part 2). In hydrometer analyses, the
principle of particles of same diameter settles in water at the same velocity was
used.

Shear strength parameters for the soil mass were obtained from the shear box
tests. A vertical force was applied to the specimen through a loading plate and shear
stress was gradually applied on a horizontal plane by causing the two halves of the
box to move relative to each other, the shear force being measured together with the
corresponding shear displacement and change in thickness of the specimen.

For the petrographic studies, thin sections of the parent rocks were made and the
mineralogical characteristics were analysed under a petrographic microscopy. The
petrographic microscope transmits polarised light through the thin section and the
light passes through two polarizing filters. The different types of minerals present
can be identified and their characteristics can be studied.

The X-Ray diffraction (XRD) analyses were done on powders loaded into cavity
holders. The powders were prepared as mixtures of 2.4 g of sample and 0.6 g of
corundum (used as internal standard) using a spray-drying technique. Diffraction
patterns were recorded on a Siemens D5000 instrument using cobalt radiation and
with a diffracted beam monochromator. Quantitative analysis was made by a ref-
erence intensity ratio approach using the 20% added corundum as the reference and
it was based on full patterns of reference minerals rather than individual peaks [17].

Fig. 2 The samples taken at selected depth in the profile in Balakong
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X-Ray fluorescence (XRF) analyses were carried out on a Philips PW2404
automatic X-ray spectrometer. The techniques used are similar to those described
by Fitton et al. [18]. Major-element concentrations were determined after fusion
with a lithium borate flux containing La2O3 as a heavy absorber. The samples were
ignited at 1100° C to determine loss on ignition (LOI).

The scanning electron microscopy (SEM) study was done on a Philips
XL30CP. The resolution of the microscope was 3.5 nm at 30 kV using the sec-
ondary electron (SE) detector while the backscatter (BSE) detector allows the
formation of an image, which depends on the mean atomic number (Z) of the
substance in the electron beam. Higher Z means more intense electron scattering so
the image is brighter. Thus potassium feldspar appears brighter than plagioclase
feldspar. Samples were gold coated for topographic imaging using SE and carbon
coated for BSE studies Fig. 3.

Fig. 3 The samples taken from a borehole drilled on a flat land in Rawang
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3 Results and Analysis

Particle size distribution tests were conducted on all the samples obtained and the
results are tabulated in Table 1. In Balakong, the site was an exposed hill. The
development or formation of gravel, when observed from the rock level upwards
(from sample B5 at 16 m depth up to ground level), appeared only to 10 m depth
(B3). It showed that the weathering processes had degenerated the gravels into
sands and silts above this 10 m depth. However, the occurrence of sands and silts
did not show any observable trends in terms of their increment nor their decrement.
Clay-sized particles however, showed an increasing amount in the soil samples
right above the rock (B4) upwards to sample B1. The B0 sample could not be used
in the observation as the amount of organic materials were quite high, as shown in
Table 3 as 19.3% LOI. In Rawang, the site was a flat land and samples were taken
from a drill-hole. Right above the rock sample at 7 m depth (R5), gravels were
observed in huge amount. The amount of gravel appeared to be decreasing dras-
tically from 4.5 m depths upwards (sample R3). However, there was still gravel
present right to the ground level as compared to those in Balakong. Again, the
trends of the development of sand and silt from 6.0 m depth upwards were not
obvious as in the samples in Balakong. However, the formation of clay-size min-
erals was the same as in Balakong.

The formation of clay-size minerals as shown from the particle size distribution
tests coincides, but vaguely, with the formation of clay minerals as shown in
Table 2. The clay minerals formed very early during the weathering process. Clay
minerals are defined as minerals having specific crystal structures regardless of their
sizes while clay particles are defined as inorganic soil particles with diameters less
than 0.002 mm, regardless of mineral type. Table 3 shows the chemical compo-
sition of the samples obtained from the XRF analyses. The results confirmed the

Table 1 The results of particle size distribution tests

Sample name Depth (m) Gravel (%) Sand (%) Silt (%) Clay (%)

B0 0.0 0 70.3 5.1 1.3

B1 1.5 0 86.7 7.4 4.4

B2 5.5 0 81.4 9.2 3.6

B3 10.0 0.3 80.2 6.5 2.4

B4 14.0 1.4 78.7 4.2 1.4

B5 16.0 – – – –

R0 0.0 9.0 32.6 41.2 4.3

R1 1.5 8.0 32.1 38.6 20.8

R2 3.0 5.7 24.8 37.1 30.2

R3 4.5 22.0 38.0 21.3 15.0

R4 6.0 26.0 49.3 17.6 1.0

R5 7.0 – – – –
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formation of the clay minerals, as the basic chemical constituent of clays minerals is
SiO2 and Al2O3. SEM observations showed the initial formation of halloysite and
smectites on the surface of feldspar minerals (Figs. 4, 5 and 6; Table 4).

Fig. 4 The development of halloysite in granite (Balakong samples). Left: halloysite and hematite
growing on feldspar grains. Right: high magnification of the clay minerals

Fig. 5 The development of smectite clay minerals on feldspar minerals in the Rawang samples.
Left: the lower magnification and right: higher magnification

Fig. 6 Petrographic images showing the minerals present in Balakong (left) and Rawang (right)
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Upon comparing the presence of clay-sized particles, clay minerals and the shear
strength parameters, it appears that cohesion within the soil mass was influenced by
the amount of clay-sized particles present rather than the clay minerals. This can be
inferred as the clay-sized particles provide the cohesive properties of the soil mass.
However, the presence of clay minerals did not give any observable difference to
the cohesion obtained. For the friction angle, no observable relation can be
observed.

4 Conclusion

From the analyses conducted based on the findings of the above-discussed tests, it
can be said that the presence of clay-sized particles are remarkably proportional to
the increase in shear strength. However, the clay minerals do not give much impact
on the shear strength parameters of the soil mass. This conclusion does not include
the parameters that are directly related to the influence of water as the swelling and
non-swelling types of clay minerals do act differently upon being soaked in water
and not to forget the influence of pore-water pressures within particles in a soil
mass.

Acknowledgements Part of this research is supported by the Ministry of Science, Technology
and Innovation, Malaysia FRGS 02-10-07-302FR, GP-IPS/2014/9447000 and GP-IPS/2016/
9503200.

Table 4 Shear strength parameters obtained using direct shear box tests

Depth below ground level
(m)

Sample
name

Cohesion, C (kN/
m2)

Friction angle, u
(°)

0.0 B0 – –

1.5 B1 11.0 43.3

5.5 B2 11.3 44.2

10.0 B3 11.4 45.3

14.0 B4 12.4 41.2

16.0 B5 – –

0.0 R0 – –

5.0 R1 20.2 19.5

8.0 R2 18.8 20.3

10.0 R3 17.3 24.3

13.0 R4 19.5 22.3

16.0 R5 – –
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Investigation on Slope Stability Using
Monte Carlo Simulation: A Case Study
of Ulu Jelai Hydroelectric Project

Abdul Rahman Nurul Umibaiti

Abstract Slope safety and its monitoring are major concern for dam owners,
especially if the slopes are adjacent to public highway or roads that experiences
increase in traffic volume each year. If no proper assessment and maintenances are
being done, there is potential for loss of life of public users. Deterministic design
methods for the slope stability often depends on the interpretation of the
geotechnical investigations by the geologist and civil engineers involved with the
project. This method usually adopts conventional value of ground parameters and
which then gives large safety factors. By performing probabilistic approach by
utilising Monte Carlo Simulation, designers or owners are more confident with the
results given and it will help in the decision-making, such as in deciding the best
solution for the long-term maintenance and monitoring of the slopes at critical area.
This paper described the probabilistic procedure and gave a distribution of Factor of
Safety (FOS) rather than only one single calculated FOS for that critical slopes. The
case study for the paper is the Ulu Jelai’s dam located in Cameron Highlands,
Malaysia. The analysis is done using both excel and software. At the end, proper
mitigation plans are proposed for the critical slopes [1].

Keywords Factor of safety � Slope stability � Highway � Dam
Monte Carlo simulation

1 Introduction

Analysis of slope stability is usually consist of many uncertainties, which range
from lack of accurate geotechnical parameters, inherent spatial variability of
geo-properties, change of environmental conditions, unpredictable mechanisms of
failure, simplifications and assumptions used in geotechnical models.

A. R. Nurul Umibaiti (&)
Department of Civil Engineering, Universiti Tenaga Nasional,
43000 Kajang, Selangor, Malaysia
e-mail: nuruluar@tnb.com.my

© Springer Nature Singapore Pte Ltd. 2019
B. Pradhan (ed.), GCEC 2017, Lecture Notes in Civil Engineering 9,
https://doi.org/10.1007/978-981-10-8016-6_93

1307

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_93&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_93&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_93&amp;domain=pdf


Typical and conventional way of slope stability calculations usually will not
consider many uncertainties in the process of getting the results. Also, several
conservative safety factors are used to cover some uncertainties which in most cases
are more than required, and in some cases are less. Actually, it is not possible to
distinguish the accurate effect of these safety factors on safety level. By contrast, in
probabilistic approaches the safety determination applies more accurately and
clearly.

Monte Carlo Simulation is a useful tool that available for applying the proba-
bilistic approaches in many fields. An iterative process using deterministic methods
of slope stability analysis are applied in this technique. This method consists of five
steps as follows:

• Selection of input variable for the calculation.
• Select a random variable for each input variable chosen earlier as per assigned

probability density function.
• Calculate the factor of safety (Fellenius, Bishop Simplified Method, Janbu, etc.)

based on the selected figure in Step 2.
• Step 1–3 is repeated for 500, 1000 or 1500 depends on the engineer.
• Determining distribution function of factors of safety and probability of failure.

The left bank of the Ulu Jelai Dam located in Malaysia has been considered as a
case study, analysis has been accomplished using both software and excel calcu-
lation [2].

2 General Geology of Cameron Highlands

Ulu Jelai is located at the Cameron Highlands, Pahang, Malaysia. Cameron
Highlands is located within the central part of the Main Range, which is underlined
by Main Range Granite. The Main Range Granite consists predominantly of Late
Triassic intrusive biotite granite and roof pendants of Lower Paleozoic sedimentary
rocks intruded by minor quartz dykes. The main range granite crystallise in late
Triassic is about 207–230 Ma (Fig. 1).

3 Salient Features Ulu Jelai Hydroelectric Project
(Ulu Jelai HEP)

Ulu Jelai’s dam was constructed on Susu river at Bertam Valley, Cameron
Highlands, Pahang, Malaysia. The salient features of Ulu Jelai’s Dam are repre-
sented in Table 1.
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4 JKR Road—Highway Adjacent to Dam

During the early stages of the design of Ulu Jelai’s HEP, it was identified that
drawdown of the reservoir during operation could possibly influence upon per-
formance and stability of the Pos Betau—Lembah Bertam Road. This road is a
highway class single carriageway road and wide shoulder in each direction. It

Fig. 1 General geology of Cameron Highland

Table 1 Salient features of dam

Item Details

Dam type Roller compacted concrete

Crest length 512.5 m

Maximum water level (MWL) EL 548

Dam crest width 5 m

Reservoir gross storage 18.62 mm3

Maximum operating level (MOL) EL 548

Dam’s height 88 m

Full supply level (FSL) EL 540

Extreme minimum operating level (EMOL) EL 524

1 in 100 year flood level EL 548
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transverses along the rim of the Susu reservoir. The road completed in 2010, and it
is under the responsibility of the Malaysian Jabatan Kerja Raya Authority (JKR).
After this, the road is referred as the ‘JKR Road’.

The slope on which the JKR Road has built are steep with local relief of several
hundred metres. The height from the JKR Road to the bed of Sg. Bertam is about
100 m at the Susu Dam right abutment to about 20 m at the upper reach of the
planned reservoir.

The road is about 60–80 m above the riverbed. These intervening slopes are at
natural gradients of 20–40°. Normal operation of the Ulu Jelai HEP will result in
rapid drawdown of the reservoir. There is potential that some of the slopes adjacent
to the JKR Road, road embankments and road retaining structures are expected to
be affected by the filling and operation of the reservoir.

4.1 Potential Modes of Instability for the Slope

The fluctuations from the reservoir could possibly affect the highway in a number of
ways

• Undercutting of the toe of embankments and walls;
• Slope instability of road embankments;
• Instability of retaining structures;
• Differential settlement of the road;
• Culvert inundation may cause piping erosion of backfill.

Depending upon the setting, slope conditions, material types and the slope
profile the modes of failure will vary. The following main modes of instability are
considered possible:

• Rotation (or circular) slope failure;
• Non-circular slope failure;
• Retaining structure failure;
• Differential settlement;
• Debris (or mud) flow.

Rotational slope failure would be limited to generally uniform soil profiles
where the slide surface does not reach the bedrock surface. Such a scenario could be
on the long slopes both above the road and below the road, but both sites would
likely have different driving mechanisms. A failure above the road may be due to
the undercutting or removal of the supporting toe of the slope, whereas a failure
below the road could be due to a raising of the groundwater table and consequent
pore water pressure increase. Where the bedrock level is intersected by a failure
surface the mode would change from a circular failure to a non-circular failure or a
planar slide surface. Where large boulders are present in the slope face the failure
mode could be due to a toppling mechanism or a rock fall.
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If a retaining structure failed this may lead to a slump or driving wedge where a
mass of material loads a lower part of the slope thus leading to a type of progressive
failure. This may also be the case where differential settlement of the road surface
causes a transfer of load down the slope and thus induces a type of progressive
failure. The performance of this road is potentially affected by the filling of the
reservoir and the fluctuations of reservoir level during operation of the dam. The
raised water level and drawdown operation of the reservoir will affect the
groundwater levels, causing increased pore pressure within the soil and weathered
rock that can result in instability, in the slopes below and above the road and the
road bench itself.

The road in its present state has exhibited significant signs of instability once
groundwater or storm water increases the degree of saturation in the existing slope.

4.1.1 Design Considerations, Uncertainties and Limitations

It is considered that slopes that are flatter than 2H:1 V may experience some
instability during reservoir operation but are unlikely to impact immediately on the
performance of the JKR road.

In establishing a factor of safety criteria, a literature review has been undertaken
of relevant references for highway and dam projects. The findings from this review
include

I. JKR Guidelines for Slope Design Table 2, Reinforced or treated slopes
FOS = 1.5.

II. Wilson and Marsel (1979—ICOLD)—Table 2:

Table 2 Geotechnical investigations and results of laboratory tests of the JKR’s road

Material Average thickness
encountered along
JKR road (m)

Interpreted
seismic
velocity (m/
s)

Typical SPT N—
Value range
(blows/300 mm)

Results of laboratory
tests

Fill 9 0 to 400 0 to 10 Sandy silt—sandy
clay

Residual
soil

5 0 to 800 0 to 10 Sandy silt—sandy
clay

Completely
weathered
granite 1

5 800 to 1200 10 to 30 (with
minor cored
section)

Sandy silt or sandy
clay, with gravel,
cobbles and boulders

Completely
weathered
granite-2

6 1200 to
1600

20 to 50 (with
numerous cored
sections)

Bouldery silty sand

Granite
bedrock

– Greater than
1600

Continuous
coring

–
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• FOS = 1.5 using effective strength parameters and estimated flow net
drawdown piezometric surface (as carried out in our JKR road stabili-
sation designs).

• FOS = 1.2 sudden drawdown from spillway crest—not considering flow
nets calculating drawdown of piezometric surface during drawdown.

III. FHWA-NHI-10-024 ‘Design and construction of Mechanically Reinforced
Stabilised Earth Walls and Reinforced Soil Slopes’:

• FOS = 1.5 for slopes where limited and variable geotechnical informa-
tion is provided or slopes support structures or where consequences of
failure of supported structure are severe, (i.e. full or partial closure of a
highway class road).

• FOS = 1.3 for slopes not supporting structure/slopes above infrastructure
and only minimal to minor consequence of failure, i.e. movement of a
sign foundation.

IV. United States Society on Dams USSD (Feb 2007)—’Strength of Materials
for Embankment Dams’, considering effective strength parameters:

• USACE—FOS = 1.3 for Sudden drawdown from Max storage pool crest.
• USACE—FOS = 1.4 to 1.5 Sudden drawdown when routine operating

conditions.
• USBR—FOS = 1.3 rapid drawdown from normal pool.

The considerations and limitations of the design inputs and analyses that have
been included in developing the determination of FOS and its slope treatment, but
are not limited to

I. The JKR road slopes are supporting public R5 standard highway road
infrastructure of 80 km/h speed limit.

II. The original JKR road is understood to have been designed for a FOS of 1.5 in
accordance with JKR guidelines.

4.1.2 JKR Road Investigations Results

See Table 2.

5 Geohazard Map—Further Assessment on Potential
Instability of the Slope

Susu Dam fo the Ulu Jelai HEP has a hilly topography. Due to the construction of
the dam, some slope within the study area had been cut for access road during the
development of the dam. The cutting of a few slopes is steep with angle more than
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45°. The minimum elevation of access road is 525 m around the dam crest area
while the maximum elevation of the access road is 546 m located around kg Leryar.
As the project advanced, geohazard mapping has been performed to further assess
the potential instability and the most hazard areas that need particular attention.

From the map, it is found that no major fault is identified in the study area. The
overall study area is underline by granite bedrock, weathered granite, residual soil
and boulder at top of layer. While at certain areas of sub-surface there are areas with
highly water content zone. kg Leryar, the nearest settlement, is not affected as it was
not located at potential geohazard area and it is quite far from the potential geo-
hazard area. Basically, the location potential geohazard area is, where there is
cutting of slope more than 45° without proper erosion protection. Potential geo-
hazard is identified at level 530–540 m due to fluctuation water level.

6 Factor of Safety (FOS) Results from SLOPE/W

The stability analyses using Slope/W have been carried out to find the factor of
safety for the slope. The Morgenstern Price Analyses has been adopted in the
analysis with the assumption that the soil will be saturated at the levels of MWL
(EL 548). Short term and long-term slope stability analyses were carried out at 10
selected location (Fig. 2). The selected locations is in Appendix 1.

The minimum global FOS obtained was 1.989 at slope Slope L. The minimum
global term FOS obtained was 1.475 at slope Slope C. Output from SLOPE/W
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shown that when the consolidated drained samples were soaked for 14 days suggest
a decrease in the friction angle. From the experiment conducted, all slopes have
sufficient stability, even with a drawdown of 6 ft/hr at extreme operation condi-
tions, i.e. from MWL (548 m) to Extreme MOL (524 m). With intense rainfall of
100 mm/h for 1.5 days duration however, Slope C and L has FOS values, which are
lower than allowed for slope stability. Thus, it is critical for Slope C and L to carry
out further investigation on the slope stability using probabilistic approaches.

6.1 Variables of Pore Pressure

Pore pressure is determined from hydraulic tests result, and in some cases the result
differ from the real values. Pore pressure is a direct reflection of variability in
permeability, while permeability is usually highly uncertain. Below is the assumed
drawdown scenario selected for the assessment (Figs. 3 and 4).
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7 Probabilistic Approach—Monte Carlo Simulation
Method

Factor of safety (FOS) defined as

Resisting forces
Driving Forces

¼ Shear strength
Shear Stress

ð1Þ

In deterministic calculation, such as adopting SLOPE/W, often-single fixed
values (mean values), strength parameters are used as the input in the calculation.
Such calculations does not able to take into consideration for variation in slope
parameters. The limits and assumptions used may pose some uncertainties in the
result. Confidence of the decision maker to the output/results will be limit to that
certain assumptions made.

Meanwhile, MCS simulation able to check the assumption made for the calcu-
lation (is it valid/not?) and explore the sensitivity of the results to the input
parameters.

7.1 Material Properties

The strength envelope parameters obtained from site investigations for the left bank
rim as in the Table 3.
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8 Results

8.1 Monte Carlo Simulation (MCS) Output Analysis

Figures below is the probability of failure and the histogram data for the most
critical slope, Slope C and L after 500 Monte Carlo trials using software RiskAmp
(Figs. 5, 6, 7 and 8).

Referring to U. S Army Corps of Engineers (2006), for embankment dams,
slopes with reliability index of more than 3 is stable. The probabilistic analysis gave
a high reliability index (Fig. 9; Table 4).

9 Discussion

Based from the result of MCS output and previous assessment, the discussion came
to these important points

• Slope stability is more sensitive to parameter—cohesion, but less sensitive to
parameter—friction angle. As can be seen from the probability of failure graph

Table 3 Strength envelope
parameters

Parameters Range Mean Standard deviation

cohesion 15–338 86.8 8.22

ɸ 22–75 29.75 7.6

s 8–64 63.5 0.86

r 6–98 33.9 24.27
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for variables in cohesion, the probability of getting a FOS of less than 1.0 is
more than 60%, compared to only 30–40% of obtaining FOS less than 1.0 for
variables—friction angle. The decrease in the cohesion has negative effect on
slope stability.

a. When the soil is saturated, the friction decreases and affected the shear
strength of the soil. However, since the toe protection and sub-surface
drainage have been installed before reservoir filling, the pore pressure is
reduced and it increases back the shear strength.

b. The slopes throughout the study area are still intact with major areas still
covered by thick trees and vegetation. Thus, the existing trees and vegetation
helped with the overall stability of the slopes. The existing of deep roots
from the trees will act as slope anchors deep into the hard layer and thick
vegetation leaves will prevent heavy surface runoff from penetrating into the
soil layer, which will weaken the soil. All these mitigations help to maintain
the shear strength of the soil [3, 4].
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Table 4 Probability analysis
results and reliability index

Probabilistic analysis results Number of trials 500

Min. FOS 1.94

Max. FOS 2.12

Mean FOS 2.076

Standard deviation 0.068

% failure 0

Reliability index 15.705
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10 Recommendation of Mitigations

Slopes next to watercourse need proper treatment and safety measure. Proper design
of riprap or other protection measures is important due to fluctuating water levels.
The exposed slopes (if exist) must be treated from running water and provide proper
drainage.

10.1 Maintenance and Monitoring Program for Slope

Even though the slope conditions are safe based on the current conditions, the
following recommendation are to be look in order to avoid the future risk of the
area:

• To carry out inspection and maintenance of the slopes periodically;
• To monitor inclinometers and piezometers periodically; and
• To avoid any future development along the slope of the area as much as

possible.

Follow complete guide for slope maintenance and monitoring shall be in
accordance to JKR Cerun 1—Guidelines on Slope Maintenance in Malaysia.
Remote sensing (RS) is possible to be considered for early warnings of slope
failure.

10.2 Evaluation of Slope Stability

In the future, prove the slope repair had improved the stability of the slope, by
checking/evaluating the stability of the left abutment slope by tool/software. The
safety of the left abutment can be further verified. [5] Such database is valuable, and
it is more economical to the dam owners, in making planning for slope maintenance
in the future.

10.3 Conflicts of Development

Often if there is conflict of development, or there is other development concurrently
with each other, communication and timing is an important thing to avoid waste of
resources (time and money) fixing the damages that could be avoided if a proper
plan and proper communication have been made.

When there is conflict of highway and dam, information that need to be pass to
JKR are
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• Elevation of the dam and the reservoir level along the important alignment
adjacent to the reservoir;

• Slope characteristics—for rapid drawdown scenario;
• Operation rules of the dam need to be passed on those designing the highway;
• Early engagement and involvement in development of the highway with proper

documentation as future reference, to cater for changing of the person in charge
from time to time.

It is important for the dam operators/design team to be part of the highway
design team, so that they can be actively involved in the design, as meetings,
discussions and letters are not efficient in passing information that essential to avoid
conflicts later. Sharing and discussing on the standard used for design is also an
important thing to do. Maintain transparent and communicate often among all
involved in the planning, design and construction of dams. Assessment of past
event is essential so that the lesson learnt from past project is not repeated.

11 Conclusion

The model from the MCS is able to answer questions such as these:
‘What if the parameters is such and such what will be the FOS of the slope?’
or ‘Given all these parameters, what is the risk of slope failure?’
Its good to keep in mind that, the simulation will only be good as the estimates

one made, like any other forecasting model. The simulation represents probabilities
and not certainty. However, the Monte Carlo Simulation is one of power tool that
useful when forecasting and unknown future [6–8].
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The Effects of Coir Fibre
on Consolidation Behaviour of Soft Clay

Muneerah Jeludin and Nurafiqah Suffri

Abstract Natural fibres from coconut, bamboo, cane or palm are used in soil
improvement techniques to enhance the behaviour of soft deposits. The main reason
for utilising these natural fibres is that they are economically viable and environ-
mental friendly. Coconut fibres or coir are locally available and in abundance in
Brunei Darussalam. Experimental investigations into the use of these coir fibres
(coconut fibres) in soft clay with regards to its consolidation behaviour were carried
out. Kaolin of high plasticity of the following characteristics: LL of 61.5%, PL of
51.8% and PI of 9.7% was used. The Maximum dry density and Optimum moisture
content was determined from compaction test to be used as a basis in preparing
samples for the consolidation tests. The soil samples which were reinforced with
various inclusions of coir that is at 1.0, 1.5, 2.0 and 2.5% and of different sizes of 10,
20 and 30 mm were tested to determine the effects on consolidation behaviour due to
the inclusion of these fibres. The results were compared with that of the unreinforced
soil sample and it was indicated that the coefficient of consolidation (cv) is affected by
the length of coir fibres. For inclusions of 10 mm coir fibres, the cv increases with the
increase of fibre inclusions up to a certain percentage and then decreases thereafter.

Keywords Soil reinforcement � Coir fibres � Consolidation

1 Introduction

Soft-clay deposits is known to be very sensitive, has low permeability, high
compressibility and low shear strength. Construction on these types of deposits
poses many challenges to the ground engineers especially in terms of its bearing

M. Jeludin (&) � N. Suffri (&)
Civil Engineering Programme, Universiti Teknologi Brunei,
Gadong, Brunei Darussalam
e-mail: muneerah.jeludin@utb.edu.bn

N. Suffri
e-mail: nurafiqah.suffri@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
B. Pradhan (ed.), GCEC 2017, Lecture Notes in Civil Engineering 9,
https://doi.org/10.1007/978-981-10-8016-6_94

1323

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_94&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_94&amp;domain=pdf


capacity, settlement and stability. To overcome such problems, alternative means
such as ground improvement techniques can be considered to enhance the engi-
neering characteristics of these deposits, hence improving the performance. The
function of the reinforcements in the soil matrix is to increase the strength and
reduce deformation [3].

The primary advantages of randomly distributed fibres are the absence of
potential planes of weakness that can develop parallel to oriented reinforcement [4].
Natural materials such as fibres from bamboo, coconut, cane, wheat and palm have
been used as a reinforcing material to minimise settlement and to increase rate of
consolidation [2, 5–8].

Over the past years, the use of natural fibres as soil reinforcement has gained
attention for researches. Numerous laboratory investigations into the use of natural
fibres as reinforcement in soils have been conducted. Based on the laboratory tests,
previous researchers have shown that there was an increase in the strength and
stability of soils reinforced with these natural fibres [3, 5]. Abdi et al. [1] worked on
fibre-reinforced soils and concluded that consolidation settlements, swelling and
crack formation reduced substantially. Nahta and Vibhakar [5] reported that the
shear strength increases with the inclusion of coir fibre up to a certain coir content
and then decrease beyond that point based on their CBR tests. Jha et al. [2] per-
formed a series of laboratory tests to study the shear strength and bearing capacity
of soft soil reinforced with randomly mixed human hair. Based on their experi-
mental results obtained, the shear strength and the bearing capacity increases up to
2% inclusion of human hair fibre, and there is no more increment at 2.5% inclusion.
Singh and Mali [7] used coir fibres, polypropylene fibres and scrap tire rubber fibres
as the reinforcement. They carried out Tri-axial test, Direct Shear box test and
unconfined compression test. Their Tri-axial test results indicated that by adding
coir fibres in the silty soil, there was improvement in stress–strain behaviour. The
major principle stress at failure increases when more fibres of constant length were
added. There was only a small gain in strength when the fibre was added beyond
1% with an aspect ratio of 150. The shear strength of soil reinforced with
polypropylene fibre also increases with fibres inclusion up to 0.4% inclusion and
then decreases. The maximum increase was found at 20 mm length of fibre from the
Direct Shear box test. They also reported that there was an increase in the soil’s
cohesion value when the amount of fibre content was added more. Their results also
indicated that with increasing fibre content for the unconfined compression test, the
compressive strength initially increased and then decreased when more fibres were
added.

For any fibre content, however, 10–15 mm was observed to be the optimal fibre
length at the optimum inclusion between 0.2 and 0.3%. But the optimum fibre
length for tire rubber fibres is 10 mm with 2% inclusion. Qu and Sun [8] carried out
consolidation test on reinforced and non-reinforced Shanghai clay using wheat
straw fibre as their reinforcement element. They concluded that the Compression
Index, Cc increases when the fibre contents were increased except for the 0.6%
inclusion, where they reported that there is a decrease in soil stiffness beyond 0.5%.
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2 Experimental Programme

A brief description of the materials and methods used in this investigation is given
in the following paragraphs:

Materials
Test sample (soil): Kaolin with basic properties in Table 1 was used as repre-

sentative of soft deposits. The sample is categorised as clay of high plasticity.
Reinforcement: Coir fibres are natural fibres extracted from the coconut husks

which can either be brown or white fibres. Matured coconut contains brown fibres
are generally strong, thick and have great resistance to abrasion whereas the white
fibres obtained from young coconut are smoother, finer and also weaker. Brown
coir fibres are preferable as the reinforcement materials on Kaolin. The properties of
coir fibres vary and that may give difficulties to some construction due to the
flexibility and rupture of the fibres which are easily affected by the ratio of length to
diameter of the strand. In contrast, there are many advantages of using coconut
fibres in such a way that the fibres are resistant to rot and fungi, not affected by
moisture, durable and tough, readily available, cost-effective (cheap) and not easily
flammable, i.e. flame-retardant. The coir fibres used in the investigation has a
diameter of 0.4 mm and were obtained locally as they are easily available
throughout Brunei Darussalam.

Sample Preparations: The fibres were extracted from the matured coconut
husks and were cut into three different lengths of 10, 20 and 30 mm to be used for
the tests. The cut fibres were then randomly mixed with kaolin to ensure that the
fibres were spread homogenously as shown in Fig. 1. Water was then added to the
mixture with an optimum water content and kept in an air tight bag in the laboratory
for 24 h. The sample was then prepared for consolidation tests. The tests were
performed on unreinforced and reinforced soil samples and the consolidation
characteristics were compared.

Table 1 Properties of clay
used

Properties Values

Liquid limit (%) 61.5

Plastic limit (%) 51.8

Plasticity index (%) 9.7

Optimum moisture content (%) 13

Maximum dry density (kg/m3) 13.93

Specific gravity (Gs) 2.6

Classification High plasticity
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3 Results and Discussion

This paper aims to investigate the consolidation behaviour of high plasticity clay
soil reinforced with coir fibres of length 10, 20 and 30 mm compacted using the
standard Proctor’s method. The testing programme is summarised in Table 2.

The results for the consolidation tests using automated Oedometer for the
unreinforced and reinforced soil samples are presented in following sections.

3.1 Compression Index (Cc) Values and Coefficient
of Volume Change (mv) Unreinforced
and Coir-Fibre-Reinforced Soil at Various Percentage
Inclusions

It was found that the compression index (Cc) as shown in Fig. 2 for the unrein-
forced samples and samples with inclusions of coir decreases with the increase of
coir fibre content up to 1.5% for 20 mm and 2.0% for 30 mm length of coir fibres.
But for 10 mm fibre length, the compression index does not show any reduction

Fig. 1 Coir to be mixed with
kaolin

Table 2 Testing programme

Test no. Length of coir (mm) Percentage of coir inclusion (%)

1 None 0

2–13 10
20
30

1.0
1.5
2.0
2.5
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and only minimal reduction was seen in samples with 2.0% fibre inclusions. The
coefficient of volume change (mv) of the unreinforced soil and soil reinforced with
different percentages of inclusions are shown in Fig. 3. It is observed that the values
for coefficient of volume change (mv) of soil also decreases with the inclusion of
fibre content in soil up to 1.5% for 30 mm length of fibres, 1.0% for 20 mm. But for
10 mm no significant reduction is observed until 2.0%. The increase in Cc and mv

values at certain extent is when included with coir fibres is as a result from the coir
acting as a binder to the soil particles and thus, increases the resistance of soil to
compression.

3.2 Coefficient of Consolidation (cv) and Time for 90%
Consolidation (t90) for Unreinforced
and Coir-Fibre-Reinforced Soils

Taylor’s (1948) method is used to determine the coefficient of consolidation (cv)
values of the unreinforced and soil reinforced with various amount of coir fibres.
The result is shown in Fig. 4. It is indicated that for soils reinforced with 10 mm
long fibres, the coefficient of consolidation increases up to fibre inclusions of 1.5%.
Both 20 and 30 mm however the coefficient of consolidation cv decreases with
inclusion of coir fibres and subsequently starts increasing. The time taken for 90%
consolidation (t90) of reinforced soil samples is shown in Fig. 5. It is observed that
t90 values for coir length of 10 mm in clay sample decreases with increase inclu-
sions of coir fibre. This correlates well with observation from Kar et al. [3].
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However, different observations were seen in clay samples reinforced with coir
fibres of length 20 and 30 mm. This could due to the fact that length may cause
uneven mixing due to insufficient friction and may cause overlapping leading to
lower strength as indicated in the study by Qu and Sun [8].
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4 Conclusion

This study demonstrates the effects of coir fibre inclusion on the consolidation
behaviour of clay samples. Consolidation test using automated Oedometer was
conducted on several percentage inclusions of coir fibre with different lengths.

The experimental investigation indicated that for coir length of 10 mm, the
compression index (Cc) and coefficient of volume change (mv) does not show any
significant reduction up to 1.5%. However, a reduction in Cc and mv values was
observed at 1.5 and 2.0% for 20 and 30 mm respectively. The values of coefficient
of consolidation increase with the inclusion of coir fibres for length 10 mm.
However, for 20 and 30 mm similar behaviour could not be seen. This, due to the
longer length of coir, may cause uneven mixing due to insufficient friction and may
cause overlapping leading to lower strength. The length of coir fibres does affect the
behaviour significantly.
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Effect of Compaction on the Degradation
of Crushed Concrete Used as Partial
Aggregate Substitute in Asphalt
Mixtures

F. M. Jakarni, G. I. Safa Eldeen, R. Muniandy and S. Hassim

Abstract The amount of crushed cement concrete continues to grow every day
from the demolition of old structures, causing more pollution. Hence, owing to the
increase in environmental awareness and stringent regulations governing the dis-
posal, as set by environmental protection agencies, more effective measures for the
handling and disposal of crushed concrete must be implemented. Instead of simply
disposing of crushed concrete, effective alternative efforts should be considered to
utilise it as a reusable material. The objective of this study is to evaluate the possible
utilisation of crushed concrete as an aggregate substitute in asphalt mixture for
pavement construction applications. However, owing to the poor physical proper-
ties of crushed concrete in terms of absorption and abrasion, this study focuses on
the degradation that happens in the aggregate after compaction. The recommen-
dation is for crushed concrete to be mixed with conventional aggregates from
natural sources. In this study, suitable mixtures of crushed concrete and conven-
tional aggregates were determined based on the combinations of five types of
gradation and six different proportions of crushed cement concrete (0, 20, 40, 60, 80
and 100%) from an aggregate passing and retained sieve size of 5 mm and
1.18 mm, respectively. Mixtures of the crushed concrete and conventional aggre-
gates were subjected to compaction of 20, 40, 60, 80 or 100 blows, using a Marshall
compactor. Based on the study, the mixtures of the crushed concrete with the
recommended ranges of sieve sizes and conventional aggregates are suitable for
roads with a medium traffic volume.
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1 Introduction

Recycled concrete aggregate (RCA) is generated by crushing old concrete struc-
tures. Owing to earthquakes, wars and the renewal of old structures waste concrete
has increased. This waste material has increased over the past few years and has
polluted the soil and water, and contributed to climate change [1]. Similarly, the
increasing price of land in recent years has led to high dumping costs at landfill
sites. Demolition contractors have discovered that it is now more expensive to
dump demolition waste than to recycle it [2]. Each kilometre of flexible pavement
uses 12,500 tons of natural aggregate [3]. Therefore highway construction projects
represent the largest consumer of aggregate, which affects the amount of natural
aggregates on earth [4]. Moreover, the primary benefits of using RCA include the
reduction of demand for natural aggregate and environmental considerations.

Originally, studies focused on using RCA as a granular material in base and
sub-base layers, because the lower layer specifications are less stringent than upper
layers [5]. Then, it was discovered that RCA dissolves easily in water, which
increases the pH of groundwater and affects the vegetation in the vicinity of the
road [6]. Whereas, that is avoided in hot-mix asphalt because the aggregate was
coated with asphalt.

In recent years, several studies examined the use of RCA in hot-mix asphalt
(HMA). In these studies, the mortar attached to the RCA surface caused the
properties of the RCA to differ from the natural aggregate [7]. The mortars give the
RCA a lower density [8] and that feature is transferred to the asphalt mixture, giving
the mixture a low specific gravity [9]. The attached mortar gives RCA a higher
porosity value than the natural aggregate, which enables it to absorb more asphalt in
the mixture [5], and endows the mixture with high optimum asphalt content [10].
The optimum asphalt content increases with the decrease of the RCA particle size
[11], because specific surface area amount increases with decreases in particle size
[12].

Moreover, RCA differs from natural aggregate in terms of abrasion value. RCA
has a higher abrasion value, and cannot satisfy the abrasion requirements in some
cases [13]. The aggregate which has high abrasion value in a Los Angeles machine,
has a higher degradation value after compaction than other aggregate types [14].
Therefore it is expected that the RCA will have a high degradation value after
compaction. Thus, studying degradation in RCA is crucial. In this study, the term
‘degradation’ is used to refer to aggregate breakdown owing to mechanical action.
Breakdown in the aggregate particle could cause a loss of voids in the mineral
aggregate (VMA) and air voids in the mix (VTM) [15], which may effect to the
durability of the mixture [16]. Moreover, this breakdown can cause moisture
damage in the pavement, because the binder film will break around the aggregate
and water inlet to the mix [17]. Aggregate breakdown could occur in two ways:
(1) the wearing of the aggregate, whereby small pieces of aggregate chips off; and
(2) the actual fracturing of the aggregate. The first is affected by aggregate
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angularity and abrasion value, whereas the second mechanism occurs when the
applied stress is higher than the aggregate strength [18].

The most important factors affecting aggregate degradation are aggregate gra-
dation and energy of compaction [18]. Suitable aggregate gradation prevents
aggregate breakdown. The Marshall hammer exhibited more aggregate breakdown
than other compactors [17]. Aggregate size is one of the important factors that
influence degradation. Hence, a larger particle size has a higher degradation value.
Moreover, a dense gradation has lower degradation. The aggregate shape also
affects degradation. Increasing the amount of flat and elongated particle aggregates
results in increased breakdown and fracture [19]. The degradation caused by shape
can be controlled by select good gradation [20].

The present study was conducted with the following objectives: To compare the
degradation between natural aggregate and RCA; To evaluate the effect of aggre-
gate gradation on degradation and select the energy of compaction that generates
less degradation.

In this study, aggregate degradation is evaluated without adding asphalt to the
mixture. Five gradation types and the six different RCA percentages were used in
this study. All samples were placed on a Marshall Compaction pedestal and sub-
jected to 20, 40, 60, 80 and 100 blows.

2 Materials and Methods

In this study, two types of aggregates were used: RCA and natural aggregate. RCA
was obtained from the demolition waste of different concrete members. The natural
aggregate used was granite, which was provided by Kajang Rocks Quarry.

The properties of the RCA and natural aggregate were identified to ensure their
compliance with the requirements. The properties are represented in Table 1.

Results indicate that RCA had lower specific gravity than granite. The specific
gravity of RCA also increases as the RCA particle size decreases, along with water
absorption. The Los Angeles abrasion values of RCA and granite were also
determined. Results show that RCA had higher abrasion value than granite, and the
abrasion value decreased with the decrease of RCA particle size. The aggregate
gradations of all mixtures used in this study were based on the technical recom-
mendations from the Malaysian Standard Specification for Road Works (JKR). In
this study, hot-mix asphalt (HMA14) gradation was used because of its suitability
for medium and light traffic volumes. Figure 1 and Table 2 present the used
aggregate gradations. Five gradations are used in this study to reach adequate
gradation (which represents lower aggregate degradation).

The RCA used in this study has a passing sieve size of 5 mm and a retained
sieve size of 1.18 mm. The purpose of selecting these fractions is because an
aggregate larger than this size has more abrasion value and less specific gravity.
Moreover, the aggregate passing sieve size of 1.18 mm has a high absorption value.
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Table 1 Aggregate properties results

Aggregate size (mm) passing—retained Test Specification

Los Angeles abrasion
value

ASTM C131

Granite RCA

19–9.5 20 35

9.5–4.75 20 36 30 max

4.75–2.36 19 28

Bulk specific gravity ASTM C127

20–14 2.500 2.220

14–10 2.550 2.320

10–5 2.601 2.380

5–3.35 2.618 2.360

3.35–1.18 2.621 2.285

Absorption ASTM C127

20–14 0.6 4

14–10 0.5 6

10–5 0.8 7

5–3.35 0.9 10

3.35–1.18 2.0 12

Granite RCA BS 812: Part 3

Flakiness index 18.1 16 20 max

Elongation index 7 5 20 max
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Fig. 1 Aggregate particle size distribution
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Six different percentages of RCA (0, 20, 40, 60, 80, and 100%) from those fractions
were blended with granite.

All samples were prepared according to the Malaysian Standard Specification for
Road Works JKR specification. Each sample weighed 1200 gm. Then, each sample
was mixed well to prevent segregation. Subsequently, each sample was placed in a
Marshall mould of diameter 101.6 mm. Then, the mix was tamped with 30 blows
by a new tamping rod to reach maximum density. (The tamping rod was manu-
factured for this study.) Afterwards, the mould was placed on a Marshal
Compaction pedestal and was given 20, 40, 60, 80 and 100 blows. Finally, the mix
was sieved in the same set of the sieves and the weight of retained aggregate on
each sieve was calculated.

2.1 Tamping Rod

The tamping rod was made from steel as shown in Fig. 2, and consists of two
cylindrical parts. The small part had a diameter of 45 mm and length of 40 mm.
The other part had a diameter of 16 mm and length of 300 mm. The diameter of
45 mm was selected because it approximately half of the Marshall Mould diameter.
The weight of the tamping rod was 957.9 g. The rod is inside a hollow cylinder.
The hollow cylinder’s internal diameter was 50 mm and the length was 280 mm.
The first end of the hollow cylinder was open and the other end had a cap con-
taining some holes. The first hole was located in the middle of the cap which the
tamping rod was passed through. While the tamping rod was dropping, other small
holes in the cap allowed the air to enter the cylinder. Moreover, there are five small
holes on the bottom surface of hollow cylinder to allow air to exit from the cylinder
when the tamping rod is dropping.

Table 2 Aggregate gradation

Aggregate size
(mm)

G1 G2 G3 G4 G5

P R P R P R P R P R

20 100 0 100 0 100 0 100 0 100 0

14 90 10 100 0 95 5 100 0 90 10

9 76 14 86 14 81 14 85.4 14.6 77 13

5 50 26 62 24 56 25 60.3 25 52 25

3.35 40 10 54 8 47 9 52 8.35 43 10

1.18 18 22 34 20 26 21 31.1 20.9 21 21

0.425 12 6 24 10 18 8 20.7 10.4 16 6

0.15 6 6 14 10 10 8 10.3 10.4 10 6

0.075 4 2 8 6 6 4 4 6.26 8 2

P Percent Passing, R Percent Retain
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To determine the number of blows required for the mixture to reach maximum
density, the aggregate was placed in the Marshall mould. Then, the tamping rod was
placed on the mixture and allowed to drop freely on to the aggregate 5, 10, 15, 20,
25, 30 and 35 times around the perimeter. Afterwards, the surface of the mould was
levelled by rolling the rod on the mould, as shown in Fig. 2. The weight of the
aggregate was determined after each attempt. The air voids were calculated using
the following equation [21]. This procedure was done using five aggregate
gradations.

Va = 1� M=SVð Þ½ ��100 ð1Þ

Va = voids in aggregate
M = average mass of the aggregate in the mould (g)
S = bulk specific gravity of the aggregate
V = volume of the cylindrical mould (ml)

Figure 3 shows that the air void percentage decreased with the increased number
of blows, and then it became constant. That point represents the number of blows
when the mixture reaches maximum density.

3 Results and Discussion

The changes in the passing percentage were determined for all fractions, gradations
and mixes after compacting with the Marshal hammer with 20, 40, 60, 80 and 100
blows.

Figure 4 shows the average passing percentage of each gradation for each sieve
size. Note that the passing percentage increases approximately with the increase in
the number of blows. The passing percentage value is also higher for the sieve sizes
5, 3.35 and 1.18 mm. Moreover, gradation G3 is the best gradation, followed by

Fig. 2 Tamping rod
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gradation G2 and gradation G4. Gradations G1 and G5 are the worst gradations.
Such findings arise because gradation G3 represents the mid-gradation. Gradations
G2 and G4 are better than gradations G1 and G5, because gradations G2 and G4
contain more fine aggregate, whereas gradations G1 and G5 contain more coarse
aggregate. The fine aggregate protects the coarse aggregate from degradation.

Fig. 3 Percent air void and number of blow
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Figure 5 shows the relation of the increase in the passing percentage for the
sieve size 3.35 mm with the number of blows and the RCA percentage. Notably,
the number of blows affected the passing percentage more than the RCA per-
centage. In order to compare gradations to select the best gradation, the average
increase was calculated in the passing percentage with sieve size 3.35 mm, for all
RCA percentages and the number of blows of each gradation. The calculated
averages were 3.84, 2.76, 2.51, 2.80 and 3.24 for gradations G1, G2, G3, G4 and
G5, respectively. Gradation G3 is the best gradation because it is a mid-gradation.
Additionally, gradations G2 and G4 are better than gradations G1 and G5, because
gradations G2 and G4 have more fine aggregate.

Figure 6 shows the relation of the increase in the passing percentage for the
sieve size 1.18 mm with the number of blows and the RCA percentage. Note that
the number of blows affected the passing percentage more than the RCA per-
centage. In order to compare all gradations to select the best gradation, the average
increase was calculated in the passing percentage with sieve size 1.18 mm, for all
RCA percentages and the number of blows of each gradation. The calculated
averages were 3.28, 2.34, 1.97, 2.64 and 2.97 for gradations G1, G2, G3, G4 and

Fig. 5 Relations of RCA percentage and number of blow with increasing in the passing
percentage for each gradation
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G5, respectively. Gradation G3 is the best gradation because it is a mid- gradation,
whereas, gradations G2 and G4 are better than gradation G1 and G5 because
gradations G2 and G4 contain more fine aggregate. The highest amount of
degradation occurred when compacting the mix with 100 blows.

3.1 Analysis of Variance (ANOVA)

To understand the main factors effecting aggregate degradation, all data were
subjected to static analysis. Two-way ANOVA with replication was used. The
significance level was assumed to be 0.05.

Table 3 displays the results of the analysis of the relation between the gradation
and the number of blows with the increase in passing percentage from sieve size
3.35 mm. As the P-value for the gradation and number of blows is lower than 0.05,
both factors have a significant effect on the increase in the passing percentage.
Moreover, no interaction exists between the gradation and the number of blows.
Table 4 shows the results of the analysis of the relation between the gradation and

Fig. 6 Relations of RCA percentage and number of blow with increasing in the passing
percentage for each gradation
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the number of blows with the increase in passing percentage from sieve size
1.18 mm. Notice that gradation and number of blows have a significant effect on
the increase in the passing percentage.

Table 5 presents the results of the analysis of the relation between the RCA
percentage and the number of blows with the increase in passing percentage from
sieve size 3.35 mm. A significant effect exists between the number of blows and the
increase in passing percentage. However, the RCA percentage shows no significant
effect on degradation. Moreover, no interaction exists between the RCA percentage
and the number of blows.

Table 3 Effect of gradation and number of blow in increasing passing percentage for sieve size
3.35 mm

ANOVA

Source of variation SS df MS F P-value F crit

Gradation 32.69 4 8.17 24.29 6.9E−15 2.444

Number of blow 123.52 4 30.88 91.78 3.0E−36 2.444

Interaction 2.79 16 0.17 0.52 9.3E−01 1.725

Within 42.06 125 0.34

Total 201.06 149

Table 4 Effect of gradation and number of blow in increasing passing percentage for sieve size
1.18 mm

ANOVA

Source of variation SS df MS F P-value F crit

Gradation 31.6 4 7.9 23.3 2.1E−14 2.44

Number of blow 104.9 4 26.2 77.3 7.1E−33 2.44

Interaction 1.838 16 0.11 0.34 9.9E−01 1.73

Within 42.4 125 0.34

Total 180.7 149

Table 5 Effect of gradation and RCA percentage in increasing passing percentage for sieve size
1.18 mm

ANOVA

Source of variation SS df MS F P-value F crit

Number of blow 32.69 4 8.17 6.65 7.2E−05 2.45

RCA percentage 6.43 4 1.29 1.05 3.9E−01 2.29

Interaction 14.48 16 0.72 0.59 9.1E−01 1.66

Within 147.5 125 1.23

Total 201.1 149
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4 Conclusions

This study presented some conclusions obtained from mix crushed concrete with
natural granite, and checked the degradation after compaction. The following was
found:

1. The mortar attached to the RCA surface, make RCA of lower quality than
conventional aggregates.

2. Aggregate gradation has a greater effect on aggregate degradation under the
same level of compaction. When aggregate gradation becomes dense the
degradation is decreased. Also, the fine aggregate protects the coarse aggregate
from degradation.

3. Recycled concrete aggregate (RCA) is suitable for low- and medium-volume
traffic, because the amount of degradation increases when the number of blow is
higher than 50 blows.

4. The RCA percentages do not have a significant effect on the aggregate degra-
dation. This means that with select adequate fraction, gradation and suitable
traffic volume, RCA can easily be used in the mixes and satisfies the
requirements.
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Damaging Effect of Tree Types
on Roughness Progression Rates
in Pavements Characterised
with Alluvial Expansive Subgrades

Md Yeasin Ahmed, Robert Evans and Monzur Alam Imteaz

Abstract Any pavement founded on expansive soils subgrade is often subjected to
non-uniform ground movement. Such ground movement originally initiates due to
variation in soil moisture within pavement subgrade, which also results in devel-
opment of shrinkage cracks, edge heaves and surface distresses. Moreover,
development of alternative mounds and depressions (Gilgai) in surrounding areas
can exacerbate such condition by creating undulating patterns on those subgrades.
Due to the flexible behaviour of pavement, the undulation within pavement sub-
grade is also found to be reflected through its surface (known as roughness). It is
commonly believed that trees can play a major part on subsurface moisture con-
dition as they extract moisture from deep for photosynthesis. As withdrawal of
moisture by trees can trigger expansive behaviour of soils, therefore it is expected
that roadside vegetation can significantly contribute in moisture variation in sub-
grades and result in increased roughness progression rates. This study will evaluate
the damaging effect of tree types (in terms of tree height) responsible for increased
roughness progression rates in pavements characterised with medium to highly
expansive subgrades. To do so, vegetation data (tree height) will be analysed
against historical road roughness data for numerous sections for Borung Highway
in north-western part of Victoria, Australia. Tree height of all available trees located
on road reserve has been collected and analysed against historical roughness data.
The outcome from this study has identified the tree categories (in terms of height)
that are most responsible for increased roughness progression rates. The findings of
this study can be used for efficient adaptation of improved and better pavement
management strategies.
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Keywords Expansive soils � Gilgai � Pavement roughness progression rates
Roadside vegetation

1 Introduction

Expansive characteristics of a soil are known as some of its specific behaviour that
undergoes through significant volume changes with the variation in moisture
content. The change in volume is also termed as shrink–swell behaviour of soil, as
an increase in water content causes swelling in volume while a decrease in water
content results in shrinkage. The presence of reactive clay particles (mostly
montmorrilonite) was found to be the main reason for such shrink–swell charac-
teristics. Many researches were conducted with the primary concentration on
determining soil properties that significantly affect potential shrink–swell beha-
viour. The properties of soil that poses a significant relationship with shrink–swell
behaviour includes clay mineralogy, soil structure, soil structure, soil-–water
chemistry, soil suction and dry density [1–5]. Some other factors including climate,
site drainage (topography), vegetation were also deemed as responsible for
expansive behaviour of soil [6–10]. The combined effect of all these factors can also
result in soil movement and associated change in soil volume.

Many regions of Australia have been reported to be affected by good distribution
of expansive soil deposits [10–12]. To be specific, approximately 20% of Australian
soil is characterised with expansive behaviour while almost 50% of Victoria is
covered by moderately to highly expansive soils [13, 14]. Any light structure (i.e.
pavements) that is established on this soil is highly vulnerable to premature failure,
reduced life expectancy and performance degradation. For flexible pavements, rapid
desiccation near pavement edges can enhance the development of shrinkage cracks
and differential settlement may occur. Moreover, the moisture variation between
centre of pavement and edge of the pavement can initiate development of tensile
stress. Such initiation of tensile stress can result in development of longitudinal
cracks, which further helps in creeping water through these cracks and upscaling
moisture imbalance within pavement structure. This process can trigger in devel-
opment of Gilgai beneath pavement structure.

Gilgai, the term originally came from the Australian aboriginal word meaning
‘small waterhole’. Gilgai (often termed as Gilgai Phenomenon) is an undulating
pattern of alternative mounds and depression of wavelengths ranging from 3 to
30 m. Gilgai was first reported in Australia by Aitchison [15] but the best possible
description can be found in Australian Handbook of soils [16]. Gilgai usually
manifests in expansive soils and can cause significant damage to flexible pavement
by causing undulating pattern in pavement subgrade. It is noteworthy to mention
that both Gilgai and long wavelength roughness maintain similar range of wave-
length (3–30 m) and the presence of Gilgai has successfully been identified beneath
pavements experiencing long wavelength roughness over years [17, 18].
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In Australia, it is a common practice of planting trees on road reserve. It is
believed that such plantation practice is an efficient way of roadside management,
which also offers aesthetic peace to monotonous driving. Current literature suggests
that trees do have some detrimental effects on subsurface moisture condition. The
deciduous effect of trees can initiate expansion and contraction during wet and dry
period respectively, hence result in premature failure in pavements. Richards et al.
[14] found that trees can influence ground moisture conditions up to 10 m below
the ground and horizontally up to 1.5–2 times the height of the tree. During dry
season, these ranges have found to be extended further below the ground and
around the trunk [19]. Therefore, this paper will present the potential relationship
between tree height and pavement roughness (in IRI). The findings of this paper
will also present a scale of measurement for deciduous tree height ranges that is
responsible for excessive roughness progression over time.

2 Site Description

The Borung highway, located in north-western part of Victoria has been chosen for
this study. The Borung highway is a 137 km long two-lane flexible rural highway
running from St. Arnaud to Dimboola via the townships Litchfield and
Warracknabeal. Two sections of the Borung highway: one running from Litchfield
to Warracknabeal (41.8 km in length) and other running from Warracknabeal to
Dimboola (39 km in length) were selected as test site location. These sites are
located near Horsham and founded on cracking clay soils (alluvial type). The
yellow to dark orange regions are alluvial expansive soils and the pink regions are
residual expansive type soils (weathered basalt). Usually, light yellow and light
pink represent areas of moderately to highly expansive soils where dark orange and
dark pink areas are highly expansive in nature. All the selected test sites for this
research fall into the dark orange region. Moreover, in some location of these sites,
gilgai is predominantly found and well developed. In addition, availability of
roughness data (IRI) for the sites and good density of roadside vegetation were also
the deciding factors for choosing these sites. The location of the sites are presented
and labelled in Fig. 1.

3 Data Collection and Methodology

The data collection of this study comprised of two parts: (a) pavement roughness
data collection and (b) roadside vegetation data collection. VicRoads usually
conduct detailed road surveys every two years for rural highways across the State of
Victoria, which consists of measuring longitudinal road profiles and calculating the
International Roughness Index (IRI) at 100 m intervals. A multi-laser profilometer
is used to collect the profile data which is stored as an Engineering Research
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Division (ERD) file. The ERD file contained elevation values (roughness) for left
wheel paths (LWP) and right wheel paths (RWP) for individual 100 m sections. For
the Borung highway, consecutive road roughness data was available from 1995 to
2009, with the exception in 2003. This is a common scenario that roughness data
are not synchronised which poses a great challenge for data preparation. Alignment
of roughness data becomes necessary to make sure that the same sections are
assessed over time. A detailed procedure of roughness data alignment and syn-
chronisation can be found in Evans [17]. For Borung highway, alignment and
synchronisation of roughness data for both LWP and RWP was performed. In
addition, roughness progression rate (RPR) over time was calculated for both LWP
and RWP using simple spreadsheet. Since, lane roughness progression rate is the
overall representation of a pavement condition data; it was calculated, prepared and
arranged for further analysis. From the 80 km of potential Borung highway to
select, 201 sections (each 100 m in length) were selected as they showed positive
growth in roughness levels over time. The selected test sites were identified
according to Victoria’s State Road Referencing System (SRRS), which is based on
chainages. This was essential for the proper identification and management of the
test site data.

Highway Section Location Length
Borung Highway (Section 2) Litchfield to Warracknabeal 41.8 km
Borung Highway (Section 3) Warracknabeal to Dimboola 39 km

Fig. 1 Location of test site and expansive soil map of Victoria [17]
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Google Earth Pro was used to collect the roadside vegetation data as it offers
recent satellite imagery with acceptable precision and accuracy. Tree data was
collected using both satellite view and street view. For this study, tree height and
distance between tree and pavement were collected from satellite and street view
imagery options. An illustration of data collection procedure can be found in Fig. 2.

Fig. 2 Identification of tree data measurements a an illustration, b an example of distance
measurement using satellite imagery, and c an example of tree height measurement using street
view imagery
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Individual tree heights were measured using the 3D polygon method available in
‘ruler’ tab. It is advised that a slender polygon to be placed at the base of the tree.
This is because a slender polygon is easy to setup at the base while positioning a
wide polygon could be troublesome. The base of the polygon was extended to the
ground to get the elevation of the tree. Trial-and-error method was applied at the
cell named ‘Altitude’, to revise and recheck the height of the polygon until it
perfectly matches with the visible tree height. In Fig. 2c, it can be clearly seen that
the trees are identified with an approximate height of 22 and 7 m respectively.

4 Data Analysis and Results

In order to evaluate and quantify the effect of tree height on pavement roughness
progression rates (RPR), all collected tree height data was set up in tabular form and
an average tree height data for individual sections were calculated. All these tree
height data was then analysed against historic RPRs (in IRI). A frequency

Fig. 2 (continued)
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distribution of analysed data and relevant descriptive statistics can be found in
Fig. 3 and Table 1 respectively.

From the descriptive statistics, it is evident that the minimum value for RPR is
zero for some sections and the RPR data distribution is positively skewed. This is
because, whenever the RPR was calculated, any negative growth in RPR between
any studied years was considered as a definite period of treatment. These treatments
may include sealing, resurfacing and pavement overlay. Moreover, since RPR is the
roughness growth over time, it is unrealistic that the growth of the slope becomes
negative at any stage before any significant treatment activity. Therefore, all neg-
ative slopes were replaced with zero (i.e. no growth). Furthermore, RPRs for the
studies sections were calculated for pretreatment phases only, while the pretreat-
ment phase was identified from any sudden drop in roughness levels for the
immediate year.

While tabulating the tree height data for respective pavement sections, care was
taken for sections having no trees but experiencing good roughness growth. For
these specific sections, the tree data was set as ‘blank’, because, an input of 0 (zero)
m tree height can cause an unexpected influence in analysis.

In conjunction with analysing the total tally of tree height against RPRs, tree
height data was also arranged as a function of distance between tree and pavement.
A simple spreadsheet was used to arrange the data using ‘IF’ function available in
excel. This allowed segregating the trees present within a certain boundary. Finally,
bivariate correlation analysis was run against the prepared data to identify and
measure the correlation between the variables. The findings of the correlation
analysis have been presented in Table 2.

From the correlation statistics, it was evident that both RPR and average tree
height (considering all trees) maintains a significant negative correlation. Even
though the correlation is poor, it is statistically significant at 5% level. Since the
stepwise elimination of trees outside a certain boundary was conducted, the cor-
relation and associated significance level changed accordingly. However, elimina-
tion of trees outside a boundary (i.e. 16 m), has significantly made the correlation

Fig. 3 Frequency distribution of RPR and tree height
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strong and significant compared to the previous stages (the boundary between 16
and 40 m from the pavement centre). It is also noteworthy to mention that
approximately half of the assessed sections (to be specific, 100 sections) has no
trees inside of 10 m range from the pavement centre, even though the maximum
correlation (−0.218) was obtained for the average height of the trees located within
10 m distance from the pavement. A trend of correlation between tree height and
RPR with distance between tree and pavement being controlled is presented in
Fig. 4.

Table 2 Correlation statistics

Roughness
indices

Tree data
type

Boundary of location Sample
size (N)

Significance Correlation

RPR (IRI) Average
tree height

All trees within the road
reserve

198 0.026 −0.08a

Trees located within
40 m from pavement centre

198 0.265 −0.08

Trees located within
35 m from pavement centre

198 0.338 −0.068

Trees located within
30 m from pavement centre

198 0.438 −0.055

Trees located within
25 m from pavement centre

196 0.446 −0.055

Trees located within
20 m from pavement centre

195 0.343 −0.068

Trees located within
19 m from pavement centre

189 0.453 −0.055

Trees located within
18 m from pavement centre

188 0.196 −0.095

Trees located within
17 m from pavement centre

187 0.108 −0.118

Trees located within
16 m from pavement centre

184 0.04 −0.151a

Trees located within
15 m from pavement centre

179 0.126 −0.115

Trees located within
14 m from pavement centre

170 0.039 −0.158a

Trees located within
13 m from pavement centre

160 0.065 −0.146

Trees located within
12 m from pavement centre

149 0.041 −0.168a

Trees located within
11 m from pavement centre

123 0.128 −0.138

Trees located within
10 m from pavement centre

101 0.029 −0.218a

adenotes correlation is significant at 5% level
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From Fig. 4, it can be clearly seen that the correlation between RPR and average
tree height maintains a steep negative slope with the distance between tree and
pavement being controlled from 25 m inwards. The opposite is evident for a dis-
tance from 25 m outwards, however, the slope is nearly flat.

5 Conclusion

The findings of this study have indicated that tree heights do maintain significant
negative correlation with roughness progression rates. In other words, the smaller
the trees, the higher the effect, which has also been discussed in Ahmed et al. [20,
21, 22]. Meanwhile, whenever stepwise elimination of trees outside a certain
boundary was conducted, the correlation statistics changed subsequently. An
increase in negative correlation was found to be evident for tree heights versus RPR
for trees being present within a distance of 25 m and inwards. A rapid growth in
correlation was identified once elimination of trees outside the 17 m range being
started. Hence, negative correlation exists between tree height and RPR for all
studied stages, it is also a clear indication of smaller trees being younger trees are
contributing more in roughness progression rates if located at closer proximity to
the pavement. The highest significant negative correlation was achieved for trees
located within 10 m range from the pavement. Therefore, the findings of this study
also suggest that plantation of trees within 10 m distance from the pavements
should be discouraged.

y = -0.0004(dist)2 + 0.0228(dist) - 0.3821 
R² = 0.8364
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Fig. 4 Trend of correlation between RPR and average tree height with stepwise distance between
trees and pavement being controlled
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Probability of Fire Spread Between
Vehicles in Car Parking Buildings

Mohd Zahirasri Mohd Tohir and Michael Spearpoint

Abstract Over recent years, performance-based design approach has gained
acceptance in the engineering community around the world. This has prompted an
expanded demand in engineering approaches to the assessment of fire safety in
structures. Two arising questions in designing car parking buildings are (1) if there
had been another vehicle parked next to or a space away from the van would the fire
have spread given no interruption by firefighters and/or fire suppression systems?
(2) If so, what is the probability that the spread occurs? This work quantitatively
assesses these questions using recent research into the risk-based design of car
parking buildings. The probability of fire spread is formulated using the knowledge
of the possible rate of heat release outputs from single passenger vehicles coupled
with a prediction of time to ignition. There are two scenarios considered for the
assessment, either where the vehicles are parked next to each other or where the
vehicles are parked one space apart. The analysis shows that the probability of fire
spreading to a vehicle in an adjacent space 0.63–0.90 while when there is a space in
between, the highest probability offire spread is 0.23 but spread may not occur at all.
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1 Introduction

On 27 February 2015, a van caught fire in a shopping mall’s car park in Auckland,
New Zealand, as depicted in Fig. 1. Questions arise: ‘Should there be a vehicle
parked next to or a space away from the van, will the fire be able to spread? If so,
what is the probability of the fire to spread?’ Up until recently, these questions are
left unanswered due to lack of studies on the probability of fire spread between
vehicles. Therefore, these questions become the main drive for this work which is
also a part of a larger research project. The research project investigates into
risk-based fire safety of passenger road vehicles in car parking buildings which was
initiated in the University of Canterbury, New Zealand.

The initial work of the research project has attempted to study the probability of
fire spread between vehicles using limited statistics of vehicle fires from several
sources [1]. The study was limited to the assumption that all vehicles involved in a
scenario are burned simultaneously therefore yielding high accumulation of heat
release rate which is unrealistic.

This leads to further research on fire spread between vehicles was conducted. As
a result, a simulation tool named UCVFire is developed for the spread of fire
between vehicles in car parks [2]. The tool has been written using Microsoft Excel
and Visual Basic for Applications (VBA) in which its main feature is its ability to
conduct probabilistic analysis of multiple vehicle fire spread on a single row
arrangement of parked vehicles. The tool is able to predict the time of ignition of
subsequent vehicles, given a vehicle is already burning, using a heat release rate fire
curve for a single passenger vehicle generated from an appropriate probability
distribution. Times to ignition are calculated using a point source model (PSM) [3]
for the radiation from the flames from a burning vehicle and the flux time product
approach [4] with appropriate properties for critical heat flux, etc.

Fig. 1 Burnt van inside a shopping mall parking in Auckland, New Zealand (Retrieved from stuff.
co.nz [5])
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With the availability of the simulation tool, now the questions discussed earlier
can be attempted to be answered. First step of the attempt can be done by quanti-
tatively assess the probability offire spread from a burning vehicle to another vehicle
within its vicinity, with the assumption of no interruption to the fire by firefighters
and/or fire suppression systems. The probability offire spread is formulated using the
knowledge of design fire of a single passenger vehicle, and the prediction of time of
ignition approach, which has been combined into the UCVFire simulation tool.
However, prior to the attempts, there are several points that must be discussed.

1.1 Parking Space Dimensions

When considering the probability of fire spreading between vehicles, one important
parameter to analyse is the distance between vehicles. Based on the PSM flame
radiation model, the shorter the distance, the higher the heat flux received by the
target item, thus, increasing the possibility for the fire to spread between vehicles. In
a car park, the common closest distance would be that of vehicles parked in parking
spaces next to each other.

Therefore, a study on parking space dimensions is conducted based on the
literature. Chrest et al. [6] describes that dimensions of a parking space vary
depending on the level of service (LOS) and classification of vehicles. While, Hill
[7] mentioned that parking dimensions depend on the timing of a single vehicle
parked in a space. This shows that different sources have different approaches of
considering the dimensions of a parking space. Hence, a summary of parking
dimensions are collected for comparison purpose. Table 1 shows the summary of
parking dimensions from accessible resources.

Table 1 Summary of parking dimensions from different resources

Source Parking space
dimensions

References

Width
(m)

Length
(m)

Parking structures: planning, design, construction,
maintenance and repair

2.2–2.7 N/A [6]

Car park designers’ handbook 2.3–2.5 4.8 [7]

County of San Diego parking design manual 2.7 5.5 [8]

Asphalt paving design guide 2.7–2.8 5.6 [9]

Information bulletin/public-zoning code: Parking design 2.3–2.6 4.5–5.4 [10]

USAF landscape design guide 2.75 6 [11]

Parking design standards 2.5–3.2 N/A [12]

Parking standards design and good practice supplementary
planning document

2.5–2.9 5.0–5.5 [13]

Parking structures: recommended practice for design and
construction

2.3–2.7 N/A [14]
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Based on the summary, it appears that the parking space width is in the range of
2.2–3.2 m, and the parking space length is in the range of 4.8–6 m.

1.2 Probability of Fire Spread Method

For the formulation of the probability of fire spread, considering a scenario of two
vehicles parked in a space next to each other, this study performs a prediction of
ignition for the second vehicle after the first vehicle already burning using the
UCVFire simulation tool.

The algorithm for UCVFire is adjusted for the purpose of this work. The sim-
ulation process flowchart per iteration run is shown in Fig. 2, where at the end of
the iteration, the user is informed if the second vehicle is ignited or not. The
selection of vehicle classification and design fire is performed using the Monte
Carlo algorithm, where it randomly selects a value from each distribution plot (fire
growth coefficient, peak heat release rate and fire decay coefficient). It is assumed
that there are no fire suppression systems installed in the car park, thus, there will be
no intervention on the fire once it grows.

The design fire of a vehicle is dependent on the classification, where each
classification has its own distribution of design fires. In addition, each classification
is also dependent on the vehicle fleet distribution on the road. Thus, by performing
the prediction model over a certain number of iterations with various distribution
inputs, the results are able to show how many times the second vehicle ignited or
not ignited. Therefore, the probability of fire spread from the first vehicle to the
second vehicle can be calculated.

2 Approach

Two scenarios are examined: (1) vehicles parked next to each other, and (2) vehi-
cles parked one parking space away from each other. These scenarios are simulated
using the UCVFire simulation tool. Further explanation on the inputs for each
scenario and the simulations are discussed in this section.

Fig. 2 Simulation process flowchart

1360 M. Z. M. Tohir and M. Spearpoint



2.1 Simulation Input

All input parameters such as numbers of iterations, the first component to be ignited
and number of vehicles involved, are fixed, except for the main variable for this
work, which is the effective distance. The width of the vehicle is unimportant, since
the effective distance has already incorporated the width of the vehicle and the
distance between one vehicle and another. The simulation model allows the user to
vary the effective distance before running the simulation.

The probability of the fire spread from one vehicle to another is able to be
calculated from a certain number of iteration runs, therefore 10,000 iteration runs is
selected per simulation. This iteration number is deemed to be enough after series of
10,000 iterations were carried out for the same effective distance, and the results
were similar due to the convergence of the iteration sequence. Also, the first
component to be ignited is fixed to the bumper trim, as suggested in [15]. The work
also suggests a power law index of 2 (thermally thick), an FTP value of 21,862
kWsn
m2 , and a critical heat flux of 3.1 kW/m2 is selected as the first component to

ignite on a vehicle.

2.1.1 Scenario 1: Vehicle Parked Next to Each Other

This scenario represents the common closest distance in a car park, where two
vehicles are parked next to each other. It is assumed that each vehicle is parked in
the middle of the parking space, which makes the distance to both sides of the
parking line symmetrical. In this scenario, the effective distance is the vehicle width
of the burning vehicle, i.e., the heat source plus the distance between the edge of
one vehicle to another, which is represented by a and 2b respectively (Fig. 3). Since
different works in the literature consider different widths of parking spaces, a range

Fig. 3 Vehicle parked next
to each other
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with a minimum parking space width of 2.2 m, and a maximum of 3.2 m, are used.
Thus, this will be the range of effective distances used in the simulation.

2.1.2 Scenario 2: Vehicle Parked One Space Away

This scenario is chosen to study the effect of having an empty space in between a
burning vehicle and another vehicle. Consistent to the assumption for Scenario 1,
each vehicle also assumed to be parked in the middle of their parking space. In this
scenario, the effective distance is the vehicle width of the burning vehicle, i.e. the
heat source plus an empty parking space plus the distance between the tip of one
vehicle to another vehicle, which is represented by a, c and 2b respectively (Fig. 4).
Using the same range of parking space width 2.2–3.2 m, and adding another
parking space width, this makes the range of effective distance for this scenario 4.4–
6.4 m.

3 Results and Discussion

3.1 Scenario 1: Vehicle Parked Next to Each Other

Figure 5 shows the plot of results of probability of fire spread for Scenario 1.
According to the results, the shortest effective distance of 2.2 m yields the highest
probability of fire spread, with 0.90, and the longest effective distance of 3.2 m
yields the lowest probability, with 0.63. The results show that, if a vehicle is parked
next to a burning vehicle, there is a chance of 0.63–0.90 for the fire to spread to
another vehicle.

Fig. 4 Vehicle parked a space away from each other
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3.2 Scenario 2: Vehicle Parked One Space Away

Figure 6 shows the plot of results of probability of fire spread for Scenario 2. The
results for this scenario show a lower probability than that of Scenario 1. The results
show that the shortest effective distance of 4.4 m yields a 0.23 probability of fire
spread, and the longest effective distance of 6.4 m results in no possibility of the
fire spreading. The analysis suggests that having an empty parking space in
between two vehicles lowers the probability of at least 0.40 in comparison to
Scenario 1.

Fig. 5 Plot of results of probability of fire spread for Scenario 1

Fig. 6 Plot of results of probability of fire spread for Scenario 2
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3.3 Estimation of Probability of Fire Spread for Other
Distances

Essentially, the difference between Scenario 1 and Scenario 2 was only the distance
between vehicles, which is the input for the simulation. Therefore, this section
presents the combination of probability of fire spread results for Scenario 1 and 2 in
a plot in order to fit a trendline which one can use to estimate the probability of fire
spread for any distance. This combination is shown in Fig. 7 where a polynomial
trendline with the order of two was fitted to the results. An equation of

y ¼ 0:045x2 � 0:62xþ 2:11 ð1Þ

with the R2 value of 0.99 is obtained. This equation can be used to estimate the
probability of fire spread at different effective distances in between 2.2 and 6.4 m.

3.4 Sensitivity Analysis—Varying Vehicle Fleet Distribution
Datasets

A sensitivity analysis on varying the vehicle fleet distribution datasets in the sim-
ulation was performed, and the results are shown in Fig. 8. Two different datasets;
Tohir and Spearpoint [16], and Anderson and Bell [16] were used in the analysis.
The results show that Anderson and Bell’s dataset produces a higher overall
probability of fire spread as compared to Tohir and Spearpoint’s dataset. This is
because Anderson and Bell’s data has a higher portion of heavier vehicles com-
pared to Tohir and Spearpoint’s. One notable example is Anderson and Bell’s
portion for Passenger Car: Mini class is 0.1%, while for Tohir and Spearpoint it is

Fig. 7 Combination of probability of fire spread results for Scenario 1 and 2
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9.0%. A higher portion of heavier vehicles means a higher possibility of getting
higher peak of heat release rate, thus, a higher possibility of igniting the neigh-
bouring vehicle. Thus, the sensitivity analysis study shows that different vehicle
distributions affect the probability of fire spread between vehicles.

4 Conclusion

This study was undertaken to quantitatively assess the probability of fire spread
from a burning vehicle to another vehicle within its vicinity, given no interruption
of the fire by firefighters and/or fire suppression systems. Using the specified inputs,
this study has shown that, for Scenario 1, the probability of fire spreading to the
neighbouring vehicle is 0.63 – 0.90, depending on the effective distance.

For Scenario 2, the highest probability of fire spreading for the shortest effective
distance is 0.23, and probability for the longest effective distance (6.4 m) is 0. It is
also found that the empty space between two vehicles is able to reduce the prob-
ability by at least 0.40.

Using the combination of results for Scenario 1 and 2, an equation of y ¼
0:045x2 � 0:62xþ 2:11 is obtained to estimate the probability of fire spread for
different effective distance between 2.2 and 6.4 m.

Using different vehicle fleet distributions datasets affect the selection of design
fire, thus, produces different sets of results. For more specific investigation, a dif-
ferent dataset of vehicle distribution fleet can be adopted in future analysis.
However, this study is limited to only one vehicle initially burning. The effect of
having two vehicles burning could have been different due to the higher intensity of
energy released from the two vehicles.

Fig. 8 Sensitivity analysis of using different vehicle fleet distributions
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It is to note that the work in this chapter excludes the intervention of firefighters
and fire suppression systems to the fire. The intervention to the fire could have
given a different effect to the probability of the fire spread to other vehicles. This is
subject to future work where potential research such as the introduction of fire
sprinkler systems into the model can be made.
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Effect of Crumb Rubber Modifier
on the Fatigue Performance of Warm
Mix Asphalt

Saeed Modibbo Saeed, Mohammad Yusri Aman,
Kabiru Abdullahi Ahmad, Ahmad Batari,
Ahmad Tijjani Ahmed Yero and Adamu Umar Chinade

Abstract Crumb rubber from waste tires is incorporated into asphalt mixtures as
one of the successful strategies of improving the fatigue resistance of asphalt
pavement. However, the degree of effectiveness and the percentage of CRM that
gives the best fatigue resistance has not been firmly established. In this study, the
effect of percentage crumb rubber on fatigue of rubberised warm mix asphalt
mixtures was evaluated. A Pen-grade of 80/100 bitumen, crush granite aggregate
with 9.5 mm NMAS, Sasobit at 2.5% by weight of the binder was blended with the
bitumen to achieve a warm mix binder. Crumb rubber of size passing 0.150 mm
sieve was incorporated into the WMA mixes at 0, 10 15 and 20% by weight of the
virgin bitumen using wet process of modification. Indirect Tensile Fatigue Test
(ITFT) was performed on the specimens at a temperature of 25 °C. The test was
conducted at three levels of stresses (500, 600 and 700 kPa). The laboratory results
findings indicate that the CRM significantly influence the fatigue life of the
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mixtures. Based on the fatigue predictive life model, the 20% CRM have the
highest fatigue life compared to other CRM percentages considered in this study.

Keywords Crumb rubber � Fatigue � ITFT � Sasobit

1 Introduction

Hot Mix Asphalt which is the conventional way of producing asphalt mixtures
normally at a temperature of 150–180 °C. This high production temperature have
resulted in a lot of environmental, economic, and health-related problems such as
high energy consumption, greenhouse gases emission, excessive fuel consumption,
air pollution, high-production cost, fumes, smoke, odor, and delay in traffic. These
problems have contributed in the rapid increase of environmental awareness over
the past few years.

Warm mix technology is the most effective strategy employed to alleviate the
adverse effect caused by HMA production at high temperatures. This technology is
now most widely used by pavement industries to reduce the environmental prob-
lems associated with the production of HMA under high temperatures. It was
originated in Europe, and is referred to as the technology which lowers the binder’s
viscosity thereby reducing the production temperature of asphalt mixes consider-
ably. One of this technologies is the use of Organic Additive, and the most widely
used additive is Sasobit, which is a form of Fischer–Tropsch (FT) wax [1]. It was
shown that Sasobit remarkably effects the complex modulus, (G*) of both aged and
unaged binders modified with crumb rubber modifier (CRM) [2]. Liu and Li [3]
reported that the cracking temperature of both unaged and long-aged binders
increased slightly with increasing Sasobit content. The fatigue life of Sasobit warm
mix asphalt compacted at 100 and 110 °C were equal to and better than HMA
respectively, while lower than HMA when compacted at 130 °C [4].

However, this reduction of temperature that is achieved through the use of WMA
additives [4–6], has potential influence on the performance of asphalt mixtures
which requires to be studied adequately. Cases such as the presence of residual
moisture due to the incomplete drying of the aggregate under this low heating
temperature will affect the pavement performance such as fatigue [7].

Fatigue cracking is an asphalt distress that is associated with the long-term
performance of the asphalt pavement. This distress depends on some variables such
as thickness of pavement layers, stiffness modulus, and process of fabrication
among others with several other external causes like, environmental conditions,
continuous passing of overweight trucks and poor quality control [8], and the
material properties of the asphalt mixtures are the main influencing factor of fatigue
cracking [9]. Laboratory fatigue test are commonly conducted using two mode of
testing: Constant Stress and Constant Strain mode. Based on the interpretation of
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many laboratory results, Finn et al. [10], derived these hypotheses relating pave-
ment thickness, stiffness modulus, and fatigue performance: For thin asphalt
pavement, low stiffness mixes should be used and fatigue life evaluation should be
conducted under constant strain mode of testing but the stiffness should not be very
low that will trigger rutting effect, while for thick asphalt pavement above 125 mm,
high stiffness mixes should be utilized and the fatigue life be evaluated in a constant
stress mode of testing. Many efforts have been employed in order to deal with this
distress at the design stage, one of this effort is the use of modifiers in asphalt
pavement production.

Many research efforts were focused on the use of Crumb Rubber obtained from
used tires to modify asphalt pavement in improving pavement performance. Wang
et al. [2], reported that warm mix asphalt incorporating CRM shows an influence on
the softening point and the penetration index of a CRM binder, reduce its viscosity
at high temperatures, increase stiffness of the binder, decrease traffic noise, reduce
overall maintenance cost, and increase pavement life by increasing the fatigue
resistance of the asphalt pavement.

In Malaysia, the use of rubber as an additive for pavement construction started as
far back as 1940s, but this has not been officially recorded [11]. The first recorded
trial was in 1988, the wet process was used with the mix of rubber additive in form
of latex into asphalt binder [12]. There are two most widely used processes of
incorporating CRM into asphalt mixtures. The first is Wet process, in which the
CRM is blended with asphalt binder whereas the latter is known as Dry process,
whereby CRM replaces a small portion of the mineral aggregate. The addition of
crumb rubber into asphalt mixtures can enhance the anti-fatigue property of the
mixture based on the following two reasons. One is that the presence of anti-aging
element in the crumb rubber powder, such as carbon black, increases the aging
resistance of the mixtures when added and the other reason is that crumb rubber
increases the viscosity and the elasticity of the asphalt binder thereby, improve the
asphalt film thickness on the aggregates surface and subsequently increases the
asphalt mixtures aging resistance [13]. It was found that adding crumb rubber could
significantly improve the intermediate temperature fatigue life of asphalt binders [4,
14–16]. Another study conducted by Wang et al. [13], on fatigue cracking property
of CRM asphalt mixture using the SCB test, indicated that crumb rubber concen-
tration plays a significant role in CRM asphalt mixture’s fatigue property. When the
crumb rubber concentration was 20%, CRM asphalt mixture had the best
anti-fatigue property, the fatigue life was the longest and crack grew the slowest.

Although, many researches have been conducted on the use of crumb rubber in
asphalt modification, but the degree of improvement and the cost effectiveness of
using crumb rubber in asphalt mixtures is yet to be firmly established.

However, this study aims at investigating how crumb rubber concentration
affects the fatigue life of rubberized warm mix asphalt mixtures.
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2 Materials and Methodology

2.1 Materials

The penetration grade of 80/100 asphalt binder with characteristic properties as
shown in Table 1 was used and Sasobit is added to the binder as a warm mix
additive. A single-source crushed granite aggregate was used throughout the study.

The aggregate was oven dried at a temperature of 110 °C for 8 h, and then
sieved into various sizes in accordance with AASTO T27-99, Table 2 shows the
aggregate properties and also 1.5% of hydrated lime, by weight of the aggregate
was gradually added and properly mixed with the aggregate serve as an
anti-stripping agent [17–19].

The aggregate gradation was selected based on the Superpave gradation
requirement using 0.45 gradation power chart, 9.5 mm was chosen as the Nominal
Maximum Aggregate Size (NMAS) as illustrated in Fig. 1.

In this study, the size of the crumb rubber, passing 0.150 mm sieve was selected.
The density of the crumb rubber is approximately 1.15 (g/cm3). The crumb rubber
modifier was obtained from Miroad Rubber Industries Sdn. Bhd Malaysia. Different
percentages of crumb rubber (0, 10, 15, and 20%) by weight of the binder were
used. The elastomeric compositions of the CRM are natural rubber 30%, Butadiene
rubber 30%, and styrene-butadiene rubber (SBR) 40%.

Table 1 Properties of base
binder (80/100 Pen-grade)

Test properties Values Test standard

Softening point @ 25 °C 45 AASHTO
T53-96

Penetration @ 25 °C 88 AASHTO
T49-03

G*/sind @ 64 °C (kPa) 1.262 AASHTO
T315-1

RTFO-G*/sind @ 64 °C (kPa) 4.009 AASHTO
T315-1

PAV-aged G*sind @ 25 °C
(kPa)

3258.4 AASHTO
T315-1

Table 2 Properties of the
Crushed Granite Aggregate

Test properties Values Test standard

Specific gravity 2.658 AASHTO T85

Absorption (%) 0.8 AASHTO T85

Los Angelo’s’ Abrasion 50 AASHTO T96

Impact value (%) 14.86 BS 812: part 3
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2.2 Fabrication of Samples

In this study, Sasobit was added and blended at 2.5% of the weight of the bitumen
to achieve a warm mix bitumen. The Sasobit was blended using shear mixer at a
speed of 1000 rpm for 10 min at a temperature of 120 °C. To incorporate the crumb
rubber in bituminous binder, the wet process of crumb rubber modification was
selected, the CRM was added directly to the binder before mixing with aggregate.
The crumb rubber was blended with the bitumen using shear mixer at 177 °C with
mixer speed of 700 rpm for a period of 30 min. The Optimum bitumen content
(OBC) was obtained using Superpave mix design method. The compaction was
done to achieve 4% air void using Superpave Gyratory Compactor (SGC) at
gyration levels of 8, 100 and 160 for Ninitial, Ndesign, and Nmaximum respectively for 3
to <30 ESALs as recommended by AASHTO PP28. The OBC was chosen by
examining the volumetric properties of the specimens conforming to the criteria set
by Superpave mix design criteria. Four various amounts of OBCs were used for the
four various CRM contents: 6.5, 7.2, 7.48, and 7.8% by weight of aggregate for 0,
10, 15, and 20% of CRM contents, respectively. Mixed aggregate weighing 1200 g
was used for producing the asphalt mixtures, it was kept in an oven for 2 h at 140 °
C and the bitumen was also heated for 1 h at the same mixing temperature and then
added to the aggregate. Mixing temperature was maintained constant at 140 °C.
The mixture was then conditioned for 1 h at the compacting temperature of 130°C
and then transferred into a SGC mold of 100 mm diameter for compaction. All
samples were compacted at Ndesign of 100 gyrations.

Fig. 1 NMAS 9.5 mm gradation using 0.45 power chart
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3 Test Methods

3.1 Indirect Tensile Fatigue Test

One of the methods used to determine the fatigue characteristics of HMA is Indirect
Tensile Fatigue Test. It has a benefit of using specimens that can be cored directly
from the asphalt pavement or easily produced in the SGC. This test uses a repeated
controlled stress pulse to assess the specimen and the accumulated vertical defor-
mation is plotted against the number of load pulse. It uses the same setup as that of
the ITSM setup. In controlled stress mode, the results for the test is presented by
plotting the log of the cycle counts to failure against the log of the stress imposed
using Eq. 1 whereas the controlled strain mode, the result is presented by plotting
the cycle counts to failure against the strain imposed using Eq. 2. When the strain
and or stress was plotted against cycle counts to failure of each specimen in a
logarithmic scale, the relationship observed was a linear-type and a predictive
fatigue life model was established. The experimental setup is same as that of
Indirect Tensile Stiffness Modulus (ITSM) only that failure occurs under condition
of repeated loading. For this research work, the test was performed at a temperature
of 20 °C because fatigue is a pavement distress that occurs at intermediate tem-
perature and a three cyclic loading stresses were used at 500, 600, and 700 kPa,
respectively. The test condition used in this research study is illustrated in Table 3,
the tensile strain was calculated using the assumed poison ratio at the center of the
sample as a function of the stress being used and the stiffness modulus of the
sample specimen using Eq. 3. The failure of material as a result of fatigue loading
consist of three stages; first stage has to do with condensation of the material,
second stage is the gradual increase in deformation caused by repetitive load cycle,
and the final stage is the material reaches it failure point [14].

The fatigue behavior is characterized by relating the number of load cycles to
failure. This is expressed using the following equations:

Nf ¼ a
1
r

� �b

ð1Þ

Nf ¼ k
1
e

� �n

; ð2Þ

Table 3 Input parameters used for ITFT

Test condition Test requirements

Stress level Between 10 and 700 kPa

Target rise time 124 ms (equivalent to a frequency of 1.33 Hz)

Failure criterion 9 mm vertical deformation

Test temperature 25 °C
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where Nf is the cycle counts to failure, r is applied stress, e is initial strain, and a, b,
k and n are regression coefficients called the fatigue parameter, which are related to
the properties of the mixture. The horizontal tensile strain is calculated using

emax ¼ rmax 1þ 3lð Þ
Sm

ð3Þ

whereas emax is the highest strain, rmax is the highest stress, Sm is the stiffness
modulus and l is the poisson ratio.

4 Results and Discussion

4.1 Indirect Tensile Fatigue Test (ITFT) Result

Result of the Indirect Tensile Fatigue Test shows that at all level of stresses, the
samples containing crumb rubber modifier have more number of cycle counts to
failure as compared to the unmodified (control) samples with zero percent CRM.
Table 4 shows the fatigue characteristics relating the applied stress, stiffness
modulus, and the accumulated strain with the cycle counts to failure for all the
specimens (with and without CRM) with their corresponding fatigue predictive
model.

The relationship between the fatigue life and the accumulated strain illustrated in
Fig. 2 indicates that CRM addition into warm mix asphalt mixtures improved the
fatigue life of the mixtures and also reduce their strain accumulation [11]. This
shows that adding crumb rubber into warm mix asphalt mixtures has beneficial

Table 4 Input parameters used for ITFT

Percentage
CRM

Stress (r)
(kPa)

Strain,
ef

Nf Fatigue model R2 P-value

0% CRM 500 686.728 2823 Nf = 6.05E + 08(1/Ɛ)1.871 89.83 0.207

600 824.074 2399

700 961.419 1489

10% CRM 500 644.182 3337 Nf = 1.39E + 07(1/Ɛ)1.642 99.33 0.052

600 773.019 2570

700 901.855 1916

15% CRM 500 611.484 3824 Nf = 5.18E + 06(1/Ɛ)1.837 96.85 0.114

600 733.781 3005

700 856.078 2050

20% CRM 500 592.400 3920 Nf = 1.87E + 09(1/Ɛ)2.047 99.81 0.028

600 710.880 2768

700 829.360 1966
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effect on its fatigue life. It was also noted that the fatigue life decreases as the stress
level is increased, the higher the stress is, the lower is the resulting fatigue life. It
can be seen from the result obtained and the basic fatigue predictive model that the
samples modified with 20% CRM have the higher fatigue life with low value of
strain. This finding is in agreement with previous researches on the effect of crumb
rubber on fatigue [4, 11, 13–16]. This shows that crumb rubber modifier has
beneficial effect in sustaining higher tensile strains within asphalt concrete.

It is evident that incorporating crumb rubber into asphalt binder causes an increase
in the viscosity and elasticity of the asphalt binder and the presence of anti-aging
element in the crumb rubber powder such as carbon black increase the aging resistance
of the binder and also improve the elastic recovery of the modified mixture and
therefore, enhance the binder asphalt film thickness on the aggregates surface and
subsequently increase the asphalt mixtures aging resistance and prevent crack initi-
ation [13, 20]. The high elasticity and the improved tensile strength evident in the
modified mixtures help in preventing cracks formation and propagation [16].

It can be seen in Fig. 2 that the lower percentages of crumb rubber (10 and 15%)
considered in this study displayed negative effect on the fatigue life of the samples.
Based on ANOVA analysis conducted, the lower CRM percentages recorded an
effect that is insignificant in improving the fatigue life of the specimens having P-
values greater than the assumed a = 0.05, while the 20% CRM displayed a highly
significant effect on the fatigue life with p-value of 0.028.

5 Conclusion

Based on the study conducted, conclusion can be stated as
The addition of crumb rubber into warm mix asphalt improved the fatigue life of

the samples significantly which may be due to the increase in the viscosity,

Fig. 2 Accumulated strain versus Fatigue life
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elasticity, and the aging resistance of the modified samples. It can also be seen that
the 20% CRM significantly influences the fatigue style of the WMA samples with
p-value of 0.028 and it resulted in the longer fatigue life as compared to the other
percentages considered in this study.
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Evaluation of Aramid Fibre-Reinforced
Asphalt Mixtures

Adham Alnadish and Yusri Aman

Abstract Continuous efforts by scientists and researchers are made to offer
high-performance asphalt mixtures with longer service life, thus minimizing neg-
ative impacts to the environment, environmental sustainability, costs resulting from
the rehabilitation, and maintenance of roads. In this regard, fibers can provide a
distinct material in the enhancement of asphalt mixture performances. Fibers have
been used in asphalt mixtures for decades due to their abilities in improving of
asphalt mixtures performance. Aramid fibers are synthetic fibers with
high-performance properties. This study is aimed to assess the ability of Aramid
fiber in improving asphalt mixtures performance. Aramid fibers were added to the
asphalt mixtures in different contents; i.e., 0.05, 0.1, 0.2, and 0.3% by total weight
of the aggregate. Asphalt mixtures were performed by resilient modulus test at two
temperatures 25 and 40 °C that indicates the mixture’s resistance to fatigue and
rutting resistance, respectively. Response Surface Methodology (RSM) using
Design Expert 6.0 software was used to analyze data obtained. The results indicated
that introducing of the Aramid fibers to mixtures increased the performance of
mixtures in terms of resilient modulus by around 25% at 25 °C and 20% at 40 °C;
compared to the control mixtures without fibers. The optimum content of Aramid
Fibers was at 0.05% to the total weight of the aggregate.
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1 Introduction

Asphalt mixture is a combination of aggregates and binder, which is used in the
paving and rehabilitation of roads [1]. Asphalt mixtures are characterized by their
lower costs and greater flexibility than concrete [2]. Therefore, there are vigorous
efforts by researchers and scientists to improve the performance of asphalt mixtures
either by using additives to improve binder or using material to improve the
mixtures [3]. One of the common material, which have been widely used are fibers
[4]. Using fibers in asphalt mixtures have been used for decades due to their
abilities in improving asphalt mixtures performance in terms of increasing resis-
tance to cracking, increase-rutting resistance, and durability of the asphalt mixtures.
In addition to that, it offers a longer service life compared to the traditional asphalt
mixtures without fibers [5–7]. Polypropylene, polyester, and aramid are the most
widely used fibers, which fall within polymer fibers [8]. Aramid fiber is a type of
synthetic fibers, which is synthetic polyamides of long-chain, and what distin-
guishes it from other types of fibers its high tensile strength and melting point [5].
Many researchers have in depth investigated their properties and their effectiveness
as a 3D reinforcement in asphalt mixture. Abtahi et al. [9] investigated the effect of
polypropylene and fiberglass by different content in asphalt mixtures. The
polypropylene fiber contents were 2, 4 and 6% by total weight of the binder, the
fibers length were 12 mm. In view of that, the mixing method adopted by
researchers was wet method. In term of fiberglass, the content were 0.05, 0.1, and
0.2% to the weight of aggregate, its length was 12 mm. In this aspect, asphalt
mixtures performance was evaluated by Marshal’s method. The results indicated
that the higher polypropylene content results in lowering penetration and ductility
exceptionally higher penetration in term of properties of bitumen tests. Besides that,
the polypropylene content increased the stability and air voids and the flow has
decreased with regard to Marshal tests. On the other hand, addition of fiberglass to
the mixtures contributed in increasing of asphalt mixture performance at 0.1%
fiberglass content. The optimum combination content for polypropylene and
fiberglass were at 6 and 0.1%, respectively, that showed better outcome compared
to the reference mixtures.

In similar content, Xu et al. [10] studied the effect of four types of fibers, which
includes polyester, polyacrylonitrile, Lignin, and asbestos. Researchers conducted a
comparison of the properties, proportions, and effects. The polyester was added at
varying content, which range from 0.20 to 0.50% and the others were added at fixed
content 0.3% by total weight of the mixture. These fibers were evaluated in the
dense mixtures; the results indicated that all fibers increased slightly the perfor-
mance of asphalt mixtures in terms of resistance to rutting and fatigue cracking and
indirect tensile strength compared to the reference mixture. On the other hand, the
lignin and asbestos fibers achieved slightly better results compared to other fibers
types. Additionally, Kaloush et al. [5] assessed the effect of aramid and
polypropylene fibers in the asphalt mixtures, these fibers were evaluated in the
dense mixtures, and the content of the fibers was 1 Ib/ton. Triaxial shear testing was
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used to evaluate failure shear and rutting resistance. The results indicated that
addition of fibers increased the performance of the mixtures concerning of failure
shear compared to the reference mixtures. On the other hand, flow number of the
mixtures was 15 times greater than reference mixtures, flow number corresponding
to the permanent deformation test. Furthermore, dynamic modulus test indicated in
results that mixtures containing aramid and polypropylene fibers improved the
performance of the mixtures with regard to the moduli compared to the control
mixtures without fibers at different temperatures and different frequencies.
Moreover, the results of fatigue cracking and indirect tensile strength at low tem-
peratures (0, −10, and −20 °C) showed that mixtures containing fibers had better
results compared to the control asphalt mixtures. However, the performances of the
mixtures with fibers were higher than reference mixtures in terms of permanent
deformation, fatigue cracking, fracture energy, thermal cracking, and indirect ten-
sile strength.

2 Materials and Method

A penetration grade 80/100 of the bitumen produced by Petronas obtained from
UTHM highway laboratory was used. Table 1 shows the physical properties of the
binder. Crushed granite aggregate with a nominal maximum size aggregate
12.5 mm were used, Table 2 and Fig. 1 show the properties and gradation of the

Table 1 Physical properties of bitumen

Properties Test value Standard

Penetration at 25 °C, 1/10 mm 87 ASTM D 36–06

Ductility at 25 °C (cm) >100 ASTM D 113–07

Softening point 49 ASTM D 36–06

Specific gravity at (25 °C) (g/cm3) 1.02 ASTM D 70–09

Viscosity @ 135 °C (cP)
Viscosity @ 165 °C (cP)

487
144

ASTMD44

Mixing temperature
Compaction temperature

160 °C
150 °C

ASTM D4402

Table 2 Physical properties of the aggregates

Testing Value Standard Speciation (%)

Loss angles abrasion 19.75% ASTM C 131 ≤25

Aggregate crushing value 23.6 IS: 2386 (Part IV) ≤25

Specific gravity:
Coarse aggregate
Fine aggregate

2.63
2.74

ASTM C127

Water absorption 0.743% ASTM C127 ≤2
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aggregate, respectively. Aramid fibers supplied by Surface Tech, Portland, United
States of America were used. The Aramid fibers are lightweight, and it is difficult to
introduce it to the mixture in its original state. For that, a creative solution by
Surface tech was applied through soaking the fibers in wax binder to prevent them
from blowing away when it is introduced to the mixture. Table 3 and Fig. 2 shows
the physical properties and the shape of the Aramid fibers, respectively.

3 Specimens Preparation

In this study, control specimens without fibers were prepared, and four proportions
0.05, 0.1, 0.2, and 0.3% of Aramid fibers to the total weight of aggregate were
introduced to the mixtures as a three dimensional (3D) reinforcement.

Fig. 1 Gradation of designed aggregate

Table 3 Aramid fibers physical properties

Material property Measure

Material Para-aramid fiber (50–52% by weight)

Density 1.45 (g/cm3)

Tensile strength >2.758 (GPa)

Modulus >95 (GPa)

Decomposition temperature >450 °C

Treatment type Sasobit wax (48–50% by weight)

Treatment melting temperature >80 °C

Length 19 mm

Form Filament yarn
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The specimens of the asphalt mixtures were produced using Superpave gyratory
compactor in accordance with AASHTO T312. Mixing and compaction tempera-
ture were determined based on the viscosity of the binder in accordance with ASTM
D4402, Table 1 shows mixing and compaction temperature results. Prior to com-
paction of the specimens, the aggregate were heated for four hours at mixing
temperature 160 °C according to the specifications of Superpave, this is to insure
equilibration temperature is reached, then the heated bitumen at 150 °C was added
to the heated aggregate, and then they mixed for 3 min using automatically mixer.
Thereafter, the aramid fibers were introduced to the mixtures, and then they were all
mixed for another 3 min. The procedures of introducing Aramid fiber to the mix-
tures called composite method, which is a mix of dry-and-wet method. To simulate
the short-term aging in accordance with Superpave specifications, the specimens
were aged in the oven for 2 hours at compaction temperature (150 °C) prior to the
compaction. Thereafter, the specimens were compacted by applying 100 gyratory.
The extent of gyratory compaction effort was selected based on the level of traffic
that is in this study, <30 million ESALs. Table 4 represents the volumetric prop-
erties of the mixtures, which were achieved in accordance with Superpave
requirement.

Fig. 2 Aramid fiber
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4 Test Method

4.1 Resilient Modulus

Ability of the material to absorb energy in the elastic range references to the
resilient modulus [11]. Value of the resilient modulus can be considered as one of
the important parameter, which used in the design of asphalt pavements, based on
the theory of elasticity [12]. In this study, resilient modulus test carry out in
accordance with ASTM D4123 using UTM-5P machine. Prior to the testing the
samples were kept in the climate chamber of UTM-5P machine for 2 h, at each test
temperature, this is to ensure a uniform distribution of temperature within the
specimens. This test was conducted at two temperatures, testing at 25 °C related to
the resistance of mixtures to fatigue cracking, while testing at 40 °C refers to the
resistance of mixture to rutting [13]. Three specimens with 100 mm diameter and
65 mm in height were tested per each mixture, and each sample was tested at two
different directions, the first direction was at the 0° angle then the specimen rotated
by 90°. The test consists of applying a repetitive haversine compressive load pulse
of 1000 N based on 10% by indirect tensile strength, this load was selected to be
non-destructive. The load width was 0.1 s, and the rest period was a 0.9 s rest
period (1 Hz) to simulate movement of the vehicle at high speed. The Poisson’s
ratio was assumed at 0.35. The resilient modulus of the mixtures was calculated
automatically using UTM-5P software based on the recoverable vertical and hori-
zontal deformations, which measured using a set of two LVDTs, aligned in the
diametric plane.

5 Statistical Analysis

In this study, response surface methodology (RSM) and Design Expert 6.0 software
were used to analyze data obtained. RSM is a statistical tool, which gives an
indication about the relationship and interaction between factors and responses as
well as generates a mathematical equation [14]. Additionally, two factors with one
response were analyzed. Over and above, the outputs of Design Expert were
evaluated using ANOVA. Furthermore, Proportion of Aramid fibers (0.05, 0.1, 0.2,
and 0.3%) were the first factor and temperatures (25 and 40 °C) were the second

Table 4 Volumetric
properties of the mixtures

Mixtures properties Result Requirement Status

OBC 4.78 4–9 Pass

AV 4 4 Pass

VMA 17.2 14 minimum Pass

VFA 75.5 65–75 Pass

Dust proportion ratio 1.142 0.6–1.2 Pass
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factor, while the resilient modulus was the response. Ten runs were analyzed that
represents the average value of resilient modulus per each mixture. Table 5 rep-
resents inputs data of design Expert 6 software, which are outcomes of this study.

6 Result and Discussion

6.1 Resilient Modulus

Resilient modulus is considered as an important test due to its ability to give an
indication about the resistance of the asphalt mixture to the cracking and permanent
deformation (rutting). In addition, the value of resilient modulus is the main input in
the mechanistic empirical pavement design, which used to determine strain and
stress in asphalt layer that generated from the applied load of vehicles [15].
However, Fig. 3 shows the resilient modulus of the mixtures at 25 and 40 °C that

Table 5 Experiment matrix and obtained resilient modulus results

Run Factors Response

Aramid fibers (%) Temperature Resilient modulus (MPa)

1 0 25 5760

2 0 40 865

3 0.05 25 7585

4 0.05 40 1070

5 0.1 25 5430

6 0.1 40 922

7 0.2 25 5125

8 0.2 40 885

9 0.3 25 4597

10 0.3 40 832

Fig. 3 Resilient modulus of the mixtures at 20 and 40 °C
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indicates the resistance of the mixture to cracking (fatigue) and rutting (permanent
deformation). As can be seen in Fig. 3, the asphalt mixtures containing a high
content of aramid fiber (0.1, 0.2 and 0.3%) have decreased resilient modulus at the
two-temperature test (25 and 40 °C) compared to the others, this was attributed to
the high content of the aramid fiber, which increased thickness of the specimens by
around 1–1.5 mm. On the other hand, the asphalt mixtures that containing 0.05% of
aramid fiber exhibited the highest resulted in terms of resilient modulus at 25 and
40 °C compared to the other mixtures. This is because that 0.05% of aramid fiber
represents the optimum content, which showed its ability to resist the indirect
tensile load due to that aramid successfully, reinforced the asphalt mixtures.
However, it can be seen that resilient modulus indicated that mixtures containing
0.05% of aramid fiber have increased resistance of mixture to cracking by around
25% at moderate temperature (25 °C), while it has enhanced the mixture resistance
to permanent deformation by around 20% at high temperature (40 °C) compared to
the control mixtures.

6.2 Statistical Analysis

Response surface methodology (RSM) is a statistical tool that used to investigate
how different properties related to each other, and this is described based on the
correlation between the factors and responses. On the other hand, factors represent
parameters of the test, which are temperatures test and proportion of the aramid
fiber, while the response corresponds to output of the test, which is value of the
resilient modulus [16, 17]. However, Table 5 shows the inputs of Design expert 6
software that consists the factors and response. In this paper, four-regression
models; .i.e., Two-factor interaction (2FI), Linear, Quadratic and Cubic were
assessed in order to determine the best regression model that can describe the
correlation between the factors and response as well as to generate a mathematical
equation in order to predict the resilient modulus (response). However, the
appropriate model was chosen based on some parameter; i.e. Lack of fit (DF), Prop
> F, and R-Squared. Lack of fit assesses the model in terms of fits the data, this
assessment is determined based on the differences between errors of sum and pure
of squares. In similar content, the Prob > F is considered as the most important
parameter in selecting the suitable model [18]. Prob > F value less than 0.05
indicates significant factors and considerable interaction between the factors and
response [19, 20]. Based on the analysis of the obtained data in Table 6 that
represents the ANOVA analysis, the linear regression model was suggested with the
suitable model. The lack of fit for the models of Linear, 2FI, Quadratic and Cubic
were 2, 1, 1 and 2, respectively. As can be observed in Table 6 the lower Prob > F
was significant at linear model, which was less than 0.05, this indicated that linear
model fits data well, while the other models showed not significant Prob > F that
indicates the other models are not suitable to describe the correlation between
factors and response. Moreover, R-squared used to describes how data is close to
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the fitted line, and the adjusted R-squared has the same meaning of R-squared with
the difference in explaining the variation percentage, while the predicted R-squared
illustrates how data is closed to the fitted line based on the predicted model [18]. As
can be concluded from Table 6, R-squared of Linear, 2FI, Quadratic and Cubic was
more than 90%, which indicates that the data were close to the fitted line and the
correlation between factors and response is strong. On the other hand, the predicted
R-squared of the predicted model was 0.87; in other words, the predicted response
(equation) for the linear model is favorable to predict the response. The suggested
equation for the prediction of resilient modulus (response) in the asphalt mixtures
containing aramid fibers is expressed by Eq. 1, which is a linear equation. Through
regression coefficients of this equation, it can be concluded that an increase in
Aramid fibers and temperature offset cause a decrease in resilient modulus. It can be
seen from Fig. 4 that increasing Aramid fibers content leads to the decrease the
resilient modulus, as well as the increase in the temperature causes reduction in the
resilient modulus. As shown in Fig. 5, the points of data are approximately linear,
which indicates that the data are normally distributed for the linear model, and the
selected Aramid fibers proportions were almost proper.

Resilient Modulus ðMPaÞ ¼ 14125:80230� ð3462:06897 � Aramid Fibers ð%ÞÞ
� ð319:05333 � TemperatureðCÞÞ

ð1Þ

Table 6 Summary on ANOVA analysis of aramid fiber content and test temperatures (factors)
versus resilient mosulus (response)

Sequential model sum of squares

Model
type

Sum of
squares

DF Mean
square

F value Prob > F Performance

Linear 58,614,306 2 293,07,153 53.59188 <0.0001 Suggested

2FI 1,092,183 1 1,092,183 2.395294 0.1727

Quadratic 57,195.4 1 57,195.4 0.106762 0.7571 Aliased

Cubic 449,407.9 2 224,704 0.302398 0.7592 Aliased

Residual 2,229,220 3 743,073.3

Total 1.72E + 08 10 17,181,142

Model summary statistics

Model
type

Std. Dev. R-squared Adjusted
R-squared

Predicted
R-squared

Press

Linear 739.4986 0.938695 0.92118 0.874304 7,848,760 Suggested

2FI 675.2559 0.956186 0.93428 0.891742 6,759,906

Quadratic 731.9328 0.957,102 0.922784 0.859,166 8793977 Aliased

Cubic 862.017 0.9643 0.892899 0.503473 31,004,286 Aliased
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Fig. 4 3D counter plot of aramid fiber and temperature versus resilient modulus

Fig. 5 Normal probability of resilient modulus
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7 Conclusion

The aim of this study is to investigate the ability of Aramid fiber in increasing
asphalt mixtures performances. The data obtained were analyzed using response
surface methodology. The Aramid fiber has increased the performance mixtures of
asphalt in term of fatigue cracking and rutting resistance, which were indicated by
the results of resilient modulus. The optimum content of aramid fibers was at 0.05%
by total weight of the aggregate. On the other hand, introducing aramid fiber into
the mixture at the optimum content will increase the service life of asphalt layer,
thus minimizing rehabilitation and maintenance costs.
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Investigating the Rheological
and Physical Properties for Unaged
of Crumb Rubber-Modified Binders
Containing Warm Mix Asphalt Additive

Munder Abdullah Mohamed Bilema, Mohamad Yusri Aman
and Kabiru Abdullahi Ahmad

Abstract The growing usage of crumb rubber modified in flexible pavements
justification and the requirement for a good comprehension of its physical and
rheological properties as well as its elastic behaviors. However, crumb rubber
asphalt mixtures demand rising product temperatures than traditional asphalt binder
due to the high viscosity of asphalt rubber binder. The main points of this research
are to investigate the unaged rheological and physical properties of crumb rubber
modifier (CRM) asphalt. In this study, crumb rubber-modified percentages was 0, 5,
10, and 15% from the binder weight, with adding 1.5% warm mix asphalt additive
(Sasobit). The wet method was used to mix the CRM with bitumen, the CRM
conducted at 177 °C for 30 min whit 700 rpm, and Sasobit conducted at 120 °C for
10 min with 1000 rpm. The results display that various crumb rubber contents have
important impacts on modified binder properties. The result shown that increase the
complex shear G* and decreased the phase angle d at high temperature with
increased the CRM contents. The rutting resistance parameter was rising with
increased CRM percentages at 70 °C. The softening results in rise in the temper-
ature with adding the CRM and the penetration results in reduction with the
growing CRM contents. The elastic recovery increased with higher CRM content.
The storage stability was within the range for unmodified and 5% of CRM but for
10 and 15% the result was over the range. From the results we conclude that the
CRM improves the elasticity and improves the stiffness of the modified binder.
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1 Introduction

In highway pavement industry, the usage of crumb rubber in flexibility asphalt
pavements is considered as a brilliant resolution for sustainable evolution by
recycling rubbish material. Previous researchers believed that crumb rubber mod-
ifier (CRM) can be an alternate polymer material in improvement of the warm mix
asphalt execution properties. Tire rubber is a blend of anti-oxidants, natural rubber,
carbon black, synthetic rubber, extender type of oils and fillers which are soluble in
warm paving grade. Reclaimed rubber, crumb rubber, and scarp rubber are various
terms used to describe recycled rubber; car and truck tires are the largest recycled
rubber sources. Car tires are primarily made of styrene butadiene rubber (SPR) or
polyisoprene and carbon black. Truck tires on the other hand, consist of a higher
percent of natural rubber comparing to vehicle tires up to 30% of the combined
polymer content [1]. Rubberized bitumen binders are gained by blend the crumb
rubber from the rubbish tires in bitumen binder under specific conditions of time
and temperature. There are few methods to mix up the crumb rubber with bitumen
and previous researchers’ summarization in three various processes to product
bitumen rubber: the dry process, the terminal blending, and wet process [2]. Crumb
rubber is preparing by shredding scrap tires that is a particular material free of steel
and fiber. The rubber particle is graded and found in numerous shapes and size.
Crumb rubber is described or measurement by the mesh screen or sieve size through
which it passes during the product process. To product crumb rubber, basically, it is
important to minimize the size of the tires. There are two kinds of techniques to
produce the crumb rubber: ambient grinding and cryogenic process [1]. Two var-
ious methods use mix the crumb rubber with the bitumen; first, it can be mixing the
crumb rubber in the bitumen as binder modifier. Second, it can be by substituting a
portion of a fine aggregate with ground rubber that completely reacts with bitumen.
Few factors can affect the modification impacts which include the base bitumen
constituents, temperature, mix time, type of mixing, percentages of crumb rubber,
gradation of crumb rubber, and grinding process method [3]. Reference [4] con-
cluded from his study, that the crumb rubber can be employed as modifier for
bitumen to reduce waste tires pollution and enhance the engineering properties of
bitumen mixes.

The elasticity or elastic recover describes the ability of the bitumen binder to
elongate when tension is applied and it will be back to the original shape when the
tension is released. The degree of the elasticity was used as an indicator of per-
manent deformation in asphalt material [5]. The elasticity properties are very sig-
nificant factors that affect at both fatigue and rutting resistance selection and
evaluation. The elasticity is a property that indicates the quality of the crumb rubber
ingredients in bitumen binders [6]. According to [7], the elasticity of crumb
rubber-modified binders leads to an increase as the rubber particle size reduction.

Reference [8] reported that applying the crumb rubber to the flexible mixture
should also take into consideration its impact on chemical, physical, and rheological
features of the bitumen binders modified by the crumb rubber. The improvements
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achieved in the properties of the binders modified by the crumb rubber depend on
the interactive relationship between the bitumen and crumb rubber. According to
[9] rutting is essential measure of the performance of pavements in multiple
pavements design process. Rutting can occur as a result of problem at sub-grade
and unbound base course. The rutting inability is a consequence of heavy truck-
loads with high tire pressures and high asphalt temperature. Hence, considerable
option of bitumen binders and aggregate combination will assist in providing
optimum performing asphalt pavements. Reference [10] concluded in his study, that
the use of crumb rubber modified has important effect to enhance the mixture
resistance of rutting deformation. In a study conducted by Sun et al. [11], the
addition of crumb rubber modified rises the rutting resistance of asphalt binders.
The outcome from the lab test study gives some important result such as higher
stiffness and hardness at 60 °C than the unmodified binders.

2 Material and Method Use

In this study, bitumen binder 80\100 penetration grade was used. Crumb rubber
powder of 20 mesh sizes (passing 0.15 mm) used. The crumb rubber was obtained
from a Malaysian Supplier (Miroad Rubber Industries Sdn Bhd) the CRM was
produced by mechanical shredding and then grinded at ambient temperature. The
sasobit® was fixed addition by 1.5% from the binder weight. Some tests were done
such as penetration test ASTM D4, softening test ASTM D36, elastic recovery
ASTM D-6084, storage stability test, and the dynamic shear rheometer
(DSR) ASTM D4.

The modified binders used in this study were prepared by blending the Original
80/100 bitumen with Sasobit® and crumb rubber, this process is known as “Wet
Process” because the additive(s) were added to the bitumen. The unmodified
penetration grade bitumen 80/100 (Original or virginal “A”) was blended with the
additives to produce three additional binders; B, C, and D depending on the binder
composition, Table 1, shows the matrix of binder identity and composition.

CRM was added at 5, 10, and 15% by weight of the base binder to produce
crumb rubber modified binders; CRM blending was conducted at 177 °C and
mixed continuously for 30 min, using mechanical mixer at 700 rpm [12]. The 1.5%

Table 1 Binder identity and composition matrix

Binder identity Constituent materials (%)

80/100 Bitumen Sasobit® (%) Crumb rubber (%)

A 100 – –

B 100 1.5 5

C 100 1.5 10

D 100 1.5 15
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Sasobit® by weight of the base binder which is within the recommended dosage of
0.8–3% [13]. The sasobit® was added at 120 °C and was blended the same way the
CRM was blended only that the mixing speed and time was 1000 rpm and 10 min
respectively. The prepared binders were used immediately after modification, to
avoid segregation upon storage due to its poor storage stability. Figure 1 show the
mixer shear.

3 Result and Discussion

3.1 Penetration Test

The results of penetration for the original (virgin), and CRM-modified warm asphalt
binders are shown in Table 2. The virgin binder has an average penetration value of
96 mm and is therefore 80–100 grade.

Figure 2 display the penetration result. The penetration values for warm asphalt
binder with 5% CRM are 69 mm, with 10% CRM is 58 mm, and with 15% CRM is
46 mm. The penetration values gradually decrease as the additive content increases,
[14] attributed the decrease in penetration values to increase in the viscosity and
stiffness. With respect to the virgin binder, it was observed that modification with
1.5% Sasobit® and with further addition of: 5, 10, or 15% CRM, so the 15% of

Fig. 1 Binder blending with shear mixer
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CRM is the highest penetration result. There is reduction at result and the reduction
percentages were calculated from original binder to the other modified percentages.
The highest reduction happened, it was from original to 15% of CRM and it was
52%. The penetration result was analysis by (ANOVA). The significant effect
shown that p-values of 0.001, 0.004 and 0.009 for original binder compare with the
different percentage of modified binders. The influence respectively so the values
less than the assumed a = 0.05 at 95% confidence level. The correlation coefficients
R2 was 0.9865 that means that the quality of correlation is excellent.

3.2 Softening Test

The result obtained for this test is presented in Table 3 and Fig. 3. It can be seen
from the results that the modified binders have higher softening points than the
original unmodified binder. The softening point of the virgin binder was obtained as
48.25 °C. Therefore adding CRM leads to increase the softening point which

Table 2 Result for penetration of asphalt binders

Binder Penetration values

Trial 1 Trial 2 Trial 3 Average

Virgin 100 96 92 96

5% CRM 66 70 72.3 69

10% CRM 57 57.8 60.6 58

15% CRM 48.1 46 44.3 46
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improves stiffness. It is reported that higher crumb rubber content leads to increase
the softening point [10]. Table 4 shows that softening point increases with the
addition of CRM with a significance level 0.035 is 5% of CRM, 0.012 of 10% of
CRM, and 0.002 of 15% of CRM. The correlation coefficients R2 was 0.983, the
result was excellent according to the percentage of the response variable variation
that is the analysis by a linear model.

There is rise in temperature between the original binder and the modified binder at
softening points and the increase happened with add the CRM to the binder. The
increase was 11.3% between the original and the 5% of CRM and the increment
between the original binder and 10% of CRM was 15%. The highest increase
happened at 15% of CRM and it was 21%. In addition, the crumb rubber increases
the stiffness of the binder and more temperature is required to make the binder
soft, as this can be advantageous to prevent the distress at pavements modified.

Table 3 Result for softening point of asphalt binders

Binder Softening point degree (°C)

Trial 1 Trial 2 Average

Virgin 47 49.5 48.25

5% CRM 54 54.8 54.4

10% CRM 55.8 57.5 56.65

15% CRM 60 62.2 61.1

Fig. 3 Chart for softening point result of binders
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This finding agreed with results obtained by Kim et al. [15], that the crumb rubber
addition influenced the softening point and cause increase in the stiffness of the
binder. The correlation coefficients R2 was 0.983, the result was excellent accord-
ing to the percentage of the response variable variation that is analysis by a linear
model.

3.3 Storage Stability Test

It was conducted after modification and before in order to ensure the blending
process were effective and the crumb rubber modified are in stable condition during
the storage period. The storage stability of binders is evaluated by comparing the
values of softening point of one-hird top and bottom cut sections of the binders.
Table 4 displays the result of storage stability test.

As illustrated in Fig. 4, softening point from top section of storage tube was less
than the bottom section of storage tube. The difference of softening point value
between the top and the bottom section of control binder was 0.8 and this result was
within the range which is less or equal to 2.2 °C for unmodified binder the result
showed an increasing value of difference as the crumb rubber content increased.
The proper result was obtained only for 5% sample, considered as stable storage
blend as the differences value of the top and bottom section are less than 2.2 °C. For
percentages 10 and 15% the binder was unstable due to the high crumb rubber
content, the result was 4.6 and 7.6 °C respectively.

Table 4 Display the result of storage stability test

CRM
(%)

Trial Top
temperature
(°C)

Average Bottom
temperature
(°C)

Average Differences

0 1 46 46 47 46.8 0.8

2 46 46.6

5 1 53.8 54 55 56 2

2 54.3 57

10 1 60.3 59.9 63.9 64.5 4.6

2 59.6 65

15 1 64.2 63.5 70 71.3 7.6

2 62.7 72.6
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3.4 Elastic Recovery Test

It is measured using a ductilometer to elongate an asphalt specimen at a constant
rate. This test is conducted according to ASTM D-6804 at 25 °C the elastic
recovery value was increased as the crumb rubber content rising and the Table 5
display the result of elasticity test.

Figure 5 displays the elastic recovery test result. Elasticity result showed that
high content of crumb rubber has significant effect on the modified binder, which
represented the consistency with binder elasticity and recovery after deformation
move. Hence, the rutting resistance improves for the binder. The elastic recovery
values increased from 27% for control binder to 89 for 15% of crumb rubber
modified, indicating the ability of the binder recovers its original shape following
application and release of the stress. An addition, the crumb rubber consists of the
elastomers and it is well known that the synthetic rubber increases the elastic
behaviour of crumb rubber modified binder.

Fig. 4 Storage stability chart result

Table 5 Elastic recovery test result

CRM (%) Initial length (cm) Final length (cm) Average Elastic recovery (%)

0 20 14.2 14.6 27

15

5 20 9.9 10.2 49

10.4

10 20 6 7.3 63.5

8.5

15 20 2.5 2.2 89

1.8
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3.5 Dynamic Shear Rheometer

The rheology or viscos-elastic properties of asphalt binders are best defined by two
parameters; complexmodulus “G*”and phase angle “d” [16]. TheG* gives an idea of
the binder stiffness at different temperature and loading rate, while d is the phase angle

Fig. 5 Elastic recovery result chart

Fig. 6 Effect of CRM on complex modulus “G*” and Phase angle “d”
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between stress and strain, its values range from 0° to 90°, from some perfectly elastic
materials to a perfectly viscousmaterial respectively, this means the smaller value of d
is the higher elastic. Figure 6 and Table 6 presents the viscos-elastic properties of the
virgin and warm asphalt binders modified with different CRM content.

The (original or virgin) binder is the lower G* and the higher d, also it was look
out that warm asphalt modification with 5 and 10% further almost the same G*, But
with 15% CRM content, the G* values was the highest test temperature. Meantime,
the higher G* values of the modified binders compared to the original shows that
their stiffness raises with crumb rubber modified addition [17].

Based on these outcomes the highest get better in G* was achieved with 15%
crumb rubber-modified content. Furthermore, phase angle “d” which is a mea-
surement of the elasticity of the binders the d values for the modified binders are
mostly bring down (more elastic) compared to the original binder.

The binder with 5% CRM is more elastic than (original binder) without crumb
rubber modified but is minimal elastic than the binder with 10% crumb rubber
modified, and the binder with 15% crumb rubber modified content was found to be
the most elastic over the entire range test temperatures considered.

In superpave® instruction, high temperature grade has been defined as the failure
temperature, the G*\sin d parameter was to evaluated the rutting resistance which is
more than 1 kPa. Figure 7 display the effect of crumb rubber modified on rutting
resistance and failure temperature.

According to Fig. 7 obtained results indicate that for unaged specimens, at 70 °C
the rutting parameter was increased with higher crumb rubber modified content that
due to the elastic properties of the crumb rubber particles which is back to original
shape after release it from the loading. For the failure temperatures, the unmodified
binder and 5% of crumb rubber modified was the lower failure temperature with 64.
On the other hand, the 10% of crumb rubber modified have higher failure tem-
perature with 76 °C. The 15% of crumb rubber modified was over the range of
failure temperature which is reach to 82 °C and the failure not happened yet that
because two reasons; first, the crumb rubber need high temperature to melting.
Second, the high crumb rubber content 15%.

Table 6 DSR result for complex modulus and phase angle

Temp.
(°C)

Virgin 5% CRM 10% CRM 15% CRM

G*
(kPa)

d G*
(kPa)

d G*
(kPa)

d G*
(kPa)

d

46 17.6 83.5 23.98 81.5 23.29 74 45.55 62.67

52 6.73 85.93 9.08 84.26 10.14 76.98 22.16 61.52

58 2.76 87.64 3.76 86.35 4.68 78.74 11.67 58.47

64 1.25 88.8 1.66 87.85 2.24 79.26 6.81 52.47

70 0.61 89.59 0.77 88.91 1.15 78.11 4.6 44.62

76 – – – – 0.61 75.46 3.51 36.77

82 – – – – – – 1.15 28.21
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4 Conclusion

Based on the study outcome, the following conclusions were drawn:

– The result of softening point test was identical with others researches was done
the temperature was increased with rise the CRM percentages and when the
crumb rubber increases the stiffness of the binder rise and more temperature is
required to make the binder soft.

– The penetration test result shows significant decrease in the penetration values
of modified binder due to high crumb rubber content in the binder. With
increased the crumb rubber percentages the binder was more hardness and
stiffness because lower penetration values.

– The elastic recovery test was important to discover the elastic properties of
crumb rubber modified, the result showed that the elasticity growing with
increased the crumb rubber content.

– The storage stability test was to conduct if the binder stable and can use it at
mixtures, the result displayed that for original and 5% of crumb rubber the
binder was stable and under the range but for 10, 15% of crumb rubber the
binder was unstable and over the range.

– The rheology properties of asphalt binders are better defined by two parameters;
complex modulus “G*”and phase angle “d”. For complex modulus G*
increased with higher crumb rubber content and phase angle d decreased with
rise the crumb rubber content. All thus, the crumb rubber has elastic properties
and these elastic properties transform to the binder.

Fig. 7 The effect of crumb rubber modified on rutting resistance and failure temperature

Investigating the Rheological and Physical Properties … 1399



– The DSR test was conduct to investigate the rutting parameter G*\sin d and the
failure temperatures, the result was the rutting resistance up with rising the
crumb rubber content. For the failure temperature was increased with increased
the percentages of crumb rubber.
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Application of Recycled Polyethylene
Terephthalate Fiber in Asphaltic Mix
for Fatigue Life Improvement

Nura Usman, Mohd Idrus Mohd Masirin, Kabiru Abdullahi Ahmad
and Ahmad Suliman B Ali

Abstract The study aim is to determine the suitability of recycled polyethylene
terephthalate (PET) fiber in fatigue life improvement of asphalt concrete mix.
Fatigue crack is among the principal distresses that shortens the life span of flexible
pavements. The aim was achieved through laboratory experiments (indirect tensile
stiffness modulus and fatigue tests) to determine the fatigue characteristics of
reinforced and neat asphalt mixtures. The reinforced mixtures were prepared using
recycled PET fiber at 0.3, 0.5, 0.7, and 1.0% by total weight of mixture. The result
was analyzed through regression analysis and fatigue life-prediction models were
developed. The stiffness modulus of reinforced mixtures was improved by 19% at
0.3%, 34% at 0.5%, 4% at 0.7% and decreased by 34% at 1.0% recycled PET fiber
reinforcement compared to neat mixture. The developed fatigue life-prediction
models are statistically significant with p-values < 0.05. The fatigue life of recycled
PET fiber reinforced mixtures at higher strains was highly improved at 0.3%
reinforcement, while 0.5% reinforcement exhibited higher fatigue life at lower
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strain levels compared to neat mixtures. Therefore from the result and analysis
conducted, recycled PET fiber has proved to be effective in fatigue life improve-
ment of asphalt concrete.

Keywords Fatigue � Improvement � Asphalt concrete � Polyethylene
terephthalate � Fiber

1 Introduction

Asphalt concrete mixture is a visco-elastic material made up of aggregates, bitu-
men, filler, and additives for enhancement of performance which is used as road
surface layer in flexible pavement. Fatigue cracking is among the principal dis-
tresses that shorten the life span of flexible pavement, it usually occurs due to
successive tensile strain induced by wheel loads at the bottom of asphalt mix layer
[1]. In other words, vehicular loads cause the growth of micro- and macro-cracks
which are the fatigue failure mode in asphalt pavements. A number of factors such
as temperature, moisture, and aging do also contribute to flexible pavement fatigue
failure [2].

The fatigue resistance of flexible pavement is its capability to stand against the
repeated bending without cracks or fracture; the minor cracks developed are the
beginning of major fatigue distress under traffic loads. Fatigue cracks are first
initiated at the base of asphalt layer due to tensile train and then propagate to the
surface [3]. Fatigue cracks are initiated when the level of applied wheel loads are
lower than ultimate stress failure level which in turn bring about cracks and finally
cause pot holes that may lead to accidents by road users [4].

The laboratory characterization of asphalt concrete fatigue resistance is usually
conducted under either constant stress or constant strain loadings. Characterization
using constant strain loading is more difficult than constant stress. Fatigue failure
under constant stress is defined base on failure occurrence after the test when the
sample fails due to excessive tensile strain [5]. To decrease the fatigue failure and
construct a durable pavement, several options have been drawn by engineers and
researchers [6]. Among the options for asphalt concrete improvements is the use of
fiber as reinforcing agent, different types of fiber are being used.

Shukla et al. [7] used a glass fiber of 10 mm in length and 1 mm in thickness to
reinforce asphalt concrete mixture. Their result indicated a maximum dosage of
0.15% glass fiber; it improved fatigue resistance by 37% compared to the neat
asphalt concrete mixture. Herraize et al. [8] checked the potentiality of Posodonia
Oceanica (Algae) fiber for reinforcement of stone mastic asphalt (SMA), they used
hemp and polyester fiber as control. In their conclusion, 1.5–2% addition of algae
fiber resulted in excellent improvement in stiffness and fatigue life.

Otuoze et al. [9] recommended a dosage of 0.5% waste high-density
polypropylene (HDPP) fiber for reinforcement of asphalt concrete mixture, which
according to them fatigue resistance and thermal cracking were improved.
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Park et al. [10] studied the crack resistance of steel fiber-reinforced asphalt concrete
at 20 °C and compared to asphalt mixtures reinforced with carbon and polyvinyl
alcohol fiber at the same temperature. Their result demonstrated that steel fiber can
significantly reduce low temperature cracking base on length of the fiber and its
diameter. Xiong et al. [11] recommended the use of 0.45% brucite fiber for effective
enhancement of stability of mixture at high temperature, its resistance to crack at
low temperature and develop more resistance to moisture damage.

In another related studies conducted by Xue and Qian [12], performance of
epoxy asphalt mix reinforced with mineral fiber was evaluated. The findings
revealed that 8 mm length and 9% mineral fiber can reduce cracks at low tem-
perature and improve tensile strength, but mineral fiber reduces the construction
time for epoxy asphalt concrete mixture. In their contribution, Vadood et al. [13]
developed a model for fatigue life prediction of hybrid (polypropylene/polyester)
fiber-reinforced hot mix asphalt mixture. Based on their research, 10 mm length of
fiber was recommended with the best fatigue life improvement at 1% polypropylene
fiber reinforcement.

In view of the above, it is obvious that most of the researches conducted on fiber
modification of asphalt concrete have focused on synthetic and expensive fibers, with a
little trial on recycled polymeric fibers. Therefore, it is desirable to search for affordable
and useable fiber for strength improvement of asphalt mixes against fatigue cracking.
The study’s aim is to determine the suitability of recycled polyethylene terephthalate
(PET) fiber for the fatigue life improvements of asphalt concrete mixture.

2 Materials

The selection for the materials used in asphalt concrete needs to be based on quality
[2], therefore the materials used in this study were selected based on their perfor-
mance in control tests. For aggregates, the tests conducted were aggregates impact
value, flakiness index, elongation index, fine aggregates angularity, and sand
equivalent tests. The results for aggregates tests are presented in Table 1.

Quality test such as penetration, softening point, flash point, fire point, ductility,
and viscosity tests were conducted on the bitumen binder, the result is presented in
Table 2. In all the tests conducted, the property of the bitumen binder is with the
acceptable range provided by ASTM standard specifications.

Table 1 Properties of aggregates used

Property Method Value (%) Requirement (%)

Flakiness index BS-812-105-1 15 <20

Elongation index BS-812-105-2 17 <20

Aggregates impact value BS-812-112 21 <30

Fine aggregates angularity AASHTO T304 49.5 Min 45

Sand equivalent AASHTO T176 51.3 Min 45
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Aggregates gradation was conducted based on Superpave mix design criteria
using maximum nominal aggregates size (NMAS) of 12.5 mm. Figure 1 shows the
designed aggregates gradation which avoided restriction zone as recommended by
superpave system [14].

The recycled PET fiber used in this study was made using used PET bottles. PET
is a ubiquitous thermoplastic polymer used for packaging of soft drinks, drinking
water, and other daily household needs. At a temperature of 175 °C, PET can bear a
shear stress and possesses toughness [15].

Recycled PET fiber was produced using shredder, recycle PETs were collected,
washed and cut to sheets then shredded to the size of 0.78 mm � 10 mm (Fig. 2).
The size is similar to fiber sizes used by Usman et al. [2], Xue and Qian [12], and
Vadood et al. [13] in strength improvement of bituminous mixes. The properties of
recycled PET fiber are presented in Table 3.

Table 2 Properties of bitumen used

Test Method Value Specification

Penetration (dmm) ASTM D5-97 83 80–100

Softening point (°C) ASTM D36 47 47–52

Flash point (°C) ASTM D92-5 259 Min 232

Ductility (cm) ASTM D113-99 >100 Min 100

Loss on heating (%) ASTM D 2872 0.033 Max 0.5

Viscosity at 135 °C (Pas) ASTM D4402 0.487 Max 3

Fig. 1 NMAS 12.5 mm
aggregates gradation
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3 Mixture Design and Experimental Methods

3.1 Mixture Design

Mix design is the next step in asphalt concrete production after material selection.
In this study, Superpave method was used for mixture design. Five different mixes
containing 0, 0.3, 0.5, 0.7, and 1.0% recycled PET fiber were designed and pre-
pared using AASHTO-T312-11 [16] and compacted using gyratory compactor. The
design was based on medium to high category of traffic load, i.e., between 3 and
less than 30 million ESALs in which the mixtures’ design density was achieved at
Ndesign of 100 gyrations.

From rotational viscosity test of the bitumen binder used, the mixing and
compaction temperatures were 165 and 155 °C respectively. Aggregates were
heated at 165 °C for 2 h then mixed and blended with recycled PET fiber, this

Fig. 2 Recycled PET fiber

Table 3 Physical and
mechanical properties of
recycled PET fiber

Property Method Value

Tensile strength (MPa) ASTM C1557 192.4

Stiffness (N/m) ASTM C1557 27,693

Young’s modulus (MPa) ASTM C1557 3924.2

Elongation at break (%) ASTM C1557 34.2

Water absorption (%) ASTM D570 0.2

Specific gravity (g/cm3) ASTM D792 1.356
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mixing technique is called dry process [17]. Finally, bitumen was added to
aggregates-recycled PET fiber mixture.

Table 4 is a summary of volumetric properties of designed mixture, and Table 5
shows the optimum bitumen contents and air voids of recycled PET fiber-modified
mixtures.

3.2 Experimental Tests

3.2.1 Indirect Tensile Fatigue Test (ITFT)

Indirect Tensile Fatigue Test (ITFT) is widely used in the United Kingdom. The test
uses a specimen in cylindrical shape prepared in the laboratory or cored from field
pavement. The advantage of ITFT is that it is simple to conduct and suitable to
evaluate the stiffness and fatigue characteristics of asphaltic mixes for construction
sites. In this research, the test was conducted according to BS EN 12697-24-2012
[18] under stress control mode [19].

This was performed on both recycled PET fiber-modified and unmodified
asphalt mixtures, the test involves the measurement of indirect tensile fatigue
resistance of the mixtures using IPC UTM-5 universal testing machine (UTM).
A uniform tensile stress was applied at 20 °C to the specimen [20]. This would
simulate the field condition in which repeated loading and other environmental
factors tend to undermine the strength of the pavement by means of fatigue cracks.

The asphalt concrete samples were prepared at 4% air voids using respective
optimum bitumen contents. Samples and other testing accessories were cured at
20 °C for 2 h in the environmental chamber to ensure the uniformity of test tem-
perature throughout the samples [21]. After 2 h, the samples were loaded with a

Table 4 Properties of asphalt mixture

Property Value (%) Criteria (%)

Air void 4 4

VMA 16 Minimum 13

VFA 75 65–76

Bitumen content 4.7 4–11

Table 5 Air void and bitumen content of recycled PET fiber modified mixtures

Percentage of recycled PET fiber (%) Air void (%) Optimum Bitumen content (%)

0.30 4 4.7

0.50 4 4.9

0.70 4 4.9

1.00 4 5.2
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repeated compressive haversine wave shape load of 500, 600, and 700 kPa stress
levels. Cycle pulse width was 124 ms and cycle pulse period was 1000 ms. The
tests were terminated when samples’ vertical deflections reached 10 mm or when
the sample failed and disintegrated into two parts and the number of cycles were
recorded [20].

3.2.2 Indirect Tensile Stiffness Modulus Test (ITSM)

ITSM is a non-destructive test and was conducted according to BS: DD 213: 1993
[22]. The stiffness modulus of a mixture is evaluated by applying a repeated load
pulses with rest periods along the vertical diameter of cylindrical samples. IPC
UTM-5 Universal Testing Machine (UTM) was used for the determination of the
stiffnessmodulus in this research. The test sampleswere cured at 20 °C for 2 h prior to
the testing time [21]. The samples were then subjected to a cyclic load in the haversine
wave shape, the samples were initially preconditioned at 50 count pulse, the loading
pulse width was 100 ms and pulse repetition period was 1000 ms. Stiffness modulus
is very important in fatigue life prediction of asphalt concrete mixtures. The test setup
is similar to indirect tensile resilient modulus test as indicated in Fig. 3, each sample
was tested at 0° and at 90° and the average valuewas considered. The deformationwas
measured using linear variable displacement transducers (LVDT) shown in Fig. 3.
The Stiffness Modulus was calculated using Eq. 1.

Sm ¼ Pðvþ 0:27Þ
ðzHÞ ; ð1Þ

Fig. 3 Stiffness modulus
experimental setup
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where Sm is stiffness modulus, P is the peak applied load (N), z is the value of
horizontal deformation (mm), H is the average thickness of the sample (mm) and
v is the assumed poison ratio.

4 Results and Discussion

4.1 Indirect Tensile Fatigue Test

Figure 4 presents the load cycles to failure of neat and recycle PET fiber reinforced
asphalt mixtures for ITFT. The mixtures were subjected to 500, 600, and 700 MPa
stress levels and the number of cycles to failure was determined. From Fig. 4, the
number of cycles to failure in mixtures reinforced with 0.3 and 0.5% are greater
than that of neat mixture. This shows that recycled PET fiber can improve fatigue
life of bituminous mixes like polyester, polyacrylonitrile, lignin, and asbestos fibers
as reported by Xu et al. [23].

The improvement was due to tensile strength, stiffness, good bonding charac-
teristics, and higher storage modulus of recycle PET fiber at lower temperatures.
The result of ITFT and indirect tensile stiffness modulus are very useful in fatigue
life prediction of asphalt concrete mixture [24].

4.2 Indirect Tensile Stiffness Modulus

Stiffness modulus test was conducted on both neat and recycled PET
fiber-reinforced asphalt mixtures. The test was conducted in accordance to BS DD
213:1993 test method at 20 °C [25], Fig. 5 presents a graphical representation of
results obtained from stiffness modulus test. The stiffness moduli of mixtures

Fig. 4 Number of cycles to
failure of neat and recycle
PET fiber reinforced mixtures
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containing 0.3, 0.5, and 0.7% recycled PET fiber are higher than that of neat
mixture. This shows that recycled PET fiber increases mixture stiffness at lower
temperature which in turn prevents fatigue cracks.

When the percentage of recycled PET fiber was increased to 1.0%, the stiffness
modulus decreased compared to neat mixture. This effect was observed by
Moghaddam et al. [26] in which PET was used as fine aggregates replacement. The
reduction in the stiffness is caused by excess recycle PET fiber which has a less
surface friction when lapped each other, this would eventually reduce internal
friction of the reinforced mixtures [27].

4.3 Fatigue Life Prediction

The fatigue life prediction was performed based on phenomenological approach in
which fatigue life is expressed as relationship between initial strain or stress and the
number of repetitive load cycles to failure [28]. The main cause of fatigue cracking
is the horizontal tensile strain induced by repeated loading at the base of asphalt
layer, therefore the fatigue prediction was performed as a function of applied tensile
strain using regression equation shown as Eq. 2 [29].

Nf ¼ k
1
et

� �n

; ð2Þ

where Nf is the predicted fatigue life, et is the tensile strain, k and n are the intercept
and slope of linear regression coefficients respectively.

Using values obtained from stiffness modulus test presented in Sect. 4.2, the
maximum strain at each stress level was determined using Eq. 3 and the result is
presented in Table 6.

Fig. 5 Stiffness moduli of mixtures at various percentage addition of recycle PET fiber
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emax ¼ dmaxð1þ 3vÞ
Sm

� 1000; ð3Þ

where emax is the maximum horizontal strain, dmax is the maximum horizontal
applied stress, v is the poison ratio (0.35), and Sm is the stiffness modulus.

The number of cycles to failure obtained from fatigue test was used to determine
the coefficients (k and n) of the empirical model via regression analysis. Then these
regression coefficients were substituted in Eq. 2 to obtain the predicted fatigue life
models shown in Table 7. The models were used to predict the fatigue life of
reinforced and unreinforced mixtures at various strain values shown in Fig. 6.

In Table 6, estimated strains shown a lesser strain in mixtures reinforced with
recycled PET fiber due to its strong binding effect to bitumen and aggregates.

Table 7 contain a prediction models developed in this study, the models are
statistically acceptable due to their strong regression coefficients (R2). The R2

coefficient obtained ranges between 99.4 and 99.9 in all the models which are
statistically significant [2]. Another important statistical significance validation tool
is p-value [30], the p-values of all the models are <0.05 which is statistically
significant [31].

Figure 6 is a fatigue life-prediction plot using the developed models of this
research, the fatigue life versus strain showed a strong correlation with a linear
relationship. At higher strain levels, the predicted fatigue lives of mixtures

Table 6 Strain values at various stress levels and percentage of recycled PET fiber reinforced and
unreinforced mixtures

Mixture Stiffness e (l)

Modulus Strain at Strain at Strain at

Mpa 500 MPa 600 MPa 700 MPa

0% PET fiber 2821 363.35 436.02 508.68

0.3% PET fiber 3518 291.36 349.63 407.90

0.5% PET fiber 4280 239.49 287.38 335.28

0.7% PET fiber 2955 346.87 416.24 485.62

1.0% PET fiber 1856 552.26 662.72 773.17

Table 7 Fatigue life-prediction models for reinforced and unreinforced recycled PET fiber
asphalt concrete mixtures

Mixture Model R2 p-value

0% PET fiber Nf = 7.4593e5*(1/e)0.7058 99.6 0.038

0.30% PET fiber Nf = 1.3642e6*(1/e)0.8019 99.4 0.045

0.50% PET fiber Nf = 4.1562e6*(1/e)1.0073 99.9 0.008

0.70% PET fiber Nf = 2.3659e6*(1/e)0.9190 99.4 0.047

1.00% PET fiber Nf = 4.0188e5*(1/e)0.6182 99.9 0.019

Nf predicted fatigue life, e tensile strain
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containing recycled PET fiber at 0.3% are higher than that of neat mixture and at
other PET fiber percentages. This is similar to result obtained by Gibson and Li [32]
in which synthetic fiber modified asphalt mixes performed excellently at higher
strains. Nevertheless, at lower strain levels 0.5% PET fiber reinforcement yielded a
higher fatigue life compared to fatigue lives of neat mixture and other percentages
of PET fiber reinforcements. The fatigue life improvement of recycled PET
fiber-reinforced mixtures is the indications of good reinforcing effect of recycle PET
fiber.

5 Conclusion

It is concluded that the recycled PET fibers have shown some potential in its
application. Stiffness modulus and number of cycles to failure of recycled PET fiber
were significantly improved at 0.5% reinforcement. Reinforcement of asphalt
concrete mixture using 0.5% recycled PET fiber improves fatigue life at lower
strain and 0.3% composition at higher strain. Recycled PET fiber has proven to be
effective in fatigue life improvement of asphalt concrete mixture. Thus, the
objective of this paper was achieved by performing the necessary laboratory
investigations on the fatigue characteristics of neat and recycled PET
fiber-reinforced asphalt mixtures as presented in this paper. Finally, the fatigue
life-prediction model developed from linear regression was validated statistically as
discussed in Sect. 4. With these results, it is hoped that better understanding on
fatigue life improvement of recycled PET bituminous mixes will contribute towards
road construction quality enhancement.

Fig. 6 Plot for predicted fatigue lives of reinforced and unreinforced recycled PET fiber asphalt
concrete mixtures
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An Expert System for the Dimensioning
of Flexible Carriageways

Mouloud Belachia and Nadjette Bouacha

Abstract The use of expert systems in civil engineering and especially in road
construction has become a necessity due to the structure’s specificity in dimen-
sioning, which is completely different from other structures. The parameters
involved in road structure dimensioning are multidisciplinary in their values and
behaviors; the road structure is complex and composed of heterogeneous materials,
and its behavior is unpredictable due to the nature of the soil, the influence of
climate, and different loads it supports. This expert system proposes different
thickness, stress, and strain solutions by comparing them with the allowable values
based on different mechanical models and formulates the methods and data sheets
and then provides choices of body composition for the road based on the new
version of the Algerian pavement catalog (2003). This tool is organized in the
following forms: (1) rules derived from the experiences of professionals in the field.
For our case, these rules are drawn from one side on the catalog of new pavements
(version 2003) and another on a set of theoretical and practical method. (2) The
property of GURU to call external programs of course that it is compatible. This
property will help us to automate some models of flexible pavement sizing
“Boussinesq Model, Westgaard Model, Odemark Model” with the Dev C++
language “which is a recent version of C”. (3) The Algerian method outlined in the
catalog.
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1 Introduction

The computer in its classical form has acquired a central role in most businesses and
human activities. When a task is repetitive and well defined by an algorithm, it can
be entrusted to a computer.

The notion of algorithm involving a sequence is the basis of most classical
programs. Artificial intelligence is the discipline which tries to understand the
nature of intelligence by building computer programs imitating human intelligence.

Characterized by a large surface area, Algeria has contrasting regions in terms of
topography, climate, economic, and agricultural potential as well as density of
population. This diversity has generated the need to travel. In our country, 90% of
travel and exchanges of goods is done by road, hence the need for a new coherent
and pragmatic policy in regard to maintenance and modernization of the existing
road network and construction of new roads.

The project of the catalog “New Pavement dimensioning” is important, since it is
a recent document that summarizes the results of the behavior of materials that have
allowed rational dimensioning of structures.

Our work is based on this document which is the result of close collaboration
between Algerian and French experts and researchers (ENPC, SETRA, and LCPC)
[1, 2].

The computer tool used for the validation of this work is the expert system
generator GURU [3].

The approach in the implementation of expert systems is based on the specific
geological and climatic conditions of the country as well as resource materials
available for each region. It gives the users the choice among several alternative
dimensioned structures according to the local and regional techno-economic data of
the project.

2 Flexible Pavement Dimensioning Methods

2.1 Principle of Design

The role of pavements is to distribute the pressure exerted by the tire to bring it to a
level compatible with what can be supported by the ground support. This level of
stress is evaluated by a mechanical model of the pavement, which the researchers
try to develop, to make it more representative of physical reality, especially as the
theory requires many simplifying assumptions. The pavement design is to meet the
following two points: lower cost and optimal conditions of comfort and security. To
do so, there are two very different approaches to dimensioning the pavement: one is
empirical and another theoretical. The application of a repeated rolling load on
foundation soil causes bending strains of the structure layers. The latter leads to
compressive stresses perpendicular to the load and tensile stresses at the base layers
of the foundation [4].
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This system consists in developing methods and data sheets from the Algerian
catalog of new pavements, as well as offering suggestions and choices of body
composition for the road. This proposal is based, of course, on the mechanical
characteristics of the foundation soil (bearing capacity, composition, sensitivity to
water, frost, thaw, etc.) [5, 6], types of loads, and availability of materials around
the project site. The implementation of such a system will provide a significant gain
in computing time for engineers and owners to avoid taking costly bad decisions.

2.2 The Parameters Affecting the Dimensioning
of Pavement

The difference between these models lies in the assumptions, including the adopted
approach and the mechanical behavior of materials of pavements and soil foun-
dations [7]. In addition, the other parameters affecting the dimensioning of pave-
ments are as follows:

– The ability of the pavement layers to bear and spread loads,
– Soil-foundation sensitivity to water, and
– The effect of temperature (season) and freezing–thaw cycles.

The load on the floor is represented by q0 pressure on a circle of radius a.

• The floor support is a semi-infinite solid assumed homogeneous linear isotropic
elastic Young modulus E2 and Poisson’s ratio m2.

• Soil cannot endure without deforming a vertical stress (rz) below the allowable
pressure q0.

• Research the depth H for the vertical pressure rz which does not exceed rz
eligible.

• Thickness H can be likened to the floor thickness or make him a match floor
thickness H′ < H by a simple rule into account the E1 module granular body and
E2 module ground support.

H′ to assimilate H returns to assimilate E1 to E2. It is still necessary to realize this
dimensioning, to know precisely how the diffusion of the vertical pressures is
carried out, inside the solid mass (E2, m2).

Knowing the distribution of vertical pressure inside the massif is required to
achieve the design.

Boussinesq could solve this problem (Eq. 1) and to identify constraints; hence,
z vertical stress is shown in Fig. 1.

The vertical stress rz is maximum in the spread of line with the load circle.
At z-depth, it takes the following value:
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" #
ð1Þ

Radial stress:

rr ¼ q
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ð1þ 2V2Þ � 2Z 1þV2ð Þ
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The maximum shear:

smax ¼ rZ � rr
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� 3Z3

4 a2 þ Z2ð Þ32

" # ð3Þ

Determination of displacement:
The displacement in the massif at any point on the axis of the load at a depth z is

expressed by the following equation:

W ¼ q
E2

2 1� V2
2

� �
a2 þ Z2� �1

2� 1þV2ð Þ2
a2 þ Z2ð Þ12

þ Z V2 þ 2V2
2 � 1

� �" #
ð4Þ

on the surface “for z = 0”

Fig. 1 Pressure diffusion in
Boussinesq massif
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2.3 Rolling Load Damages

Damages caused by heavy loads on the pavement surface are of various natures:

1. The subgrade layer composed of untreated materials records on each passage of
a load a permanent strain versus applied vertical stress. The accumulation of
strains, at least for traditional pavement with treated foundation layer with
hydraulic or hydrocarbon binders, is sufficiently low on the vertical support so
that permanent deformations are moderate.

2. The road structure with bonded layers bends at each load passage. This bending
causes, at the base of the road structure, tensile stresses; the repetition of these
stresses leads to an accumulation of fatigue damage which ultimately causes the
breakdown of the road (cracks).

3. The pavement (surface layer) under rolling load leads to damages of the sur-
facing, which becomes slippery (tangential forces) or causes significant rutting
(creep).

One of the tools implementing these approaches is the software ALIZE,
developed by LCPC-SETRA. ALIZE is a computation software tool for stresses
created by road traffic on pavement structures [2].

3 Expert System

Expert system is a rational approach to pavement design, in the interests of realizing
a uniform road network. It is a coherent method, based on the computation of the
resilient stresses and strains in road structure. The design is carried out by com-
paring these calculated values in all the layers, to the admissible stresses and/or
strains values which are evaluated according to the fatigue characteristics of the
materials and their rutting behavior caused by the untreated materials and soils. In
addition, it takes into account the cumulative traffic particular to the pavement.

3.1 General Structure of an Expert System

An expert system is generally composed of three modules (Fig. 2):
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(a) The knowledge base is given in declarative form; its function is to accom-
modate the specific information of the field of application. It is divided into two
parts:

– Database: the set of facts defining the problem to the system, as well as all
the facts deduced by the system during the progression of reasoning.

– Knowledge base: proper, that which gathers together all of the information
provided by the expert system on a specific domain.

(b) The inference engine is the central part of the expert system, designed as a
rather general program that exploits the knowledge base by considering it as
data (and therefore subject to change).

It is software responsible for exploiting given knowledge and for making
deductions. It gives the impression that the expert system reasons. These rules take
the form of “IF” premise “THEN” conclusion.

3.2 Development Tools

Artificial intelligence (AI) aims to make computers smart. A fundamental aspect of
intelligence is the ability to understand and respond to questions raised by humans
in natural language.

A second aspect is the ability to reason using facts, propositions, and relation-
ships to solve problems. The tool used for the development of our prototype
assistance system for the choice of pavement is the GURU system.

Building an expert system with GURU requires the construction of a rule base.
This base consists of rules from expert reasoning knowledge on how to solve a
typical problem.

The GURU module is optimal for the construction of expert systems. This is due
to its synergistic integration with all classical modules of professional computing
[3].

Fig. 2 Expert system
structure
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3.3 Architecture of GURU Expert System

The database is all the information available during the analysis of a particular
problem.

The knowledge base consists of a set of “IF” … “THEN” … describing ways
known to the expert to analyze the information from the database (Fig. 3). The “IF”
part of the rule is generally named “condition”.

The inference engine is the reasoning program responsible for situation
assessment as described in the knowledge base, and triggers actions associated with
each situation. A basic evaluation/trigger treatment done by the inference engine is
called an inference.

The user acts on the database by introducing the problem hypothesis (1) and
reading the results (2). The user has access to all the tools exploited by the expert
system. The expert acts on the knowledge base by introducing his or her own
experience (6). The inference engine uses the expert’s knowledge (5) and infor-
mation from the database (3) to complete the database with facts obtained through
conclusions (4).

3.4 Expert System Operation

The forward chaining or deductive reasoning exhaustively traverses the knowledge
base without a priori and triggers all that is possible, the conclusions drawn from a
rule trigger can be used immediately for the triggering of other rules. At the end of
the course, GURU decides whether or not to undertake a new course, so that all
possible rules are triggered. For a new course to be undertaken, there must remain
untriggered rules but also that the previous course had provided new elements, i.e.,
that at least one rule was triggered.

Fact Database  Knowledge Database

(2) (1) (3) (5)  (6)(4)
USER EXPERT

Spreadsheet
 database

Expertise

Inference engine

Fig. 3 GURU architecture
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Backward chaining: backward chaining or inductive reasoning aims to dismantle
a result; it is therefore only interested in rules that can assist it in this task.
A “Candidate Rule” is a rule that contains in its conclusion a reference to a result,
“This result is called during the research a goal”. In backward chaining, GURU
searches among all goals’ “Candidates Rules”, those that can be triggered.

Mixed chaining: it is the combination of the two types, forward and backward.

4 Implementation of Expert Systems

Based on the basic definitions of the concepts of an expert system:
An expert system, a tool for developing expert systems, is a software that

facilitates the construction of expert systems.
A rule database manager is a software for building and maintaining specific rules

for each type of problem.
A generalized inference engine can reason with any rule database.
Thus, the task of creating an expert system is reduced to building its own rule

database. The inference engine that can run in the background is used primarily to
find a goal or find out the cause of a real situation.

The formulation of the expertise can be done in several steps generating rule
packets [8, 9].

A first set of rules allows the definition of the geographical area; we have
selected three main areas characterizing Algeria:

– Littoral zone,
– Highland zone, and
– Saharan zone.

A second rule package allows the introduction of the geotechnical characteristics
of the foundation soil according to climatic zones (Table 1).

Following that and according to the road classification by climatic zones (dif-
ferent from geographic zones, which are four (04)) are defined in function of
hydrometric, as well as drainage quality (Table 2).

We adopted this classification of soils for Algerian roads (Table 3). The clas-
sification contains seven (07) soil families, which are gravel, sand, alluvium, clay,
tufa, marl, and silt. Each of these families is divided into further subfamilies, to
better specify the soil [1].

Table 1 Climatic zones Annual precipitation in mm Climatic zones

P > 600 I

350 < P < 600 II

100 < P < 350 III

P < 100 IV
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A third rule package is designed to help decide on the choice of layers which
concord with the foundation soil that is classified as one of four (04) categories,
taking into account the cumulative traffic over 20 years of service (Table 4).

The road structure layers are selected according to regionally available materials
for the road project.

The final rule package retains the layer thickness variants within the intervals
established for each layer of the pavement body, all while taking into account the
most economic propositions with respect to the use of materials.

Table 2 Load carrying capacity classification of soil

Categories CBR index (%) of maximal density modified PROCTOR (4 day immersion)
applicable to flexible pavements

S0 >40

S1 25–40

S2 10–25

S3 5–10

S4 <5

Table 3 Classification of soil

Family Nature of soil Road classification by climatic zone

I and II III IV

Quality of soil drainage

Good Poor Good Poor Good Poor

Clean, well, poorly
calibrated

S1 S1 S1 S1 S1 S1

Gravel Silty S1 S2 S1 S2 S1 S1

Clayey S2 S3 S1 S3 S1 S1

Clean, well calibrated S1 S1 S1 S1 S1 S1

Sand Clean, poorly calibrated S2 S2 S1 S2 S1 S1

Course, well, poorly
calibrated

S2 S3 S2 S3 S1 S1

Fine silty clayey S2 S3 S2 S3 S1 S1

Alluvium Slightly plastic S2 S2 S2 S3 S1 S2

Highly plastic S3 S4 S3 S3 S1 S2

Slightly plastic S3 S4 S2 S3 S1 S2

Clay Highly plastic S3 S4 S2 S3 S1 S2

Salted bottomland S3 S4 S2 S3 S1 S2

Tufa Encrustation S1 S1 S1 S1 – –

Granular horizon S1 S2 S1 S2 – –

Marl Structure S3 S4 S2 S3 S1 S2

Silt Organic soil S4 S4 – – – –
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5 Presentation of Knowledge

The first question we must answer is to define which information is to be included
into the fact database, which information to be put into the rule database and the
specific information to obtain from the results, as well as its form with corre-
sponding variables.

The user introduces the various data into the database through a question-based
interface between him and the machine. The experiment is introduced into the
information database through rule packages (“If” condition “Then” conclusion).
The inference engine uses these two rule databases to trigger the conclusions of the
problem, and then sends them back to the fact database to be displayed to the user
as results during a consultation (Fig. 4). Modeling process steps are as follows:

Step 1: Introductory questionnaire; Through the questionnaire, we ask the user to
enter data on the following points: climate region, precipitation quality of soil
drainage “good or poor”, soil type (size, color, nature, and family), type of network,
and traffic intensity.
Step 2: Outcome 1: The tool uses its rule packages successively to determine the
following parameters: zone, road soil classification, and traffic classification.
Step 3: Outcome 2: At this point, the tool has at its disposal the three parameters
that will allow it to determine the choice of structure that corresponds to the
settings, displayed as results to the user. With the properties of the GURU expert
system, we can call upon external programs, including the program written in C
language used to display the already calculated pavement thickness.
Step 4: Final Results: “The help tool displays: The pavement thickness”.

Different structure choices proposed by the tool correspond to the different
parameters that are “road soil classification, predicted traffic classification, and
climate zone”.

So according to these results, the user can make the right choice according to the
materials that are in abundance in the vicinity of the project site.

Table 4 Traffic classification

Traffic classification Accumulated heavy vehicle traffic over 20 years

T1 T < 7.3 � 105

T2 7.3 � 105 < T < 2 � 106

T3 2 � 106 < T < 7.3 � 106

T4 7.3 � 106 < T < 4 � 107

T5 T > 4 � 107
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Fig. 4 Modeling process steps
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6 Conclusions

This work involved the establishment of rules from the expert experience of pro-
fessionals in the field. These rules are organized into rule packages so that the
exploitation and enrichment are facilitated. At the other end of the expert system,
the user will obtain proposals for body structure optimized for the pavement, either
in the use of local materials or as economic solutions.

Second, we had to implement a tool for decision support. This tool is organized
in the form of rules derived from the experiences of professionals on the subject. In
our case, these rules are from the new pavement catalog (version 2003).

The rules are organized into packages so that the exploitation and the enrichment
are eased. Then, the programs were completed by expert prototypes and were tested
in order to ascertain their validity according to a number of cases presented in the
catalog.

At our stage of this research, we have contented ourselves with establishing a
non-exhaustive initial expertise which took a lot of time and effort, given the
difficulty of going through all possible cases and introducing as many parameters as
possible that influence the choice of pavement.

At first attempt, the validation has given us correct results, but much effort is
needed to perfect the tool. This work will require a complete investigation of the
tool being used, especially in the consideration of the expertise either human or
documentary (dimensioning road catalogs). This work may require more research to
make it operational [9].
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An Investigation into the Use
of Ultrasonic Wave Transmission
Techniques to Evaluate Air Voids
in Asphalt

Majid Zargar, Sourish Banerjee, Frank Bullen and Ron Ayers

Abstract Air voids and their distribution are very important factors that influence
the structural performance of asphalt pavements under traffic loading. Several
simple methods exist for the overall (macro) evaluation of air voids in asphalt
mixture, however there are very few methods available to assess their
micro-distribution within an asphalt matrix. While X-ray methodologies have his-
torically been used by researchers to investigate the complex distribution of air
voids in asphalt mixtures, both cost and ease of application do not support their
widespread use. The use of non-destructive ultrasonic wave transmission tech-
niques (UWT) is outlined in the paper as an accurate, rapid and economical
alternative method. UWT is able to both estimate the total air voids and their
distribution within laboratory compacted asphalt samples. Asphalt samples with
14 mm nominal aggregate size manufactured with three types of bitumen; Class
320 (C320), Multigrade (M1000) and a SBS Polymer Modified Bitumen
(PMB-A5S) and with different air voids were analysed using UWT techniques. The
results have shown that UWT testing has the potential of being a rapid and
cost-effective method of estimating total air voids and their distribution in labora-
tory asphalt mixtures.
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1 Introduction

1.1 Air Voids and Their Effect on Asphalt Pavement
Performance

Asphalt has been used as a pavement wearing surface for over 150 years [1]. An
asphalt mixture (asphalt) is a complex distributed system of coarse aggregates,
bitumen mastics (bitumen binder, fine aggregates and mineral powder) and air voids
[2]. Its performance such as creep and fatigue under traffic loads depends on its
component materials and compacted structural properties.

The properties of the component materials of aggregate and bitumen are nor-
mally well-known and controllable. The structural performance of the compacted
asphalt is often a function of the construction processes related to the compaction
temperature and effort and the resulting air voids and their distribution within the
compacted mass [2]. It has been surmised that among all the key parameters that
impact structural properties, air voids volume and distribution are the most
important in pavement design [2].

Air voids below the minimum specification limit may lead to excessive creep
(rutting) [3], flushing, bleeding and/or mix instability. In contrast, air voids above
the maximum specification limit may lead to accelerated hardening of the binder
through oxidation, ravelling and stripping of the asphalt layer [4]. However, high
air voids content can also aggravate the rutting in the early age of pavement in the
form of post placement compaction [3]. Fatigue damage, reduced strength and
durability of asphalt may also result due to excessive air voids [2]. Pavement
designers attempt to optimise the air voids percentage to obtain the best structural
and serviceability behaviour.

1.2 Air Void Measurement in the Laboratory

In the laboratory, the accurate assessment of air voids within asphalt is a vital and
critical component of quality assurance and control (QA/QC) procedures [4, 5].
There are a range of different methods (Table 1) employed to measure the air voids
content dependent on the mix type (Dense Graded, Open Graded or Stone Mastic
Asphalt), maximum aggregate size, compaction method and water absorption. The
main difference across the various standards relates to the measurement method
used for bulk specific gravity and maximum specific gravity as illustrated in
Table 1.

All the laboratory techniques mentioned in Table 1 are useful when the overall
air voids of the sample is required. However, not provide any information regarding
air voids distribution within the laboratory sample. Investigating the impact of the
air voids characteristics and distributions is thus difficult when using the methods
provide in Table 1 [2]. A non-destructive technique, which could quickly evaluates
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the distribution and microstructure of air voids of compacted asphalt in the labo-
ratory would be well received by industry [6].

Over the last few years research has focused on developing non-destructive
laboratory techniques to evaluate the complexity of internal air void structures
within asphalt samples. In 2010, Vincent et al. successfully used a
gamma-densitometer to assess the influence of the compaction process on the air
void homogeneity of asphalt samples [5]. Other non-destructive techniques such as
X-ray Computed Tomography (CT) and image analysis methods [7–10] have been
applied by other researchers and the research outcomes have shown that air voids
within compacted asphalt are not uniformly distributed [7, 9]. In addition to the
methods noted above, researchers have used Discrete Element Methods (DEM) for

Table 1 Air voids measurement laboratory techniques (a part of data from Praticò and Moro [18])

Calculating air
void content
(%) in
laboratory
compacted
specimens

AASHTO
Or
ASTM
Or
BU
Or
EN

Depends on the mix
type, aggregate size,
and water absorption
one of the methods
can be chosen for air
voids calculation

Indicator Standards

Dimensional AASHTO T
269-97 (2007)
EN
12697-6:2003

Parafilm ASTM D
1188-07
(abs > 2%)

Vacuum
sealing
device

ASTM D
6752-09/
AASHTO
T 331-08 (2008)

Paraffin BU N40-1973
AASHTO T
275-07 (2007) A
(abs > 2%)
EN
12697-6:2003

Saturated
surface dry

AASHTO T
166-07 (2007)
ASTM D
2726-09
(abs < 2%)
UNI EN
12697-6:2003

Bucket
vacuum
assembly

ASTM D
2041-11
AASHTOT-209–
10-UL (rice
method)

Water
displacement
method

ASTM D
6857-09
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modelling air voids in asphalt to assess the impact of air void distribution and
microstructure on mechanical properties and pavement distresses [7, 10].

The research techniques outlined above required advanced equipment and/or
modelling knowledge. The research reported here describes a simple technique
using ultrasonic assessment for laboratory use to predict the air voids content and
distribution in the asphalt samples. This technique will be useful for better evalu-
ating some tests such as fatigue and creep where the applied load (dynamic or
static) is localised at a specific part of the asphalt sample.

1.3 Ultrasonic Wave Velocity (UWT) and Asphalt Mixture

Non-destructive test have been successfully applied widely in civil engineering to
obtain information on materials and structures. The Ultrasonic Wave Transmission
(UWT) method is one widely used for determining the mechanical properties of
anisotropic materials such as asphalt and concrete [10, 11]. This technique also has
been used to evaluate and predict asphalt pavement fatigue [12, 13].

To date researchers have measured ultrasonic velocity in the centre of laboratory
samples to assess material mechanical properties or asphalt distress [11, 12, 14–16].
However, none employ the technique to measure the air void volume and distri-
bution in laboratory samples.

2 Experimental Details

2.1 Materials and Sample Preparation

Three commonly used hot mix asphalt (HMA) types in Queensland were selected
and used in this study with the same dense aggregate grading (Fig. 1). The char-
acteristics of the used aggregate and filler are provided in Tables 2 and 3. The
three types of bitumen binders used were; Conventional (C320), Multigrade
(M1000) and a SBS Polymer Modified (PMB-A5S), all at 5%. The physico-
chemical properties of the used bitumen are provided in Table 4.

An asphalt shear box compactor using different compactive effort was used to
produce asphalt slabs with a range of target air voids from 1 to 10%. Samples with a
150 mm diameter and 50 mm height were cored and cut from the compacted
asphalt slabs. Specimens were washed, dried and preconditioned at the test tem-
perature of 25 °C for 48 h before being subjected to the air void measurement test
and UWT test.
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2.2 Experimental Procedure

For all preconditioned samples, the air voids content of whole sample was calcu-
lated using the specimen’s bulk specific gravity (Saturated Method) and the
asphalt’s theoretical maximum specific gravity (Rice Method) according to
Australian standard (AS/NZS 2891).
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Fig. 1 BCC type III aggregate gradation

Table 2 Aggregate characteristics

Test
method

Description Limits 7 mm test
result

9 mm test
result

14 mm test
result

AS
1141.11

Grading – Conforming Conforming Conforming

AS
1141.15

Flakiness <30% 11.6 12.4 7.8

Q 214 B Water absorption Max 2% 0.68 0.39 0.5

Q 214 B Particle density
(Dry)

t/m3 2.666 2.668 2.672

Q 215 Crushed particles Min 80% 100 100 100

Q 217 Weak particles Max 1% 0.7 0 0

Q 205 B 10% fines Min 150
KN

296 272 239

Note Q refers to a Queensland Department of Transport and Main Roads test
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The UWT technique used a Pundit 7 apparatus (Fig. 2a) applied according to
BS EN 12,504-4 standard to generate the ultrasonic wave and to determine the
ultrasonic pulse velocity of the asphalt sample. Two 54-kHz piezoelectric crystal
transducers (transmitter and receiver) were placed in parallel at each side of the
specimen to measure Ultrasonic wave transit time at 17 different locations at 25 °C

Table 3 Filler characteristics

Test method Description Limits Baghouse
test result

Rockflour
test result

Combined BH/RF
test result

AS 1141.11 600 µm grading 100 100 100 100

(AS 2357 limits)

AS 1141.11 300 µm grading 95–100 100 100 100

(AS 2357 limits)

AS 1141.11 0.075 µm grading 75–100 92.8 97.1 97.1

(AS 2357 limits)

AS 1141.17 Voids in compacted
filler

Min 38% 48 49 46

AS 1141.7 Apparent particle
density

TBR 2.706 2.756 2.729

Products conforms (Yes/no) Yes Yes Yes

Table 4 Properties of bitumen binder class C320, M1000 and PMB-A5S

Property Test
method

Limits Test
result

C320 Viscosity at 60 °C (Pa s) AS 2341.2 260–380 328

Penetration at 25 °C, 100 g, 5 s
(pu)

AS 2341.12 Min 40 49

Softening point (°C) AS 2341.18 Report 51.2

Viscosity at 135 °C (Pa s) AS 2341.2 0.4-0.65 0.53

Multigrade Viscosity at 60 °C (Pa s) AS 2341.2 reported
value

910

Viscosity at 135 °C (Pa s) AS 2341.4 1.5 max 0.78

Softening point (°C) AS 2341.18 Report 58.5

Flash Point (°C) AS 2341.14 250 min 348

PMB-A5S Consistency at 60 °C (Pa) AG: PT/
T121

5000 min 11,254

Stiffness at 25 °C (kPa) AG: PT/
T121

30 max 19

Viscosity at 165 °C (Pa s) AG: PT/
T111

0.9 max 0.64

Softening point (°C) AG: PT/
T131

82–105 103
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as shown in Fig. 2b. The transit time for the compression wave (P-wave) to pass the
length of the asphalt sample was recorded to calculate the ultrasonic pulse velocity
using the below formula

V ¼ l=t ð1Þ

where,

V ultrasonic pulse velocity (km/s)
L length of specimen (mm)
T transit time (ms)

All asphalt samples surfaces were trimmed before UWT testing to ensure smooth
and parallel surfaces with a maximum thickness and diameter variation of 1 mm.

Fig. 2 a Pundit 7 with two
50 mm transducers. b Test
locations for ultrasonic
measurements
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The specimen’s surface was divided into 17 areas as shown in Fig. 2b and ultra-
sonic pulse velocity measured at the 17 locations.

Air void at the centre of samples was estimated using linear relationships
between UWT results and air void results for each type of asphalt. The linear
regression equations are as follows:

C320 AV ¼ �0:0168UV þ 80:441 ð2Þ
M1000 AV ¼ �0:0109UV þ 87:79 ð3Þ
PMB-A5S AV ¼ �0:0214UV þ 96:983 ð4Þ
UV ultrasonic velocity at centre
AV air void in center

3 Experimental Results and Discussion

3.1 Ultrasonic Velocity and Air Void in the Sample

The results for ultrasonic velocity and air void content (0–10%) for all asphalt
mixes (C320, M1000 and PMB-A5S), calculated at the reference temperature of
25 °C, are summarised in Fig. 3 for the overall average of the 17 locations.

It can be clearly noted that the trend lines indicate that an increase of air void
content from 0 to 10% results in a decrease in ultrasonic velocity for all three mix
types when considering the average of all 17 locations. It can be concluded from the
results that the higher the air void content in the sample, the lower the expected
ultrasonic velocity. The data demonstrates the effective use of the non-destructive
UWT test to estimate air void contents from 0 to 10% in laboratory compacted
asphalt.

Figures 4, 5 and 6 show the air void in each type of asphalt at the centre
(estimated from UWT technique) and at whole sample (measured by AS/NZS 2891
standard). The difference between the two indicates that the air void at the centre is
different from that of the whole sample.

3.2 Air Void Distribution

Figure 7 shows the ultrasonic velocity across the 17 locations for C320, M1000 and
PMB-A5S at their highest and lowest air void contents. The ultrasonic velocity at
each point is an indicator of a special air void content on that point. From the
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tolerance on ultrasonic results, it can be concluded that within the sample air void
varies from one point to another. This outcome is similar to that obtained by other
researchers using the X-Ray techniques [9, 17] as shown in Fig. 8 where the air
voids distribution in an asphalt samples vertically and horizontally is seen.
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3.3 Evaluating Asphalts Using UWT Method

The research results can have significant regarding test outcomes where localised
air voids can contribute to the test results. This would apply where air voids at
maximum tensile stress locations in fatigue beam testing are different from the
overall voids of the beam. In the case of creep evaluation using localised com-
pressive stresses such as in the European creep test (BS EN 12697-25:2005)
knowledge of the air voids at the applied stress area is of more importance than the
overall air voids of the sample. Such exact air void knowledge at maximum stress
locations has the ability to improve experimental results, their correlation and
predictive ability.
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Fig. 7 Ultrasonic velocity for 17 points on the surface of samples with low and high air void
content

Fig. 8 Vertical and
horizontal air void
distribution in gyratory
specimen with 12.5 and
19 mm maximum aggregate
size (a part of figure that was
presented in Tashman et al.
[17])
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4 Conclusions and Comments

The research has shown that the UWT technique can be applied as a non-destructive
tool to analyse and estimate the air voids content and their distributions in asphalt
mixes. Air voids were found to be non-uniformly distributed along the horizontal
directions in laboratory compacted asphalt samples. The technique can be applied to
assist researchers in the analysis of asphalt test data involving air voids as an
experimental variable. The next stage of the research will be to correlate air void
measurement using X-ray and ultrasonic methods to further demonstrate the
effectiveness and accuracy of ultrasonic techniques to measure air voids and their
distributions.
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Chemical Analysis and Consistency
Characterization of Domestic Waste
Bio-asphalts

Sady Abd Tayh, R. Muniandy, S. Hassim and F. M. Jakarni

Abstract The objective of this paper is to characterize the chemical and consis-
tency characterization of the bio-binder produced from domestic waste (DWBO) as
compared with conventional petroleum–asphalt binder. A petroleum asphalt was
modified with DWBO at 3, 6, and 9% by weight to prepare bio-binders, respec-
tively. Samples of the DWBO-modified binders compared to base binder were
tested by running the rotational viscosity (RV). Moreover, the fourier transform
infrared (FTIR) spectroscopy as well as elemental analysis tests were utilized to
validate the chemical compositions and bond initiations that caused changes in
stiffness and viscosity of the asphalt modified with DWBO from those of base
asphalt binders. This research has revealed that there are four factors to be influ-
enced by the use of DWBO, (i) reducing greenhouse emissions and the toxic effect
of binder compared with petroleum-based asphalt binders, (ii) increasing worka-
bility, (iii) reduction in viscosity of asphalt binders which led to reduction of asphalt
pavement construction costs by reducing mixing and compaction temperatures, and
(iv) increased the aging induces of the control asphalt binders. Bio-oil from
domestic waste was found to be a promising candidate as a modifier for petroleum–

asphalt binder.

Keywords Bio-oil � Bio-asphalt � Chemical properties � FTIR
Rotational viscosity

S. A. Tayh (&)
Department of Civil Engineering, Mostansiriyah University, Baghdad, Iraq
e-mail: saabta75@yahoo.com

R. Muniandy � S. Hassim � F. M. Jakarni
Department of Civil Engineering, Universiti Putra Malaysia,
43400 Serdang, Selangor, Malaysia
e-mail: ratnas@upm.edu.my

S. Hassim
e-mail: hsalih@upm.edu.my

F. M. Jakarni
e-mail: fauzan.mj@upm.edu.my

© Springer Nature Singapore Pte Ltd. 2019
B. Pradhan (ed.), GCEC 2017, Lecture Notes in Civil Engineering 9,
https://doi.org/10.1007/978-981-10-8016-6_104

1441

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_104&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_104&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-8016-6_104&amp;domain=pdf


1 Introduction

Generally, binders that are utilized for pavement construction are derived mainly
from fossil fuels [1]. The most encouraging approaches to address the issue of rising
costs of asphalt binder, restricting unrefined petroleum reserves, and demand for a
more environmentally friendly, and energy-effective asphalt binders is by providing
binders from renewable resources. Though, a number of important research works
are being conducted worldwide to produce bio-binders from biomass resources.
Since the bio-oil shows a great deal of rheological and performance similitude with
crude oil bitumen, such as being cost-effective and simple to be produced locally on
a regular basis, it can be a promising asset to provide bio-binder to be utilized as a
part of asphalt pavement [1, 2]. Notwithstanding, work has been done demon-
strating that the appropriateness of utilizing bio-oils as a bitumen modifier is an
exceptionally encouraging option for the traditional asphalt binders [3].

Different specialists have showed that the use of bio-binder generated from
artiodactyl mammal will decrease the binder stiffness and enhance the
low-temperature characteristics [2, 4]. Wen et al. [5] have found that bio-oil from
waste oil would cut back the fatigue and rutting resistance however enhances the
thermal cracking resistance. Waste cooking oil was additionally observed to be a
decent possibility to be a rejuvenator of matured asphalt binders [5].

The oxidization of asphalt binder will cause weakening in pavement structure
attributable to long-run aging. Thus, create cracking. Consequently, bio-oil might
presumably serve as an antioxidant agent in asphalt mixtures [6].

Disregarding some applicable analysis completed into utilizing bio-resources for
bio-binder, still, considerably more ought to be accomplished for the asphalt paving
business to fully cowl the use of bio-oil and to assess if it may be a good contrastive
choice to petroleum-based asphalt binder in road pavement development.

For the first time a research as this is being conducted with main objective of
investigating the viscosity performance and analysis of aging mechanism of a
conventional asphalt binder (80/100) penetration grade binder modified by bio-oil
generated from domestic waste. In addition, the aging mechanism of the produced
DWBO-binders was studied using the FTIR. The chemical groups variation and
chemical reactions throughout the aging were also studied as a result of it is not
wide known for such new materials.

2 Methods and Materials

2.1 Generation of Bio-oil from Domestic Wastes

The fast pyrolysis method was followed to provide bio-oil from domestic wastes,
wherever waste materials are quickly heated in an exceedingly vacuum to convert
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them into fractures like vapors, aerosols, and bio-char. Before introducing the
biomass into the transformation process, the domestic wastes materials were dried
at concerning a 100 °C for a 24 h period, then the transformation process was done
at about 500 °C. quick vaporization was then done on the product from the
transformation stage to be condensed using cooling method to get the ultimate
bio-oil product.

2.2 Bio-binder Production

The first stage was to upgrade the bio-oil. The DWBO to be tested is obtained from
quick pyrolysis of domestic waste. In general, the initial bio-oil contains a high
proportion of water (15–35%). Therefore, an upgrading method is critical to cut
back the water content within the DWBO. Thus, thermochemical dehydration
processes by indirectly heating the DWBO through the vacuum rotary evaporator
device was performed. The DWBO was heated at the minimum water evaporation
temperature to minimize the excessive aging.

The second step is to mix the treated bio-oil with the base binder to provide
DWBO-binder. The DWBO was mixed with the base binder at 3 concentrations (3,
6, and 9%) by weight.

The blending process of the DWBO with the base binder is conducted at steady
speed of 1000 rpm using a medium shear laboratory mixer at a temperature of
(120–125 °C), until steady state conditions were achieved.

2.3 Laboratory Experimental Program

The experimental program was done to work out the consistency of each the control
and the modified asphalt binders. The DWBO has been added to the base asphalt
binder at proportions of 3, 6, and 9% by weight and tested as unaged, Rolling Thin
Film Oven aged, and Pressure Aging Vessel aged.

The second role of this research consists of using of the elemental composition
test (CHNS) and Fourier Transform IR (FTIR) spectrometry characterization
technique to investigate the variations in chemical composition before and after the
addition of DWBO to assess the aging and also the change in consistency of the
modified binders. The roadmap of this research is as shown in Fig. 1.
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3 Results and Discussion

3.1 Rotational Viscosity Behavior

Brookfield rotational viscosity (RV) hardware was used in step with ASTM D4402
(2011) method. The rotational viscosity test was made at temperatures of 135, 150,
and 165 °C to check up the pattern of viscosity values over a variety of
temperatures.

Table 1 shows the average percent differences in viscosity between the
unmodified asphalt binder and the DWBO-modified samples. Under all testing
conditions, the samples have fulfilled the Superpave most critical viscosity speci-
fication of 3 Pa s at 135 °C. The unaged modified samples have lower consistency
than the unmodified binder. For RTFO-aged samples, the DWBO-modified samples
incontestable less decrease in viscosity compared with control binder specimens.
The viscosity test results showed that the addition of DWBO to the base binder will
lower mixing and compaction temperatures by lowering the viscosity of the base
binder.

For additional analyzation for effect of using DWBO on aging of asphalt binders,
the term aging index has been used, as appeared in Eq. 1:

Aging Index ¼ Viscosity of AgedBinder
Viscosity of UnagedBinder

ð1Þ

The aging indexes of the DWBO-binders were calculated and showed in
Table 1. It is seen that the aging indexes of DWBO-binders were greater than the
control binder.

Raw Domestic Waste Materials

Bio-Oil

Elemental 
analysis

Chemical 
components

Consistency 
analysis

Aging 
analysis

Bio-Asphalt

Fast pyrolysis

Mix with base asphalt

RTFO/PAV and FTIR

Fig. 1 Roadmap of the study
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3.2 Elemental Composition Characterization

Elemental composition of the asphalt binders were determined by utilizing ele-
mental analysis process (carbon, hydrogen, nitrogen, and sulfur) CHNS.

The CHNS elemental analysis of domestic bio-oil and bio-asphalt contains 6%
bio-oil, compared with two representative crude asphalt cement, 80/100 and 60/70
asphalt binders as a comparative analysis are shown in Table 2.

It is clear from Table 2 that DWBO has the highest amount of carbon and
nitrogen elements and the lowest amount of hydrogen and sulfur elements. It is
evidence that DWBO has a very small portion of sulfur that it can be negligible.
The most effect is on nitrogen and sulfur amounts. Six percent of DWBO in the
base asphalt has significantly increased nitrogen amount. The increase in nitrogen
and oxygen elements could result in increasing the polarity of the base binder and
this reciprocally causes the increase in adherence to aggregate surface. Whereas the

Table 1 Rotational viscosity differences

Aging
status

Temperature (°
C)

Binder type

AB-80BO0 AB-80BO3 AB-80BO6 AB-80BO9

Decrease in rotational viscosity (%) at different
temperatures

Unaged 135 0 13.4 33.9 39.7

150 0 7.3 30.6 34.1

165 0 7.6 29.5 30.7

RTFO
aged

135 0 10.5 26.1 35.4

150 0 11.6 22.7 29.7

165 0 9.2 21.9 27.1

Aging index 1.50 1.55 1.59 1.61

Decrease in mixing temperature
(°C)

0 3.5 11.5 13.5

Decrease in compaction
temperature (°C)

0 4.25 11.3 14.8

Table 2 CHNS elemental analysis of bio-asphalt with representative petroleum asphalts

Asphalt type Carbon
(%)

Hydrogen
(%)

Nitrogen
(%)

Sulfur
(%)

Petroleum asphalt 80/100
penetration grade

80.75 7.87 2.11 5.80

Petroleum asphalt 60/70 penetration
grade

82.12 7.86 1.20 4.27

80/100 + 6% house hold bio-oil 81.84 7.95 4.10 4.32

Domestic waste bio-oil 84.58 5.82 4.76 0.96
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decrease in sulfur content could result in decreasing the toxic fume and vapors
emitted from the binder throughout storage, mixing, transportation, and compaction
processes.

3.3 Chemical Characterization Utilizing FTIR

Fourier transform spectrometry measures the infrared (IR) light absorbed by a
particular material. This absorption relies upon its constituents and especially on the
chemical functions displayed in the material. The FTIR spectroscopy of the
DWBO-binder tests was directed using Perkin Elmer Spectrum 100 FTIR frame-
work, utilizing the universal attenuated total reflectance (UATR) furnished with
Gee crystal with a wave length of 650–3000 cm−1, the scan rate of 4 cm−1, and a
scan time of 4 s.

FTIR setup was used to measure the functional and structural indexes of the
DWBO-binders on unaged, RTFO-aged, and PAV-aged samples.

Infra Red (IR) spectra for the DWBO-binders and relating crude asphalt (80/100)
are shown in Fig. 2. The functional groups between the 600 and 2000 cm−1 were
indicated [7]. Comparative and symmetrical absorbance peaks were recognized
between the control and modified asphalt binders. Aromatic and heteroaromatic
rings, carbonyl, sulphoxides, methylene (aliphatic), and methyl (aliphatic) func-
tional groups were recognized for the DWBO-binders specimens at the unaged,
RTFO-, and PAV-aged conditions.

To decide the oxidation condition of a bituminous binder specimen, the crests
for carbonyl, and sulfoxide can be determined at 1700 cm−1 denoted as (Ic = o), and

Fig. 2 Comparative FTIR spectra of the base and aged 80/100 DWBO-binders

1446 S. A. Tayh et al.



1030 cm−1 denoted as (Is = o), respectively, hence the integral bounds used are
1819–1668 cm−1 and 1035–1010 cm−1, respectively [8–11]. For the
DWBO-binders, there are extra peaks at 1110 cm−1 representative for ethers and
1220 cm−1 representative for acids and esters [12].

A quantitative examination of the carbonyl, sulphoxide, ethers, esters, and
chloroform indexes is ascertained from an average FTIR spectrum range on an
asphalt binder as in the following equations:

Ic¼o ¼ Area of the carbonyl band around 1700 cm�1

Area of the spectral band between 2000 and 600 cm�1 ð2Þ

Is¼o ¼ Area of the sulfoxide band around 1030 cm�1

Area of the spectral band between 2000 and 600 cm�1 ð3Þ

ISD1 ¼ Area of acids and esters band around 1220 cm�1

Area of the spectral band between 2000 and 600 cm�1 ð4Þ

ISD2 ¼ Area of the chloroform band around 764 cm�1

Area of the spectral band between 2000 and 600 cm�1 ð5Þ

IC�O�C ¼ Area of the ethers band around 1110 cm�1

Area of the spectral band between 2000 and 600 cm�1 ð6Þ

The calculation of Oxidation Index (OI) was using the Eqs. (7 and 8)

Oxidation Index after RTFO : OIRTFO ¼
P

Iafter RTFO agingP
Ibefore aging

ð7Þ

Oxidation Index after PAV : OIPAV ¼
P

Iafter PAV agingP
Ibefore aging

; ð8Þ

where

ΣIafter aging is the sum of bond indexes after aging
ΣIbefore aging is the sum of bond indexes before aging

Table 3 demonstrates the functional groups of the approximate absorption wave
numbers in Fig. 3. The results showed that there was no considerable difference in
functional groups after adding DWBO to the base binder.

The bond indexes and oxidation indexes for the DWBO-binders are shown in
Table 4. There was almost a decrease or no change in band area of the bond ratios
after RTFO aging. The oxidation indexes are only 0.25, 0.30, 0.54, and 0.66 for 0,
3, 6, and 9% DWBO by weight of the base asphalt binder 80/100.

However, it is noticed that there is slight increase of Oxidation Index (OI) after
RTFO with the increase of bio-oil proportion. This indicates that little oxidation
occurred during the RTFO aging. For the DWBO-binders, most of the bond indexes
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diminished after the RTFO aging, indicating a decrease in alcohol, ester, ether, and
carbonyl groups concentration after RTFO aging. Therefore, the FTIR results
showed no noteworthy oxidation after RTFO. This is often reliable with the vis-
cosity test results, whereas there was a large chemical reaction for the
DWBO-binders after PAV aging, despite the actual fact that this oxidation has
lowered by the increase of DWBO percentage. It is believed that the long-term
aging characteristics will be enhanced in the field on the base that the temperature
and the air pressure are relatively low, compared by the test in lab conditions.

Table 3 IR absorbance for representative functional groups for DWBO and asphalt

Wavenumber (cm−1) Molecular motion Functional group

1700 C = O stretch Aldehydes and ketones (Carbonyl)

1600 C = C and C = O stretch Aromatics

1460 CH2 bend Alkanes (methylene)

1375 CH3 bend Alkanes (methyl)

1220 C–C, C–O and C = O stretch Acids and esters

1110 C–O–C stretch Ethers

1030 S = O Sulfoxides

764 Chloroform band

700–900 C–H bend Aromatics

Fig. 3 FTIR spectra of the unaged 80/100 binder and the corresponding DWBO-binders
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It is noticed in Table 4, that DWBO has the biggest portion of carbonyl, alcohol
and sulfoxide, which is means more oxygen component. However, there is no
noteworthy increment of carbonyl, alcohol or sulfoxide ratios observed after the
RTFO aging. This could be due to the escape of lightweight compounds which have
higher carbonyl and sulfoxide content.

However, the rotational viscosity results demonstrated that the consistency will
increase after RTFO aging. Thus, the most reliable reason for the aging is because
of the molecular loss of lightweight compounds within the DWBO-binders.
After PAV aging, the bond ratios of alcohol and carbonyl for control asphalt binder
and DWBO-binders increased. This is practically verified by oxidation, and this
proves that the oxidation is the main cause of aging during PAV test.

Generally, the aging indexes for the DWBO-binders after PAV aging minimized
with the rise in the DWBO content. This implies less susceptibleness for long-term
aging, whereas the result of adding DWBO to the base binders is to decrease the
viscosity and this might lead to improve fatigue cracking resistance of the binders
and asphalt mixtures at intermediate temperatures.

Table 4 Band areas of representative bonds before and after aging

Binder
type

Aging
state

Bond location (cm−1) and bond index (×10−3) Oxidation
index (OI)C = O

(1700)
C–O
(1220)

C–O
(1110)

S = O
(1030)

AB-80BO0 Original 32.90 13.79 2.03 1.47 –

After
RTFO

7.74 0.08 3.73 1.03 0.25

After
PAV

224.68 100.89 2.08 2.09 6.57

AB-80BO3 Original 38.46 17.13 3.73 3.75 –

After
RTFO

15.06 1.95 0.06 2.05 0.30

After
PAV

217.02 80.16 1.74 3.19 4.79

AB-80BO6 Original 46.61 22.13 3.57 2.48 –

After
RTFO

34.46 3.15 0.40 2.47 0.54

After
PAV

180.96 94.83 2.41 2.50 3.75

AB-80BO9 Original 66.16 25.77 1.84 1.61 –

After
RTFO

52.35 1.84 0.12 1.92 0.59

After
PAV

153.47 65.17 5.65 2.19 2.37
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4 Summary and Conclusions

Based on the analysis of the proposed characterization tests in this research, the
main findings and conclusions are summarized as below

1. According to elementary test results, the DWBO has less content of Sulfur part
than the base binder which can cause lower toxicity;

2. The DWBO forms a consistent chemical compounds with typical asphalt
binders;

3. The results from FTIR analysis indicate that each DWBO and the base asphalt
binder consist of saturated hydrocarbons and aromatic hydrocarbons. These
parts are within the continuous phase embracing the asphaltene molecules and
attribute to the liquidity in asphalt materials. Thus, DWBO does have the
potential to soften the asphalt binder;

4. The DWBO-binders are more susceptible to be aged contrasted with the control
binder;

5. The DWBO-binders rate of oxidation, measured by OI, when PAV aged, is
smaller than that when RTFO-aged, inferring a good aging characteristics at the
long-run service life.

It is clear from the result and conclusions in this study that the DWBO asphalt
binders have similar physical and chemical properties compared by the traditional
control binders and might be utilized in asphalt pavement industry with cautions
associated with blending conditions the base binders, and mixing and compaction
temperatures.

All of the aforementioned changes have an influence on the physical and rhe-
ological characteristics of DWBO-binders and consequently on the mechanical
performance of asphalt mixtures. However, aging is the most crucial concern for
asphalt binders during the construction and service life, the aging of
DWBO-binders ought to be well addressed when employed in the asphalt pavement
industry. Additionally, during aging process, some chemicals are produced whereas
some are decreased, hence, the result of those chemicals on the environment and
also the field paving crew ought to be extremely evaluated to conform to the safe
construction environment of pavements incorporating DWBO-binder modifier.

References

1. Airey, G.D., Mohammed, M.H.: Rheological properties of polyacrylates used as synthetic
road binders. Rheol. Acta 47(7), 751–763 (2008). https://doi.org/10.1007/s00397-007-0250-3

2. Fini, E., Kalberer, E., Shahbazi, A., Basti, M., You, Z., Ozer, H., Aurangzeb, Q.: Chemical
characterization of biobinder from swine manure: sustainable modifier for asphalt binder.
J. Mater. Cvil Eng. 23(11), 1506–1513 (2011). https://doi.org/10.1080/14680629.2016.
1163281

1450 S. A. Tayh et al.

http://dx.doi.org/10.1007/s00397-007-0250-3
http://dx.doi.org/10.1080/14680629.2016.1163281
http://dx.doi.org/10.1080/14680629.2016.1163281


3. Raouf, M., Williams, R.C.: Development of Non-Petroleum Based Binders for Use in
Flexible Pavements. Institute for Transportation, Final Report. Iowa State University (2010)

4. Mills-Beale, J., You, Z., Fini, E., Zada, B., Lee, C.H., Yap, Y.K.: Aging influence on
rheology properties of petroleum-based asphalt modified with biobinder. J. Mater. Civ. Eng.
26, 358–366 (2014). https://doi.org/10.1061/(ASCE)MT.1943-5533.0000712

5. Wen, H., Bhusal, S., Wen, B.: Laboratory evaluation of waste cooking oil-based bioasphalt as
an alternative binder for hot mix asphalt. J. Mater. Civil Eng. 25(10), 1432–1437 (2013).
https://doi.org/10.1061/%28ASCE%29MT.1943-5533.0000713

6. Tang, S.: Asphalt Modification by Utilizing Bio-Oil Esp and Tall Oil Additive. A thesis of
master degree, Iowa State University (2010)

7. Karlsson, R., Isacsson, U.: Application of FTIR-ATR to characterization of bitumen
rejuvenator diffusion. J. Mater. Civ. Eng. 15, 157–165 (2003). https://doi.org/10.1061/
(ASCE)0899-1561(2003)15:2(157)

8. Belgian Road Research Center: Bitumen Analysis by FTIR Spectrometry : Testing and
Analysis Protocol. Brussels (2013)

9. Kanabar, A.: Physical and Chemical Aging Behavior of Asphalt Cement from Two Northern
Ontario Pavement Trials. MSc. thesis, Queen’s University Kingston, Ontario, Canada (2010)

10. Hagos, E.T.: The Effect of Aging on Binder Properties of Porous Asphalt Concrete. Ph.D.
thesis, Delft University of Technology (2008)

11. Wu, S., Pang, L., Mo, L., Chen, Y., Zhu, G.: Influence of aging on the evolution of structure,
morphology and rheology of base and SBS modified bitumen. Constr. Build. Mater. 23(2),
1005–1010 (2009). https://doi.org/10.1016/j.conbuildmat.2008.05.004

12. Yang, Xu.: The Laboratory Evaluation of Bio Oil Derived From Waste Resources as Extender
for Asphalt Binder. Master’s thesis, Michigan Technological University (2013)

Chemical Analysis and Consistency … 1451

http://dx.doi.org/10.1061/(ASCE)MT.1943-5533.0000712
http://dx.doi.org/10.1061/%28ASCE%29MT.1943-5533.0000713
http://dx.doi.org/10.1061/(ASCE)0899-1561(2003)15:2(157)
http://dx.doi.org/10.1061/(ASCE)0899-1561(2003)15:2(157)
http://dx.doi.org/10.1016/j.conbuildmat.2008.05.004


Part V
Water Engineering



Heavy Metal Contamination
in Environmental Compartments
of Buriganga River in Dhaka City

Md. Isreq Hossen Real, Asef Redwan,
Md. Mosheur Rahman Shourov, Hossain Azam and Nehreen Majed

Abstract Numerous textiles-/tanneries-/pharmaceutical-based industrial processes
along with anthropogenic sources, discharge hazardous waste/wastewater into nearby
water bodies. These untreated or poorly treated waste streams contain heavy metals
that come into contact with sediment/aquatic systems and become part of the food
chain. Heavy metals, many of which are persistent, bioaccumulative, and toxic, have
a significant impact on environment and ecosystem. Buriganga has been accumu-
lating alarming levels of heavy metals, and currently, it is one of the most polluted
rivers in Bangladesh. This study evaluated the levels of selected heavy metals in
different environmental compartments of the Buriganga river. Accordingly, three
significant locations along the river stretch were selected. The plant (Enhydra fluc-
tuans) and phytoplankton (Lemnoideae) samples and four different species of fish
such as Heteropneustes fossilis, Channa striata, Corica soborna, and Wallago attu
were collected from the river. Laboratory analysis of cadmium (Cd), chromium (Cr),
lead (Pb), nickel (Ni), and zinc (Zn) was performed in all the sediment/plant/river
water/fish samples. Contamination factor and plant concentration factors were
determined. Concentrations of Cd, Zn, and Ni in the river water were obtained within
acceptable ranges, whereas Cr and Pb exceeded the toxicity reference values for
surface water standards for aquatic life. Notable concentration levels of heavy metals
were measured in the sediments and plants. Specifically, Cr was obtained at an
alarming level of 103 mg/kg in soil and 163 mg/kg in the plants near Hazaribagh
area, where tannery waste mixes with the river water. Bioaccumulation of the ana-
lyzed metals was evidenced in the biological samples.
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1 Introduction

Urban environmental pollution has intensified in recent years attributable to the
advancement in urbanization, industrialization, and modern technology. Rapid
urbanization and industrialization in Bangladesh have negatively affected the
environment drastically since last two decades [1, 2]. These industries have limited
effluent management system and reported to alter the physical/chemical/biological
characteristics of the marine environment [3]. The inappropriate disposal and dis-
charge practices of wastes cause severe pollution of water bodies. Contaminants
due to poor control of effluents from textiles, tanneries, pharmaceutical industries,
and release of toxic solid waste/wastewater come across with aquatic systems.
Besides, sludge released in aquatic systems from the wastewater treatment process
comprises a high proportion of poisonous substances like heavy metals and per-
sistent organic pollutants (POPs) [4, 5]. Heavy metals exert genotoxic conse-
quences on marine organisms [6, 7] and the marine food sources constitute
important position in the human food chain [8, 9].

Heavy metals are cogitated as pollutants due to the perniciousness and persis-
tence of those in the natural environment and strong linkage with different food
chains [10, 11]. Uptake of certain heavy metals at elevated levels can damage
gastrointestinal system, kidneys and nervous system [12], while some might cause
cancer. Heavy metals also adversely impact ecological balance in soil/water,
agricultural production, and surface/groundwater quality. The concentration of
these pollutants seems to be very low, but these accumulate and get absorbed by
lower organisms in the food web such as fish/earthworms/plants. These phenomena
ultimately lead to serious harm to human health.

Heavy metal contamination is widespread, and it has become an inevitable
challenge in recent times. So, it was addressed through multiple studies in river
water, sediment, and fish [2, 13–15]. Heavy metals pollution has become a foremost
hazard to public health in Bangladesh. The Buriganga river that flows past Dhaka,
has an enormous capacity to accumulate heavy metals [16]. The massive volume of
wastes contain a vast amount of heavy metals, and other poisonous contaminants
are releasing to the water bodies directly or after accomplishing partial treatment
from the city’s enormous houses and industries, e.g., tannery, electronic, textile.
Hence, organic and inorganic pollutants keep contaminating the river thus pro-
moting depreciation of the environmental ecosystem. Heavy metals that are released
into the Buriganga with these pollutants are eventually assimilated into the riverside
soil, plants and sediments. Even fishes accumulate these heavy metals. Thus water,
sediments and aquatic organisms are not entirely innocuous for the human health
and the environment. This necessitates determining the present contamination
scenario of heavy metals and the distribution of the metals in water, plant, sediment,
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and aquatic organisms of the Buriganga river. There are only a few studies con-
cerning the heavy metal contaminations of different environmental compartments in
Buriganga river. However, no study is available until now that comprehensively
analyze each of the major environmental compartments individually and shows the
connection between the heavy metal contaminations of each compartment to the
others. This study intended to evaluate the heavy metal pollution of the Buriganga
river by estimating the heavy metal levels (Cr, Cd, Pb, Ni, and Zn) in water,
riverside soil, sediment, plant, phytoplankton, and aquatic life, e.g., fish. It has also
assessed the pollution status of the area by calculating parameters such as con-
tamination factor (CF), plant concentration factor (PCF), and bioconcentration
factor (BCF), and has highlighted relationships among metals pollution.

2 Methodology

2.1 Study Area

Buriganga is a severely polluted river in Bangladesh because of frequent discharge
of natural/anthropogenic wastes. The river water is currently such severely polluted
that the lives of aquatic organisms are at stake; sediments and plants beside the river
are acutely becoming contaminated by heavy metals. With the intention to evaluate
the contamination level of this river; water, sediment, plant, phytoplankton, and fish
samples were collected and processed for analyzing heavy metals. The study area
was split into three consecutive compartments; each located at least 2 km away
from adjacent sampling station. Sampling locations were significant along the river
stretch for their ill reputation for being polluted by several sources.

Sampling locations 1 and 3 (Basila and Babu Bazar) are heavily populated zones
with industries, power plants, and numerous discharge points of municipal effluents
(Fig. 1). Sampling location 2 is placed in Hazaribagh, where hundreds of tanneries
are situated, and their effluents are often discharged into Buriganga river without
noteworthy treatment. This division, therefore, enabled a qualitative identification
and comparison of enrichment of heavy metals in particular location with a view to
getting the representative indices of river water quality. Multiple sampling was
accomplished in 2016 from three of the sampling locations as displayed in Fig. 1.

2.2 Sample Collection and Analysis

Water samples from Buriganga river were collected from three locations by labo-
ratory prepared bottles of 500 ml (rinsed couple of times with river water before-
hand) and acidified immediately according to APHA method [17]. Collected
samples were preserved in a refrigerator at below 6 °C until analyzing.
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The sediment samples were collected by following the approach suggested by
USEPA [18]. Plant species, E. fluctuans, were partially submerged in water. They
were rooted out from the soil meticulously. Plants were rinsed with distilled water,
collected in plastic bags and preserved at below 6 °C until analyzing.
Phytoplankton (Lemnoideae) was sampled from the river surface using phyto-
plankton net. Nine samples of water, sediments, phytoplanktons, and plants (three
samples per location) of each component were collected. Four different species of
fish such as Heteropneustes fossilis (Shing), Channa striata (Shole), Corica
soborna (Kachki) and Wallago attu (Boal) were captured from different locations at
Buriganga river by the fishermen.

Five heavy metals chromium (Cr), cadmium (Cd), lead (Pb), nickel (Ni), and
zinc (Zn) were selected to analyze for this study. Fish, phytoplankton, and plant
samples were homogenized and ground into fine powder. To eliminate suspended
materials, water samples were filtered using 0.45 lm filter paper. All samples were
individually digested (at up to 105 °C) in a hot plate using perchloric and nitric
acid. Standard solutions for each metal were prepared beforehand and were cali-
brated to measure the error. Heavy metal levels in the digested samples of water,
riverside sediment, phytoplankton, and plant were examined using an atomic
absorption spectrophotometer; Shimadzu, (AAS)—6800 model using flame pho-
tometry techniques described by Isaac and Kerber [19]. The fish samples were
examined following the method suggested by Price [20] using the same AAS.

2.3 Calculation of Contamination Factor, Plant
Concentration Factor, Bioconcentration Factor

CFmetals is defined as the ratio of the concentration of analyzed metal in the sedi-
ment to that in the geochemical background (the average shale value),

Fig. 1 Three sampling locations of Buriganga river 1, 2, and 3 represent Basila, Hazaribagh, and
Babu Bazar respectively
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CFmetal ¼ Cmetal=Cbackground ð1Þ

The contamination factor (CF) is used to determine the purity classes of the
sediment samples. To monitor the contamination of metal, CF has been categorized
into four classes: low contamination (CF < 1), moderate contamination
(1 � CF < 3), considerable contamination (3 � CF < 6), and very high con-
tamination (CF � 6) [21]. Therefore, CF values provide an idea of the increase/
decrease of a certain metal in sediments over a given period of time.

Transfer of metal from soil to plant is a key component of determining human
exposure to metals through the food chain. The plant concentration factor (PCF),
also known as transfer coefficient was estimated as follows:

PCF ¼ Cplant=Csoil; ð2Þ

where, Cplant and Csoil are the concentrations of analyzed heavy metal of plant and
soil, respectively [22]. Higher PCF values suggest greater efficiency of plants to
absorb metals from the soil, whereas lower values represent the strong sorption of
metals to the soil colloids [23].

Bioconcentration factor (BCF) is used for the identification of bioaccumulative
substances and provides a valuation for a specific concentration ranges for water
bodies to maintain the pollutant concentration below the acceptable daily intake. By
comparing BCF, a comparison could be made on the ability of those organisms to
uptake metal from water. The bioconcentration factor (BCF) was calculated as
follows:

BCF ¼ Corganism=Cwater ð3Þ

According to EU regulation 253/2011 [24] in the context of assessing persistent,
substances are bioaccumulative with a BCF > 2000 and very bioaccumulative with
BCF > 5000. It is commonly considered that chemicals with BCFs < 1000 are low
bioaccumulative [25].

3 Results

3.1 Heavy Metal Pollution Load in Water

Five types of heavy metals were analyzed in each sampling points. The levels of
Cd, Cr, Pb, Ni, and Zn in the river water were compared with standards to check
whether they were present within their permissible limits. The concentration ranges
of these metals were observed to be 0.007–0.224 mg/l for Cr, below detection limit
(BDL) to 0.0014 mg/l for Cd, BDL to 0.028 mg/l for Pb, 0.015–0.024 mg/l for Ni
0.028–0.12 mg/l for Zn. A decreasing order of concentrations was observed with
Zn with the highest concentration and Cd with the lowest concentration
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(Zn > Cr > Ni > Pb > Cd). Chromium in water was observed to be more than five
times greater than the tolerable limit at Hazaribagh (Fig. 2). In other locations,
levels of chromium nearly matched the tolerable limit given by WHO standard for
drinking water [26]. The mean Cr concentration in water was reported as 0.058 mg/l
which greatly exceeded the toxicity reference value (TRV) for safe water (0.011 mg/l)
proposed by USEPA [27]. Studies on Buriganga river water showed the similar level
of Cr analogous to this study [16, 28, 29]. The highest (0.0244 mg/l) concentration of
Pb was found in Hazaribagh.

In this study, the mean concentration of Pb in water (0.01 mg/l) exceeded the
TRV (0.003 mg/l). The concentration of Pb was similar to different Buriganga
River related studies carried out by Khan et al. [30] and Alam et al. [31]. The
concentration levels of Cd, Zn, and Ni in the water were detected within acceptable
ranges. The surface water quality standard to protect aquatic species in water bodies
for both Cr and Pb is 0.001 mg/l established by CCME [32]. Hence, Cr and Pb
exceeded the limit of toxicity reference values and surface water quality standards
for aquatic life, indicating that water from this river require significant treatment if it
is intended for domestic use like drinking and/or cooking.

3.2 Heavy Metal Pollution Load in Sediment

The mean concentrations of heavy metals identified in the sediment samples
of Buriganga river are shown in Fig. 3. The unregulated presence of different
industries and their waste treatment and dumping systems influenced the heavy
metal concentrations at different locations sampled [31]. For the sediments,

Fig. 2 Mean concentrations of heavy metals in Buriganga river water
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the toxicity order based on the levels of heavy metal can be assigned as
Cr > Zn > Ni > Pb > Cd in Buriganga river. Cd concentration was the lowest
ranging from BDL to 0.16 mg/kg among the metals analyzed, whereas, a significant
level of Cr (103.58 mg/kg) was observed in the sediments at Hazaribagh area
(Fig. 3). Ni and Pb concentration in sediments were also the highest at Hazaribagh.
Average Ni concentration exceeded the sediment quality guideline (16 mg/kg)
suggested by USEPA [27]. Sediment samples showed elevated levels of Zn at every
sampling point though they did not exceed the permissible limit. The levels of Cr in
sediments ranged from 5.53 to 103.58 mg/kg with a mean value of 39.76 mg/kg.
Unregulated and untreated Cr discharge from leather industries into the river could
be the reasons behind the high levels of Cr [27]. The concentration of Cr in the
majority of the sediment samples exceeded the permissible limit set for sediment.
Cd, Pb, and Zn in the Buriganga river sediments were found to be lesser than the
acceptable limit for sediment set by USEPA [27].

3.3 Heavy Metal Pollution Load in Plant

Plant samples, e.g., Enhydra fluctuans, collected from the study area showed
alarming concentrations of heavy metals. The mean concentration levels of heavy
metals detected in plants are presented in Fig. 4. Significant levels of Cr, Pb, Cd,
Zn, and Ni were identified in the plant species. The average levels of heavy metals
in E. fluctuans are in the descending order with Zn with highest concentrations and
Cd is lowest concentrations (Zn > Cr > Ni > Pb > Cd) similar to the observation
of Zhang et al. [15].

Fig. 3 Mean concentrations of heavy metals in Buriganga river sediments
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Cr concentration varied between 0.95 and 163.06 mg/kg. The maximum level of
Cr was observed at Hazaribagh. This can be attributed to the tannery industries
beside the Hazaribagh location. The mean concentration of Cr in plant exceeded the
permissible limit for plant set by WHO [33]. Mean concentration levels of Cr in
plant samples observed were 40.88 mg/kg while the allowable limit of Cr in plants
by WHO had been specified as 1.5 mg/kg. Cd has potential to biomagnify and can
be toxic to microorganisms. The Cd levels in various plants grown in unpolluted
soils typically vary from 0.05 to 0.2 mg/kg [34]. Cd was accumulated the least in
plants among the metals. The levels of Cd in the plant samples were BDL to
0.37 mg/kg. The average Pb content (2.55 mg/kg) in the present study is higher
than the acceptable limit. The highest Ni concentration in the plant was observed at
Babu Bazar (27.75 mg/kg). Plant samples exceeded the acceptable limit for Ni
suggested by WHO [33] which is 10 mg/kg.

The maximum concentration of Zn (244.60 mg/kg) in E. fluctuans was found in
Basila. Almost all plant samples exceeded WHO’s recommended limit in each of
the observed periods for Zn [35]. It is clear that E. fluctuans has stronger ability to
accumulate for observed metals.

3.4 Heavy Metal Pollution Load in Fish

Long-term uncontrolled and untreated industrial wastes disposal could pollute the
marine life (e.g., fish) having a significant impact in the food chain. Several point
and non-point sources have been polluting the Buriganga river for a long time.
Aquatic organisms living in Buriganga river must have been experiening negative

Fig. 4 Mean concentrations of heavy metals in plant beside Buriganga river
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impacts, which eventually may cause the extinction of these organisms. In this
study, the level of Cr in the fish samples was 0.29–1.04 mg/kg. The highest level of
Cr was found in Corica soborna (1.04 mg/kg) and the lowest in H. fossilis
(0.29 mg/kg). Concentrations of Cd in fish samples were below the permissible
limit. Permissible limit of Cd for fish is 0.05 mg/kg established by Codex
Alimentarius Commission [36]. The maximum concentration of Cd was observed
in H. fossilis (0.04 mg/kg). No Cd was found in the muscle tissue in most of the fish
samples. Pb content in fish samples was found up to 2.92 mg/kg. Except for
Wallago attu, Pb was seen to accumulate in all other analyzed fish samples
exceeding the WHO Standards for aquatic life (0.025 mg/kg). Nickel concentra-
tions found in fish were BDL to 0.26 mg/kg and Zn concentrations were 5.77–
32.35 mg/kg (Table 1).

3.5 Assessment of Metal Pollution (CF, PCF, BCF)

The values of contamination factor (CF) for all the metals revealed low contami-
nation in sediments for all the sampling locations except for Cr which indicated
moderate contamination in Hazaribagh (Table 2). Trend of CF was different
for sediments of different locations. Babu Bazar followed the order of:
Cd > Zn > Ni > Cr > Pb; Hazaribagh followed: Cr > Zn > Ni > Pb > Cd; Basila
followed: Zn > Ni > Pb > Cr > Cd. The average CF values of Zn, Ni, Cd, Cr, and
Pb were 0.40, 0.36, 0.33, 0.54, and 0.19 respectively.

The transport of metals from the soil to plants can be determined well by looking
into plant concentration factors (PCF) of this study. The PCF of the studied heavy

Table 1 Concentrations of heavy metals in fish samples in Buriganga river

Sample types Cr Cd Pb Ni Zn

Corica soborna 1.04 BDL 2.92 BDL 23.61

Heteropneustes fossilis 0.35 0.035 0.765 0.245 6.83

Channa striata 0.57 0.015 0.52 0.13 12.675

Wallago attu BDL BDL BDL BDL 32.35

WHO Standards for aquatic life (Sudhira
and Kumar [37])

0.1 0.0002 0.025 0.025 0.03

BDL Below detection limit

Table 2 Summary of CF for sediments of different locations

Location CF PCF

Cr Cd Pb Ni Zn Cr Cd Pb Ni Zn

Babu Bazar 0.14 0.57 0.07 0.32 0.32 1.63 2.33 0.82 1.23 1.28

Hazaribagh 1.32 0.24 0.34 0.52 0.54 0.80 3.36 0.04 0.24 1.30

Basila 0.17 0.16 0.18 0.24 0.35 3.02 6.71 0.18 0.63 4.76
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metals are presented in Table 2. The PCF showed that Cd was adsorbed signifi-
cantly among all metals followed by Zn, Cr, Ni, and Pb respectively (Table 2). The
highest PCF was obtained at 6.71 for Cd and the lowest was found 0.04 for Pb. This
signifies that the plant, E. fluctuans absorbs a higher concentration of Cd from the
soil compared to other metals. Very low transfer of Pb suggests that the plant is less
likely to absorb Pb.

The results obtained from the biological samples are shown in Table 3. In most
of the cases, bioaccumulation of all the analyzed heavy metals was evidenced as the
metal concentration seems to have a greater contribution in biological samples than
that in water. However, the BCF values indicated that any of the heavy metals seem
to be neither persistent nor very bioaccumulative (according to EU regulation) as
BCF ranges are less than 2000. The BCF values for Lemnoideae confirmed that the
species is a hyperaccumulator for lead. Higher BCF value for lead (>1000) indicates
Lemnoideae as a suitable species for phytoremediation purposes.

4 Conclusions

Evaluation of heavy metals from the different compartments along the river stretch
provided adequate information to assess the current environmental and ecological
health of the river and riverside environment concerning heavy metal contamina-
tion. Although the heavy metals concentrations in water were not significant to
impose severe risks, the sediments, plants and the fishes accumulate heavy metals
even at frightening levels in certain cases. The significant accumulation of metals
was observed in fish followed by soil, plant, and water. All metals present in water,
except for Cr and Pb, were less than the toxicity reference values for safe water and
the surface water quality standard for aquatic life. The contamination indices (CF,
PCF, BCF values) did not exhibit alarming ranges or significant concerns; never-
theless, the sources of heavy metal contamination of the Buriganga river should be
controlled to prevent further deterioration of the quality of river water and its
surroundings.

Table 3 Bioconcentration factor (BCF) of heavy metals in different species

Source/species Zn BCF (l/kg) Pb BCF (l/kg) Cr BCF (l/kg)

Water (mg/l) 0.046 0.014 0.018

Primary producers 405.43 1758.57 195.28

Lemnoideae [mg/kg] 18.65 24.62 3.515

Primary consumers 513.26 208.57 57.78

Corica soborna [mg/kg] 23.61 2.92 1.04

Secondary consumers 404.13 74.29 43.33

Channa striata [mg/kg] 18.59 1.04 0.78

Tertiary Consumer 703.26 – –

Wallago attu [mg/kg] 32.35 BDL BDL
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Estimation of Sediment Concentration
of River Dagga, Chanchaga Basin, Niger
State, Nigeria

Muhammad Nda, O. D. Jimoh and Mohd Shalahuddin Adnan

Abstract Sedimentation is a concern to water resources project globally; water
flows along with certain degree of sediment naturally, and when the natural flow
regime of a river is altered by a dam, the reservoir stores both water and sediment
which settles in the reservoir and reduces the storage capacity. Reduction in storage
capacity of a reservoir beyond a limit hampers the purpose for which it was
designed. River Dagga is proposed to be dammed for water supply purpose, but
there is no consistent monitoring of sediment inflow into the rivers in Nigeria. This
research aims to study the suspended sediment-laden water carried by River Dagga,
Niger State Nigeria. Though most methods of estimating the rates of sedimentation
are quite cumbersome, time-consuming and expensive but the availability of some
data, (the sediment and flow rating curves) ease these difficulties. In this study, the
direct method of sediment sampling data approach has been used to estimate the
rate of sediments carried by river Dagga. The result shows that River Dagga sed-
iment inflow is low as water flows only during the raining season, the bed material
soil transported along the river bed is classified. The suspended sediment estimates
are expected to increase if the upstream of the catchment area is subjected to further
urbanization, farming, and animal grazing activities.
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1 Introduction

A river is a body of flowing sediments as well as flowing water. Sediment moves in
rivers and streams as suspended load as well as bedload, i.e., fine particles and
larger particles respectively. When this natural flow process is stilled behind a dam
or an embankment, the sediments settle to the bottom of the reservoir [1].
Sedimentation of reservoirs is caused by the accumulation of the suspended and bed
material load transported by running waters of the rivers. Sedimentation is mainly
the result of erosion of hilly or semi-hilly tracts of natural streams and channels
caused by heavy rains. Due to the very large quantity of sediment load transported
by rivers, the rate of sedimentation is high and reduces reservoirs storage capacity
[2].

Dams and reservoirs are developed to cope with the variability of water supplies
over time. As of today, there are nearly 39,000 large dams (over 15 m tall) in the
world [3]. Similarly, in Nigeria, there are over 264 dams of varying capacities
constructed, 210 of which is owned and operated by the Federal Government, 34 by
the States and 20 by private owners [4]. These dams produce several benefits
including water supply and irrigation purposes, hydropower generation, flood
control, and for recreational activities [5]. Sediment transport governs or influences
many situations that are of importance to humanity. Deposition of sediments does
not only reduce the capacity of reservoirs but, also interferes with harbor operation,
reduces useful flood storage volume, changes underground water conditions, affects
normal workings of low-level outlet gates and closes or modifies the path of
watercourse [6, 7].

Sediment transport occurs when there is an interface between a moving fluid and
an erodible boundary. The activity at this interface is extremely complicated. Once
the sediment is being transported, the flow is no longer a simple fluid flow, since
two or more materials are involved. Sediment movement within river channels is
usually referred to as sediment transport [8]. Sand and silt particles move as solid
material, but clay particles adhere like flocs which change in size and shape during
motion. Hillslope transport of sediment from landslides and debris flow may
dominate sediment supply in some watershed, locally forcing changes in channel
gradient and grain size [9, 10]. Most sediments mobilized on hill slopes must pass
through these streams before reaching lower gradient channels. Steep channels have
wide grain size distributions that are composed of finer, more mobile sediment and
large, rarely mobile grains. The large grains can bear a significant portion of the
total shear stress and thereby reduce the stress available to move the finer sediment
[11].

Rivers and stream are associated with basically two types of sediment load;
suspended load and bedload. Since both the suspended load and bedload are found
within the river channel, there combination is known as “bed material load” [12].
Estimating soil loss from measurements of sediment movement in streams and
rivers faces several problems. Taking the measurements is time-consuming and
expensive; the accuracy of the measurements is likely to be poor, and even if there
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are reliable data on the movement in a river or stream it is challenging to know
exactly where the soil came from and when [13].

In Nigeria, reservoir sedimentation has hampered so many dam operations for
instance in Shiroro and Tiga dam where the reservoirs are used for hydroelectric
power generation and water supply respectively. According to Jimoh [14] Shiroro
reservoir is highly threatened by the accumulation of sediments deposit which has
reduced the rate of power generation based on the author findings there is need to
control the menace of sedimentation in the reservoir. Likewise, Tiga dam in Kano
State Nigeria is not an exception in its case the sediments were trapped behind the
dam and growth of typha plants in the river course, and irrigation canals were
encouraged. The presence of typha plants in the channels reduces the flow rate. The
Komadugu Yobe Basin Project (KYBP) offered a link between cause and conse-
quence. The water audit highlighted the nature of the problem which led to the pilot
clearing of sediments, though tedious and labor-intensive demonstrated a practical
and cost-effective way of desilting [15]. Another similar study on reservoir sedi-
mentation was carried out at College of Agriculture and Animal Science, Kaduna
by Owolabi [16], using survey technique to estimate sediment rate with the aid of
an echo sounder device. From the results, it was concluded that it would take about
forty-two (42) years to have sediment concentration of 0.62 Mm3 in the reservoir.
The objectives of the present research are; (i) to provide reliable and dependable
estimate of rate of sediment inflow of River Dagga that can be used to estimate the
lifespan of the reservoir as well as its maintenance; (ii) to develop a sediment rating
curve for River Dagga; and (iii) to determine the geometric mean particle size (D50)
of the river bed before and after rain events.

2 Methodologies

2.1 Study Area

River Dagga originates from the highland of Bosso, runs south and joins River
Chanchaga at Sabon Dagga. The gauging station for this research work is located at
Latitude 9.4728° and Longitude 6.3722° (Fig. 1). The study area is about 21 km
from the Federal University of Technology, Minna Gidan Kwano campus the entire
area is drained by River Dagga. River Dagga has a few tributaries. The catchment
area of River Dagga is about 122 km2. The flow pattern of the river is a function of
the rainfall and geology over which the river flow. The river is seasonal with some
granitic rocks along its channel and very low flow in the dry season. Peak flows
occur in August, September, or October.
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2.2 Sampling Method

Data collection is an essential part of completing this study. The data were collected
from the established gauging station, the station was established at that point where
the river flow is relatively uniform and free of obstructions. The point lies on
Latitude 9.4728° N and Longitude 6.3722° E. The data was collected in 2013 and

Fig. 1 Location of study area
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2014 raining season between July and November. The following data were col-
lected from the field; flow rate, cross-sectional area, suspended sediment, river stage
height, river bed soil sample.

2.2.1 Stream Gauging

For the stream discharge of the gauging station was determined based on area
velocity method, the river flow rate was measured using MGG/KL—DCB Electric
magnetic water current and speed meter. This was done by dividing the river into
small elemental strips across the cross-section. Equations 1, 2, 3, and 4 were used to
calculate; velocity at the first and the last strips (near the banks) where the depth is
shallow, intermediate strip (with deep water), discharge in each strip and total
discharge respectively.

V ¼ v0:6d ð1Þ

V ¼ v0:2d þ v0:8d
2

ð2Þ

DQ ¼ ðbdÞv ð3Þ

Q ¼
X

DQ; ð4Þ

where

V average velocity in each strip
b strip width
d strip mean depth
Q discharge

2.2.2 Sediment Sampling

Suspended sediment samples refer to the particles that the flowing river carries
along, in this study only suspended sediment is considered. Suspended sediment
samples were taken at the same location where discharge measurements were taken
between 2013 and 2014. 0.75 l containers were lowered into the river to grab
flowing water with the sediment along the cross-section at mid-depth and equal
increments at verticals ¼, ½, ¾ of the river cross-section.

For this study, a total number of 27 samples were collected in 2013 and 18
samples in 2014 raining season, respectively. Each sample was filtered in the
laboratory through a weighed filter paper and oven dried at a low temperature of
105 °C and reweighed. Sediment weight was then divided by sediment volume, the
average concentration (mg/l) is multiplied by water discharge (Qw) in cubic meters
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per second and a multiplier 0.0864 which converts it to tones per day. The rela-
tionship between water discharge and suspended sediment load was plotted on
logarithm graph paper with water discharge, (Qw) in cubic meters per second,
against suspended sediment load, (Qs) in tons per day. The sediment rating curve
from a continuous record of streamflow provides a rough estimate of sediment
inflow carried by the river. The relation between the suspended sediment transport
(Qs) and streamflow (Qw) is given by Eqs. 5 and 6

Qs ¼ kQn
w ð5Þ

log Qs ¼ log kþ n log Qw: ð6Þ

2.2.3 Bed Material Samples

Soil samples taken from the river channel bed were taken to the laboratory for
analysis and classification. The particle size distribution for fine and coarse-grained
soil characterization was carried out in accordance with the procedures in BS 1377.
The unified soil classification system (USCS) was used to classify the soil type.

3 Results and Discussion

3.1 Sediment Concentration

Figure 2a and b are graphs showing the variation of discharges measured with time.
Graph a. represents measurements for 2013 while b. is plotted for the year 2014
data respectively. These figures indicate the minimum and maximum flow recorded
in 2013 to be 6.72 and 104.03 m3/s similarly it can be observed that the 2014 data
as 19.668 and 86.30 m3/s.

Figure 2 c and d these are graphs showing the average suspended sediment
concentration carried out for three different samples collected for each date in 2013
and 2014. River Dagga sediment inflow from the result as represented on graphs
below clearly shows low sediment concentration as water flows only during the
raining season. The average suspended sediment concentration for 2013 season was
0.02855 and 0.05498 g/l for 2014 raining season. The rise in sediment concen-
tration in 2014 may be due to higher rainfall depth and intensity, increase in
farming activities and animal grazing upstream.

The result of sediment concentration are compared with similar studies carried
out by Jimoh [14] in Kaduna and Sarkin Pawa river feeding shiroro dam, also
compared with is another sedimentation study by Ezebuiro [17] in Mulenda river
feeding Kilankwa reservoir in Nigeria as shown in Table 1.

From the comparison, river Sarkin Pawa has the highest concentration of sus-
pended sediment inflow. This can be attributed to the soil type and unstable bank
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present. River Dagga can be seen to have the lowest sediment concentration this can
be attributed to the vegetation, the river channel being relatively stable and the
geology which is rocky.

Suspended sediment rating curve for any river is developed by the log-log plot of
the river discharge Qw and suspended sediment load Qs. This is used to estimate
sediment inflow when the discharge is known, provided there is no notable change
in the river flow pattern and sediment characteristics. Figure 3 as presented below is
the sediment rating curve of River Dagga using the 2014 results. The suspended
sediment rating curve equation for River Dagga is written as Eq. 7 with a coefficient
of determination R2 of 0.880 which indicates a high positive correlation. The
constant K and n are 3.413 and 1.077 respectively.

Fig. 2 River discharge (a and b) and average sediment concentration (c and d)
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Qs ¼ 3:413Q1:077
w : ð7Þ

3.2 Bed Material Characterization

Bed material sampling was carried out to characterize the grain size distribution of
the soil in the river bed channel before and after rain to know the type of soil
transported by the river flow. Sieve analysis was carried out for bed materials

Table 1 Comparing the results with similar studies

River Dagga
(2013)

River Dagga
(2014)

Mulenda
River

Kaduna
River

Sarkin
Pawa River

Sediment
concentration
(g/l)

0.02855 0.05498 0.3527 0.4 1.6

Vegetation Presence of
shrubs and
trees

Presence of
shrubs and
trees

Presence
of shrubs
and trees

Presence
of shrubs
and trees

Presence of
shrubs and
trees

Period of
estimate

Raining
season

Raining
season

Raining
season

Dry
season

Dry season

Characteristics
of river
channel

Outcropping
rocks and
fairly stable

Outcropping
rocks and
fairly stable

Rocky
surface
and fairly
stable

Rocky
surface
and fairly
stable

Unstable
bank
deposit of
clayey,
loamy and
sandy soil

Fig. 3 Suspended sediment rating curve for River Dagga
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collected for the sampling period between the year 2013 and 2014. Figure 4a
(before rainfall event) and b (after rainfall event) shows the particle size curve for
2013 also, Fig. 4c and d (before and after rainfall event) is the sieve analysis plots
for samples collected for the year 2014. The grain size distribution analysis showed
that in the 2013 raining season. River Dagga bed material had a geometric mean
particle size D50 of 0.70 mm, and consequently, the river transported a smaller
material when it rains with smaller size D50 of 0.51 mm. Similarly, in the 2014
raining season it had a geometric mean particle size D50 of 0.52 mm and trans-
ported a bit smaller material with D50 of 0.51 mm. This shows that the bed material
composition carried by the river flow does not vary much between the 2 years.

Based on Unified soil classification system for well-graded sands, gravelly sands
with little or no fines (SW). River Dagga bed material gradation analysis does not
meet the SW classification criteria hence the soil can be classified as poorly graded
sand (SP).

Fig. 4 Particle size curve before and after rainfall event (2013a, b; 2014c, d)
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4 Conclusion

The results obtained from this study was taken during the rainy season thus, do not
have an extended period records. Therefore, limited to determining the long-term
average sediment yield, though extrapolation method was used to get the annual
sediment inflow of the river. The annual sediment yield of River Dagga was
computed to be 0.0005583 × 106 m3. The result will provide reliable and
dependable data that can be used to estimate the lifespan of the reservoir as well as
its maintenance.
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Potential of Pineapple Waste Extract
(PWE) as Co-substrate in Anaerobic
Digestion of Rice Straw Washwater
(RSWW): Enhancement of Biogas
Production

Nurul Shafiqah Rosli, Syazwani Idrus, Azmir Md Dom
and Nik Norsyahariati Nik Daud

Abstract This study aims to investigate the potential methane yield by
mono-anaerobic digestion of rice straw washwater (RSWW) and pineapple waste
extract (PWE) as well as the co-digestion of both RSWW and PWE at a ratio of
50:50 (v/v). The experiment was conducted at a controlled mesophilic temperature
of 37 °C in Upflow Anaerobic Sludge Blanket (UASB) reactor for a period of
approximately 55 days. The process performances were evaluated based on the
efficiency of COD removal and methane production in relation to other parameters
such as pH, organic loading rate (OLR) and alkalinity ratio. This study confirmed
that the rate of COD removal for RSWW, PWE, and RSWW:PWE (50:50) were
achieved the stable condition at 81, 89, and 86% respectively. The alkalinity ratio
value and pH throughout the experimental period remained below 0.30 and kept in
the range of 6.5–7.0 indicated the stable and good environment existed for anaer-
obic digestion within the UASB reactor. This study implies that the co-digestion of
RSWW:PWE found to improve the efficiency of COD removal and production of
methane during the mono-digestion of RSWW from 81 to 86% and 0.093 to 0.13
LCH4/g CODrem by the increment of 6.2 and 40%, respectively.
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1 Introduction

Agricultural-based industries are becoming more significant in the economy of
Malaysia as it is the one that raises the raw agricultural products’ value through
downstream processing so that the product are consumable and profitable. Among
the available plantation crops, paddy industry has recently received a new interest
among the agriculture policy makers in the country. Succeeding to oil palm and
rubber, paddy has become the third most extensively planted crop in Malaysia. In
the year 2013, including those that are planted twice a year, 674,332 ha land were
planted with paddy (Paddy Statistics of Malaysia 2013). In addition, due to the
demand for rice based on population, the paddy plantation area and yield of paddy
per metric tons has also increased consistently every year. Nevertheless, about 1.35
tons of rice straw will remained in the field for every ton of rice harvested, and
approximately 80% of the rice straw in the world was employing the improper
disposal method and management system [1]. Conventionally, rice straw is dis-
posed of by the common practice; which is open burning as it is the most conve-
nient, cheapest, and fastest way for rice straw disposal, especially in irrigated paddy
field. However, the burning of rice straw in the field eventually is an incomplete
combustion in nature that releases a significant amount of air pollutants including
the toxic gases (such as carbon dioxide, carbon monoxide, methane, nitrogen oxide,
and non-methane volatile organic carbon emissions) and fine or inhalable particles
[2, 3].

In addition, the rice straw burning also has been reported to affects the public
health as the increased of asthma attacks in children. Meanwhile, the large-scale
burning of agricultural wastes in numerous Asian countries may significantly
contribute to the formation of the Atmospheric Brown Cloud that can deteriorate
the local quality of air, atmospheric visibility and thus Earth climate [2]. Besides,
rice straw was also usually tilled back into the soil to be used as compost for the
crops. Nevertheless, the decaying of rice straw in soil often releases gases such as
nitrogen, ammonia, hydrogen, methane, and hydrogen sulfide. Thus, indirectly it
could increase the methane emissions towards the atmosphere which can worsen
the global warming phenomenon. In addition, among these released gases, methane,
and nitrous oxide are those which contribute significantly to global warming and
thus changing the climate at regional and global level [4].

On the other hand, according to Malaysian Pineapple Industry Board (MPIB),
pineapple industry is one of the main agricultural sectors in Malaysia which con-
tributed for the country’s earnings as one of the world pineapple suppliers. In fruit
processing industries, usually, pineapples are being processed for finished products
such as juices, chips, slices, and others. However, this industry emanating large
quantities of solid wastes (such as pineapple skin and pith) where it was used as an
alternative food for livestock or disposed of as they are. Pineapple wastes generally
consist of organic substances, therefore the disposal problem could be attenuated by
anaerobic digestion and composting thus causing a serious environmental pollution
problem when they were naturally degraded and release the greenhouse gases [5, 6].
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In this context, anaerobic digestion was selected as an optimal alternative for the
biomass waste treatment as it require a low operating cost in addition to green
energy production (methane) as a by-product. Moreover, the use of agricultural
waste as the biomass resource is more desirable because of its high availability and
its potential to mitigate the greenhouse gases released into the atmosphere when the
waste products are utilized rather than being left in the field to decompose [7].

Thus, concerning the best solution for the disposal management for rice straw
and pineapple waste, anaerobic digestion could become one of the promising
sustainable alternatives due to the production of renewable energy (methane) as a
by-product [8]. Rosli et al. [9] have reported the potential of rice straw leachate as a
source of biomass for biogas production. However, at a higher concentration, the
low degradability and insufficient of the nitrogen content of rice straw leachate have
caused the limitation in the production of biogas. Meanwhile, the study that was
done by Bardiya et al. [5], suggesting that the pineapple processing wastes could
potentially and suitable for anaerobic digestion as they are highly biodegradable,
have a high moisture content and rich in organic matter. Thus, the co-digestion
between the rice straw washwater and pineapple waste could synergistically
improve the mono-anaerobic digestion of rice straw which was reported to be
restricted due to its high lignin content which causes the difficulties for the
anaerobic microorganisms to degrade [10]. However, there is still a lacking for the
research on biogas potential from both rice straw washwaster (RSWW) and
pineapple waste extract (PWE). Therefore, this study was conducted to assess the
potential of using the agricultural waste such as RSWW and PWE for
mono-digestion as well as co-digestion of both substrates as a feedstock to improve
methane production, thus allow the application of agro-waste to be used widely as a
source of green energy recovery.

2 Methods and Materials

2.1 Feed Substrates

Five kilograms of fresh rice straw was collected from the paddy field around
Sekinchan, Selangor. It was preselected to remove the particulate components
which include fine stones. The rice straw was cut up to a small size (roughly
uniform in size) and was soaked with tap water for approximately 2 weeks period
time with one liter of water to 18 g of rice straw. The RSWW was extracted by
removing the rice straw, leaving only the liquid for anaerobic digestion.

Pineapple waste was collected from Juice Processing Factory organized by
Pertubuhan Peladang Negeri Johor (PPNJ) located in Ayer Itam Johor. Waste
consisted of the skin and pith of pineapple. PWE was prepared by blending both
skin and pith until it well mixed with fine pulp appeared. The PWE was obtained by
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filtering any solid part, as the liquid will be used as a substrate fed in the UASB
digester.

Synthetic wastewater will be used as a surrogate material as it allowed the use of
a consistent ingredient of control feedstock which is high biodegradability without
the risk of exposure to pathogens present in real sewage. The materials used for
synthetic wastewater preparation are shown in Table 1. On the other hand, the
activated sludge used as inoculum was collected from wastewater treatment plant of
engineering faculty, University Putra Malaysia.

2.2 Reactor Setup and Experimental Design

The laboratory scale of anaerobic digestion RSL and DS was conducted in a 6.5 L
working volume of upflow anaerobic sludge blanket (UASB) reactor. UASB
reactor consisted of an opaque polyvinyl chloride (PVC) sheet solid column
immersed in a water bath with a heater to heat up the water to mesophilic condition
at 37�C� 2. The reactor has two ports for each influent and effluent at its bottom
part. Solenoid driven dosing pump was used to feed the substrate into the reactor.
The effluent was collected into a sealed container and connected with Tedlar gas
sampling bag for gas sampling purposes. The UASB reactor was inoculated with
3 L activated sludge and brought up to the reactor operating condition. The digester
was operated for the period of 55 days including the acclimatization period. The
hydraulic retention time (HRT) remained unchanged and was maintained at 24 h
throughout the experimental period. The diagrammatic drawing of the UASB
reactor is shown in Fig. 1.

Table 2 represents the phases of anaerobic digestion with types of components
substrates and the corresponding concentration performed in this study. Synthetic
wastewater was fed during phase A and B during the acclimation period to allow
the anaerobic microorganisms to feed on the high biodegradability substrate. Same
goes during phase E and H. A short period time was required to feed on the
synthetic wastewater into the UASB reactor to recover the activity anaerobic
microorganisms before starting with the new feeding of the other substrates. In
addition, the experiment on the sludge morphological study was conducted at the
end of the operational period.

Table 1 Compositions of
synthetic wastewater
preparation in 1L volume [11]

Materials Amount

Yeast (granular form) 23 g

Urea 2 g

Sugar 11.5 g

Full cream milk 144 mL

Blood 5.75 mL

Tap water Make up volume until 1 L
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2.3 Analytical Method

pH was measured using pH meter (Delta 320, Mettler Toledo Group). Salinity, total
dissolved solid (TDS) and electrical conductivity (EC) were measured using
TRACER PockeTester probe. COD was measured using Closed Reflux, Titrimetric
Method recommended by Standard Methods for the Examination of Water and
Wastewater. Total alkalinity was also determined per standard method for the
examination of water and wastewater (APHA 2005). Total ammonia nitrogen
(TAN) and Total nitrogen (TN) were measured using DR/890 Colorimeter HACH

Table 2 Component and concentration of feedstock

Operation time (Day) Phase Feedstock

Components Concentration (gCOD/L)

1–18 A Synthetic wastewater 0.70, 0.80 & 1.2

19–23 B Synthetic wastewater 0.80

24–28 C RSWW 0.80

29–34 D RSWW 1.20

35–37 E Synthetic wastewater 0.80

38–42 F PWE 0.80

43–48 G PWE 1.20

49–50 H Synthetic wastewater 1.20

51–55 I 50% RSWW + 50% PWE (v/v) 1.20

Pump

Influent

Effluent

Gas bag

Inoculum

Separator

Fig. 1 Diagrammatic drawing of UASB [11]
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equipment. The biogas composition (methane and carbon dioxide) was analyzed by
gas chromatography (GC), Agilent Technology, 6890 N Network Gas
Chromatography System. The sludge inoculum surface morphological was ana-
lyzed using Hitachi S-3400 N Scanning Electron Microscope (SEM).

3 Results and Discussion

3.1 Substrates Characterization

Table 3 presented the main characteristics of substrates used as a feedstock for this
study.

3.2 Organic Loading Rate (OLR)

Figure 2 represented the OLR applied for approximately 8 weeks of experimental
period. The OLR of the synthetic wastewater was increased gradually from
0.3 gCOD/L/day to 0.43 g/L/day and 0.65 g/L/day during the phase A, and reduced

Table 3 Components of feedstock used in the experiment

Parameters RSWW PWE 50% RSWW + 50% PWE

pH 6.8 3.76 3.9

COD (g/l) 1.92 35 16

Suspended Solid (mg/l) 65 165 282

Turbidity (NTU) 56 800 390

TAN (mg/l) 17.5 48 55

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 5 10 15 20 25 30 35 40 45 50 55

O
LR

 (g
 C

O
D/

L/
da

y)

Operation time (days)

A B C D E F G H I

Fig. 2 Organic loading rate distribution

1484 N. S. Rosli et al.



to 0.43 gCOD/L/day at phase B. The adjustment of OLR during this period was to
determine the applicable and relevant organic loading to be fed into the reactors as
for reactor startup, to avoid any instability for the proceeding anaerobic digestion
process. In this experimental work, the OLR used for the feeding were 0.43 g/L/d
and 0.65 g/L/d with the corresponding feedstock’s concentration of 0.80 and
1.2 g/L. The maintained of operating condition at OLR 0.43 and 0.65 gCOD/L/day,
was to remain the steady production of methane yield at a stable operating con-
dition, as when the higher OLR was applied, the reduction in pH value and fluc-
tuation in COD removal rate was observed and which might cause the instability for
the upcoming anaerobic digestion process.

3.3 PH Value

The understanding of pH, and the factors that initiating or resisting to pH changes
were critical to be controlled and secured for a successful operation in an AD
system. Figure 3 shows the distribution of pH values for 55 days of an operational
period in the UASB reactor. In general, the pH values were maintained at pH 6–7 at
all phases. Phase A and B are known as the adaptation period where the reactor was
only fed with synthetic wastewater for the anaerobic digestion process. In the early
phase, the pH value was increased gradually from 5.50 to 6.76 indicating the good
environment for anaerobic microorganisms which may be due to the application of
low OLR value of 0.43 gCOD/L/day for the startup process. The reduction in pH
value was detected at day 16 which might be due to the sudden increase of the OLR
to 0.65 g/L/d that resulted in the acid accumulation in the reactors [12]. The pH
increased and maintained in the range of 6.66–6.68 when the OLR was reduced to
0.43 g/L/day during phase B.

The gradual increase in pH from 6.61 to 6.91 was observed in phase C and D
when the feedstock was switched to RSWW at OLR of 0.43 and 0.65 gCOD/L/day.
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Operation time (days)
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Fig. 3 pH distribution for 55 days of operating period
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However, the pH values reduced to 6.53 and remain fluctuated around 6.54–6.60
during phase F and G, when the feedstock was switched to PWE at OLR of 0.43
and 0.65 gCOD/L/day. Generally, the trend of pH values from phase B to I was
observed to fluctuate with pH values lies in the range of 6.5–7. The pH values can
represent the current state of the anaerobic digester and become the indicator for the
formation of volatile fatty acid. In order to obtain a good quality of granular sludge,
a stable pH is required in the range of 6.3–7.8. In a mixed-culture anaerobic
digester, the optimal pH range is 6.6–7.8 [13]. Hence, referring to the pH obser-
vation for this study, it indicates the stable anaerobic digestion process in UASB
throughout the experimental period at all type of feeding.

3.4 Alkalinity Ratio and Ammonia

Figure 4a shows the distribution of alkalinity ratio values. Generally, the value of
alkalinity ratio was recommended to be less than 0.30, for a good state indication of
the anaerobic digestion process [14, 15]. For this study, the alkalinity values were
maintained below 0.3 throughout the experimentation period, indicating that the
reactor is having enough buffering capacity for the digestion process, at a stable
anaerobic digestion operation.

On the other hand, the distribution of total ammonia nitrogen (TAN) is shown in
Fig. 4b. TAN values were observed maintain in the range of 12.5–18.5 mg/L which
indicated the stable condition of the feeding with various substrates conducted in
this study. In addition, the values are far from the inhibition range which was
reported by the previous studies. Instead, at the value lower than 200 mg/L,
ammonia were reported as beneficial to anaerobic process since it was used for
growth of anaerobic microorganisms [16]. It is important to mention that at a low
ammonia concentration, it was generally utilized by methanogens organism as their
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source of nutrients which will give more acceleration for granules activities in the
methanogenic phase thus increasing the biogas production.

3.5 Chemical Oxygen Demand (COD) Removal

Figure 5 indicated the distribution of COD removal efficiency in the UASB reactor.
In Phase A, for the consecutive eleven days of synthetic wastewater feeding, the
COD removal efficiency was observed to fluctuate in the range of 65–70%. This
could be due to the adaptation of anaerobic populations towards the variation of the
incoming organic loading of the feedstocks. Eventually, at the end of phase A, the
COD removal efficiency has become steady and maintain at 84%. During the early
stage of Phase C, the COD removal was decreased to 80% due to the adjustment of
anaerobic microorganisms to adapt to a different type and concentration of the new
substrate. The addition of RSWW that consist of small straw flakes could create the
difficulties for the degradation and digestion process in the reactor. Providentially,
after a week of RSWW feeding, the anaerobic population able to adapt towards the
incoming RSWW with COD removal efficiency remained stable at 79–82%. The
same trend was also observed during Phase D where the OLR of RSWW was raised
to 0.65 gCOD/L/day. At this phase, the COD removal efficiency was increased and
remains in the range of 84–85%, indicating the adapted of the anaerobic
microorganisms towards the RSWW feeding. The increase of OLR presented a
higher organic content in the substrate to be digested during the anaerobic digestion
process which could also result in the increment of biogas production. In addition,
the pH stability indicator showed no sign of overloading as pH was maintained
above 6.60 and thus indicating the stability of process at the applied OLR.

The starting of Phase F showed a small reduction in COD removal efficiency
from 84 to 82% due to the sudden change of the feedstock from synthetic
wastewater to PWE. Nevertheless, the COD removal efficiency was observed to
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increase gradually as the day of feeding with PWE going on until the OLR was
raised to 0.65 gCOD/L/day (Phase G). As the concentration of PWE was increased
to 1.2 gCOD/L in phase G, the COD removal efficiency was also gradually
increased to 91% and remained stable at 87% from day 46 until 49. The higher
removal of COD during the feeding of PWE compared to RSWW could be
attributed to the characteristics of PWE which was highly biodegradable, rich in
reducing sugar, and proteins content as compared to RSWW [5, 17]. Therefore, in
order to investigate the potential improvement in the efficiency of anaerobic
digestion of RSWW, the co-digestion of RSWW with PWE was conducted in phase
I with the ratio of 50:50 (v/v). The COD removal efficiency found to increase by
11% during the co-digestion process compared to mono-digestion of RSWW, and
the stable removal of COD was detected at day 55 with 88% of COD removal.
Hence, this indicates that the co-digestion of feedstock with a higher degradability
characteristic can actually promote the ability of anaerobic microorganisms to
degrade or digest the organic materials which result in a higher efficiency of COD
removal [18]. The co-digestion of RSWW with PWE was found to be a suitable
approach to support and improve the degradation of biomass from both feedstocks.

3.6 Biogas Production

Following the assumption of all incoming COD is converted into methane, and that
the growth of biomass and cell maintenance was considered insignificant, the
theoretical methane produced should be 0.35 LCH4/gCOD [19]. Table 4 represents
the deviation of actual methane production in the UASB reactor from the theoretical
values at all phases. Overall, it can be concluded that the deviation of methane yield
was higher during the mono-anaerobic digestion of RSWW compared to PWE. This
was as expected due to the differences in the characteristics of both substrates itself.
The biogas production recorded during the mono-digestion of RSWW was
increased at the increasing OLR, corresponded to the increment of COD removal
efficiency from 79 to 84%. However, the observed specific methane yield during
phase D (0.093 LCH4/gCODrem) is slightly low than in phase C (0.103 LCH4/
gCODrem) was. This could be due to an advanced hydrolysis but less of
methanogenesis, as hydrolytic bacteria are more robust towards environmental
condition [12]. Moreover, the presence of lignin that tends to accumulate in
the digester as the OLR was increased could also result in the difficulties for the
anaerobic microorganisms to degrade the RSWW [20]. On the other hand, the
specific methane production from PWE at OLR of 0.43 gCOD/L/day and 0.65
gCOD/L/day in both phase F and G showed a better methane yield compared to
mono-anaerobic digestion of RSWW with the production of specific methane of
0.128 and 0.150 LCH4/gCODrem respectively. This indicated that the complex
composition of pineapple could be digested more easily than that of RSWW, and
suggesting the good potential of PWE as the source of biomass for green energy
production. This is consistent with the study conducted by Bardiya et al. [5], whose
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reported that the anaerobic digestion of fruit wastes is the best-suited waste treat-
ment as it could produce energy in the form of methane and results in a highly
stabilized effluent which is odorless and almost neutral in pH.

Therefore, to improve the degradation of RSWW and the production of biogas,
co-digestion between RSWW and PWE were conducted in Phase I as the imple-
mentation of this concept was reported could successfully enhance the anaerobic
digestion process by overcoming the drawbacks of mono-digestion [21]. This study
found that the co-digestion of RSWW with PWE has the potential in improving the
mono-anaerobic digestion of RSWW with the increment of 40% of specific
methane yield from 0.093 to 0.13 LCH4/gCODrem. This showed the synergistic
effect of both substrates when mixed together during the co-digestion which could
be attributed to a high degradability and the organic matter that present in PWE,
that provides a better nutrient balance to create a favorable conditions for the
methanogens [5, 22, 23]. In addition, the obtained results were in line with the
previous study on the co-digestion of rice straw (RS) with food waste (FW) which
is highly biodegradable and rich in protein content. It was reported that the
anaerobic co-digestion of FW and RS does not only improved the system stability
but also greatly enhanced the volumetric biogas production in comparison with
mono-digestions of both substrates with the highest methane yield of
60.55 mLCH4/gVS/day at a ratio of FW to RS of 3:1 based on total solids.

In addition to the production of methane from the anaerobic digestion for both
PWE and RSWW, the wastes of washed rice straw and solid residue of PWE could
be fully utilized for other purposes. Washed rice straw was reported by several
studies to possess a good quality trait as compared to the raw rice straw for burning
application due to a significant improvement in its thermal behavior since the ash
content and sintering formation was reduced. Moreover, it has an advantage in high
energy conversion efficiency such as for electricity generation. Not only it could
save the energy utilization, but also preserves the environment and reduce the
open-field burning pollution at once increases the farmers’ income [23, 24]. On the

Table 4 Comparison of methane production in UASB between the theoretical and actual yield

Days Phase Feedstock CODi

(g)
CODf

(g)
Theoretical
CH4 (LCH4/
gCODrem)

a

CH4

produced
(LCH4/
gCODrem)

CH4

(%)
CH4

deviation
(%)b

26 C RSWW 2.4 0.453 0.283 0.103 45.2 63.6

33 D RSWW 3.6 0.528 0.298 0.093 46.0 68.8

40 F PWE 2.4 0.450 0.284 0.123 48.5 56.7

47 G PWE 3.6 0.417 0.309 0.141 50.4 54.2

55 I 50%
RSWW + 50%
PWE

3.6 0.498 0.302 0.130 50.0 57.0

acalculated by assuming 1 g COD = 0.35 LCH4
bcalculated from the difference between theoretical yield and actual yield per gram of COD removed
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other hand, the solid residue of PWE could also be used for several applications
such as fertilizer or animal feed in agricultural sector [25], bio-sorbent for heavy
metals removal and anti-dyeing agent [26] and others [6].

3.7 Surface Morphological of Sludge Inoculum

The surface morphological of inoculum sludge was analyzed after completing the
55 days of experimental periods, using the scanning electron microscope
(SEM) image to look for any differences or changes on the sludge inoculum after
fed on several types of substrates. Figure 6a and b represent the images of the
inoculum sludge before the feeding started and after 55 days of feeding. From
Fig. 6b, the increment of anaerobic bacteria colonies were spotted with the incre-
ment of inoculum sludge particles as compared to the sludge before used as the
inoculum inside the UASB digester. Generally, the anaerobic populations found in
the anaerobic reactors are wide in range and vary depending on the substrates and

Fig. 6 SEM image on the sludge inoculum a before the feeding start b after the feeding complete
for 55 days
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operating condition of the digester used [27] which includes nutrient, minerals
content, and operational period. These parameters can determine the degree of
extracellular polymeric substance within granule which can improve granulation
process thus improve biodegradation of AD system. In addition, due to the for-
mation of granules, the reduction in sludge washout was observed, thus resulted in a
better performance of UASB in specifically in COD removal and methane pro-
duction efficiency.

4 Conclusions

Generally, the results indicate that RSWW and PWE were found to hold the
potential for biogas production. However, the low degradability and the low
nitrogen content of RSWW might cause a restriction towards the optimum pro-
duction of biogas. The process anaerobic digestion of RSWW and PWE at OLR of
0.43 gCOD/L/d and 0.65 gCOD/L/day was able to maintain the stability of a system
operated in UASB reactor with indicator of pH, TAN, and IA/PA ratio that always
maintain in the range of 6.5–6.8, below 200 mg/L and 0.3 respectively. During the
feeding of RSWW at OLR 0.65 gCOD/L/d, the COD removal efficiency was found
stable in the range of 82–84% with specific methane production of 0.093 LCH4/
gCODrem. In contrast, the anaerobic digestion of PWE showed a better result both
in COD removal efficiency and specific methane production of 89% and 0.141
LCH4/gCODrem respectively. PWE was found to be a promising raw material for
biogas production since it is highly biodegradable and rich in carbohydrate and
protein. Thus, a higher biogas volume was produced during the mono-anaerobic
digestion of PWE. Meanwhile, the co-digestion of RSWW with PWE at a ratio of
50:50 (v/v) resulted in the synergistic effect with 86% of COD removal efficiency
and 0.130 LCH4/gCODrem of specific methane yield with the corresponding
increment of 6.2 and 40% respectively, compared to the mono-digestion of RSWW.
SEM analysis showed the changes in a surface structure of the inoculum sludge by
the increment in the inoculum sludge size with the existence of anaerobic popu-
lation colonies.
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Effects of Cross-Section on Infiltration
and Seepage in Permeable Stormwater
Channels

Ahmed Mohammed Sami Al-Janabi, Abdul Halim Ghazali
and Badronnisa Yusuf

Abstract Factors affecting the infiltration rate have been studied fairly well by
many researches; however, the effects of the cross-section of a permeable
stormwater channel on the surface water depth reduction due to infiltration and
seepage have largely been neglected. In the present study, towards improving the
efficiency of permeable channels, the effects of the three components of a trape-
zoidal section, namely, the water depth, side slope, and base width, on the infil-
tration and unsteady seepage rates were investigated. Laboratory studies using
models of the channel with unsaturated soil were performed under ponding con-
dition using various initial water levels, base widths, and side slopes for two soil
textures, namely, sandy loam and loamy sand. The results showed that the rate of
surface water depth reduction by infiltration and seepage increases with increasing
water level irrespective of the base width and side slope. In addition, an increase of
the side slope increases the infiltration rate, with the effect becoming more sig-
nificant with increasing initial water level, while the effect of varying the base width
is insignificant.
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1 Introduction

The construction of permeable stormwater channels such as grassed swales is one
of the methods commonly used for sustainable urban stormwater management.
Swales are shallow channels with mild longitudinal slops and water depth near to
their vegetation height. They may also be known as vegetated swales, grass
channels, bio-retention swales, and wetland swales [1]. Swales can be categorized
under the slow transport group of sustainable urban drainage (Fig. 1), as they link
several on-site control systems, delay rapid runoff, and reduce its volume by their
infiltration function [2]. They are also used for improving the stormwater quality
through infiltration, sedimentation, and filtration [3].

Stormwater infiltration, unlike other approaches, is capable of solving urban
runoff-related problems, such as peak flow reduction, increasing base flow, stream
bank erosion, groundwater recharge, and water quality [4]. Reducing the volume of
runoff by infiltration through porous surfaces at the source lessens the effort needed
to control the remaining runoff at the downstream basin [4].

A good understanding of how infiltration and seepage rates are affected by
surface conditions helps in choosing the optimal channel cross-section that maxi-
mizing the infiltration and seepage rates. In the present study, physical channel
models were developed in the laboratory and used to investigate the effects of the
permeable channel section on surface water reduction by infiltration and seepage
under the unsaturated soil condition. Since trapezoidal cross-section is the preferred
shape for unlined stormwater channel due its ample capacity with a limited depth
and ease of construction [5], the effects of the three components of a trapezoidal
section, namely, the water depth, side slope, and base width, on water loss by
infiltration were investigated.

2 Factors Influencing Infiltration in Permeable Channels

Factors that affect the rate of infiltration have been studied fairly well by many
researches (e.g., [4, 6–11]) and can be summarized as the amount and character-
istics of rainfall, hydraulic conductivity, initial soil moisture, soil characteristics,
surface and subsurface conditions.

Fig. 1 The four groups of
sustainable urban drainage [2]
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Although there are some studies about how the infiltration rate is affected by the
ponding depth of water (e.g., [12–16]) and surface slope (e.g., [17–21]), the effect
of channel cross-section on infiltration rate seems to be ignored. Ponding depth and
slope may not be sensitive infiltration factors in some hydrologic models, but the
water level in a channel and its side slope may be very important when the channel
cross-section is considered for maximizing infiltration rate.

3 Seepage as a Function of Time

Figure 2 shows the three basic seepage conditions in unlined irrigation canals [22].
Figure 2a, b, and c show the seepage loss at the startup stage of a dry canal,
steady-state seepage into a shallow water table, and seepage from a channel with a
clogged bed respectively. The seepage rate at the startup stage was significantly
higher than the steady-state seepage rate, which occurs when the soil becomes
saturated [22].

Numerous studies have been conducted on the use of the section of an irrigation
canal to minimize the seepage loss (e.g., [23–26]). However, the focus of these
studies was on the steady-state seepage loss, while the unsteady seepage was
usually neglected. For example, [23] used an optimization procedure to investigate
the trapezoidal cross-section for minimum seepage loss in a canal with a deep
groundwater table and homogeneous and isotropic soil. Their analysis was based on
the following equations:

qs ¼ kynF ð1Þ

F ¼ 4p� p2
� �1:3 þ 2mf g1:3

� �0:77þ 0:462 m
1:3þ 0:6 m þ b

yn

� � 1þ 0:6 m
1:3þ 0:6 m

" #1:3þ 0:6 m
1þ 0:6 m

; ð2Þ

where qs is the seepage discharge per unit length of the canal (m2/s.m); k is the
hydraulic conductivity (m/s); yn is the canal normal flow depth (m); F is the seepage
function (dimensionless), which is a function of the channel geometry; b is the base
width (m); and m is the side slope (dimensionless).

Figure 3 presented the summary of their findings. From Fig. 3, it can be seen
that an increase of the channel side slope has little effect on the seepage for a slope
m of less than 1.5, while the effect is significant for m values of 1.5–5. In addition,
the seepage loss slightly increases with increasing base width.

In stormwater channels, soil may not attain saturation during the storm, (except
when there is ponding water with a shallow groundwater table), and hence seepage
may not reach the steady-state and usually stay unsteady and rapidly decreases with
time. Seepage rate under the unsaturated soil conditions was not considered in their
study.
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Fig. 2 Canal seepage geometry for different boundary conditions [22]

Fig. 3 Variation of the
seepage loss with the bed
width for different side slopes
“[23], © ASCE”
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4 Design of a Swale Cross-Section

The issue that needs a designer attention is that some stormwater management
practices are sized based on the peak flow of a design event, while others are sized
based on the volume of the design event [1]. The grassed channels are a
flow-rate-based design [27], and the principles of open channel flow are then used
in the design of a swale cross-sectional flow area [1]. Therefore, there is usually a
focus on the runoff conveyance and quality requirements, with less attention given
to the best section for maximizing runoff reduction by infiltration and seepage.
However, if the infiltration rate is taken into consideration, the Manning’s equation

Q ¼ 1
n
AR2=3S1=2; ð3Þ

where Q is the flow rate (m3/s), n is Manning’s roughness coefficient, A is the
cross-sectional area of the swale (m2), R is the hydraulic radius (m), and S is the
channel slope (m/m).

and infiltration flow

Qf ¼ f
100

PL; ð4Þ

where Qf is the infiltration flow rate (m3/h), f is the infiltration rate (cm/h), P is the
wetted perimeter (m), and L is the length of the swale (m) are usually used in the
design of the cross-sectional flow area of a permeable stormwater channel.
Infiltration rate f in Eq. (4) is estimated using either empirical test such as double
ring or literature values of infiltration based on soil type and water content.

To verify the efficacy of the infiltration and adjust the swale cross-section, the
flow and infiltration flow rates should be converted into volume for comparison
with the required infiltration volume. The effects of the cross-sectional flow area on
the surface water reduction and infiltration rate are usually neglected.

For the determination of the length of a swale required for a given total infil-
tration, [28] derived design equations for trapezoidal and triangular swales by
combining Manning’s equation (Eq. 3) and the infiltration flow rate equation
(Eq. 4). The infiltration flow rate Qf was replaced with the flow rate in Manning’s
equation as follows:

L ¼ Q
Pf

ð5Þ

For consistency of the infiltration rate units, the flow rate in the swale, Q, should
be converted into (m3/h). For the considered trapezoidal channel, the wetted
perimeter in Eq. (5) was substituted based on Manning’s equation and the concept
of the most efficient hydraulic section. The following equation was thus obtained,
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L ¼ 360; 000Q

bþ 2 nQ 1þm2ð Þ1=3
S1=2 m2=3 2 ð1þm2Þ1=2�m½ �

� 	3=8
1þm2ð Þ1=2

( )
f :

ð6Þ

Equation (6) was further simplified as follows by [29], who introduced the
constant K:

L ¼ KQ5=8S3=16

n3=8f
; ð7Þ

where K is a function of the side slope m (Table 1), which is only a mathematical
simplification of the hydraulic relationship with the side slope m, without consid-
ering its effect on the infiltration rate.

In addition, only one value of the infiltration rate is employed and multiplied by
the wetted perimeter in Eqs. (6) and (7). This implies that the variation of the
infiltration rate with the channel cross-section is ignored. When the swale is
intended for infiltration enhancement, it is necessary to consider the effect of the
cross-sectional flow area on the infiltration rate.

5 Materials and Methods

5.1 Experimental Setup

The study was conducted using physical models of channels made from Perspex
clear sheets with half-trapezoidal cross-sections. The length L of channel models
was 0.5 m; the bottom width b values were 1, 0.5, and 0.2 m, respectively; and the
side slope m values were 2, 3, and 4. To simulate the permeable boundaries, a

Table 1 Swale length formula constant K as a function of the side slope m

M K (SI Units) (i = cm/h, Q = m3/s) K (U.S. Units) (i = in./h, Q = ft3/s)

1 98,100 13,650

2 85,400 11,900

3 71,200 9900

4 61,200 8500

5 54,000 7500

6 48,500 6750

7 44,300 6150

8 40,850 5680

9 38,000 5255

10 35,760 4955
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10-cm top soil layer was placed on a 5-cm-thick gravel filter (Fig. 4). Holes spaced
at 10 cm were drilled in the bottom and side of the models to drain water infiltrating
through the soil.

5.2 Soil Samples

Two soil samples with different texture, namely, natural soil and modified soil were
used in this study. The natural soil sample was collected from the farm of the
Universiti Putra Malaysia. A previous survey of the farm soil identified four major
soil series, namely, the Melaka, Munchong, Bungor, and Serdang Series [30].
Laboratory tests revealed that the characteristics of the soil sample were comparable
to those of the Serdang series, which have textures ranging from fine sandy loam to
sandy clay loam [31].

The modified soil sample was prepared by mixing the natural soil with
well-graded sand (100% sand). A 50 kg of sand was added to the 100 kg sandy
loam and the final soil texture became loamy sand soil. Properties of the soil
samples are described in Table 2. Saxton and Rawls [32] recommend the use of the
USDA soil texture classifications for assessing soil properties in the context of
infiltration study. Figure 5 shows that both soil textures are within the shaded area
in USDA Textural Triangle which represents the soil textures that applicable for
design of infiltration facilities [5].

5.3 Experimental Method

The ponding method, which involves filling the channel model to the target level
and measuring the decrease in the water depth over time, was used for the infil-
tration tests. The present tests involved the effects of the three parameters of the
cross-sectional flow area of a trapezoidal channel, i.e., the water depth, base width,

Fig. 4 Half-trapezoidal channel models with different base widths and side slopes
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and side slope on water reduction by infiltration and seepage. The loss of water
from the channel models by evaporation was considered insignificant and ignored.

The details of the laboratory tests for the different considered conditions are
presented in Table (3). Same experimental tests were repeated for the two soil
textures to generalize the results. The decreasing water level for each condition was
measured at 10 min intervals over 8 h.

The initial water content of soil was set to the field capacity of the soil (un-
saturated), and hence the soil was allowed to fully saturate before each test trail and
then drain for 2–3 days to attain the field capacity. Seepage discharge per unit
length in the unsaturated condition was calculated using the measured decrease in
the cross-sectional area of the water with respect to time during the ponding test

Table 2 Properties of the soil samples

Units Natural soil Modified soil

Texture Sandy loam Loamy sand

Sand (%) 77 84.7

Silt (%) 4 2.7

Clay (%) 19 12.6

Porositya 0.453 0.437

Effective porositya 0.412 0.401

Hydraulic conductivitya (cm/h) 1.09 2.99
aRawls et al. [33]

Natural Soil Sample Modified Soil Sample

Fig. 5 The soil textures
based on USDA Textural
Triangle [34]
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qs ¼ DA
D t

; ð8Þ

where qs is the seepage discharge per unit length (m2/h), and DA
D t is the decrease of

the cross-sectional flow area with respect to time (m2/h).

6 Results and Discussion

Figures 6 and 7 show the variation of the seepage rate with time for sandy loam and
loamy sand soil textures respectively for different water levels, base widths, and
side slopes.

From Figs. 6 and 7, it is clear that the seepage in the unsaturated condition is
unsteady, and the seepage rate initially decreasing sharply with time, followed by a
gradual decrease until it becomes constant (the basic seepage rate) after about 4 h.

On the other hand, a comparison of the seepage rates shown in Figs. 6 and 7
reveals that the seepage rates for the modified soil sample (loamy sand) are higher
than those for the natural soil sample (sandy loam) for a given initial water level,
base width, and side slope. The figures show that the seepage rates were approx-
imately doubled when soil was modified. Rawls et al. [35] stated that the typical
hydraulic conductivity of loamy sand is about 2.7 times higher than its value for
sandy loam (Table 2). The increase on seepage rates after modification was only by
2 times because of the high percentage of clay contents (see Fig. 4 and Table 2).

The effect of water level on the seepage rate is also clear from Figs. 6 and 7, as
the seepage rate increases with increasing water level for both soil textures, irre-
spective of the base width and side slope.

To investigate the effect of the base width on the seepage rate the base width was
varied for a given initial water level and side slope. The results for sandy loam and
loamy sand soil textures are shown in Figs. 8 and 9 respectively. From Fig. 8, it
can be seen that for the sandy loam soil, the seepage rate for a base width b of
0.2 m is always the lowest for a given water level. However, there is very

Table 3 Details of the laboratory experiments

Case Side slope (m) Base width b (m) Initial water depth y (m)

1 2 0.2 0.15, 0.25, 0.35, 0.45

2 0.5 0.15, 0.25, 0.35, 0.45

3 1 0.15, 0.25, 0.35, 0.45

4 3 0.5 0.15, 0.25, 0.35

5 4 0.5 0.15, 0.25, 0.35
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little increase on the seepage rate when the base width is changed from 0.5 to 1 m
for all the considered initial water levels. For loamy sand soil, the results which are
shown in Fig. 9, indicated that the seepage rate increases slightly with increasing
base width.

Moreover, to investigate the effect of the side slope on the seepage rate, the side
slope was varied for a given initial water level and base width. The results are
shown in Figs. 10 and 11 for sandy loam and loamy sand soil textures respectively,
which show that the side slope has negligible effect on the seepage rate for a low
water level h of 0.15 m for both soil textures. The effect, however, increases with
increasing water level from 0.25 to 0.35 m. The results therefore indicate that an
increase of the side slope for both soil textures increases the unsteady seepage rate,
with the effect becoming more significant with increasing initial water level.

Water level y = 0.45m
Water level y = 0.35m
Water level y = 0.25m
Water level y = 0.15m

a. Side slope m = 2, base width b = 1 m. d. Side slope m = 3, base width b = 0.5 m. 

b. Side slope m = 2, base width b = 0.5 m. e. Side slope m = 4, base width b = 0.5 m. 

c. Side slope m = 2, base width b = 0.2 m.
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Fig. 6 Variation of the seepage rate with time for sandy loam soil for different initial water levels,
base widths, and side slopes
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Water level y =0.15 m
Water level y =0.25 m
Water level y =0.35 m
Water level y =0.45 m

a. Side slope m = 2, base width b = 1 m. d. Side slope m = 3, base width b = 0.5 m. 

b. Side slope m = 2, base width b = 0.5 m. e. Side slope m = 4, base width b = 0.5 m. 

c. Side slope m = 2, base width b = 0.2 m. 
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Fig. 7 Variation of the seepage rate with time for loamy sand soil for different initial water levels,
base widths, and side slopes

a. Initial water level y = 0.45 m b. Initial water level y = 0.35 m

d. Initial water level y = 0.15 mc. Initial water level y = 0.25 m
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Fig. 8 Comparison of the seepage rates for sandy loam soil for base widths of 1, 0.5, and 0.2 m
with respect to the initial water level
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a. Initial water level y = 0.45 m  b. Initial water level y = 0.35 m  

d. Initial water level y = 0.15 m  c. Initial water level y = 0.25 m  
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Fig. 9 Comparison of the seepage rates for loamy sand soil for base widths of 1, 0.5, and 0.2 m
with respect to the initial water level

Side slope m=4
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a. Initial water Level y = 0.35 m   

c. Initial water Level y = 0.15 m   

b. Initial water Level y = 0.25 m   
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Fig. 10 Comparison of the seepage rates for sandy loam soil for side slopes of 2, 3, and 4 with
respect to the initial water level
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7 Conclusions

The effects of the three components of a trapezoidal section, namely, the water
depth, side slope, and base width, on infiltration and seepage rates were investi-
gated in the present study using physical permeable channel models. The study
involved two sets of experiments, one using the original natural soil (sandy loam)
and the second using the modified soil (loamy sand). Comparison of the results
from the variation of the seepage rate with time for different water levels, base
widths, and side slopes shows that the seepage rate increases with increasing initial
water level irrespective of the base width and side slope. In addition, an increase of
the side slope increases the infiltration rate, with the effect becoming more sig-
nificant with increasing initial water level, while the effect of varying the base width
is insignificant. The findings of this study confirmed that it is necessary to consider
the effect of the cross-sectional flow area on the infiltration rate when the channel is
intended for infiltration enhancement.

Acknowledgements This study was funded by the Ministry of Science, Technology &
Innovation (MOSTI), Malaysia through its science fund project (No. UPM0008770).
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Contributions of Dry and Wet Weather
Runoffs to Annual Pollutant Loading
in Tropical Urban Catchments

Ming Fai Chow and Zulkifli Yusop

Abstract This study compares the relative contributions of potential contaminants
discharged in dry weather flow (DWF) and wet weather flow (WWF) from typical
type of catchments in Malaysia. A total of 52 storm events were monitored for
WWF quality evaluation. Hourly DWF samples were also collected manually
during selected weekday (Wednesday) and weekend (Saturday and Sunday). All
water samples were analyzed for TSS, COD, BOD, oil and grease (O&G), NO2–N,
NO3–N, NH3–N, soluble P, total P and Zinc. The results indicate that TSS, BOD,
COD and O&G were mostly transported in WWF than in DWF. More than 70% of
the total annual load of TSS and O&G were transported in storm water runoff.
Conversely, annual loadings of NH3–N and soluble P were mainly evacuated by
DWF at the commercial and industrial catchments. Storm water runoff contributes
greater loadings of N and P in the residential catchment. In general, each pollutant
and land use would give different relative contributions to the annual pollutant
loadings. In conclusion, this study have recognized the relative pollutant loading
contributions by dry and wet weather flows in typical urban catchments in
Malaysia. This findings will help the decision makers to develop better target
specific pollutant treatment strategies to reduce the urban water pollution.
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1 Introduction

Rapid urbanization can cause the increased pollutant loading as well as runoff to
receiving waters during both wet weather flows (WWF) and dry weather flows
(DWF) [1–3]. Urban wet weather flow has long been recognized that contributes
significant pollutants and causes the water-quality degradation in the receiving
waters. For the past recent years, more concerns were focused on controlling WWF
rather than DWF in the urban runoff management. However, the published litera-
ture shows that the discharge of dry weather pollutant may consider to have a major
effect to the receiving water quality [4–8]. Volume of dry weather flow from storm
drains is comprised mostly of nuisance flows (i.e., exfiltration from leaky sanitary
sewers, illicit connections from sewerage, permitted discharges from industrial or
municipal area [9–14].

Dry weather pollutants for example solids, metals and nutrients can be generated
from natural sources and anthropogenic sources [15]. These pollutants may present
in dry weather with low concentrations flow but there are certain dangerous pol-
lution that could influence the marine life [16]. Furthermore, DWF can give a
significant quantity of the annual elements load for instance, nutrients as well as
metals during years through low rainfall volume [17]. McPherson et al. [8] has
investigated the long term weather flow and pollutant loading at Ballona Creek
watershed. The result showed that between 100 and 500 kg/year of trace metals
load discharged annually during dry weather periods.

In order to mitigate adverse impacts from urban watersheds, an understanding of
the relative pollutant contributions and characteristics from urban DWF and WWF
is essential because management approaches may contrast for these two sources.
The prediction of annual pollutant loads is required to formulate and fulfill the
planning and management objectives. Evaluations of annual pollutant loads from a
watershed to estimate future annual loads are also needed in order to determine the
influence of watershed’s urbanization process. Data on both concentration and
discharge are required to calculate the annual loads and fluxes (e.g., [18]). The data
of average annual pollutant concentration (dry and wet condition) can be found by
direct measurement or from previous studies. However, there are no previous
studies have been found on relative sources of dry weather loading in tropical urban
catchments. Necessary data is required by researcher to determine the estimated
loads and concentrations throughout dry weather condition and possible sources.
Therefore, this study compares the relative contributions of potential contaminants
discharged in dry weather flow (DWF) and wet weather flow (WWF) from typical
type of urban catchments in Malaysia.
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2 Methodology

2.1 Area of Study

This study was conducted in Skudai, Malaysia as shown in Fig. 1. Three typical
types of land uses specifically residential, commercial, and industrial were selected
within the Skudai river basin for wet and dry weather loading investigation. The
annual rainfall in the Sg. Skudai river basin is approximately 2400 mm. Heavy
rainfall is normally occurs between November and January [19] and dry and wet
weathers could be determined accordingly. The details characteristics of each
catchment were summarized in Table 1.

2.2 Water Quantity and Quality Measurements

Storm water runoff was measured and sampled at the main outlet of studied
catchment. The flow depth in the storm drain was determined by using a stage
gauge manually. A stage–discharge curve was established to convert the flow depth

Fig. 1 Selected sampling location for this study
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data to volumetric flow rate. After that, hydrograph was generated for individual
storm runoff event. The area under the hydrograph was determined as the runoff
volume that discharged during the storm event. Storm water samples were taken
manually throughout the storm events. Although this method was considered more
laborious than automatic water sampler, but it is suitable for small urban catchment
that subjected to rapid increasing of water level in short period when the storm
runoff has begun. Furthermore, grab sampling is able to reduce the risk of oil and
grease from attaching to the container and the internal surfaces of the sampling tube
in the automatic sampler. The total number of samples collected for each storm
event differs from 8 up to 15 based on the storm size. The sampling protocol was
followed the procedure outlined by Caltrans [20]. The intervals for each sampling
were set between 10 and 20 min during the falling limb of the hydrograph.
Meanwhile, 1–10 min was determined as the sampling interval during the rising
limb of hydrograph. More acute sampling on the rising limb of the hydrograph is
required in order to evaluate the first flush effect. Approximately 1 L of runoff
volume was collected for each sample. In addition, hourly dry weather samples
were collected manually for 24 hours during one day of weekdays (Wednesday)
and the weekend (Saturday and Sunday). From each site, a total of 72 samples were
collected in order to determine the standard dry weather concentration of selected
water-quality parameters. Flow rate for every sample was measured in order to
calculate the dry weather’s pollutant loading. Rain samples were taken manually at
an open arena in order to determine the quality of rainwater at study area. Three
rainwater samples were taken from each storm event and analyzed for the average
pollutant concentration. The standard method for the examination of water and
wastewater [21] have been used as guidelines to conduct the stormwater quality
analysis for every sample. The analytical number used are as follow: BOD (5210B),
COD (5220B), TSS (2540D), oil and grease (O&G) (5520B), NO2–N (4500-NO2
B), NO3–N (4500-NO3 B), NH3–N (4500-NH3 F), total P (4500-P B), soluble P
(4500-P E), and Zinc (3120 B).

Table 1 Catchments characteristic in this study

Characteristics Taman Impian
Emas

Taman
Universiti

Taman Perindustrian
Universiti

Land use Residential Commercial Industrial

Area 32.77 34.21 4.38

No. of shops/houses/
factories

473 597 25

Impervious area (%) 85 95 93

Average daily traffics
(cars/day)

7811 33286 3148
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2.3 Analysis of Data

Event Mean Concentration (EMC) has been used to determine the average pollutant
concentration, which is defined as the total constituent massM discharged during an
event divided by the total runoff volume, V during the event [22], expressed as

EMC ¼ �C ¼ M
V

¼
R
Q tð ÞC tð Þdt
R
Q tð Þdt ; ð1Þ

where M is total mass of pollutant during the entire runoff (kg); V is total volume of
runoff (m3); C(t) is time varying pollutant concentration (mg/L); Q(t) is time
variable flow (L/s); and t is total duration of runoff (s).

Generally, Site Mean Concentration (SMC) is required to estimate the annual
discharge of urban wet weather’s pollutant loading. The SMC value is calculated
based on the average of EMC values for each catchment. In this study, annual
pollutant loadings were calculated by using the method defined by Schueler [23] as

L ¼ P � Pj � Rv � C; ð2Þ

where, L is the normalized annual pollutant load (kg/ha/year), P is the annual
precipitation (mm/year), Pj is the dimensionless correction factor that adjusts for
storms without runoff, Rv is the dimensionless average runoff coefficient, C is the
flow-weighted average concentration (mg/L).

The annual rainfall depth, P was determined from rainfall records collected at the
study catchments. A mean annual rainfall of 2523 mm was recorded at the studied
catchments and this value was used for the annual precipitation (P). A rainfall
correction factor (Pj) of 0.9 was used as recommended by Schueler [23]. This value
is supported by rainfall-runoff analysis for all catchments whereby runoff makes up
about 90% of the annual rainfall. The runoff coefficient, Rv, was calculated using the
equation as below

Rv ¼ 0:05þ 0:009 Ið Þ; ð3Þ

where Rv is runoff coefficient; and I is the imperviousness catchment percentage.
The baseflow annual loading of pollutant from each catchment was calculated as
follows [6]

W ¼ n�
Xn

j¼1

Cm � Qj; ð4Þ

where, W is the total load during the sampling period, n, Cm (mg/L) is the median
concentration, and Q (m3/s) is the dry weather flow on day j.

Contributions of Dry and Wet Weather Runoffs to Annual … 1515



3 Results and Discussion

The descriptive statistics of dry weather’s pollutant concentration (mg/L) in all
catchments is summarized in Table 2. The average concentrations of pollutants are
highest for the commercial catchment except for O&G which is the lowest among
the three catchments. The industrial catchment is two folds lower than commercial
catchment for NH3–N concentration and the lowest in the residential catchment.
Chow and Yusop [24] implied that car-washing station is the potential source of
NH3–N at the commercial catchment. The high standard deviation suggests that the
pollutants concentration fluctuates significantly (Table 2). The mean concentrations
of various constituents in rainwater and dry weather discharge are shown in Table 3
together with the EMCs at three types of urban catchments. The rainwater quality
(first row) suggests that most of the constituents have very low concentrations. As a
result, the pollutant contents in the wet weather discharge would not be influenced
by rainwater quality except for NO3–N. It showed that rainfall sample is a key
source of NO3–N at the urban catchment. The EMC of wet weather flow for all
studied catchments are generally lower than mean pollutant concentration of dry
weather flow, except for O&G and TSS from commercial and industrial catch-
ments. Chow et al. [25] suggested that O&G and TSS were deposited temporarily in
the drain and will be transported during the next large storm event. Similar
observation found by Francey et al. [26] that TSS concentration in dry weather flow
is lower than storm flow while nitrogen concentration is generally lower in storm
flow. It is suggested that dry weather flow and small storm event should be treated
instead of bypassing.

The dry weather flow concentrations at the residential catchment are relatively
lower than those reported by Nazahiyah [27] and Mamun [28] for BOD, COD,
TSS, O&G, and NH3–N (Table 4). The separate underground stormwater drainage
system used in this residential catchment could possibly prevent illegal or direct
disposal of wastewater into the storm drain and thus reduces the pollutant con-
centration in the dry weather discharge. Again, the mean concentrations of major
pollutants at the commercial catchment are generally lower than results reported by
[27] except for NO3–N and NH3–N. Comparison was also made with the Effluent
Standards A and B recommended by Department of Environment Malaysia [30].
The BOD and COD concentrations in all catchments exceeded the Standard A
limits. The dry weather flow qualities at the commercial and industrial catchments
are categorized as Class V according to the Interim National Water Quality
Standard (INWQS). BOD concentrations are five times above the class V standard
whereas the COD concentrations were higher by three orders of magnitude for the
commercial and industrial catchments. In addition, NH3–N concentration from the
commercial catchment is approximately two folds greater than the Class V limit.
The residential catchment shows relatively lower concentration of TSS when
compared to the EQA Standard A. TSS concentration in the commercial catchment,
however, exceeds this limit. These results indicate that dry weather flows are sig-
nificant sources of non-point source pollution in the urban areas. As such,
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pretreatment are important for controlling the pollution from dry weather discharge
into the receiving waters.

3.1 Annual Pollutant Loading

Figure 2 shows the proportions of annual pollutant loads carried by wet weather
and dry weather flows from residential, commercial, and industrial catchments. As
noted before, annual pollutant loading of Zn is not discussed here because its dry
weather flow concentration was not measured in the study. In overall, a large
portion of the annual loading of various pollutants was transported in wet weather
flow than in dry weather flow especially for TSS, BOD, COD, and O&G. More

Table 3 Average EMC values of pollutants in rainwater, wet weather and dry weather flows at
the study sites

Concentration (mg/L)

BOD COD TSS O&G NO3–

N
NO2–

N
NH3–

N
Soluble
P

Total
P

Zinc

Rainwater 3.1 5.0 2.0 ND 0.9 0.004 0.37 0.03 0.08 –

Residential catchment

Wet
weather

6.5 36 21 2.32 0.90 0.011 0.19 0.07 0.38 0.04

Wet
weather
(median)

6.5 39 26 2.28 0.94 0.008 0.17 0.07 0.41 0.05

Dry
weather

21.2 55 15 3.14 1.35 0.010 0.19 0.31 0.62 –

Commercial catchment

Wet
weather

81.1 225 167 3.66 0.93 0.006 0.71 0.11 0.69 0.08

Wet
weather
(median)

58.1 196 124 3.89 0.80 0.006 0.70 0.08 0.73 0.05

Dry
weather

68.1 342 59 2.72 3.10 0.018 5.22 0.87 1.82 –

Industrial catchment

Wet
weather

42.6 117 91 4.47 1.20 0.009 0.58 0.08 0.59 0.24

Wet
weather
(median)

44.8 97 91 4.52 1.14 0.009 0.46 0.08 0.62 0.29

Dry
weather

62.6 294 49 3.78 2.86 0.013 2.96 0.65 1.55 –

Note – not available
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than 70% of the total annual loading of TSS and O&G were transported in storm
water runoff. Since the average number of rain days in this area is high (175 days
per year), the bulk of annual pollutant loading must have been discharged by more
frequent and short duration storms. Conversely, annual loadings of NH3–N and SP
are mainly evacuated by dry weather flow at all studied catchments except for
residential catchment. It showed that daily activities in commercial and industrial
catchments have generated large amount of NH3–N and SP. Problems of dry
weather discharge from urban land use should be addressed more seriously in order
to control the pollution into the receiving waters. Malik [31] showed similar
observation that dry weather flow in storm channels are significant sources of
ortho-P and NH3–N. On the other hand, storm water runoff transported greater

Table 4 Comparison of dry weather flow quality with other studies

Land use/
standard

References Dry weather flow concentration (mg/L)

BOD COD TSS O&G NO3–

N
NO2–

N
NH3–

N

Residential Mamun [28] 49.3 120 38 13.0 – – 4.85

Residential Nazahiyah
[29]

77 470 72 – 0.8 0.02 1.4

Commercial Nazahiyah
[29]

140 710 169 – 0.4 0.07 1.1

Residential Current study 21.2 55 15 3.1 1.35 0.010 0.19

Commercial Current study 68.1 342 59 2.7 3.10 0.019 5.22

Industrial Current study 62.6 294 49 3.8 2.86 0.013 2.96

EQA standard A DOE [30] 20 50 50 – – – NA

EQA standard B DOE [30] 50 100 100 10 – – NA

INWQS class V DOE [30] >12 >100 300 NA – – >2.70

– no data, NA not available

Fig. 2 Proportion of annual pollutant loadings carried by storm runoff and baseflow for different
catchments
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loadings of N and P in the residential catchment. This may be associated with
fertilizer application on gardens and lawns. Malik [31] also concluded that wet
weather flow at residential catchment was the major contributor of nutrients into the
receiving waters. Interestingly, the commercial and industrial catchments showed
almost equal proportions of annual NO3–N loading in wet and dry weather flows.

4 Conclusions

This study compares the relative contributions of potential contaminants discharged
by dry weather flow (DWF) and wet weather flow (WWF) from typical type of
catchments in Malaysia. The results indicate that TSS, BOD, COD, and O&G are
mainly transported in stormflow than in dry weather flow. More than 70% of the
total annual load of TSS and O&G were transported in storm water runoff.
Conversely, annual loadings of NH3–N and SP are mainly evacuated by dry
weather flow at the commercial and industrial catchments. Storm water runoff
contributes greater loadings of N and P in the residential catchment. In general, the
relative contribution to the annual pollutant loading varied significantly among
types of land use and each pollutant. Better target specific pollutant treatment
strategies are suggested to be developed in order to reduce the urban water pollution
in Malaysia.
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Environmental Benefits of Green Roof
to the Sustainable Urban Development:
A Review

Ming Fai Chow and Muhammad Fadhlullah Abu Bakar

Abstract With rapid growth of population and the increasing demands for higher
living standards, the development of urban infrastructures and buildings are likely
to increase the impervious surfaces in the river basin. Green roofs have a famous
strategy in the sustainable urban development strategies in recent decades. Green
roof is a viable means of increasing the amount of vegetation in urban cities, where
the open space at ground level is limited but roof tops are largely unused yet remain
impervious and contribute to storm water runoff. This paper is aimed to review
comprehensively the types, components, and environmental benefits of green roofs
to the sustainable urban development. Generally, green roofs provide a lot of
advantages for example decreasing consumption of energy by reducing heating and
cooling loads, increase building standards, provide aesthetic value and amenity,
improves urban air quality, increase storm water runoff mitigation, decrease air
temperatures, decrease noise in urban environments, support in urban storm water
pollutant removal, and mitigate urban heat island effects. This paper also reviewed
the development and application of green roofs in different countries. In conclusion,
more implementation of green roofs in the urban city should be promoted in order
to ensure the sustainability of the urban development.
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1 Introduction

In recent decades, industrialization and population have grown tremendously and
the total of land use also increase for development purposed. Urbanized of natural
catchment transformed green surface to impervious surface such as roadway and
rooftops which increased significantly the overall hydraulic efficiency of catchment
[1, 2]. Changing in the hydrological condition of catchment normally caused the
increase of peak flow and runoff size [3]. After that, frequency and magnitude of
urban flooding would be increased as well [4], contaminant transport [5, 6], and
erosion of soil [7]. Stream degradation occurs when almost 10% or more of a
watershed is transformed to impervious surfaces [6]. As a watershed turn from a
forested state to 10–20% impervious surfaces, runoff would increase twofold;
35–50% impervious cover increases runoff threefold; and 75–100% impervious
cover increases surface runoff volume more than fivefold over forested catchments
[8]. As imperviousness increases, less rainwater infiltrates into the ground and
reducing the groundwater for wetland, riparian vegetation and river base flow [8].
Relatively, low infiltration rates combined with low plant coverage reduce tran-
spiration; evaporation and groundwater recharge fluxes [9]. According to the study
by Choi et al. [10], a 30% of growths in city development caused decreasing in
natural direct groundwater recharge approximately 30–40%. The combined effects
of increased input from precipitation, increased drinking water imports, decreased
precipitation losses, and hydraulically improved drainage systems have signifi-
cantly cause an increase in urban runoff volumes of up to six times of
pre-development runoff volumes. Increased rainfall and changes of rainfall distri-
bution associated with climate change have imposed greater challenges to the urban
cities [11]. According to the study by Mansell [12] it showed that the increase of
precipitation amount in urban areas can be up to 15% under climate change impact.
Meanwhile, rainfall intensity also increase by 15–20% by year 2050 [13].

As the developments are progressing, greater challenges are imposed on
managing and reducing the storm water runoff in urban areas. Rooftop and transport
systems commonly account for 80% of all the impervious surfaces in the urban area
[14]. Rooftop runoff poses a greater threat to water quantity in urban catchment than
rural catchment as the runoff can enter the receiving water bodies more rapidly due
to the greater connectivity of roofs to gutters and drainages. Best management
practices (BMP) such as retention ponds, vegetative swales, riparian buffers, and
porous pavements have been implemented successfully in reducing storm water
runoff volume and rate in many developed countries. However, BMPs require open
space to be installed, which is limited in established urban cities. In view of this,
green roof becomes a popular strategy for urban storm water management as it
addresses the space issue and provides a promising mitigation solution to urban
runoff problems [15, 16]. Green roofs take advantage of already existing rooftop
space to decrease the source of urban storm water runoff by retaining and detaining
the rainwater. In addition, plant species have the ability to evaporate additional
water from substrate as it will provide additional spaces to absorb and retain more
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rainwater in the following storm event [17]. Therefore, this paper is aimed to give a
complete review on the green roof benefits to the sustainable urban city
development.

2 Type of Green Roof

There are several green roofs type which including intensive, extensive and
semi-intensive. The main differences between extensive and intensive green roofs
are the depth of substrate and the vegetation type planted [18]. The typical char-
acteristics of both types of green roofs can be assessed in term of purpose, main-
tenance requirement, vegetation type, irrigation requirement, substrate thickness,
and supporting structural requirements. The comparison of the typical character-
istics of extensive and intensive green roofs is summarized in Table 1. Extensive
green roof consist of thin growing media, roughly 20–150 mm deep, and planted
with sedum, succulents, grasses or low-lying vegetation which have capability to
survive on drought condition, low-nutrient and thin substrate. Due to finite substrate
depth, extensive green roof experiences limited moisture condition and plant stress
during continuous dry periods. Usually, low cost is required to install the extensive
green roof and is always cheaper to maintain due to little or no irrigation required.
Extensive green roof only requires inspection and maintenance once or twice a year.
Extensive green roof has a light weight structure and can be established over a
larger roof area without requires additional structural support. Extensive green
roof’s vegetation can be developed in several techniques such as through, shot
planting, prefabricated vegetation mats, spontaneous self-established vegetation,
and seed sowing. Normally, extensive green roof consists of low saturated weight
between 60 and 150 kg/m2 and can be installed on a slope up to 30° [19]. Extensive
green roof has more ability to adopt wide-scale condition instead of other type of
green roof, where the loading on the structure would be the main factor that restrict
the intensive green roof application on building. This type of green roof also would
be the most popular choice when retrofitting existing roofs due to lower installation
cost and requires the least maintenance. In Germany, more than 80% are extensive
green roof [20].

Intensive green roof also popular as the garden on the roof that has a deeper layer
of substrate with minimum 150 mm deep and allowing for the inclusion of larger
vegetation types or small tree. The intensive green roofs are similar to open area at
ground level and in type can be assessed by people as well. Due to the higher
amount of substrate materials and vegetation, intensive green roofs normally consist
of high saturated weight between 200 and 500 kg/m2. As a result of higher amount
of substrates and vegetation with its high water retention, as well as allowing
human access to these areas, intensive green roofs normally require additional
structural supports and only established at large-scale development such as
high-rise building, airport, apartment, etc. Intensive green roofs also require higher
cost for installation, fixed irrigation, applications of fertilizer, and maintenance.
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Semi-intensive green roof consists of substrate depth ranges from 150 to 500 mm
and vegetation used includes grasses, herbaceous plants, and shrubs. The human
access to the green roof area is very restricted. The saturated weight of
semi-intensive green roofs normally ranges between 120 and 200 kg/m2 and sub-
stantial reinforcement of roof structure is required. Periodically irrigation, fertil-
ization, and maintenance are required for semi-intensive green roofs.

3 Components of Green Roof

Generally, conventional green roofs consist of five major components: vegetation
(plant), growing media (substrate), filter fabric, drainage layer, and water proofing
membrane/root barrier. The detailed green roof design system as shown in Fig. 1.
Each layer plays different function and role in the green roof system. For example,
filter membrane can filter the rain water from growing media as the water flowing
toward the bottom of green roof and flowing out through the drainage layer. The
green roof can be installed either by modular systems, pre-cultivated systems or
complete systems.

Table 1 The characteristics for each green roofs type

Intensive Semi-intensive Extensive

For park/garden For designed green roof For ecological protection layer

Intensive maintenance
required

Periodically maintenance Extensive maintenance
required

Accessible Partly accessible Inaccessible

Deeper growing media
required (min 150 mm)

Medium growing media
required (between 150 and
500 mm)

Shallow growing media
required (between 20 and
150 mm)

Heavy weight (saturated
weight between 200 and
500 kg/m2)

Medium weight (saturated
weight between 120 and
200 kg/m2)

Low weight (saturated weight
between 60 and 150 kg/m2)

Varied selection of trees,
shrubs, and other
herbaceous plants

Certain selection of grass,
herbs and shrubs

Restricted selection of low
growing, drought tolerant
plants and hardy

Require regular irrigation Periodically irrigation No or little irrigation

High cost Medium cost Low cost

Additional structural
support required

Additional structural
support required

Load can be carried by most
existing structures
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3.1 Vegetation Layer

The vegetation layer in green roof plays an important role in retaining rainwater,
reduces wind erosion, provides shading for the substrate and reduces the temper-
ature during daylight hours [21, 22]. The functions of vegetation or plant in green
roof is to restore the water storage volume of the substrate through transpiration
while the canopy provides the interception storage. The plant selection is typically
based on several criteria such as weight, plant coverage, level of maintenance and
tolerance to the tough environmental conditions such as, thin growing media, high
sun exposure, limited water sources, increased wind speeds and prolonged dry
periods [23]. Sedum spp., a succulent ground cover, has become very famous to be
used in green roofs as this plant would be able to endure in challenging environ-
ments situation [24]. However, Snodgrass [25] suggested that green roof plant
selection in most cases should be restricted to native plant species. The vegetation
normally can be established in a green roof through plug planting, seeds and
cuttings, vegetation mats or natural colonization methods.

3.2 Growing Media

The growing media of green roof is functions to provide open pore structure,
nutrient, mechanical strength, drainage properties, and chemical composition that

Fig. 1 Components of green roof [36]
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required by the plant species. The characteristics of growing media such as high
nutrient and water holding capacity, low density, well-drained material and will not
break down overtime [26]. High levels of compost are not suggested due to
decomposition factor and it also causes shrinkage on substrate [27], and increases
levels of P and N in storm water runoff [28]. The depth of substrate is always
depends on the water availability, seasonal low temperatures and the vegetation
type [29].

Boivin et al. [30] recommended the suitable depth for substrate is 100 mm in
order to provide sufficient defense for vegetation especially on low temperature
area. Durhman et al. [31] stated that increasing the substrate depth could improve
the plant growth rate, increase the insulation efficiency to the structure [26] and
improve the retention performance of storm water [32, 33]. However, the storm
water retention capacity is maximized at a certain depth of growing media and only
achieves minimal improvement beyond this threshold depth. A typical substrate is
consists of almost 20% organic matter and 80% non-organic material [27].
Examples of growing media include expanded clay, perlite, domolite, and expanded
slate. These materials can be mixed and make up the growing media composition.
The bulk densities of mixture is between 400 and 900 kg/m3 for dry mixture where
water absorbencies is between 15 and 210% by weight. The compositions of
growing media have significant effects on the water retention performance of green
roof [34].

3.3 Filter Fabric

The filter fabric is installed in between of drainage and growing media layers. Filter
paper would retain growing media while allows water to flow through green roof
system and filter paper also role as a root barrier as well. The filter paper normally
consist of few layer of non-woven geotextile and one of it could be as root inhibitor
(i.e., mild herbicide or copper). A part form that, filter fabric have capability to
manage erosion issues at the surface of growing media in green roof.

3.4 Drainage Layer

The drainage layer is installed in between the growing medium and roof membrane
which facilitates the outflow of rain water from green roofs to the drainage system
of building. Certain green roof application may implement an expanded clay with
large diameter as a layer, but most green roof application today prefer to use a
corrugated plastic drain mat with a structural pattern that landscape paver or
resembling an egg carton. The thickness of drainage layer normally not more than
20 mm, but a denser mat could provide extra insulation to root. Miller [34] stated
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that the importance of drainage layer to eliminate the possibility of flooding in green
roofs and also, to ensure the vegetation in green roof is not sink in water as a lot of
plants cannot stand.

3.5 Water Proofing Membrane/Root Barrier

The water proofing membrane/root barrier is installed at the last layer of green roofs
in order to avoid vegetation and water from flown into the existing roof layer.
Usually, non-organic materials for example polyvinyl chloride (PVC), butyl rubber,
or ethylene propylene diene monomer (EPDM), are used for water proofing/root
barrier layer [35]. However, the types of water proofing/root barrier used are always
depend on the types of system and plants used for green roofs.

4 Benefits of Green Roofs

4.1 Reduce Stormwater Runoff Volume

Green roofs are role as storm water retainer and have ability to delay the flow
during heavy storm event. Rain water can be absorbed by the substrates and taken
up by the plant, where it is either stored in plant tissues or returned to the atmo-
sphere through evapotranspiration [36]. Green roofs have been found out that may
reduce the storm water runoff volume by 60–100% [26, 32, 37, 38]. Nevertheless,
the runoff volume reduction efficiency is greatly depends on the substrate depth,
substrate composition, plant species, initial soil moisture content, slope of green
roof, rainfall characteristics, and climate conditions. More than 958 million liter of
storm water can be collected yearly in Washington, DC, USA if 25% of the
buildings installed the green roofs [39]. Peck [40] in Toronto, Canada also sug-
gested that the effect on retention of storm water would be equivalent to building a
60 million storage tunnel if 6% of the roof surface areas were green roofs. Mentens
et al. [41] in Germany also described that intensive green roofs showed reduction of
annual runoff equivalent to 65–85% of annual rainfall volume (100%) while the
corresponding values for extensive green roofs were 27–81%, respectively.

4.2 Delay and Reduce Peak Flow of Stormwater Runoff

When the rainwater fill up the pore spaces within the substrate or drainage layers,
this process will delay the flow and reduce the peak flow rate into storm drains.
Numerous studies had proved that green roofs can effectively decrease the peak
flow and extend the delay of storm water runoff [24, 26, 28, 42–44]. The runoff can

Environmental Benefits of Green Roof … 1531



be postponed between 10 min [32, 45] and 4 h [28] using the green roofs instead of
using conventional roofs of which the runoff is nearly instantaneous. Carter and
Rasmussen [46] observed 57% of peak flow in a vegetated roof was delayed up to
10 min in contrast with that from a conventional roof. Liu [42] stated that pre-
liminary rainfall from 2.8 mm/h after green roof installation runoff volume could
decrease to 0.5 mm/h. Meanwhile, Moran et al. [28] in North Carolina, USA found
60–90% reduction of flow rates from a green roof. Fassman-Beck et al. [47] peak
flow could be reduce from 73 to 89% compared to control green roof (depth
5–15 cm) in New Zealand. Alfredo et al. [48] also found 22–70% reduction in peak
discharges from green roofs compared to the control roof.

4.3 Mitigate the Effect of Urban Heat Island (UHI)

Heat island effect (UHI) is a major environmental issues in most urban area. Green
roofs can mitigate the UHI effect by decreasing the maximum air temperature
through evapotranspiration. Installation of green roofs with large scale is required to
reduce the UHI consequence in the urban city. Kinouchi and Yoshitani [49]
reported that the implementation of green roofs by 3.4 and 16.4% of surface area in
Tokyo can reduce the maximum air temperatures by 0.1 and 0.6 °C, respectively.
Shaharuddin et al. [50] stated that green roofs can decrease the ambient air tem-
perature as maximum as 1.5 °C throughout a day and slightly pronounced during
non-rainy day (1.6 °C) as compared to rainy day. Smith and Roebber [51] in
Chicago, USA also concluded that green roofs if used widely would reduce the
ambient temperatures in the city by up to 3 °C.

Santamouris [52] had carried out the simulation studies on city-scale green roofs
application and the outcomes showed that the potential ambient temperature
reduction can be achieved between 0.3 and 3 °C. A climatic study done by
Rosenzweig et al. [53] in the New York City region reported that conversion of all
roof area to green roofs was comparable to converting all available street areas to
tree planting, which reducing the temperature nearly by 0.6 and 0.7 °C, respec-
tively. The green roofs were found that can reflect 27% of total solar radiation while
60% been absorbed by the plants and substrates, and only 13% was transmitted into
the substrate medium [36]. Green roof’s vegetation can utilize up to 60% of the
incoming solar radiation for photosynthesis in the plant tissues and thus reducing
the heat to the buildings [54].
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4.4 Reduce Energy Consumption for Cooling and Heating
of Building

The consumption of energy could be reduce by implementation of green roofs
technology at building roof and can recover the standard building temperature
especially during cold and hot season. Peck et al. [55] green roofs are also capable
to reduce the internal temperature by 4–5 °C when outside temperatures are
between 25 and 30 °C. A study conducted in British Columbia reported that total
heat flow through a green roof was only 0.7 kW/m2 compared to a control roof of
2.634 kW/m2 [56]. Dunnett and Kingsbury [35] stated that electricity usage for
air-conditioning may reduce up to 8% as the decrease of 0.5 °C in the air tem-
perature of internal building. Wong et al. [57] in Singapore found 1–15% annual
energy consumption saving when 17–79% reduction in the cooling load for
buildings with green roofs. A green roof experiment in Minnesota, USA also found
a 16% reduction in energy demand from cooling units [58]. On the other hand, Lui
[42] found 75% reduction in daily energy demand for space conditioning in a test
building in Toronto, Canada. Park and Hawkins [59] also observed more pro-
nounced cooling of 8.1 °C in less compact buildings compared to that of 4.6 °C in
compact buildings. The buildings with green roofs were also warmer by 0.7 °C
during night time due to increased insulation [60]. Alcazar and Bass [61] described
that, one of advantages of insulation resulted from cooling as range of heating
decreasing between 0.13% until 0.2% while range for cooling reduction is
6.3–6.5%.

4.5 Reduce Noise Pollution

The noise pollution in urban areas can be solved by green roofs as it can absorb
sound and reduce the noise. Studies have proved that green roof growing media
(12 cm) can decrease sound level by 40 dB while a growing media (20 cm) layer
can decrease sound level between 46 and 50 dB [62]. A solid concrete wall nor-
mally requires 100 mm thick layer for the typical sound reduction of 43 dB. Green
roof normally can decrease sound level for whole building by 8 dB or more instead
of a conventional roof [63]. Dunnett and Kingsbury [35] found that green roof with
10 cm depth can reduce the 5 dB of noise level at the airport in Frankfurt,
Germany.

4.6 Increase Life Expectancy of Building

Growing media and plant in green roofs are able to protect roof layer from ultra-
violet radiation and solar exposure could affect the traditional bituminous roof
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layer. These green roof component also decrease fluctuations of temperature night
and day at the roof layer, which can reduce the stress of daily expansions and
contractions. A research conducted by Connelly and Liu [56] demonstrated that the
green roof diurnal fluctuation is about 3 °C instead of for non-green roof could be
as high as 50 °C. Liu and Baskaran [64] in Toronto, Canada also found that the
conventional roof easily reached 70 °C in the afternoon whereas the green roof was
only 25 °C. Peck et al. [55] estimated that the temperatures moderation resulted
from green roofs can increase the roof layer life between two and three times. Some
studies claimed that green roofs can increase the life period of water proofing
membrane from a 10–20 year to 50 years [65, 66].

4.7 Improving Aesthetic Values

Green roofs or roof gardens can serve as an oasis within the busy city for building
residents. The greenery view at the rooftop of buildings has a good impact towards
people working and living in the green building instead of in buildings that are less
environmentally friendly in term of worker productivity. Viewing green plants has
many positive health effects for example, releasing muscle tension, reducing blood
pressure, lowering stress, and improving good feeling [67, 68]. These advantages
can be transformed into employee productivity and better-quality health. Kaplan
and Herbert [69] described that workers who had natural view, for example flowers
and trees, reduce stressed, increase job satisfaction, and less illness reported com-
pared those who had no natural view. Ulrich [70] noted that patients faced earlier
recoveries from surgery when they have a natural view.

4.8 Mitigating Air Pollution

Green roofs play a significant function in reducing the air pollution problem
especially urban area. Plants in green roofs can act as a filter to remove carbon
dioxide, carbon monoxide, nitrogen oxides, air-borne ammonia, sulfur dioxide,
ozone, and other harmful gases [71–73]. Tan and Sia [74] stated that 21 and 37%
decreasing of nitrous and sulfur dioxide can be observed at a newly setup green
roof, respectively. Numerous studies also found a variation of pollutants on air can
be relieved by green roofs system [75, 76]. Peck and Kuhn [77] expected that green
roofs can eliminate dust particle on the order of 0.2 kg of particular per year per
square meter of grass roof. Deutsh et al. [39] stated that same amount of air
pollutant can be removed as the impact of planting 17,000 street trees if 20% of
building roof areas in Washington DC were installed with green roofs. An air
quality model study conducted by Laberge [78] proposed that greening all roofs in
Chicago would result in a decreasing of 517,100.61 kg of sulfur oxide and
417,309.26 kg of nitrogen oxide emissions per year. More than 800,000 kg per
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year NO2 (or 0.5% of that area’s emissions) would be removed if 25% of all
commercial and industrial roof layers in Detroit, Michigan were transformed into
extensive green roofs [79].

4.9 Provide Habitat and Increase Biodiversity

Extensive green roofs also can function as an undisturbed habitat for insects,
microorganisms, birds and small creatures [17, 68]. Brenneisen [80] stated that
research in Basel, Switzerland about biodiversity of 17 green roofs had found 254
beetles and 78 spiders species, with 18% of those spiders and 11% of the beetles
were registered as endangered or rare species. Darius and Drepper [81] stated that
the research about 50 years old of green roof in German fond that beetles, white
grubs, grasshoppers, and a large amounts of mites. In Northeastern Switzerland,
more than five orchid types and other endangered or rare plants species were found
lived in a 90 years old of green roof [80]. Besides, a lot of birds’ species have been
noted using green roofs in, England, Switzerland, and Germany [80, 82].

Green roofs could provide home for insects and birds. Coffman and Davis [83]
in Dearborn, Michigan successfully identified 29 insects species, seven spiders
species, and two birds species at a 42,900 m2 greened roof within 2 years of initial
plants establishment. Some researchers also suggested that green roofs can serve as
a possible alternative to increase native plants species to a city area. Dewey et al.
[84] assessed 35 wildflowers and native grasses in an irrigated intensive green roof
and they found that more than 20 species were acceptable for a meadow mixture
with a 1.0 m depth of growing media. Green roof consisted of native plant com-
munity would offer more biodiversity compared to a typical sedum based green roof
[85].

5 Application of Green Roofs

Applications of green roofs in the building construction are well established in
many developed countries. Well-developed countries, for example, United
Kingdom, Hong Kong, and Singapore have implemented green roof as their
alternative to reduce storm water runoff and increase green vegetation in urban area.
These countries have developed advance knowledge and proper implementation
guidelines for green roof system. On the other hand, the developing countries still
facing land constraints issues that lead to the increasing competition for land
between infrastructure developments and greenery area.

In Singapore, population growth is expected to increase from current 4.2 to 5.0
million over next 4–5 years [74]. In order to encourage green roofs application in
this country, the National Parks Board and the Housing Development Board of
Singapore have jointly initiated a preliminary project that installed a green roof on
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the current roof of a multi-story car park in a residential area. This project is the first
significant green roof installation project in Singapore. The result showed that the
installed green roof have decrease the visible radiation significantly which recorded
on the facades of residential area. The uses of thermocouple temperature sensor and
infra-red thermal imagery had indicated there is significant difference in external
temperature between planted covered and visible surfaces. The greatest challenge for
green roof application in a tropical region like Singapore is the selection of plant
species that can survive in the harsh rooftop environment conditions [74]. The study
conducted by Vergroesen and Joshi [86] in Singapore was aimed to determine and
quantify the runoff process in green roof that planted with sedum species. The
experiment was set up to determine the comparison of runoff retention performance
between green roofs and conventional reference roof. The results showed that a dif-
ference of delay runoff volume (0.2–20.2%) reduction in runoff volume (13.6–98.8%),
reduction in peak flow (41.9–98.9%) and were observed for green roofs.

Rapid urbanization processes that spreading across China has caused the sig-
nificant decreases of usable area for urban greening. Application of green roof in
newly established building is started relatively late in this country compared with
other developed countries. With the technology advancement on development and
more focus on green roof, it had resulted in increasing number of green roof
constructions in the recent years. The government of China also announced new
guidelines to implement green roof constructions especially in Beijing, Shanghai,
Guangdong, Chongqing, and Zhejiang provinces [87]. As in 2011, a total of
1,500,000 m2 green roof area have been developed in Beijing. According to Zhang
[88] stated that more than 3,000,000 m2 of green roof area have been developed by
more than 500 companies which specialize in roof greening in Chengdu, China.

In Taiwan, policies that promoting green roof have increased significantly in the
recent years. Development of green roof is believed that it is a sustainable solution
to reduce carbon emissions in Taiwan. In 2011, government of Taipei City has
approved a new rules to added more environmental facility especially green roof
system which able of retain and detain stormwater. In 2010, New Taipei City has
started the Green T.A.I.B.E. project (Green Traffic, Green Architecture, Green
Industry, Green Base and Green Economic) that planned to transform the existing
city into an environmental friendly city [89].

Australia also one of developed countries that adopted green roof application.
Alexandria and Jones [90] stated that most of the major cities in Australia have hot
and dry summer season which is very suitable for green roof development as it will
reduce the city temperature and decrease energy consumption as well. There are
only few extensive green roofs projects in these country compared to the European
countries. Extensive green roofs have great opportunity to be developed as a
strategy to overcome climate issues as existing roof can be converted to green roof
without major upgrades for building structure. But, there is certain difficulties on
technical issues related to growing vegetation in shallow growing media especially
on hot and dry rooftop condition has retarded the green roof development.
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Implementation of green roof is also challenging in this country as there is no expert
in green roof plant as well as substrate supplier that can provide advices and
materials for green roof installation [91].

6 Conclusions

With rapid growth of population and the increasing demands for higher living
standards, the development of urban infrastructures and buildings are likely will
increase the impervious surfaces in the river basin. Green roofs have become a
famous strategy in the sustainable urban development strategies in recent decades.
Green roof is a viable means of increasing the amount of vegetation in urban cities,
where the open space at ground level is limited but roof tops are largely unused yet
remain impervious and contribute to storm water runoff. Extensive literature review
has been conducted to explore the types, components and environmental benefits of
green roofs to the sustainable urban development. Green roof have been recognized
that it can give a lot of advantages, for example, decrease consumption of energy by
reducing heating and cooling loads, increase building standards, generate amenity
and aesthetic value, increase mitigation of storm water runoff, improve urban air
quality, lower air temperatures, contribute on removal of urban stormwater pollu-
tant, lower noise level in urban environments and reduce urban heat island effects.
More implementation of green roofs in the urban city should be promoted in order
to enhance the sustainability of the urban development.
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