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Transient Overvoltage Analysis
of Traction Power Supply System
with Neutral Sections in China High-Speed
Railway Using a State-Space Model

Xiaoqin Lv, Xiaoru Wang and Jiwei Zheng

Abstract This study proposes a complete state-space model of 2 � 25 kV traction
power supply system with neutral sections in China high-speed railway where the
catenary system is divided into several sections insulated with each other and is
connected by neutral sections. First, the system is modularized by a neutral section
module, a source module, autotransformer (AT) modules, series modules, and
parallel modules which are represented with differential equations. Then the
state-space model is built by means of slicing catenary system and combining with
those modules. By calculating this proposed model, the transient processes of the
electric train auto-passing trough the neutral section are analyzed. Transient over-
voltages occurred due to high-frequency oscillations as the circuit topology
changing in each process.

Keywords Transient voltage � Neutral section � State-Space model
Traction power supply system � AT

1 Introduction

In recent years, high-speed railway (HSR) has developed quickly in China.
2 � 25 kV 50 Hz autotransformer (AT) traction power supply system (TPSS) is
commonly adopted in China high-speed railways (HSRs). With more and more
HSRs being put into operation, some problems such as harmonic resonance,
catenary transient overvoltage occurred. In order to analyze the steady-state or
transient problems, it is necessary to construct an accurate mathematical model of
TPSS. The catenary system modeled as multiconductor transmission lines (MTL) is
comprised of 14 conductors overhead or buried with a complex geometry, which
can be regarded as groups [1–4]. TPSS has been represented with a nodal
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admittance matrix [3], which is the model for steady-state analysis both at power
frequency and harmonic frequencies. In [5], the transient mathematical model of
TPSS considering its real structure represented as the state-space equation has been
built for dynamic analysis. However, all of these mathematical models for TPSS
steady-state or transient analysis do not relate to a neutral section which connect
two-side sections of the catenary system. As trains passing through neutral sections,
there will be transient overvoltages which can harm the equipments of trains. Some
studies for this transient overvoltage phenomenon have been performed. In [6], the
time-domain simulations were carried out. In [7] and [8], the state-space equations
were built for calculating the overvoltage values. However, these studies in which
the time-domain simulation model or the state-space model was built did not relate
to the real structures of TPSS and the neutral sections, only modeled TPSS as an
equivalent impedance and the neutral section as one conductor.

This whole system involving an electric supply substation (ESS), ATs, the catenary
system can be represented by modularized units, combining in parallel or in series [5].
The neutral section of double traction network has not only six grouped conductors, but
also two additional neutral lines. Therefore, the mathematical model of the neutral
section is different compared with the power supply catenary. In this paper, the modu-
larized mathematical model of neutral sections is deduced, and the state-space model of
TPSS involving a neutral section for China high-speed railway TPSS is built. According
to TPSS configuration and system operation from ESS to sectioning post (SP), the
state-space model can be easily established by those modularized differential equations.

With the proposed state-space model of TPSS, the pantograph transient voltages
are analyzed in this paper as electric train auto-passing trough the neutral section.
The circuit topology changes due to the train arriving at different position of the
neutral section. Therefore, with the equivalent circuit of the train connecting to the
system, the state-space model can be a little different. The mathematical models
used for analyzing transient overvoltages are built in this paper, and the calculating
results are obtained and analyzed.

2 Mathematical Model of TPSS

China TPSS consists of the ESS equipped with V/x transformers, which primary
windings connect to 220 kV power grid, and each secondary winding presents three
terminals. The three terminals of an AT with 2:1 ratio along lines has two ends,
which are connected to contact wires and feeders, and one center, which connects to
the rails. The contact wires, rails, feeders in up, and down tracks are respectively in
parallel. A neutral section is located between ESS right and left sections or at the
end of each section. Figure 1 shows a typical AT traction power supply system,
where lines can be supposed to slice by a neutral section, AT parallel posts, electric
train positions, fault locations, or SPs into some multiport networks with different
length li. The phase b and phase a denote the two different phases of voltages
respectively feeding to ESS right and left section.

2 X. Lv et al.



2.1 Mathematical Model of TPSS Without
the Neutral Section

Modularized one-side section consists of a source module, AT modules, parallel
modules, series modules, and the equivalent circuit is shown in Fig. 2. According to
conductor distances and physical parameters, the series impedance matrix Z per unit
can be calculated by Carson equations, the potential coefficient matrix P can be
calculated by electromagnetic field theory [9].

As in [5], the differential equations of each module and the state-space model of
TPSS without a neutral section can be represented as follows.

The differential equation for a source module and a AT module are given by

dis
dt

¼ �RST

LST
is þM1usj þ 1

LST
ea ð1Þ

diz
dt

¼ �RT

LT
iz þM2uzj; ð2Þ

where the source current is is, the leakage current is iz. usj and uzj are the node voltage

matrices, M1 ¼ � 1
LST

0 1
LST

0 0 0
h i

, M2 ¼ � 1
2LT

1
LT

� 1
2LT

0 0 0
h i

.

The equation of a series module is given by

d
dt
ijh ¼ �L�1

j Rjijh þL�1
j uj � L�1

j uh; ð3Þ

where the inductance current matrix is ijh, uj and uh are node voltage matrices
respectively forming by slicing j and slicing h.

Fig. 1 AT traction power supply system
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The equation of a parallel module is given by

duj
dt ¼ C�1

j ð�Geuj � Gguj þ ijcÞ
ijc ¼ NSijS þNatijz þ ij1 � ij2 þM3iLL

)
; ð4Þ

where the source module, AT, two series modules and load injection current
matrices are respectively ijS, ijz, ij1 (ij2), and iLL. The components of total injection
current ijc relate to modules which connect to nodes j. And

NT
s ¼ 1 0 �1 0 0 0½ �; NT

at ¼ 1 �2 1 0 0 0½ �; ge ¼ 1=Re; gg ¼ 1=Rg;

Ge ¼

ge 0 0 �ge 0 0

0 ge 0 0 �ge 0

0 0 ge 0 0 �ge
�ge 0 0 ge 0 0

0 �ge 0 0 ge 0

0 0 �ge 0 0 ge

2
666666664

3
777777775
;Gg ¼

0 0 0 0 0 0

0 gg 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 gg 0

0 0 0 0 0 0

2
666666664

3
777777775
;

MT
3 ¼ �1 1 0 0 0 0½ �:

Fig. 2 Equivalent circuit of one-side section with ESS
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Therefore, according to the real operation from substation to section post,
combining with modularized Eqs. (1)–(4), the state-space model of TPSS without
the neutral section can be obtained.

_x ¼ AxþBu ð5Þ

2.2 Neutral Section Module

The neutral section makes two-side sections weak interaction (see Fig. 1). A typical
catenary structure of China HSR neutral section is shown in Fig. 3. A neutral line
N with a distance of 0.5 m from contact wires and a length of approximately 300 m
is located in this area. Taking insulator positions for four slicing points (ns1, ns2,
ns3, ns4), this section is divided into two parts with the same length, one is the left
side with neutral lines (N1 for up track and N2 for down track), the other is the right
side with neutral lines, which can both be equivalent to p-circuit. Then, the
equivalent circuit for a neutral section can be illustrated in Fig. 4.

These two p-circuit sections are respectively parallel with Cnsl and Cnsr, series
with Rnsl, Lnsl and Rnsr, Lnsr, and Cnsl = Cnsr = Cns, Rnsl = Rnsr = Rns,
Lnsl = Lnsr = Lns.

C1 denotes the capacitance matrix in parallel module of slicing 1 in Fig. 2. For
the nodes in slicing ns1 (see Fig. 4), the integrated capacitance Cns1 combined
Cnsl with C1 is

Cns1 ¼ E2 E3

ET
3 E1

� �
; ð6Þ

where E3 ¼
CN1T1 CN1R1 CN1F1 CN1T2 CN1R2 CN1F2

CN2T1 CN2R1 CN2F1 CN2T2 CN2R2 CN2F2

� �
, E2 ¼

CN1 CN1N2

CN1N2 CN2

� �
,

E1 ¼
CT1 � � � CT1R2 CT1F2

CT1R1 � � � CR1R2 CR1F2

..

. ..
. ..

. ..
.

CT1F2 � � � CF2R2 CF2

2
6664

3
7775þC1

The equations of nodal voltages in slicing ns1 are given by

Fig. 3 Neutral overlapping
section of China HSR
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duns1
dt ¼ C�1

ns1ð�Genuns1 � Ggnuns1 þ iÞ
i ¼ Nsnis þNatniz1 � insl � Fgi1l þM3niLL

�
; ð7Þ

where uns1 is the nodal voltage matrix of eight conductors in the left side of neutral
section, is, iz1, iLL are injection currents from source module, AT module and load
module, respectively, i1l, insl are the currents from the first series module of left-side
catenary system and the series module of left-side neutral section respectively.
Therefore,

uTns1 ¼ uN1l uN2l uT1l uR2l uF1l uT2l uR2l uT2l½ �;Fg ¼ F5

F6

� �
;

Nsn ¼ F7

Ns

� �
, Natn ¼ F7

Nat

� �
, M3n ¼ F7

M3

� �
, Gen ¼ F7

Ge

� �
, Ggn ¼ F7

Gg

� �
, and

F5 is a 2� 6ð Þ zero matrix, F6 is a 6� 6ð Þ unit matrix, F7 is a 2� 1ð Þ unit matrix.
Equations of uns4 in slicing ns4 can be represented by the same form.
Combining slicing ns2 with ns3, a 14� 14ð Þ voltage matrix un0 can be obtained.

Rearrange the elements inmatrixCns1 in Eq. (6), a new 14� 14ð ÞmatrixE is given by

E ¼
2� E4 ET

5 ET
5

E5 E6 0
E5 0 E6

2
4

3
5; ð8Þ

where

E4 ¼
CN1 CN1N2 CN1R1 CN1R2

CN1N2 CN2 CN2R1 CN2R2

CR1N1 CR1N2 CR1 CR1R2

CR2N1 CR2N2 CR1R2 CR2

2
664

3
775;E5 ¼

CT1N1 CT1N2 CT1R1 CT1R2

CF1N1 CF1N2 CF1R1 CF1R2

CT2N1 CT2N2 CT2R1 CT2R2

CF2N1 CF2N2 CF2R1 CF2R2

2
664

3
775;

E6 ¼
CT1 CT1F1 CT1T2 CT1F2

CF1T1 CF1 CF1T2 CF1F2

CT2T1 CT2F1 CT2 CT2F2

CF2T1 CF2F1 CF1T2 CF2

2
664

3
775:

Fig. 4 Equivalent circuit of
the neutral section
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Then, the equation of voltage un0 is

d
dt
uno ¼ E�1ðFainslÞþE�1ðFbinsrÞ; ð9Þ

where uTn0 ¼ ½uN1; uN2; uR1; uR2; uT1l; uF1l; uT2l; uF2l; uT1r; uF1r; uT2r; uF2r�, and

F1 ¼
1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

� �
;F2 ¼

0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0

� �
;

F3 ¼

0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

2
6664

3
7775;Fa ¼

F1

F2

F3

F4

2
6664

3
7775;Fb ¼

F1

F2

F4

F3

2
6664

3
7775;

F4 ¼ 4� 8ð Þ zero matrix:

The current equations of series modules, respectively in left-side and right-side
neutral sections, are given by

d
dt
insl ¼ L�1

ns uns1 � Feun0 � Rnsinslð Þ ð10Þ

d
dt
insr ¼ L�1

ns uns4 � Fdun0 � Rnsinsrð Þ; ð11Þ

where iTnsl ¼ iN1l iN2l iT1l iR1l iF1l iT2l iR2l iF2l½ �,
Fe ¼ FT

1 FT
2 FT

3 FT
4

� �
iTnSr ¼ iN1r iN2r iT1r iR1r iF1r iT2r iR2r iF2r½ �;
Fd ¼ FT

1 FT
2 FT

4 FT
3

� �
:

When considering a neutral section connecting the two sides, the current
equation of first series module connected to ESS with series L1 and R1, taking
left-side section as an example, becomes

d
dt
i12 ¼ �L�1

1 R1i12 þL�1
1 FT

guns1 � L�1
1 u2; ð12Þ

where u2 is the voltage matrix of nodes forming by slicing 2 (see Fig. 1).
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2.3 State-Space Model of TPSS Involving
the Neutral Section

According to the different modules formed by slicing along lines, and with the
above-modularized equations [Eqs. (1)–(4), (7), and (9)–(11)], the state-space
equation of TPSS with a neutral section is

_xn ¼ Anxn þBnun ð13Þ

Substituting G = Gg + Ge into Eq. (4) and Gn = Ggn + Gen into Eq. (7), the
state matrix An of the state-space Eq. (13) can be represented by

(14)

where M1n ¼ ½ 0 0 M1 �, M2n ¼ ½ 0 0 M2 �.
A, B are the state and input matrices, respectively, and u is the input vector. xn is the

state vector, and can be arranged as Eq. (16) (i.e., from left-side SP to right-side SP).

xn ¼ ½ xl xns x r�
BT
n ¼ 0 0 � � � 1

LST
0 � � � 0 0 � � � 0

0 0 � � � 0 0 � � � 1
LST

0 � � � 0

" #

un ¼ ½ ub ua �

8>>><
>>>:

ð15Þ

xl ¼ ½ izm um iðm�1Þm � � � u2 i12 iz1 isb �
xns ¼ ½ uns1 insl un0 insr uns4 �
xr ¼ ½ isa i0z1 i012 u2 � � � i0ðm�1Þm um i0zm �

8<
: ð16Þ
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3 Transient Analyses of Auto-Passing Neutral Section

Automatic onboard neutral section passing is mostly applied in China HSR. When
an electric train coming from phase b passes through neutral section to get to phase
a, as shown in Fig. 5, the main circuit breaker (QF in Fig. 6) of the train will be
turned off at position g, and be turned on at position h. The equivalent circuit in
Fig. 6 represents the equivalence of an electric train with QF turned off. It consists
of a magnetizing inductance Lmt referred to primary side of potential transformer,
and a line to earth equivalent capacitance Ct of the train.

As illustrated in Fig. 5, the pantograph which contacts with the contact wire and
the neutral line at the same time in equal altitude segments (a–b, c–d), and only
contacts with the neutral line in b–c segment, will experience an
electricity-neutral-electricity process. This process can be described as four states,
as shown in Fig. 7 with electric train running on up track. (1) The train coming

Fig. 5 Relative position of pantograph, contact wires, and neutral lines

Fig. 6 (Left) Schematic diagram of electric train line-side circuit; QS: disconnecter, QF: circuit
breaker, F: arrester, TV: potential transformer, T: transformer; (right) Equivalent circuit with QF
turned off

Fig. 7 Schematic diagram of
transient processes

Transient Overvoltage Analysis of Traction Power Supply … 9



from phase b (with switch 1 on, and switch 2, 3, 4 off), arrives at position a (turn on
switch 2). (2) The train arrives at position b (turn off switch 1). The pantograph
connects to the neutral line only. (3) The train arrives at position c (with switch 1, 2
off, and switch 4 on, turn on switch 3). The pantograph connects to the right-side
contact wire T1r and the neutral line. (4) The train arrives at position d (turn off
switch 4), with the pantograph only connecting to the right-side contact wire T1r.

For state 1, additional variable imt associated with the equivalent circuit of Fig. 6
is put into the matrix xn in Eq. (15), and the state vector becomes

xn2 ¼ ½ xl xns xr imt � ð17Þ

The additional equation with switch 1 on is

dimt
dt

¼ 1
Lmt

F5uns1; ð18Þ

where F5 ¼ ½ 0 0 1 �1 0 0 0 0 �.
An equivalent small resistance Rd can be substituted for switch 2 when switch 2

is on. The parallel module equation in slicing ns1 of Eq. (7) is substituted by the
following formula,

duns1
dt

¼ C�1
ns1�t

�Genuns1 � Ggnuns1 þ iþ it
� � ð19Þ

it ¼ FT
5 imt þ k

1
Rd

F6uns1; ð20Þ

where k is equal to 1 when switch 2 is on, and equal to 0 when switch 2 is off,
FT
6 ¼ ½F61 F62 �F61 F63� , F61 ¼ ½�1 0 1 0 0 0 0 0 �, F62 is a
1� 8ð Þ zero matrix, F63 is a 5� 8ð Þ zero matrix. The element E1 of capacitance
Cns1 in Eq. (6) is replaced with E0

1, then we can get the capacitance matrix Cns1−t.

E0
1 ¼

CT1 þCt CT1R1 � Ct � � � CT1F2

CT1R1 � Ct CR1 þCt � � � CR1F2

..

. ..
. ..

. ..
.

CT1F2 CF2R2 � � � CF2

2
6664

3
7775þC1 ð21Þ

The definitions of the rest variables in Eq. (19) are the same as in Eq. (7).
Hence, referring to Eq. (14), the state matrix becomes as Eq. (22).
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(22)

Modeling parameters of a China typical electrical railway line are represented in
Table 1. Besides, the SP and AT of left side are, respectively, 28 and 13 km from
ESS. The SP and AT of right side are respectively 27 and 11 km from ESS.

Assume the time when the electric train arriving position a is t1 s, therefore let
the value of k in Eq. (22) be 0 when t\t1, and be 1 when t� t1. Figure 8 represents
the pantograph transient voltages of state 1 switching at different times, which also
means the phase angles of source voltage are different when the pantograph
instantaneously connecting with the neutral line. Switching at 0.2, 0.202, 0.205, and
0.208 s corresponding to phase angle 0°, 18°, 90°, and 144° respectively lead to
different amplitudes. The highest one (71.2 kV), which is almost 1.8 times com-
pared to steady amplitude 38.9 kV (effective value 27.5 kV), happens when the
phase angle of source voltage is 90°. This transient voltage continues approximately
for 2 periods.

For state 2, with the electric train running into the neutral area, the circuit
topology changes. Matrices F5, Cns1−t in Eqs. (18), (19), and (22) are substituted by
F0
5 and C0

ns1�t, respectively.

F0
5 ¼ ½ 1 0 0 �1 0 0 0 0 � ð23Þ

Replacing E1, E2, and E3 of capacitance matrix Cns1 in Eq. (6) with E00
1, E

00
2, and

E00
3 respectively, we can get capacitance matrix C0

ns1�t.

Table 1 Electrical parameters of system

ESS Nominal voltages 220/2 � 27.5 kV AT(SP) Nominal voltages 55/27.5 kV

Nominal power 50 MVA Nominal power 16 MVA

Short-circuit voltage 10.5% Short-circuit voltage 1.6%

Earth Earth resistivity 100 X

Rail to earth resistance 100 X km

Transient Overvoltage Analysis of Traction Power Supply … 11
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E00
1 ¼

CT1 CT1R1 � � � CT1F2

CT1R1 CR1 þCt � � � CR1F2

..

. ..
. ..

. ..
.

CT1F2 CF2R2 � � � CF2

2
66664

3
77775þC1; E00

2 ¼
CN1 þCt CN1N2

CN1N2 CN2

� �

E00
3 ¼

CN1T1 CN1R1 � Ct CN1F1 CN1T2 CN1R2 CN1F2

CN2T1 CN2R1 CN2F1 CN2T2 CN2R2 CN2F2

� �

As the solution of state 2, assume the time when the electric train arriving
position b is t2 s. Figure 9 represents the pantograph transient voltages with dif-
ferent switching times. It shows that the phase angles of source voltage when
pantograph instantaneously disconnect with the contact wire T11 can also affect the
amplitudes of oscillating voltage, which are lower than the amplitudes of voltages
in state 1.

The same analysis method can be used for transient voltages in state 3 and state
4. As the train passes through the neutral section, the circuit topology changes.
High-frequency oscillations lead to transient overvoltages.

4 Conclusion

This paper presents a state-space model of AT TPSS with the neutral section, which
focuses on truly reflecting the structure of TPSS. The system is modularized by a
neutral section module, parallel modules, series modules, the ESS, and ATs rep-
resented by differential equations. The proposed model is based on choosing and
combining with those modularized differential equations in accordance with the
specific structure and operation conditions.

Transient voltages as electric train passing through neutral section are analyzed
using this state-space model. The whole process can be divided into four transient
processes. As circuit topology changes in each process, high-frequency oscillation
leads to transient overvoltage, in which amplitude is affected by the phase angle of
source voltage at that moment.
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Fault Diagnosis of Train Wheels Based
on Empirical Mode Decomposition
Generalized Energy

Yejian Chen, Xiaolong Wang, Yong Zhang and Zongyi Xing

Abstract In this paper, a fault diagnosis method of train wheel based on empirical
mode decomposition (EMD) generalized energy is proposed. First, EMD is applied
to rail vibration signal to obtain the intrinsic mode functions (IMFs) and weight
coefficients of each IMF are calculated. Then, quantitative value of EMD gener-
alized energy is determined by calculating weighted sum of IMFs’ energy. Finally,
the security domain threshold of EMD generalized energy is determined to dis-
tinguish faulted wheel. Experiment results by using simulation data showed that the
proposed method can distinguish normal and faulted wheels and the accuracy
reached above 90%.

Keywords IMF � EMD � Safety region boundary � Fault diagnosis

1 Introduction

The wheelset is one of the extremely important components of traveling system in
the system of urban rail transit. The wheelset needs to bear the large static forces
and dynamic forces, which is an important factor of trains’ safe operation.
Meanwhile, it is also the key test object in the security check of moving train
system [1, 2]. Therefore, real-time monitoring of the train wheel has important
practical significance for the safety of passengers and the rail vehicle operations
[3, 4]. Vittorio Belotti et al. [5] installed the vibration acceleration transducers on
one side of track, and found a fault diagnosis method to detect and estimate
quantitatively the size of the flat scar of wheel by using wavelet transform. Stephen
Lechowicz and et al. [6] designed and developed the wheel load distribution and
fault defects monitoring system based on database application technology.
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Based on EMD generalized energy, a diagnosis method of decomposing rail
vibration signal EMD is proposed in this paper, which is to obtain effective IMF
and to work out the threshold of EMD generalized energy security zone of a normal
wheel for the partition between normal wheels and faulty wheels. The method has
high veracity for the online identification of normal wheels and faulty wheels.

2 EMD Generalized Energy

Extraction of signal state characteristic value is the key to monitor and assess the
wheels. The method of extraction for the characteristics of the signal state includes
the method of time-domain parameters and the method of time-frequency param-
eters. The method of time-domain parameters cannot obtain the characteristics of
the frequency domain signal, so the accuracy of the results cannot reach the
application requirement. The time-frequency parameters are more comprehensive in
characteristic extraction, so the accuracy of system fault diagnosis could be sig-
nificantly improved. Therefore, this paper adopts the method of time-frequency
parameters and decomposes the signals by using EMD, and then extracts the cor-
responding characteristic value.

Energy of vibration signal is the sum of squares of the absolute value of the
signal amplitude, and the method of calculation is as follows:

En ¼
XN
i¼1

xij j2 ð1Þ

En is the energy value of vibration signal, and xi is the amplitude at time i.
Generalized energy value is the sum of energy value of IMF elements which

could be obtained by decomposing the vibration signal by EMD.

E ¼
XN
i¼1

Ei ð2Þ

E is the generalized energy value of this vibration signal, Ei is the energy value
of the ith IMF, and N is the IMF order after EMD decomposition.

3 The Method of Train Wheels Fault Diagnosis

According to the characteristics of the rail vibration signal, the single eigenvalue
security domain estimation method based on EMD generalized energy is proposed.
Estimating threshold value of security domain from generalized energy value helps
to assess the state of the wheel failure.

16 Y. Chen et al.



EMD-generalized energy can reflect the change of contact force between wheels
and rail, so the threshold value of security domain of the wheel fault state can be
decided through EMD generalized energy, which helps to judge wheels fault state.
The detailed algorithm flowchart is as follows (Fig. 1).

3.1 De-noising of Rail Vibration Signal

The wheel failure state assessment is based on the rail vibration signal, so it is
necessary to collect the rail vibration signal. The existence of much noise in the
signal can adversely affect essential characteristic of rail vibration signal, which is
not good for analyzing signal characteristic. So it is necessary to reduce the noise,
and to improve the accuracy of analyzing the characteristic.

In this paper, wavelet threshold de-noising method [7] is employed to filter
signals. The principles of de-noising are as follows: after the original signal is
decomposed by wavelet, the component of smaller wavelet coefficients is assigned
to noise signal, and the component of larger wavelet coefficients is assigned to useful
signal. So the wavelet coefficient that is less than this threshold value is set to 0, and
noise signal is effectively filtered from original signal.

After signal de-noising, SNR is used to evaluate the performance of de-noising
algorithm. The larger the value of SNR, the better is the noise reduction effect of
this method. The formula of SNR is as follows, and the unit is dB:

Start

The wheel-rail vibration signal of the normal state

Wavelet threshold de-noising 

Decompose EMD and extract the appropriate IMFi, and 
calculate the Ei of each component energy

Determine the weight coefficient λ i of each IMFi,  
and calculate EMD generalized energy En of this 

vibration signal

Calculate the mean Ea of EMD generalized energy

Maximum difference D as the boundary of security 
domain

The wheel-rail vibration signal of the unknown state

Wavelet threshold de-noising

Calculate EMD generalized energy E' 

The difference value D' is the value that E' subtract
the mean Ea

D' < D

The wheel can operate well The wheel is fault

End

Y N

Fig. 1 The algorithm flowchart of wheel failure state assessment
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SNR ¼ 10 log10

P
n f

2ðnÞP ½f ðnÞ � f̂ ðnÞ�2
" #

ð3Þ

In Eq. (3), f(n) is the original signal, f̂ nð Þ is the signal after de-noising.

3.2 EMD Decomposition and IMF Decomposition
of Rail Vibration Signal

The EMD algorithm proposes that a complex signal can be decomposed as the sum
of the IMF component, and every IMF must conform to two basic conditions
meanwhile: (1) In the signal of complete data segment, the difference between the
amount of extreme point and zero-crossing point must be less than or equal to 1;
(2) At any time, the mean value of the upper and lower envelopes formed by local
extreme points is zero. The initial signal x(t), concrete steps of EMD are as follows:

(1) First, to recognize all the extreme points of the original signal, and connect
these points by cubic spline curve to form the upper and lower envelopes of
signal, and calculate the mean value m1(t) of the upper and lower envelopes.

m1ðtÞ ¼ eupp þ elow
2

ð4Þ

(2) h1(t) is got by subtracting m1(t) from xi. If h1(t) is a basic IMF component, the
decomposition is stopped. If h1(t) does not satisfy the condition of the IMF
component, h1(t) is regarded as a new x(t). Repeat the previous procedure to
filter k times, until the basic IMF component h1k(t) is obtained.

(3) The first basic IMF component c1(t) is obtained, c1 tð Þ ¼ h1k tð Þ. As its time
characteristic scale is smallest, the frequency of c1(t) is highest. The rest part
r1(t) is obtained, and the formula is as follows:

r1ðtÞ ¼ xðtÞ � c1ðtÞ ð5Þ

(4) r1(t) is regarded as the initial signal, and the processes of (1) (2) (3) are repeated
for r1(t) to gradually separate each IMF component:

r2ðtÞ ¼ r1ðtÞ � c2ðtÞ
� � �

rnðtÞ ¼ rn�1ðtÞ � cnðtÞ
ð6Þ

When cn(t) is less than a certain threshold, or rn(t) is monotone function, the
cycle will be stopped.
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(5) The original signal x(t) will be obtained, and the formula is as follows:

x tð Þ ¼
Xn
i¼1

ciðtÞþ rnðtÞ ð7Þ

Among them, c1ðtÞ; c2ðtÞ; . . .; cn tð Þ are IMF components in different stages.
rn(t) is the residual value, and represents the average trend of the signal.

In this paper, the IMF selection algorithm based on the combination of
time-domain kurtosis and frequency dispersity is adopted. By choosing through
time-domain kurtosis in low frequency and frequency dispersity in high frequency,
the discrimination for effective IMF component will be improved.

Viewed from time domain, the IMF component with larger value of time-domain
kurtosis includes more impact component of the signal. The calculation formula of
time-domain kurtosis of the signal x(t) is as follows:

KurtosisðxÞ ¼ ð1=NÞ �P ðxi � �xÞ4
StdðxÞ4 ð8Þ

Through the experimental analysis, choose 3 to be the general threshold, and the
value higher than 3 is efficient component, and the value lower than 3 is inefficient
component.

Viewed from frequency domain, frequency dispersity reflects the encircled
energy of the signal in the frequency band. The calculation formula of frequency
dispersity of the signal x(t) is as follows:

B2 ¼ 4p
Ex

Zþ1

�1
ðf � fmÞ xðf Þj j2df ð9Þ

In Eq. (9), Ex is the energy of the signal. Through the experimental analysis, the
general threshold is chosen to be 10, and the value higher than 10 is inefficient
component and the value lower than 10 is efficient component.

When the value of time-domain kurtosis and the value of frequency dispersity
are calculated from each IMF component through EMD decomposition, the IMF
component that simultaneously satisfies the screening requirements of time-domain
kurtosis and frequency dispersity is selected as efficient component to calculate its
respective energy value Ei by Eq. (10).

Ei ¼
Zþ1

�1
ciðtÞj j2dt; ði ¼ 1; 2; 3; . . .Þ ð10Þ

In Eq. (10), Ei is the energy value of each efficient IMF component.
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3.3 The Determination of Weights of IMF
and the Acquisition of EMD Generalized Energy

In order to better characterize the affect of each IMF component, the energy weight
coefficient is introduced to characterize the affect of different modal components on
total energy:

E ¼
Xn
i¼1

ki � Ei ð11Þ

In Eq. (11), E is the generalized energy of vibration signal, and Ei expresses the
energy value of the ith IMF; ki is the weight value of coefficient of the corre-
sponding IMF, and needs to meet the condition of Eq. (12):

Xn
i¼1

ki ¼ 1 ð12Þ

In this paper, the correlation coefficient between the IMF component and the rail
vibration signal after de-noising is regarded as the weight coefficient of each IMF
component.

The correlation coefficient of the signal x(n) and y(n) is as follows:

qxy ¼
Pþ1

n¼0 xðnÞ � yðnÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPþ1
n¼0 x2ðnÞ �Pþ1

n¼0 y2ðnÞ
q ð13Þ

The correlation coefficient k
0
i between the IMF component after screening and

the original vibration signal is obtained, and the ratio between k
0
i and global cor-

relation coefficient is obtained:

ki ¼ k0iP
k0i

ði ¼ 1; 2; 3; . . .Þ ð14Þ

In Eq. (14), k
0
i is the correlation coefficient between IMFi and the original signal.

k
0
i is regarded as the weight coefficient of the IMFi component, and the generalized

energy is obtained by combining formulas in (10), (11), and (12):

E ¼
X k0iP

k0i
�
Zþ1

�1
ciðtÞj j2dt

0
@

1
A ði ¼ 1; 2; 3; . . .Þ ð15Þ
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3.4 The Determination of the Threshold Value
of Security Domain

In the aspect of rail transit, some scholars put forward that the threshold value of
security domain is the safety margin that rail vehicles can operate stalely [8]. The
safety margin in this paper is the minimum distance of generalized energy of rail
vibration signal and the threshold value of security domain and it should fluctuate in
a certain range. In this study, the state characteristic that is extracted from the signal
of rail vibration accelerometer is viewed as the security-related variable, so
Euclidean distance is used to calculate the threshold value of security domain in this
paper. The formula to calculate the Euclidean Distance between N-dimensional
vector Ui(Ui1, Ui2,…, Uin) and N-dimensional vector Uj(Uj1, Uj2,…, Ujn) is as
follows:

DoðUi;UjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

ðUik � UjkÞ2
s

ð16Þ

4 The Experiment and Analysis

4.1 The Fault Diagnosis of Wheel

The data of rail vibration signal of wheel failure state assessment based on EMD
generalized energy is obtained from system simulation. The system selects 500
groups of signals, and the frequency is 20 kHz. Each signal has 2000 data points,
and the duration is 0.1 s.

In this paper, the method of wavelet threshold de-noising is used to reduce the
noise of rail vibration signal, and the SNR that is calculated from the data result
after de-noising is evaluated comprehensively. The result shows that the noise
reduction effect is optimal by using the selection of sym8 wavelet basis, three-level
decomposition, heuristic rule, and soft threshold. Figure 2 shows the rail vibration
signal after de-noising. Most noise is reduced and the shock response signal of
wheel to rail is well reserved, which provides data for the EMD decomposition.
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Fig. 2 Effect of rail vibration signal de-noising
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Figure 3 shows that the rail vibration signal after de-noising gets IMF1 * IMF7
and res through EMD. The signal is the rail vibration signal after original
de-noising, IMF1 * IMF7 is 7 IMF components, and res is residual component.

After the EMD decomposition of the de-noising signal, the effective IMF
component is extracted by the algorithm, and the value of energy is regarded as the
cardinal number of the ultimate value of generalized energy. 7 IMF after the EMD
decomposition is calculated in the time-domain kurtosis and the frequency diver-
gence, and the results are shown in Table 1.

Viewed from Table 1, former five of IMF include most of the energy of the signal,
reaching more than 90%, thus is regarded as the main IMF component of this rail
vibration signal and the cardinal number to generalized energy calculation. According
to the rule in Sect. 3.2, IMF1 * IMF5 are selected as the effective IMF components.

The selected five IMF are used to calculate the correlation coefficient, and the
weight coefficient of each component is obtained according to Eq. (14). The results
are in Table 2, and the value of generalized energy of this signal calculated by
Eq. (15) is 2.8017 � 104.

Fig. 3 Results of EMD decomposition of the de-noising rail signal

Table 1 Time-domain kurtosis and frequency divergence of each IMF component

Project IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7

Time-domain
kurtosis

25.03 18.01 12.18 6.124 3.612 1.681 1.881

Frequency
divergence

9.264 6.458 3.210 2.354 1.868 0.523 0.482

22 Y. Chen et al.



According to the above method of EMD generalized energy calculation, the
generalized energy is obtained from the data of 500-segment simulated rail vibra-
tion. The results are in Fig. 4. The range of the generalized energy obtained from
normal operation of wheel is between 2.1 � 104 and 3.0 � 104. The average
generalized energy value of 500 groups of data is 2.5246 � 104. The difference
between 500 sets of data and this average is calculated and viewed as the Euclidean
Distance of safety margin. Viewed from Fig. 5, the maximum difference is the
difference between the value of generalized energy of No. 277 and the average and
is 0.5126 � 104. So, the threshold value of security domain for the wheel fault state
based on EMD generalized energy is 0.5126 � 104.

4.2 The Verification of Simulation Data

50 groups of rail vibration signal of faulty wheels are obtained by the model
simulation, and 50 groups of rail vibration signal of normal wheels are selected to
verify the accuracy of the above threshold of security domain.

First, the generalized energy value of normal signal and fault signal are calcu-
lated. Then, the difference between each generalized energy value and the average
value is obtained. The result of the normal signal is shown in Fig. 6, and the result
of the fault signal is shown in Fig. 7.

When the state of the wheel is evaluated by the threshold of the safety domain
constructed by the generalized energy value, a misjudgment may appear. As is seen
from Fig. 6, there are three sets that are misjudged as fault wheel. The differences
are respectively 5429, 6644, and 6748. But the boundary value of security domain
is 5126, and the misjudgment rate is 6%; As is seen from Fig. 7, in the 50 sets of
fault wheel data, there are five sets that are misjudged as normal wheel, and the
differences are, respectively, 4931, 3315, 4028, 3219, 2880, and the misjudgment
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Table 2 The weight coefficient of each component

Project IMF1 IMF2 IMF3 IMF4 IMF5

The weight coefficient 0.2959 0.2752 0.2492 0.1658 0.0140
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rate is 10%. The reason of misjudgment might be the fact that wheel appears minor
abrasions and leads to the obvious impact on the rail, so the generalized energy
value does not exceed the normal range. When using the generalized energy single
eigenvalue, the evaluation of wheel failure status is easy to achieve, but failure
mode cannot be recognized, so this method can be applied to real-time monitoring
of wheels, to issue warning when the generalized energy value of wheel is located
at the edge of the security domain boundary or exceed the security domain
boundary, and to provide maintenance decision-making reference for vehicle
maintenance department.
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5 Conclusion

In this paper, an evaluation method of the failure of train wheel based on EMD
generalized energy is proposed. By processing the simulated vibration signal of rail,
the energy weight sum of each component and the generalized energy value of this
vibration signal are obtained. The boundary of security domain for wheel failure
status is decided by the generalized energy value of a large number of normal
signals, so it can be judged whether the generalized energy value of the rail
vibration signal is within the safety domain and to distinguish faulty wheel from
normal one. Finally, experimental verification is carried out through the rail
vibration signal of simulated normal wheel and fault wheel, and the result shows
that the method in this paper effectively distinguishes fault wheel and normal wheel.
It verifies the accuracy and the effectiveness of the method in this paper and its great
significance in the worksite application.
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Detection of Squats Length Based on Axle
Box Vibration Analysis

Zhi Yang, Zongyi Xing and Jie Jiang

Abstract A method based on axle box vibration analysis is proposed to detect the
length of squats. First, the dynamic model of wheel/rail is established for the
research on relation between the frequency of track irregularity and that of axle box
acceleration. Second, the basic principles of Adaptive Morphological Filtering
(AMF) and Frequency Slice Wavelet Transform (FSWT) are introduced, and the
slice function in FSWT is improved to advance the performance of FSWT to
different signals. Finally, the measured axle box vibration signals from a metro are
analyzed to estimate squats length. The results show that the method has a good
engineering adaptability and feasibility.

Keywords Axle box � Vibration analysis � FSWT � AMF � Squats length

1 Introduction

During train operation, track irregularity is the primary cause of the abnormal
vibration. Squats as one of the irregularities of short track waves can increase train
vibration and decrease train service life, if it gets worse, rail abrasion and the safety
of train operation would happen [1].

Experts of track traffic have already done lots of research in detecting track
conditions. Molina et al. [2] have put forward a machine vision system to identify
defects and symptomatic conditions. Lee et al. [3] have described a mixed filtering
method including Kalman filtering, band-pass filtering, and adaptive filtering to
estimate irregularities in railway tracks. Real [4] has used the methods of double
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integral, high-pass filtering, and phase compensation filtering to eliminate the
influence of interference signal, obtain vertical track geometry, and locate defects
along the track. Yunpeng et al. [5] have established the finite element model of
wheel/rail system based on ANSYS and made analysis on spectrum dynamic
response of wheel/rail system under the condition of track irregularity.
Jianming et al. [6] have used Frequency Slice Wavelet Transform (FWST) to
analyze the time-frequency characteristics of the leading and rear wheels caused by
short track defects, and constructed the model of detecting short track defects to
prove effectiveness of the method.

The above researches on the detection of track conditions remain at the quali-
tative level, and the characteristic parameters of the squats have not been studied.
On the foundation of relevant research of track irregularity at home and abroad, a
method based on Adaptive Morphological Filtering (AMF) and FSWT is proposed
to detect the length of squats. Analyzing the vibration signal by filtering and fre-
quency sliced wavelet transform, we can get fault characteristic frequency corre-
sponding to maximum amplitude in the zoom spectrum graph. Then, according to
train speed and fault characteristic frequency, the length of squats can be estimated.

2 The Dynamic Model of Wheel/Rail

The dynamic model of wheel/rail is a common tool to analyze mechanical char-
acteristics of wheel pairs and track vibration under the influence of track irregu-
larity. It includes two parts: vehicle model and wheel/rail model. In the practical
analysis, the two parts are often simplified, only considering the high-frequency
shock between wheel and rail and vibration caused by sprung [7]. The simplified
parameter-lumped dynamical model of the train is shown in Fig. 1, where we can
see that K1 represents elastic contact stiffness between wheel and rail, and K2 is
vertical stiffness of the track. Also, m1 is unsprung mass and m2 is equivalent mass
of the track. c2 is vertical damping of the track. Besides, z1 and z2 denote,
respectively, the displacement of the unsprung mass and the track relative to static
equilibrium position.

Vehicle body 

Equivalent spring

Unsprung mass

Rail

Sleeper

Wheel-rail contact

V

z1

z2
K2 c2

K1

m1

m2

Fig. 1 The simplified
parameter-lumped model of
the train
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When the train running speed is v, the vertical dynamic equation of wheel/rail
can be expressed as Eq. (1).

m1€z1 þK1ðz1 � z2Þ ¼ 0
m1€z2 þ c2 _z2 þK2z2 � K1ðz1 � z2Þ ¼ 0

�
ð1Þ

According to track irregularity η, the displacement of the rail relative to equi-
librium position can be expressed as z0 + η, so Eq. (1) can be transformed as
Eq. (2).

m1€z1 þK1ðz1 � z2 � gÞ ¼ 0
m1€z2 þ c2 _z2 þK2z2 � K1ðz1 � z2 � gÞ ¼ 0

�
ð2Þ

Solving the differential equations with constant coefficients of Eq. (2), we can
get

€z1 ¼
X3
i¼1

Aie
�pit þB cosðxtþwÞ

(
ð3Þ

In Eq. (3), Ai, pi and B are constants, and their values are influenced by
parameters x1, x2, K1, and K2 jointly. From Eq. (3), it can be seen that the first term
on the right side of the equation is the frequency-independent attenuation and the
second item is steady value of equation. That is to say, acceleration of the axle box
and track irregularity have the same frequency. Thus, when the train runs at speed
v on the track and wavelength of track irregularity is k, the angular velocity of track
irregularity can be expressed as x ¼ 2pv=k, and impact frequency of track irreg-
ularity on the train can be represented as f ¼ v=k. Besides, specific track defect
corresponds to a specific particular characteristic frequency, and if the train speed
and the irregularity wavelength are known, the characteristic frequency can be
obtained. In other words, if train running speed and fault characteristic frequency
are known, track irregularity wavelength can be obtained.

3 Detection Principle of the Squats Length

In this section, we mainly talk about detection principle of the squats length
including two parts: AMF and FSWT.

3.1 Adaptive Morphological Filtering

Traditional morphological filters mostly adopt a single structuring element to
process the signals, but filtering effect depends on the selection of structuring
elements. In order to get a better filtering effect, the signal should be known well
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before it is processed, but the actual situation is that engineering signals usually
contain multiple types of noise. It is hard for us to select proper structuring elements
based on the prior knowledge. Therefore, according to different types of noise, it is
necessary to select different structuring elements and make corresponding
combinations.

If multiscale morphological structuring elements are combined, the generalized
morphological filter can be constructed as

yðnÞ ¼ 1
2
� FGoc f ðnÞð ÞþFGco f ðnÞð Þ½ � ð4Þ

In Eq. (4),

FGoc f ðnÞð Þ ¼ f � g1 � g2ð Þ ð5Þ

FGco f ðnÞð Þ ¼ f � g1 � g2ð Þ ð6Þ

In Eq. (5) and (6), � and �, respectively, represent opening and closing
operation.

In this section, intensity coefficient of the characteristic frequency is used to
quantify the processing ability of the vertical vibration signal of the axle box under
the influence of different structuring elements. The expression of the characteristic
frequency strength coefficient is shown as in Eq. (7), which is defined as the ratio of
the sum of octaves amplitudes to the sum of frequency amplitudes.

Cf ¼
X3
i¼1

FCi=
XN�1

j¼1

Fj ð7Þ

In Eq. (7), FCiði ¼ 1; 2; 3Þ represents octaves amplitude of characteristic fre-
quency in the frequency spectrum, and Fjðj ¼ 1; 2; . . .;N � 1Þ represents frequency
amplitude.

The characteristic frequency strength coefficient has different amplitude values
under the influence of different structuring elements. According to different values,
we can select optimal structuring element so that optimal filter can be constructed.

3.2 Adaptive Morphological Filtering

Based on the advantages of short-time Fourier transform and wavelet transform, a
new time-frequency analysis method called FSWT is proposed by Yan [8]. For any
signal f ðtÞ2L2ðRÞ, FSWT can be defined by Eq. (8).
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Wðt;x; k; rÞ ¼ k
2p

Zþ1

�1
f̂ ðuÞp̂� u� x

r

� �
eiutdu ð8Þ

In Eq. (8), r is the scale factor and k is energy coefficient. In addition, f̂ ðuÞ is the
Fourier transform of the signal f(x), and p̂ðxÞ representing the frequency slice
function is the Fourier transform of the signal p(t).

The slice function shapes of FSWT usually depend on the signals to be analyzed,
and these signals need to select different slice functions according to the charac-
teristics of the signals, which limit the adaptability of FSWT. Biswal [9] has made
improvement on the frequency slice function p̂ðxÞ ¼ e�0:5x2

to make it in a greater
adaptability, and applied it to detection of power signal disturbances. But in this
paper, the improvement will be applied to the analysis of vertical vibration signals
of the axle box.

Thus, the improvement of frequency slice function is shown in Eq. (9).

pðxÞ ¼ e
�2x2p2x2

aþ b
ffiffi
x

p ð9Þ

FSWT well solves the problem that traditional wavelet-reconstructed signal must
rely on wavelet basis, in addition, its inverse transform has no direct connection to
slice function, so fast Fourier transform (FFT) can be used to reconstruct signal
separation.

In the time-frequency transform interval of the target signal, target interval
signals can be separated and reconstructed by selecting time-frequency slice
interval ðt1; t2;x1;x2Þ.

fsðtÞ ¼ 1
2p

Zx2

x1

Zt2
t1

Wf ðs;x; k; rÞeixðt�sÞdsdx ð10Þ

4 Experimental Analysis

In this paper, the measured vertical vibration signals of the axle box based on a car of
tape A is taken as an example, and the signals are processed by AMF and FSWT in
order to verify good engineering applicability of the method proposed. The field
experiment is carried out on a re-profiled car so that wheel irregularity has little
influence on the detection of squats length. The sampling frequency of accelerometer
of A-Type car is 20 kHz, and the running speed of the train is 10 m/s.

Figure 2 shows the waveform graph of vertical vibration signals of the axle box
in 1 s. It can be seen that the vertical vibration signals of the axle box at 0.190,
0.922 and 0.720 s are greatly affected by noise, and the signals at 0.6 and 0.7 s have
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obvious vibration shocks, in addition, the vibration shocks at 0.7 s are relatively
complex. In order to extract fault characteristic information, vibration signals
should be filtered to reduce the influence of interference signal on the analysis
results.

According to structure principle of adaptive morphological filters, structuring
element parameters of measured vibration signals should be calculated firstly. The
length scale of structuring elements L is [6, 20], and the height scale of structuring
elements H is [0, 0.6826]. On this basis, morphological opening operation, closing
operation, open-closing, and close-opening operation are operated respectively on
the analysis of vertical vibration signals of the axle box. The optimal structuring
element under different morphological operation is shown in Table 1.

Figure 3 shows the frequency intensity coefficients under different operation and
structuring elements. It can be seen that the frequency intensity coefficients of
morphological open-closing operation and close-opening operation fluctuate
between 0.05 and 0.12, while the frequency intensity coefficients of opening
operation and closing operation are not more than 0.04, which indicates that
open-closing and close-opening operation have a better filtering effect. Because
individual open-closing operation increase negative impulsive noise, and individual
close-opening cannot filter out positive impulsive noise completely, in this paper,
upper triangular structuring element with length 16 and lower semicircular struc-
turing element with length 11 are combined to construct a generalized morpho-
logical filter to process original signal.

Figure 4 shows the measured vibration signal of the axle box after AMF. It can
be seen that the signals are much smoother, and abnormal vibration signals near
0.190 and 0.922 s can be eliminated effectively. Moreover, vibration impact
becomes much clearer even near 0.70 s which is superior to the Butterworth
filtering.

Fig. 2 The measured
vibration signals of the axle
box

32 Z. Yang et al.



Figure 5a shows analysis results of vibration signals of the axle box by using
p̂ðxÞ ¼ e�x2=2 as a slice function, and Fig. 5b shows analysis results by using

p̂ðxÞ ¼ e�200p2x2=8þ 9
ffiffiffiffiffi
jxj

p
as a slice function. From Fig. 5a, it can be seen that there

is an obvious target area at 0.6 s, while at 0.7 s, it is difficult to determine fault
characteristic frequency, which has a contradictory with the obvious vibration
impact at 0.7 s in the Fig. 4. From Fig. 5b, it can be seen that there are two
maximum amplitude target areas at 0.6 and 0.7 s. Compared with the two
time-frequency analysis results, it can be seen that the improved slice function has
better time-frequency resolution and has a greater advantage in processing non-
stationary vibration signals.

The two maximum amplitude target areas in Fig. 6 are [0.56 s, 0.63 s, 262 Hz,
332 Hz] and [0.65 s, 0.72 s, 313 Hz, 369 Hz]. According to Eq. (8), the two target

Table 1 Selection of optimal structuring elements

Morphological operators Sensitive structuring elements

Opening operation The length of line structuring element is 11

Closing operation The length of upper triangular structuring element is 11

Open-closing operation The length of upper triangular structuring element is 16

Close-opening operation The length of lower semicircular structuring element is 11

Fig. 3 The frequency intensity coefficients under different operations
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areas a and b can be separated. Figure 6 shows reconstructing signal of the target
area. It can be seen that signal reconstruction has a better effect by FSWT.

The zoom frequency spectra of target areas a and b is shown in Fig. 7a, b. The
peak amplitude of the target area a corresponds to a frequency of 281 Hz, and the
peak amplitude of the target area b corresponds to a frequency of 338.5 Hz. So, we
can conclude that there are train’s vibration signals caused by track in 281 and
338.5 Hz. When train speed is 10 m/s, the squats length can be calculated as 35.4
and 29.5 mm respectively based on derived mathematical relationship. According
to the squats length, we can get that the squats are medium, and this is consistent
with squats on site. All these indicate that the method has the reliability and fea-
sibility of the project.

Fig. 4 The measured vibration signal of the axle box after AMF

Fig. 5 Time-frequency graph of the vibration signals of the axle box
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5 Conclusion

In this paper, a method based on AMF and FSWT to detect the length of squats is
proposed. First, based on the measured data of axle box, adaptive morphological
combination filter can be constructed to eliminate the effects of noise and other
interfering signals. Second, improved FSWT is applied to analyze vertical vibration

Fig. 6 Reconstructing signal of target areas

Fig. 7 The zoom frequency spectra of the target areas
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signals of the axle box. Target area is selected for zooming analysis to obtain more
accurate fault characteristic information. Finally, the length of squats is calculated
by using derived mathematical relationship. Comparing the actual site, the relia-
bility and feasibility of the project can be verified.
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Profile Calibration of Dynamically
Measuring Rail Wear Using LIS

Chao Wang, Yanfu Li, Dawei Liu and Hongli Liu

Abstract Dynamically inspecting steel rail wear by the laser image system suffers
from vibrations on the camera and the laser emitter, which leads to varying extrinsic
camera parameters and distorted rail profile, respectively. In the paper, a novel
profile calibrating method is presented to address these issues. This method
involves a self-calibration of the extrinsic camera parameters, which is based on the
coordinate sets projection constructed from the distorted profile to the standard one
on quadruple projecting primitives including rail jaw, railhead, rail waist, and foot
intersection. To remove the effect of random vibrations, we calibrate distorted
profile by projecting it onto the plane x − y of the world coordinate frame.
We compared our procedure with other established methods. The results show its
effectiveness and superiority for dynamically measuring rail wear.

Keywords Profile calibration � Coordinate sets projection � Laser image system
Rail wear

1 Introduction

To ensure transportation security, the track rail needs to be inspected periodically.
In the process, the track wear is one of the key objects, which not only represents
the levels of rail defect directly but also offers a dependable reference for rail
maintenance [1].
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Laser image system (LIS) is the main technology of measuring the rail profile.
As can be seen in Fig. 1, such systems are usually composed of a laser emitter and a
camera. The laser emitter is utilized to highlight the rail profile, and camera captures
interesting images. According to the intrinsic and extrinsic camera parameters, the
measuring profile represented by the spatial coordinates of the laser stripe is cal-
culated, and is calibrated with the standard one to compute the wear [2].

In order to dynamically measure rail wear, LIS is usually assembled under the
rail inspection and maintenance trains. Since the movement of the train, the track
un-flatness could lead to the multiple degrees of freedom vibration on the laser
emitter and camera, i.e., swaying, stretching, bouncing, rolling, pitching, and
heading [3]. Among all vibrations on line laser projector, the first four do not have
any effect on the verticality between the laser plane and the rail longitudinal axis.
The measured profile is correct and usable. However, the pitching and heading
vibrations make the laser plane fastigiated. In Fig. 2, the profiles are stretched along
vertical and horizontal axis due to the pitching and heading, respectively. The
stretch transformation would cause the distorted profile.

On the other hand, all vibrations other than stretching on camera would lead to
varying in relative attitude between the camera and rail. In camera model, the
relative attitude between camera and object can be modeled as extrinsic parameters
of camera [4]. The variations in relative attitude mean different extrinsic camera

Fig. 1 The laser image system used for rail wear measurement

Fig. 2 The distorted profile caused by pitching and heading on the laser emitter
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parameters, which are hardly calibrated during the dynamic measurement with the
traditional calibration methods [5]. So, it is difficult to reconstruct 3D space
coordinates of rail profiles from 2D pixel coordinates correctly.

To address the issues above, this study proposes a profile calibrating method for
the dynamic measurement of rail wear.

2 Calibration of Distorted Profiles

First, three Euler angles are employed for the representation of the rotation matrix.
Then, iterative extrinsic parameters self-calibration based on the coordinate sets
projection are implemented. By projecting the distorted profile on the plane x − y of
the world coordinate system, we can calibrate it easily.

2.1 Rotation Matrix Denoted by Euler Angles

Assuming that a, b and h are the rotation angles of camera in the axes x, y and
z respectively, their rotation matrix of each axis can be denoted as

Rx að Þ ¼
1 0 0

0 cos a � sin a

0 sin a cos a

2
64

3
75Ry bð Þ ¼

cos b 0 sin b

0 1 0

� sin b 0 cos b

2
64

3
75

Rz hð Þ ¼
cos h � sin h 0

sin h cos h 0

0 0 1

2
64

3
75

ð1Þ

The final rotation matrix can be denoted as

R ¼ Rx að ÞRy bð ÞRz hð Þ: ð2Þ

Given a profile point pki ¼ uki; vkið ÞT detected from the image i and its corre-
sponding one Pk ¼ xkw; ykw; zkwð ÞT from 3D space, we have

Pk ¼ R�1
i A�1p̂ki � R�1

i ti; ð3Þ

where p̂ki is a homogeneous coordinate of pki, A is intrinsic parameter matrix, Ri

and ti are rotation and translation matrix for image i, respectively. Ri is determined
by the Euler angles ai, bi and hi directly.

Profile Calibration of Dynamically Measuring Rail Wear … 39



2.2 Coordinate Sets Projection

In order to estimate the extrinsic camera parameters, i.e., ai, bi, hi and ti, we
proposed a similarity quantization called coordinate sets projection. This method
employs four rail regions, covering the rail jaw, railhead, rail waist, and foot
intersection to act as the projecting primitives. Due to the invariable attitude of the
standard profile which is vertical to the rail longitudinal axis, we project these
primitives from the measured profile onto the standard one, as shown in Fig. 3.

In the implement, given a point on the railhead A0B0 of the measured profile, we
first project it onto the standard one and determine its response point by the cubic
spline interpolation. Then, we calculate the projecting error as follows

fitnessAB ¼ 1
Nh

XNh

j¼1

xhpj � xhrj
�� ��2; ð4Þ

where Nh is the quantity of projecting points on A0B0, xhpj acquired from (3) is the
horizontal coordinate of the jth projecting point, and xhrj is the coordinate of the
response one. In the same way, the projecting error of the rail waist could be
denoted as

fitnessCD ¼ 1
Nw

XNw

j¼1

xwpj � xwrj
�� ��2; ð5Þ

where Nw is the quantity of projecting points on C0D0, xwpj acquired from (3) is the
horizontal coordinate of the jth projecting one, and xwrj is the coordinate of the
response one.

Fig. 3 The process of
coordinate sets projection
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The locations of the rail jaw B and rail foot intersection F are known and correct,
the interpolation is therefore unnecessary. Their projecting errors could be repre-
sented as

fitnessB ¼ Bp � Bs

�� ��2fitnessF ¼ Fp � Fs

�� ��2; ð6Þ

where Bp and Fp are mapping point of the rail jaw B and the foot intersection
F from the measured profile, respectively, Bs and Fs are from the standard profile.

If extrinsic parameters are inaccurate, all of the projecting errors are large. So,
we can assign consistent weight coefficients for the quadruple primitives. The
global projecting error will be represented as

fitness ¼ xABfitnessAB þxBfitnessB þxFfitnessF þxCDfitnessCD: ð7Þ

2.3 Minimization of the Global Projecting Error

In our procedure, the position vector Xn ¼ ½an; bn; hn; txn; tyn; tzn�T is established for
each particle. The global projecting error described in (7) is served as the fitness.
For each iteration, the position vector compares its fitness and records the best
personal and swarm positions expressed as Pn ¼ ½apn; bpn; hpn; txpn; typn; tzpn�T and

G ¼ ½ag; bg; hg; txg; tyg; tzg�T, respectively. On basis of the Pn and G, the velocity and
position are updated iteratively for the optimization of the swarm. These procedures
could be expressed as

Vkþ 1
n ¼ xVk

n þ c1r1 Pk
n � Xk

n

� �þ c2r2 Gk � Xk
n

� �

Xkþ 1
n ¼ Xk

n þVkþ 1
n ;

ð8Þ

where x is the inertia weight. c1 and c2 are the accelerating factor. r1 and r2 are
random digits between ½0; 1�. k is the current number of iteration. When the iter-
ation reaches the maximum number, the circulation stops and outputs the optimal
position vector.

2.4 Rectifying of Distortions

The optimal position vector is utilized as the final extrinsic parameters to recon-
struct 3D coordinates of the distorted profile. In addition, all the sections of the
distorted profile are projected onto the plane x − y of world coordinate system.
Figure 4 exhibits a rectifying example. From the magnifying version of railheads, it
is clear that the pitching and heading vibrations on the laser emitter cause the
vertical and horizontal stretch of the distorted profile. The final rectifying profile is
given in Fig. 4b, which presents obvious revivification of these stretches.
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3 Performance Evaluation

To evaluate the performance of the proposed calibration in Sect. 2, we used the
classical calibration proposed by Zhang [6], self-calibration based on genetic
algorithm (GA) [7, 8] and differential evolution particle swarm optimization
(DEPSO) [9] for comparison.

We arbitrarily moved and rotated the camera to imitate swaying, bouncing,
rolling, pitching, heading, and their composition, respectively. Under each camera
perspective, we repeatedly took 10 images of the distorted profile. One of them is
shown in Fig. 5. Each perspective image is corresponding to one group of extrinsic
parameters. These parameters were estimated using the methods based on Zhang,
GA, DEPSO, and ours, respectively, and their statistics were reported in Table 1.

As shown in Table 1, the results obtained by our method are also closest to those
from Zhang. This could be explained as follows. Since the variation of reflection
property of rail surfaces and surrounding light, the images of the same scene may be
discrepant, especially in intensity, texture, and acutance. This would give rise to the
unreliable correspondences which are key primitives of the methods proposed in
literatures [7–9]. They therefore suffer from the lower precision, although these

Fig. 4 An example of the rectifying distorted profile. a Comparison between the distorted profile
and standard one. b Comparison between the recovered profile and standard one

Fig. 5 Images of the normal profile under different camera perspectives. a Swaying. b Bouncing.
c Rolling. d Pitching. e Heading. f Their composition
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methods employ different search algorithms to enhance the accuracy of conver-
gence. On the other hand, coordinate sets projecting, one of the main ideas of our
work, utilizes the interpolation operation to ensure the true match, or rather the
interpolation operation can reconstruct the counterparts which may be inexistent in
the standard rail profile.

To further assess the validity of our procedure, we calculated the wears of 10
distorted profiles, and compared them with the truth manually acquired by the rail
wear gauge and those calculated by Sun [10]. Table 2 lists the results.

It is clear that the errors between the wear values calculated by Sun and the truth
are large relatively. One interpretation may be that Sun ignores the vibrations on
camera which would cause the unreliable extrinsic parameters. Although he pro-
jects the profiles onto an auxiliary plane which is vertical to the rail longitudinal
axis, the rectifying is still dubious. However, these influences, caused not only by
the vibrations on the line laser projector but also on the camera, are taken into
account fully by our method. So, the wear acquired by our proposed method nearly

Table 1 Extrinsic parameters for distorted profiles obtained by different methods

Method a(rad) b(rad) h(rad) tx(mm) ty(mm) tz(mm)

a Zhang 0.771 0.775 0.694 −352.44 351.14 281.78

GA 0.740 0.788 0.678 −352.11 351.08 281.63

DEPSO 0.795 0.813 0.674 −352.28 351.29 281.56

Ours 0.770 0.776 0.686 −352.47 351.10 281.75

b Zhang 0.765 0.749 0.659 −351.86 356.01 286.97

GA 0.756 0.740 0.630 −352.22 356.24 286.80

DEPSO 0.741 0.743 0.684 −351.65 356.31 286.58

Ours 0.770 0.741 0.668 −351.85 356.02 286.94

c Zhang 0.712 0.815 0.673 −351.54 351.37 287.51

GA 0.713 0.842 0.635 −351.76 351.49 287.38

DEPSO 0.695 0.835 0.685 −351.40 351.10 287.24

Ours 0.721 0.811 0.682 −351.49 351.35 287.49

d Zhang 0.769 0.805 0.644 −352.04 352.54 287.51

GA 0.803 0.813 0.676 −352.04 352.24 287.70

DEPSO 0.744 0.780 0.626 −351.86 352.84 287.16

Ours 0.776 0.802 0.647 −352.04 352.54 287.48

e Zhang 0.807 0.785 0.647 −351.59 351.08 287.54

GA 0.769 0.773 0.623 −351.73 350.96 286.70

DEPSO 0.821 0.799 0.621 −351.77 350.06 287.15

Ours 0.815 0.792 0.654 −351.53 351.16 287.62

f Zhang 0.760 0.804 0.668 −352.01 355.34 283.05

GA 0.769 0.777 0.644 −351.66 355.52 283.19

DEPSO 0.795 0.812 0.666 −351.90 355.13 282.90

Ours 0.762 0.801 0.665 −352.06 355.25 282.96
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approach to the truth. Moreover, The RMSEs decrease to 0.1012 and 0.0791 mm,
respectively. The MAPEs decrease to 7.802 and 20.76%, respectively. These results
exhibit the validity and superiority of our method.

4 Conclusion

To improve the accuracy of the rail wear measurement, we focused on the profile
calibration under the vibrations both on the laser emitter and on the camera in this
paper. The distorted profile is calibrated via the coordinate sets projection which is
the basis for the self-calibrations of the extrinsic camera parameters. We performed
a set of experiments, including comparison of profile calibration against the state of
the art and validity test of the wear measurement, to assess our method.
Experimental results exhibit that the proposed method is superior to the related
classic ones, owning fine precision of profile calibration and wear measurement,
even under the random vibrations on the laser emitter and camera.
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Design and Implementation of Online
Monitoring System of Contact System
Tensioner

Wanjiao Han, Mingguang Liu and Hui Yu

Abstract Tensioner is an important equipment of contact system. The real-time
monitoring is carried out to running state of contact system, so as to ensure the railway
system operating safely and stably. First, this paper analyzes the necessity of real-time
online monitoring and summarizes the effect of environment on contact system.
Second, the selection of monitoring information is introduced and monitoring terminal
is designed based on the requirement of transmission and monitoring information.
Third, the main function and implementation method of computer monitoring software
are introduced. Finally, through installation and debugging, monitoring system can
operate safely and stably and achieve alarm function so that overhaul can be guided.

Keywords Contact system � Tensioner � Environment � Real-time online
monitoring

1 Introduction

1.1 Research Background

Contact system is a special form of transmission line, which sets up over the rail
lines and supplies electricity to train [1]. Contact system is exposed to outdoor
environment throughout the year and there is no spare. Once the malfunction of
contact system occurs, it will seriously affect the passenger safety, railway trans-
portation and production, etc. Therefore, it is very necessary to know the condition
of contact system timely.

Tensioner is an important equipment of contact system and is installed on both
ends of wire of anchoring section. Under the action of gravity of tensioning weight,
tensioner can automatically adjust tension of wire and ensure wire sag to meet
technical requirements. Thus, stability and flexibility of catenary suspension can be
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improved and operating quality of contact system can also be improved [2].
Real-time monitoring tensioner and meteorological environment can evaluate the
working state of contact system. When malfunction occurs, overhaul measures can
be taken in time, making contact system be able to restore run quickly.

1.2 Effect of Meteorological Environment
on Contact System

1.2.1 Strong Wind

By the end of 2007, the number of railway accidents reached 30 on Lanxin and
Nanjiang railway line [3]. On Dahuai railway line, the number of faults of pan-
tograph and OCS caused by strong wind accounts for 10% of the total number of
catenary malfunction [4].

Because of long time working in strong wind environment, contact system in
gale area is prone to failure. The wind will cause lateral displacement and vibration
for wire, which will make the different potential wires close to each other, then
trigger arc discharge or short trouble, leading to wire burn, or even break line.

1.2.2 Icing

Snow disaster occurred in southern China in early 2008. Freezing rain occurred in
Liaoning Province in October 2009 and in February 2010. The snow and ice
disaster caused that trains can not operate normally, which affected the transport
order seriously [5]. On December 15, 2008, Japanese JR Ome Line and Hachiko
Line caused 17 trains to withdraw from schedule because of icing [6].

Ice coating of contact system may affect train collection. Due to the poor
electrical conductivity of ice shell, arc discharge is easy to be triggered, which can
burn pantograph and contact wire. When icing seriously, pantograph cannot get
supply, which makes the train lost power and unable to run normally. After icing,
wire will be more sensitive to wind vibration because of the irregular wind area, so
as to make contact system prone to dancing [7].

2 Design of the Monitoring Program

2.1 The Selection of Monitoring Content

2.1.1 Environmental Parameters

Environmental parameters monitored include temperature, wind speed, etc. Contact
system is a complex temperature response system. Wires will expand with heat and
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contract with cold when the temperature change, which makes the tension of wires
and b value of tensioner change. Monitoring the environment temperature is to
predict tensioner fault combined with and b value. Monitoring the wind speed is to
sound a warning when over the critical wind speed that will endanger the traffic
safety.

2.1.2 Temperature of Clip

There are joints on contact wire and catenary wire, and they all use clip to connect.
When loose connection occurs, traction current will make joint fever. Clip tem-
perature monitoring can judge whether the clip is loose, which can not only solve
the problem that it is not easy for railway to repair joint, but also prevent abnormal
power supply or break line timely, so as to improve the reliability and security of
contact system.

2.1.3 Values of a and b

The b value refers to the distance between the bottom of tensioning weight and the
ground. The b value is an important parameter which reflects the catenary work
state, and is used for fault detection. Monitoring the b value can alarm accident in
time, such as tensioning weight stagnation, break line, etc.

2.2 Hardware Design of Monitoring Terminal

Monitoring principle is as shown in Fig. 1. The PC and the monitoring terminal are
equipped with the matching communicators. The terminal sends collected data to
receiver by wireless transmission. Receiver sends data to PC by serial communi-
cation to store and show to users.

PC
Receiver

Monitoring
terminal

12V

S1 CLSa1

B1

JCX

Wind speed, 
temperature, etc

S1

S2 a2

B2S2

b1

b2
J

C

Catenary wire

Contact wire
S3

Fig. 1 Monitoring principle
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Data such as temperature, wind speed adopt the direct measurement method.
While, in order to fix sensors conveniently, b value uses the indirect measurement
method. The range sensor measures the distance between itself and tensioning
weight as a1 and a2. The administrator inputs the distance between the sensor and
the ground as B1 and B2, and the distance between the sensor and the top of
tensioning weight as C and J. Then, the PC will calculate b1 and b2.

b1 ¼ B1� a1� C ð1Þ

b2 ¼ B2� a2� J ð2Þ

As shown in Fig. 2, monitoring terminal hardware system mainly includes
power module, human–computer interaction module, communication module, and
sensor module. Power module provides stable DC 12 V for terminal. The power
can not only be obtained from the current which is from traction power supply
system but also obtained from the solar. Two power supply modes can ensure
long-term stable operation of the terminal. Human–computer interaction module
adopts Kinco MT4210T for receiving, handling and storing real-time data collected
by sensors, and providing the query function to view data at the scene.
Communication module adopts Hongdian H7210 GPRS module, connecting to PC
by wireless transmission. High measurement precision and slight error of the
sensors are selected for sensor module.
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Fig. 2 The structure of
monitoring terminal
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3 Design of Software

In Visual Basic 6.0, the monitoring system writes PC software program by VB
language, and uses SQL Server 2008 for data storage and management.

3.1 Communications Protocol

Monitoring terminal connects to GPRS module by RS232 serial port. GPRS
module can transform serial data to TCP/IP data packet. So, the original commu-
nication data does not need to change. So, this paper chooses Modbus to realize
data transmission between PC and monitoring terminal.

Modbus is a request/response protocol. The data frame includes address code,
function code, data area, and error-checking code [8]. The following part takes
function code 03 which is mostly applied in this system as an example to introduce
the message frame structure.

Table 1 is the message frame format of the command from PC. The data field
includes the start address of register and the amount of words which need to be
read. The terminal only accepts and deals with the message which is send to its own
address. After receiving the message with wrong address, the terminal will discard
the message directly. Only when the frame is complete and correct the terminal will
response to PC. The response message frame structure is as shown in Table 2.

Table 1 The message frame format of PC command

Terminal
address

Function
node

Start address
which will be
read

The amount of
words which will
be read

CRC

High
byte

Low
byte

High
byte

Low
byte

High
byte

Low
byte

01 03 1B 53 00 12 33 32

Table 2 The message frame format of terminal response

Terminal
address

Function
node

The amount of
bytes

Monitoring
data

CRC

High
byte

Low
byte

01 03
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3.2 Function and Implementation Technology
of PC Software

The overall structure of PC monitoring software is as shown in Fig. 3. Software can
be divided into six surfaces: landing, real-time monitoring, setting, data manage-
ment, historical data view and analysis, and print options.

On landing surface, users need to input name and password same as in the
database to login. The user can also modify password. After the password was
changed, it will be synchronized in the database.

Real-time monitoring surface provides users with real-time monitoring data,
alarm threshold, and alert content. The software read data from the terminal by
using MSComm control calls the command function to complete sending and
receiving data, and then displays and stores data. The real-time data will be com-
pared with the threshold value set before. If monitoring data is beyond the
threshold, the software will show the corresponding overrun alert in the alarm box
and sing warning tone. The software will also evaluate catenary security status
based on real-time data.

The software connects to the database by using Adodc control. The administrator
has access to change basic settings and can also import and export data by DataGrid
control and EXCEL type library.

Historical data view and analysis surface connects to database and calls line
drawing function to draw and analyzes the curve of three groups of monitoring
parameter. a, b value are the most important parameters of monitoring software.
There are tensioning weight installation curve and actual data curve in one picture,
which are more intuitive for user to observe difference between the actual measured
value and theoretical value, and provide the basis for further analysis.

After user selects content that are needed to be printed, the surface can print
information selected by user as a report by calling print function. The report con-
tains alarm content and monitoring parameter curve. It is easy for user to circulate
and analyze.

Historical data
view and analysis

Login

Real time
monitoring surface

Administrator Watchman

Setting
Data

management
Report
printing

Fig. 3 The overall structure
of PC monitoring software
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3.3 Data Analysis

The system adopts four-layer neural networks to evaluate catenary security status.
The structure of fuzzy neural network is as shown in Fig. 4. At first, real-time data
will be normalized and network parameters are set. Then data will be fuzzed.
Finally, the software will figure out security level. This paper adopts T–S model for
fuzzy treatment. This model can automatically update model according to real
circumstance and correct membership function. In the process of study, gradient
descent method is used to optimize the system parameter, reduce error between
output and expected requirements, so as to complete network building, so that the
network can analyze real-time data and evaluation catenary security status.

4 Conclusion

The monitoring terminal was installed on contact system of a power feed section in
Gansu province for installing and debugging. Field installation result is as shown in
Fig. 5. The human–computer interaction module can receive information measured

Input Fuzzification
Fuzzy rule
calculation

Output

Fig. 4 The structure of fuzzy
neural network

Fig. 5 Field installation
result
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by sensors. The monitoring software was debugged on PC. As shown in Fig. 6, the
software can run stably, read monitoring data in real-time, and give alarm infor-
mation timely.
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A Method of Detecting Pantograph Slide’s
Abrasion Based on Image Processing

Saiyan Yu, Shuang Chen and Zongyi Xing

Abstract This paper presents a design of a detection method of pantograph slide’s
abrasion. First, cascade filter with dynamic intensity is adopted to filter original
images. The local contrast enhancement algorithm based on local standard devia-
tion is used to enhance the target area. Next, the adaptive threshold Canny edge
detection algorithm is then performed on the preprocessed images to extract the
edge of slides. The slide edges are located by Hough transform, and the actual slide
residual thickness can be calculated by the camera calibration method.

Keywords Pantograph slide’s abrasion � Cascade filter � Adaptive threshold
Canny edge detection � Hough transform

1 Introduction

Pantograph slide plate is the only contact part between the train and the contact
network [1], which is the most important power supply device of the train power
supply system [2]. Serious slide abrasion may lead to serious pantograph–catenary
accident. The accurate detection of the pantograph slide abrasion can not only
prevent the occurrence of safety accidents but also provide the basis for the
maintenance of urban rail vehicles.

The main method of pantograph detection is manual detection. Manual detection
requires the train back to the library and leads to the interruption of the contact
network, which makes low detection efficiency and poor detection accuracy [3].
The method of online detection is still in the initial stage and the basic principles of
the system include ultrasonic ranging, CCD (Charge-coupled Device) imaging,
image processing, and image recognition. Xie [4] used three sets of cameras and a
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group of video camera to the multi-angle shoot after the analysis of the actual
installation environment. Sun [5, 6] used the principle of ultrasonic to design a set
of electric bow online thickness detection device. Photoelectric sensor is used to
measure the current train speed, and time-controlled ultrasonic sensor with a time
difference calculates the slide abrasion value. Yue [7] proposed a pantograph slide
abrasion online detection method based on active shape model (ASM).

This paper presents a design of a detection method of pantograph slide’s abra-
sion based on image processing. The whole process does not require the train back
to the library, not affecting the normal operation of the train. When the train pulled
into the detection area, the automatic detection of skateboard wear is achieved and
the pantograph fault can be alarmed. Filtering, image enhancement, and edge
extraction algorithm have been improved accordingly and the measuring accuracy
of skateboard wear is +0.5 mm, which meets the requirements of actual field test.

2 Design of Wear Detection Algorithm

In the process of online detection of pantograph slider wear, the original image is
preprocessed to eliminate the influence of the external environment on the image
quality. Next, the edge feature information is enhanced to extract the pantograph
slide upper and lower edge curves. Finally, the actual slide residual thickness can be
calculated by the camera calibration method, as shown in Fig. 1.

start

achieve image

 image preprocessing

extract the edge

edge connection and thinning

 edge positioning

extract  edge contours

 camera calibration

skateboard wear curve

Fig. 1 Flow chart: the measurement of pantograph slide’s abrasion
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2.1 Image Preprocessing

In this paper, cascade filters with dynamic intensity are adopted to reduce the
influence of noise and improve edge feature as much as possible. The first filter is a
median filter, and the second filter is a bilateral filter. According to the denoising
ability of first-class filter, the denoising ability of second-class filter can be
dynamically calibrated, as shown in Fig. 2.

First, the denoising ability of the previous filter is estimated by the SAD (Sum of
absolute differences) method. Assuming the partial block data of the original image
to be filtered is I1, the partial block data of the output image after denoising is I2,
and then the denoising ability of the previous filter can be expressed as

L ¼ jjI1 � I2jj
N

; ð1Þ

where N is the total number of pixels of the data block I1 and I2.
Supposing the denoising ability of the previous filter is K, the difference between

calibrated denoising ability K and the estimated noise intensity of the previous filter
L is

DK ¼ jjK � Ljj; ð2Þ

where DK is the calibrated denoising ability of the second-class filter.
The two-stage filters are cascaded to obtain a cascade filter and the dynamic

denoising intensity of bilateral filter can be calculated by Eq. (2).

2.2 Contrast Enhancement

Local Adaptive Contrast Enhancement (LACE), which centered on each of the
pixels in processing image, calculates the average of the pixels in the local region.
Supposing gði; jÞ is the gray value of pixels ði; jÞ in processing image and the above
local region can be defined as centered on ði; jÞ, the area of window size is
ð2nþ 1Þ � ð2nþ 1Þ, where n is positive integer. The low-frequency part of the
image can be replaced by the average pixel value in the local region, the concrete
formula as follows:

mgði; jÞ ¼ 1

ð2nþ 1Þ2
Xiþ n

k¼i�n

Xjþ n

l¼j�n

gðk; lÞ ð3Þ

the first filter 
es mated 

unit
calibra on 

unit the second filter 

calibrate denoising 
strength

image 
with noise

Fig. 2 Flow chart: the dynamic calibrated denoising intensity
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the local variance is

r2gði; jÞ ¼
1

ð2nþ 1Þ2
Xiþ n

k¼i�n

Xjþ n

l¼j�n

½gðk; lÞ � mgði; jÞ�2 ð4Þ

Defined f ði; jÞ as the pixel gray value after the contrast enhancement of pixel
points ði; jÞ, the LACE algorithm can be described as

f ði; jÞ ¼ mgði; jÞþGði; jÞ½gði; jÞ � mgði; jÞ�; ð5Þ

where the function Gði; jÞ represents the size of the contrast gain CG.
In general, the contrast gain CG is always greater than 1, so that the

high-frequency part of the image ½gði; jÞ � mgði; jÞ� can be enhanced. In this paper,
the contrast gain function Gði; jÞ is calculated as follows when amplifying the
high-frequency part image:

Gði; jÞ ¼ D
rgði; jÞ ; ð6Þ

where D is the constant, which represents the global mean of the image.

2.3 Adaptive Threshold Canny Edge Detection

Canny algorithm is the most widely used edge detection method [8]. However, the
Canny operator needs to be fixed at high or low threshold in advance, which makes
it easy to detect spurious edges caused by noise. This paper improves the Canny
operator and proposes an adaptive threshold edge detection algorithm based on
Canny, as shown in Fig. 3.

(1) Adaptive threshold calculation

According to the histogram information of processed images, the gradient value
Gp corresponding to the peak value of the histogram is used as the first value of the
gradient background and the global three-order variance of the mean Gp is calcu-
lated. The sum of the Gp and three-order variance is used as the background
representation of the gradient. The gradient higher than the gradient background is
represented as high threshold Th. After removing the edge points higher than the
high threshold, the remaining edge points are then calculated as the center of Gp to
obtain the three-order variance, so that the background representation of the
residual points is obtained as low threshold Tl.
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The calculation formula of high threshold is as follows:

Th ¼ Gp þ d1; ð7Þ

where Gp is the gradient value corresponding to the histogram peak value;

d1 ¼
PN1

i¼0
ðGi�GpÞn
N1

� �1
n

, N takes 2 or 3, which is the degree of edge extraction in

the whole image. The larger the value n is, the smaller the proportion of the
extracted edge points to the whole image is and N1 is the total number of pixels in
the corresponding range.

The formula of low threshold is as follows:

Tl ¼ Gp þ d2; ð8Þ

where Gp is the gradient value corresponding to the histogram peak value;

d2 ¼
PN2

i¼0
ðGi�GpÞn
N2

� �1
n

, N takes 2 or 3, which is the degree of edge extraction in

the whole image. The larger the value n is, the smaller the proportion of the
extracted edge points to the whole image is and N2 is the total number of pixels in
the corresponding range.

gray image

preprocessing

gauss filtering

gradient calcula on

Non maximum suppression

gradient histogram second order variance

gradient background

high threshold strong edge

weak edge

edge connec on 

analogy method

 edge extrac on result

Fig. 3 Flow chart: an
adaptive threshold edge
detection algorithm based on
Canny operator
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(2) Strong and weak edge connection

The gray value of the pixel whose gradient less than the threshold is set to 0 and
the edge above Th becomes a strong edge H; the edge between Th and Tl becomes
weak edge L. Centered on the strong edge H, search the weak edge in its neigh-
borhood. If there is a weak edge in the strong edge neighborhood, the weak edge
and the strong edge can be connected to extend the strong edge until the final edge
map is obtained, as shown in Fig. 4.

As a matter of fact, the edge contour has been extracted to include more than
one-pixel width and further refinement of the image is required. The pantograph
edge after morphological thinning is shown in Fig. 5.

2.4 Contact Line and Skateboard Edge Positioning

Hough transform can be used to locate the upper edge of the pantograph slide, the
lower edge of the slide support frame, and the catenary wire.

Contact line positioning: Hough transform can be used to detect and curve fitting
the image. Calculate the slope of the line and extract a line that slopes up to the
range of ½80�; 135�� and ½45�; 110��. Remove a false contact wire edge of a catenary
or catenary formed on a slide plate according to the detected length of the line. The
lead edge is positioned to the desired contact wire portion, as shown in Fig. 6.

Upper edge positioning: If the upper edge does not have an intersection with the
located wire, select the detected straight lines. By determining whether the slope of
the straight line in the ½�20�; 20�� range, remove some pseudo-skateboard edge
curve. Then, determine whether the straight line with the contact line edge of the

Fig. 4 Image: pantograph
edge extraction

Fig. 5 Image: the edge
extraction after refinement
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existence of the intersection or the distance between the two less than 70 pixels.
Finally, select the image at the top of the straight line as the upper edge of the
skateboard.

Under the edge location: Make sure the gradient value of the lower edge of the
support frame is larger than the set threshold value. According to the information of
the upper edge of the positioned skateboard, search the upper edge of the support
frame and put the upper edge near the end of the contact line as the starting point.
Choose the lower edge of the support frame as the candidate point and connect the
edge line segment whose horizontal direction is discontinuous but the angle
between the straight segments less than 20°. Then, use Bézier to connect the
horizontal to the discontinuous edge point, so the lower edges of the support frame
can be detected (Fig. 7).

2.5 Skateboard Wear Curve

Supposing the number of pixels in the vertical direction of the upper edge of the
pantograph and the reference line is n and the correction factor after the camera
calibration is Sc, the vertical distance between the upper edge of the slide plate and
the reference line is 1 ¼ n � Sc. Since the fixed thickness of the pantograph slide
support frame is 20 mm and the distance between the reference line and the upper
edge is 1, the actual residual thickness of the pantograph slide plate is h:

h ¼ 20� l ð9Þ

Fig. 6 Image: the catenary
wire in left half bow image

Fig. 7 Image: the lower edge
of pantograph support
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3 Experimental Results and Comparative Analysis

The pantograph skate images collected in a variety of cases include the normal
skateboard image, the rainy skateboard image, the insufficient fill light, and the
excessive exposure. Result is shown in Table 1.

Dealing with images captured on rainy days, the accuracy of the edge posi-
tioning is close to that of the normal skateboard image, which indicates that the
algorithm proposed in this paper can effectively eliminate the influence of the
raindrop on the lower edge and the upper edge of the slide support frame. In
the case of insufficient illumination or too strong, the accuracy of the skateboard
positioning is 81.25% and 87.5%, respectively, which indicates the accuracy of the
fill light directly affecting the accuracy of the skateboard positioning.

Poor fill light effect or shadows produced by light projection results in skate-
board edge characteristics not obvious, which may mistake the skateboard edge
curve and inaccurate skateboard positioning.

In order to further analyze the accuracy of the measurement results and the
stability of the measurement results, the repeatability of the pantograph slider’s
wear test is carried out to verify the robustness of the algorithm. Table 2 shows the
minimum remaining thickness of system value under different circumstances and
speeds. Table 3 shows the minimum manual measured thickness of the skateboard.

From the above two tables, the number of error more than 0.5 mm of the slide
abrasion value is 7, accounting for 7% of the total number of the measuring slide,
and the number of error more than 0.3 mm of the slide abrasion value is 26,
accounting for 26% of the total number of the measuring slide. The system of
repeated measurement accuracy is 0.49 mm, meeting the requirements of field
inspection accuracy.

Table 1 System resulting data

The type of image Normal Rainy Insufficient
light

Excessive
exposure

The sum number of image 396 140 48 16

The number of correct
positioning

382 132 39 14

The proportion of correct
positioning

96.46% 94.28% 81.25% 87.5%
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4 Conclusion

This paper presents a design of a detection method of pantograph slide’s abrasion.
First, the original image is denoised by the cascade filter with dynamic intensity,
and the target region is enhanced by the local contrast enhancement algorithm based
on local standard deviation; Then, an adaptive threshold Canny edge detection
algorithm is proposed, and the slide edges is located by Hough transform. Finally,
the distance between the upper and lower edges of the slider is converted to the
actual thickness of the actual slide to obtain the remaining thickness curve of the
skateboard.

Table 3 Minimum residual thickness measurement of manual value

Slide number 1 2 3 4 5 6 7 8 9 10

Manual value 16.9 16.7 15.7 16.6 17.8 15.6 13.5 11.5 14.4 9.3

Slide number 11 12 13 14 15 16 17 18 19 20

Manual value 10.3 17.8 12.3 12.7 12.1 8.2 11.4 11.8 15.4 6.4

Table 2 Minimum remaining thickness of system value

Slide number The measurement times

1 2 3 4 5

1 16.56 16.34 16.78 16.15 16.17

2 16.4 16.43 16.48 16.12 16.47

3 15.95 15.48 16.44 15.97 16.52

4 16.43 16.51 16.14 16.15 16.61

5 17.89 18.1 18.06 17.69 17.99

6 15.6 15.32 15.13 15.9 16.12

7 13.58 13.45 13.32 13.79 13.8

8 11.33 11.4 11.81 11.82 11.61

9 14.61 14.68 14.45 14.34 14.16

10 9.77 9.52 9.61 9.49 9.28

11 10.57 10.32 10.61 10.29 10.33

12 17.89 18.1 18.06 17.79 17.69

13 12.41 11.99 12.39 12.48 12.49

14 12.97 13.01 12.79 12.58 12.94

15 11.89 12.3 11.99 11.81 12.13

16 8.14 8.53 8.16 8.26 8.74

17 11.38 11.33 11.36 11.44 11.57

18 12.05 11.65 11.76 11.78 12.06

19 15.1 15.3 15.52 15.34 15.2

20 6.22 6.46 6.48 6.36 6.36
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Subsystem Characteristics-Based
Modeling Method for the Simulation
of Electromagnetic Compatibility of Rail
Transit Vehicles

Dafa Jiang and Zhongcheng Jiang

Abstract Rail transit vehicles consist of subsystems and components with diverse
electrical and electromagnetic characteristics, which brings difficulties to the
modeling and simulation of their electromagnetic compatibility (EMC). In this
paper, we proposed a modeling method for the EMC simulation of rail transit
vehicles based on the subsystem characteristics. Vehicle body model, cable model,
and equivalent circuit model are built and integrated for multilevel simulation of the
EMC of rail transit vehicles, including body shielding effect, interior magnetic field
distribution, and electromagnetic interference emission. This modeling method
extracts the electrical and electromagnetic characteristics of subsystems with high
accuracy and efficiency, and contributes to the practicability of EMC simulation of
rail transit vehicles.

Keywords Rail transit vehicles Electromagnetic compatibility Subsystem charac-
teristics Modeling Multilevel simulation

1 Introduction

Rail transit vehicles, including locomotives, multiple-unit trains, metro vehicles,
streetcars, etc., consist of a series of subsystems and components with different
electrical and electromagnetic characteristics, including current collection device,
traction drive system, train network system, and so on. Currently, the power
electronics devices are evolving toward higher power and frequency, causing severe
high-order harmonics and electromagnetic radiation. On the other hand, electronic
devices are getting increasingly sensitive to electromagnetic interference (EMI)
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[1, 2]. Therefore, the EMC of rail transit vehicles is attracting more and more
attention all over the world.

EMC simulation at design stage is an important approach for ensuring the EMC
of products. Currently, EMC simulation is widely used for the development of
consumer electronics products. Simulation methods such as full-wave 3D simula-
tion and mixed-mode simulation are developed [3, 4]. However, rail transit vehicles
are much more complex than consumer electronics devices. The abovementioned
methods individually are not qualified for the simulation of EMC of rail transit
vehicles [5, 6]. Therefore, it is essential to develop modeling and simulation
methods for investigating the EMC of rail transit vehicles.

In this paper, we proposed a modeling method for the simulation of EMC of rail
transit vehicles based on subsystem characteristics. This paper consists of three
parts. First, the subsystem characteristics-based modeling method of rail transit
vehicles is introduced. Second, multilevel EMC simulation is carried out to evaluate
the body shielding effect, interior magnetic field distribution, and cable coupling of
a metro vehicle. Finally, a case is introduced to demonstrate the application of this
method.

2 Subsystem Characteristics-Based Modeling Method
of Rail Transit Vehicles

Accurate modeling of the electrical and electromagnetic characteristics of rail transit
vehicles is essential for EMC simulation. As abovementioned, the currently
available modeling methods individually are not qualified for EMC simulation of
rail transit vehicles. For the application of EMC simulation in the development of
rail transit vehicles, it is a rational approach to employ the well-developed modeling
methods according to the specific characteristics of the subsystems and compo-
nents. The models are then integrated for multilevel EMC simulation [7, 8], as
shown in Fig. 1. In this section, the methods employed for the modeling of the
vehicle body, electronic devices, and cables are discussed in detail.

2.1 Vehicle Body

Generally, the vehicle body consumes the largest amount of calculation time during
the EMC simulation. The vehicle body consists of body structure and interior
decoration components. The former is made of stainless steel or aluminum alloy,
while the latter is made of nonmetal materials. The nonmetal materials have so little
impact on electromagnetic fields as to be neglected. Therefore, the modeling of
vehicle body takes consideration of only the metallic body structure.
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Currently, rail transit vehicles are designed using computer-aided design
(CAD) techniques. The CAD file (Fig. 2a) is employed to improve the accuracy
and efficiency of the modeling procedure. Nonmetal material components are
removed, left behind the metallic body structures, as shown in Fig. 2b. The fol-
lowing two steps are taken for further simplification of the model:

Fig. 1 Schematic illustration of subsystem characteristics-based modeling and simulation of
EMC of rail transit vehicles

Fig. 2 The modeling procedure of vehicle body. a CAD file, b metallic body structure,
c simplified as surface model, d surface grid model
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1. The metallic vehicle body structures have specific thickness. Considering the
skin effect, the electric current mainly distributes within a very thin surface layer
of the vehicle body. Therefore, the vehicle body can be simplified to a shell with
zero thickness, i.e., surface model, as shown in Fig. 2c, so as to reduce the grid
amount and calculation time significantly.

2. The vehicle body contains a lot of small-size structures having negligible impact
on its EMC behavior, for example, the equipment installation sites. These
small-size structures are removed after careful evaluation.

The surface model is then meshed into grids to obtain the surface grid model, as
shown in Fig. 2d. The size of the grids depends on the concerned frequency (f ) of
the simulation, which generally should be smaller than the one-tenth of the
wavelength (k) corresponding to the concerned frequency, i.e., k/10.

2.2 Electronic Devices

Electronic devices are the radiation source and victim equipment of EMI, thus
becoming the focus of EMC simulation of rail transit vehicles. The electronic
devices, such as the transformer and inverter, are carefully protected from EMI via
smoothing and shielding carried out by the suppliers. Therefore, compared with the
interference coupled via cables, the radiation and conduction interference emission
by electronic devices, as well as the coupling to external interference, are negli-
gible. On the other hand, electronic devices are usually supplied by the suppliers,
rail transit vehicles manufacturers are not aware of their internal circuit structures.
Therefore, electronic devices are usually regarded as black boxes connected by
cables, and frequency-domain equivalent circuit models are built.

Some tests are needed to acquire the characteristic parameters of equivalent
circuit models. Figure 3 shows an interference emission model, which contains an
interference voltage source, a source-end impedance, and a terminal impedance.
This model demonstrates the interference associated with the electronic devices and
makes an important part of the integrated model for EMC simulation of rail transit
vehicles. The voltage source VS, source-end impedance ZS, and terminal impedance
ZL are calculated based on the measurement results of the voltage V and current I
in the cable at both the electronic devices side and the terminal equipment side, i.e.,
measuring point 1 and 2 in Fig. 3. V , I, and Z are all complex function of fre-
quency f .

U1 fð Þ
I1 fð Þ ¼ Zc fð Þþ ZL fð Þ
U2 fð Þ
I2 fð Þ ¼ Zc fð Þþ ZS fð Þ;
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where U1 fð Þ and U2 fð Þ are the source-end and terminal voltage, I1 fð Þ and I2 fð Þ
are the source-end and terminal current, ZS fð Þ is the impedance of the equivalent
voltage source, Zc fð Þ is the impedance of the cables, and ZL fð Þ is the impedance of
the terminal equipment.

ZC fð Þ ¼
j

2pfC Rþ j2pfLð Þ
j

2pfC þRþ j2pfL
;

where R is the resistance of the cable, L is the inductance of the cable, and C is the
capacitance of the cable.

2.3 Cables

The cables play an important role in the EMC of rail transit vehicles, because they
are the main source of EMI emission, spreading way of conductive interference and
coupling way of radiative interference. The model of cables is usually built using
transmission line model (TLM) [9] to calculate the voltage and current distribution
inside the cables.

Cable model describes the structural and electrical information of the cables. The
structural information contains the length and path of the cables, which can be
exported from the cable design files. The electrical information includes the
amount, type, diameter, and materials of the cables. The model is meshed into grids,
of which the size should also be smaller than k/10, as shown in Fig. 4.

Fig. 3 Schematic illustration
of the equivalent circuit
model of electronic devices
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3 Multilevel Simulation of the EMC of Rail
Transit Vehicles

Having finished the modeling procedure, the subsystem characteristics-based
models are integrated for EMC simulation. Appropriate simulation methods are
selected based on the electromagnetic characteristics of subsystems. For example,
employing circuit simulation method to calculate the interference source noise,
transmission line simulation method to calculate the current distribution in cables,
and full-wave simulation method to calculate the cable coupling and current dis-
tribution in vehicle body. As soon as the calculations are finished, the field intensity
of electromagnetic radiation both inside and outside the vehicle, and induced cur-
rent distribution in the cables and components are revealed, which are inspiring for
the modification of the EMC of rail transit vehicles.

In this section, a metro vehicle is taken as example to demonstrate the appli-
cation of the above subsystem characteristics-based modeling method in the EMC
simulation of rail transit vehicles. The integrated model is shown in Fig. 5; it
consists of the surface grid model of vehicle body, the equivalent circuit model of
electronic devices (including high-voltage power supply network, driving module,
braking module, etc.), and transmission line model of cables. The body shielding
effect, interior magnetic field distribution, and cable coupling are calculated based
on the integrated model.

Fig. 4 TLM of the traction system cables
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3.1 Vehicle Body Shielding Effect

The simulation result of vehicle body shielding effect is shown in Figs. 6 and 7. It
reveals the dependence of vehicle body shielding effect on vehicle body structure
and electromagnetic radiation frequency. As shown in Fig. 6, the continuity of the
vehicle body is key to its shielding effect. At the position of windows and doors,
where vehicle body is discontinuous, the vehicle body shielding effect is signifi-
cantly lower than at the other parts of the vehicle body. With the increase in
electromagnetic radiation frequency, the vehicle body shielding effect deteriorates.
Therefore, within low-frequency range, the vehicle body is capable of protecting
the passengers from low-frequency electromagnetic energy which is usually

Fig. 6 The simulation result of the vehicle body shielding effect

Fig. 5 The integrated model for EMC simulation of a metro vehicle
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harmful to human body, while within high-frequency range, the vehicle body
causes little influence to the onboard high-frequency communication equipment.
53 MHz is a resonant frequency of the system. At this frequency, the shielding
effect of vehicle body is destroyed, as shown in Fig. 7d.

The simulation results of the vehicle body shielding effect offer guidance for the
design of rail transit vehicles. On one hand, the simulation method can be employed
to predict the shielding effect of vehicle body and cabinets, thus evaluating the
systematic EMC risk. On the other hand, the simulation results are helpful for
identifying the resonant frequency and position, thus avoiding the use of devices of
which the working frequency is close to the resonant frequency.

3.2 Vehicle Interior Magnetic Field Distribution

The interior low-frequency magnetic field distribution of a Mp vehicle is revealed
by simulation, as shown in Fig. 8. The result indicates that the electronics devices
installed at the bottom of the Mp vehicle, such as the inductor, traction inverter, and
braking resistor, have decisive impact on the interior magnetic field distribution of
Mp vehicle. The position right above the braking resistor demonstrates the highest
magnetic flux. The simulation result of the interior magnetic field distribution offers
guidance for the design of shielding measures aimed at avoiding excessive elec-
tromagnetic field intensity in the vehicle.

Fig. 7 The simulation results of the electromagnetic field distribution within the vehicle body at
different frequencies. a 1 kHz, b 1 MHz, c 40 MHz, d 53 MHz
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3.3 Cable Coupling

By simulation using the integrated model, the influence of EMI noises from the
auxiliary inverter to the cables 1 m away is taken into consideration. The resistance
to EMI of three types of cables, i.e., single wire, twisted pair wire, and shielded
twisted pair wire, is compared. A pulse-width modulated (PWM) pulse source is
employed to simulate the EMI noises from the auxiliary inverter. Figure 9
demonstrates the comparison between the time-domain measurement results and
simulation results, which confirms quite good consistency between the two results,
i.e., the main peaks of cable-coupled voltage are accurately identified by simulation.
Frequency-domain simulation of cable-coupled voltage is conducted covering
frequency range from 9 kHz to 30 MHz. As shown in Fig. 10, among the three
types of cables, the coupled voltage is higher than 60 mV in single wire, while in
twisted pair wire it is about 20 mV and in shielded twisted pair wire about
0.01 mV. It is clearly revealed that the resistance of these three types of cables to
cable coupling: shielded twisted pair wire better than twisted pair wire and better
than single wire.

Fig. 8 The simulation result of the low-frequency magnetic field distribution in Mp vehicle

Fig. 9 Comparison between the time-domain measurement results and simulation results of the
cable-coupled voltage
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4 Application Case of EMC Simulation of Rail Transit
Vehicles

The above EMC modeling and simulation method make a powerful tool for the
design and management of the EMC of rail transit vehicles. The case discussed in
this section demonstrates the application of this method in the EMC modification of
a metro vehicle.

A metro vehicle was applied with low-frequency magnetic field test. The result
reads the DC magnetic field intensity to be 1.32 mT 30 cm right above the inductor,
higher than the limit defined in EN 45502-2-1:2003 standard, which is 1 mT.
Further analysis deduced that this excessive DC magnetic field intensity might
originate from the DC current in the input/output cables of the inductor. Based on
the analysis, two modification approaches were proposed. One was to exchange the
position of the input/output cables of the inductor, as shown in Fig. 11a. The other
was to change the direction of the input/output cables of the inductor, as shown in
Fig. 11b. By EMC simulation and calculation, we figured out that both methods
were capable of reducing the DC magnetic field intensity at the testing spot, and the
first one was better. Therefore, we exchanged the position of the input/output cables
of the inductor. Subsequent tests indicated that the DC magnetic field intensity at
the testing spot decreased to 0.4–0.7 mT, in compliance with the requirement of EN
45502-2-1:2003. In this application case, EMC simulation result offers guidance for
the modification of the EMC of a metro train, and thus help to improve the effi-
ciency of our job.

Fig. 10 Comparison between the frequency-domain measurement results and simulation results
of cable-coupled voltage, frequency range: 9 kHz–2 MHz (top) and 2–30 MHz (bottom)
a, d single wire, b, e twisted pair wire, c, f shielded twisted pair wire
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5 Summary

Currently, rail transit vehicles are getting increasingly intelligent and using more
and more electronic devices, which increases the risk of EMI. EMC simulation is an
important approach to ensure the EMC of products. To meet the needs of EMC
simulation of rail transit vehicles, we proposed a subsystem characteristics-based
modeling method for the EMC simulation of rail transit vehicles in this paper.
Surface grid model, equivalent circuit model, and transmission line model are built
based on the electrical and electromagnetic characteristics of the vehicle body,
electronic devices, and cables. The models are integrated for multilevel simulation
to calculate the vehicle body shielding effect, vehicle interior magnetic field dis-
tribution, and cable coupling. The simulation results show high consistency with
the measurement results. This method achieves high-accuracy EMC simulation of
rail transit vehicles and offers guidance for the EMC design and modification of rail
transit vehicles.
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Failure Analysis and Discussion
of Bogie Temperature Sensor
for Electric Multiple Unit

Yantong Liu, Wenjun Wang, Jintian Wang, Wanxiu Teng
and Zhaoyu Ma

Abstract In order to solve the problem of delay and safety of EMU, caused by
insulation decrease, temperature jump, open circuit, and structural damages of
bogie temperature sensor, this paper analyzes the causes of failure, expounding the
defects of traditional structure and installation method of the sensor on the bogie.
By discussing two kinds of temperature monitoring methods (infrared and wireless
technologies), it is shown that wireless sensor technology is usable in temperature
monitoring redundancy design. The proposal of installing the emergency wireless
temperature monitoring device at the point of abnormal temperature is put forward,
so as to ensure that the bogie temperature is always controlled and that the punc-
tuality and safety of the EMU are improved.

Keywords Temperature sensor � Failure analysis � Scheme discussion

1 Introduction

Nowadays, China’s high-speed rail mileage has reached 22,000 km, and more than
2600 standard groups of train are operating online. As the EMU brings convenience
to people, community has paid more attention to the security and punctuality of
high-speed EMU. In order to ensure the safety of EMU operating and to avoid the
phenomenon of hot axle and axle sheared, all of the bogies of EMU are equipped
with temperature monitoring system to monitor the axlebox and gearbox temper-
ature. However, it is not uncommon that a bogie temperature sensor failure occurs
during train operation, and this failure makes the train lose the temperature moni-
toring capability, which will influence the punctuality and safety of the train. This
paper mainly introduces the typical failures of the bogie temperature sensor in
revenue service, analyzes the causes of the failure, discusses the defects of the
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structure and installation method of the sensor on the bogie, and then proposes a
reasonable and effective solution to protect the safety of the EMU punctual oper-
ation [1].

2 Research Background

According to the statistics, A-type EMU had 144 temperature sensor failures in
2016, including false alarm, circuit disconnection, and other issues. 28 faults out of
144 were caused by the temperature sensor, 116 by hardware connectivity, and
other problems. Figure 1 presents the time record of the gearbox temperature of
EC01 carriage on a A-type EMU. The temperature exceeded the limit between
23:00 PM and 23:03 PM. It was obviously a temperature jump problem, the big
gear of gearbox 4 was in test error, the train was required to limit the speed to level
2, and the drive shaft was required to be monitored. The train drivers found no
temperature exception after 23:03. According to IEC61373 standard, the sensor was
taken to the lab and tested in the longitudinal vibration environment (frequency
range 10–500 Hz, longitudinal acceleration 6.43 g). The results are shown in
Fig. 2: the vertical axis is temperature, the horizontal axis is time, channel 1 of
gearbox temperature sensor generates a temperature jump, and it was the cause of
temperature failure. Therefore, it is urgent to eliminate the safety hazard and to
avoid the unnecessary speed limit caused by the failure of the temperature sensor.
This paper analyzes the failure of service temperature sensor through the sensor
structure and the assembly [2, 3].

The probe of temperature sensors use Pt100 or Pt1000 platinum thermal resis-
tance as a sensitive element. The working principle is that the platinum thermal
resistance changes with temperature, and the temperature of the measured envi-
ronment is assessed by measuring its resistance.

3 The Failures of Temperature Sensor

Most of the bogie temperature sensors are exposed after installation, and some of
them are fixed on the axlebox which has large vibration levels. So the IP level and
anti-vibration performance requirements of the sensors are rather severe [4]. In

Fig. 1 Time record of gearbox temperature (remote data, time range 22:50–23:19)
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addition, the temperature sensor is assembled manually, which may lead to the
defects of sensor and increase the possibility of sensor failure; besides, the con-
nections between temperature sensor and other electrical parts and working voltage
stability can also cause the sensor failure; and the paper presented the unreliability
reasons of the structure and installation of the temperature sensor.1

3.1 Deterioration of Insulation and Voltage Resistance

The decrease of the insulation and of the voltage resistance performance of the
temperature sensor can lead to false alarm. Indeed, first, because of the influence of
the internal structure, of the potting process, and of the cable material performance
[5], the screened wire is likely to stab the insulation layer inside and to get con-
nected with the mechanical shell outside. In fact, the insulation performance of
point to shield and point to the shell decreases (see the shield of sensor in Fig. 3).
Second, because of the multiple parts connected to each other on the temperature

Fig. 2 Longitudinal vibration test results of gearbox temperature sensor

Fig. 3 Shield layer of axlebox temperature sensor
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sensor, the reliability of the sealing ring and sealing plug faces great challenge, the
moisture can easily permeate the interior of the components through these con-
nection points under the harsh working environment. Figure 4 shows a temperature
sensor that does not meet the requirements of IP68 during the laboratory water-
proofing test.

Most of the manufacturers enhance insulation and voltage resistance perfor-
mance by potting process and cable protection. Potting process is the pretreatment
process of bonding surface [6]: the surface area and the bonding strength will be
enhanced by adding surface roughness and cleanliness of the metal bonding.
Another aspect is the choice of glue type. Conventional potting glues include
silicone rubber, epoxy resin, and polyurethane. Silicone rubber is soft rubber; the
disadvantage is that the bonding performance between the solidified elastomer of
silicone rubber and metal is poor; there is a certain internal stress after solidifying;
so silicone rubber is generally not suitable for the mechanical seal of the outermost
layers. The bonding performance of polyurethane is good but the temperature
resistance is poor, often less than 120 °C.

Moreover, the probability of insulation layer piercing and of connection between
mechanical shell and insulation layer increases for the parts which are often bent,
such as the extremity of the sensor probe and the root of cable shield. They are often
subjected to external forces induced by the bending. This situation increases the
probability of piercing, and it also damages the cable itself. At present, there is no
sufficient experimental feedback to confirm that the reliability of shield and cable is
good or not under the condition of long-term bending state. As shown in Fig. 5, a
cable fracture occurred during the service of a temperature sensor.

The mechanical connections between the different parts of a temperature sensor
can be improperly handled: this can affect the insulation and voltage resistance
performance insulation. The following are shown in Fig. 6: (A) crimping position
between inside, outside sleeve, and the rubber sheath at the end of sensor;
(B) crimping position between inside, outside sleeve, and the rubber sheath; (C) the
connection between inner sleeve and tail nut; (D) the connection between end nut

Fig. 4 The water permeated
into sensor after
waterproofing test
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and middle joint; (E) the connection between middle joint and connector; and
(F) the connection between connector and docking device. So the sealing ring and
plug structure designs have an important influence on the waterproof capacity of the
sensor.

3.2 Temperature Jump and Open Circuit

The main cause of the temperature jump and open circuit of electrical circuit is the
structure of the sensor. The entire electrical circuit of the sensor consists of the

Fig. 5 Damaged part of the
extremity of an axlebox
temperature sensor

Fig. 6 Mechanical
connections of an axlebox
temperature sensor
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platinum resistance, the welding of platinum resistance and cable, the cable, the
crimp of the cable, and the pinhole.

In order to avoid the impact of the vibration shock, the strength of the wire and
the cable length margin retained in operating conditions are fully considered before
assembled; special positioning tools should be used for the crimp of the cable and
the pinhole, besides the crimp position is fixed on the frame, where the vibration is
smaller than the vibration level of the wheel, so the possibility of failure caused by
the crimp is very small. The welding unreliability between the platinum resistance
and the wire is the main reason for temperature jump; the welding structure between
the platinum resistance and the wire is shown in Fig. 7.

At present, there are two main welding methods. The first one is the tin welding:
by melting the tin at high temperature, the tin is wrapped around the platinum
resistance wire and the core of wire. The second method is the resistance welding:
the core of the wire and of the platinum resistance wire is melted and then melted
into a whole. The final result of these two welding methods is spherical balls. As the
diameter of platinum wire is 0.2 mm, in ideal conditions, the platinum wire should
be in the center of the ball. Because the operation wire is too small, the platinum
resistance cannot be fixed by the welding fixture, and using manual welding
operation, the welding between the platinum resistance and the wire cannot be
performed in the best condition. As shown in Fig. 8a, the platinum resistance wire
is welded to the surface of the ball, and Fig. 8b shows the portion of the wire after
the platinum resistance wire is disconnected. So far, no manufacturers have been
able to provide certification of reliability for platinum resistance welding.

3.3 The Damage Caused by External Reason

In addition, installation methods and operating environment factors can also lead to
the failures of sensor. For example, the cable of the sensor can be mechanically
damaged by abnormal objects, or the sensors are likely to be broken down by a
sudden change of the electrical potential between the car body and the track [7], or

Fig. 7 X-ray photography of platinum resistance and wire welding
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by the protective cover of sensor seal aging and so on. In October 2016, four
temperature sensors of a train were identified with failure at the same time.

By testing the axles where the failure sensor is fixed on, the radial wear of the
wheels corresponding to the fixation point was high: the wheel has reached the
standard reprofiling limit. This means that the vibration exceeds the standard, so the
relative movement between the cable and the rubber sheath was exacerbated.
A long-time impact caused the breaking of the shield wire; the burr from the shield
would hit the wire core inside the insulation layer random. Thus, this may lead to
lower dielectric strength, and ultimately the phenomenon of puncture happened
between the shield and the wire core. The faulted sensor is shown in Fig. 9.

4 Discussion

Based on the analysis, a conclusion can get that safety risks exist in temperature
sensor whatever the structure or installation method. By simply enhance methods,
they were not possible to avoid false alarm, circuit breaks, and other failures. Some

Fig. 8 Structure of the weld between platinum resistance and wire

Fig. 9 Burnt cable for an
axlebox temperature sensor
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institutions have already done research on redundant design of the monitoring of
axlebox temperature [8]. There two monitoring methods; the infrared axlebox
temperature monitoring equipment is installed inside the vehicle [9]; it is a kind of
point monitoring for the low-speed vehicle axlebox temperature; it cannot achieve
the continuous uninterrupted monitoring for the temperature of axlebox in the
EMU. At present, most of infrared axlebox temperature monitor equipments are
applied to the trucks. If we want to install the infrared axlebox temperature mon-
itoring equipment on the EMU line, it is essential not only to do scientific research
but also time and huge amounts of money investment are needed. So the infrared
axlebox temperature monitoring can only be a subject for scientific research and
research.

The second monitoring method is to install a set of emergency wireless axlebox
temperature monitoring device on the bogie [10]. When the vehicle axlebox tem-
perature sensor fails, the wireless axlebox temperature monitoring device should be
quickly installed to replace the traditional sensor for temperature monitoring. At
present, some institutions have already developed a wireless device for axlebox
temperature monitoring; the device has the ability to perform real-time monitoring
for the axlebox temperature, solving the problem of temperature out of control
when the traditional sensor has a failure during the train operating.

5 Conclusion

Based on the analysis of the failure causes of the bogie temperature sensor, this
paper presents the unreliability of the traditional structure and the installation
method of the sensor on the bogie. The traditional method cannot meet the need of
safe operation of EMU, so that some scientific and advanced methods of monitoring
such as the redundant design should be used, and preventive measures should be
taken to ensure foolproof running and punctuality of the EMU. In order to enhance
the bogie temperature monitoring system, it is recommended to install an emer-
gency wireless temperature monitoring device immediately when the traditional
temperature sensor has a failure. In that way, the bogie temperature system of the
EMU can be always controlled; this program can keep the train running at constant
speed, improve the positive rate of EMU, and ensure the absolute safety of the
operation.
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Study on Fault Diagnosis for Bearing
Based on VMD-SVD and Extreme
Learning Machine

Qiang Zhou, Yong Qin, Zhipeng Wang and Limin Jia

Abstract Bearings are key components in many mechanical facilities, and the
research on fault diagnosis for bearing is of great importance to the safe operation
of those facilities. Thus, a method for fault diagnosis based on VMD-SVD and
extreme learning machine is proposed in this paper. First, the bearing vibration
signal is decomposed into a number of stationary intrinsic mode functions (IMF) by
VMD method. Second, the initial feature matrix of each IMF component is
decomposed by SVD, and the obtained singular value is used as the eigenvector of
the signal. Finally, extreme learning machine is used as the classifier for fault
diagnosis. This method’s feasibility and effectiveness have also been verified by
experiment.

Keywords Fault diagnosis � Variation mode decomposition � Singular value
decomposition � Extreme learning machine

1 Introduction

The bearing faults might bring about the breakdown of machine, causing enormous
economic loss and even casualties [1]. Thus, the study of efficient fault diagnosis
method for bearing has great practical significance to the safe operation of rotary
machine. Generally, the main parts of bearing fault diagnosis are as follows: the
acquisition of vibration signals, the extraction of the fault features, and the
recognition and diagnosis of fault types [2].

In terms of fault feature extraction of bearings vibration signals, variation mode
decomposition (VMD) proposed by Dragomiretskiy et al. [3] is introduced in this
paper. VMD can decompose a signal into a number of IMFs adaptively, and time–
frequency divisions of VMD is more refined compared to EMD and LMD [4].
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In order to extract fault feature further, singular value decomposition (SVD) is also
used in this paper.

In terms of condition identification and fault diagnosis, this paper applies
extreme learning machine (ELM) to fault diagnosis for bearing. Compared to other
learning algorithms, ELM algorithm which is developed based on single-hidden
layer feedforward neural network not only avoids falling into local optima but also
accelerates the running speed of the identification model [5].

In 2015, Tian et al. proposed a method of rolling bearing fault diagnosis under
variable conditions using LMD-SVD and extreme learning machine [6]. In this
study, a new method based on VMD-SVD and ELM is put forward for fault
diagnosis. The process of this method is shown in Fig. 1.

2 Methodology

2.1 Variation Mode Decomposition (VMD)

VMD can estimate the modes and determine the correlative bands of fault feature at
the same time, which can decompose the signal into several IMFs [7]. VMD is a
constrained variational problem represented by the following equation:

min
lk ;xk
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where lk and xk are IMF components and their center frequencies.
To obtain the optimal solution of the problem, introduce the augmented
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Fig. 1 Flow chart of fault diagnosis based on VMD-SVD and ELM
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The mode number k and quadratic penalty a are set in advance, while the
sub-mode function l1k , the center frequency x1

k , and the Lagrangian multiplier k1

are initialized [8]. Then, modes lk and the center frequency xk are renewed,
respectively, by Eqs. (3) and (4):

lnþ 1
k  f̂ �Pi\k l̂

nþ 1
i �Pi[ k l̂

n
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2

1þ 2a x� xn
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nþ 1
k xð Þ

			 			2dx
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After the modes and center frequencies are updated, the Largrangian multiplier k
is also updated by Eq. (5):

knþ 1 ¼ knþ s x�
X
k

lnþ 1
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ð5Þ

lk , xk and k are updated iteratively until Eq. (6) is satisfied.

X
k

lnþ 1
k � lnk
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2= lnk
�� ��2

2\e ð6Þ

2.2 Singular Value Decomposition (SVD)

SVD is a matrix decomposition and transformation technique, which has been
widely used in signal processing and data compression. Assuming that the mea-
sured data constructs a m� n matrix H, H can be decomposed as follows:

H ¼ UAVT ¼
X
i¼1

rilimi
T ¼

X
i¼1

riBi; ð7Þ

where U 2 Rm�m;V 2 Rn�n are orthogonal matrix, A ¼ Ar 0
0 0

� �
2 Rm�n, Ar ¼

diag r1; r2; . . .; rrð Þ; ri i ¼ 1; 2; . . .; rð Þ are singular values of H.
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2.3 Extreme Learning Machine (ELM)

Extreme learning machine (ELM) is an emerging learning algorithm, which is
presented based on single-hidden-layer feedforward neural networks (SLFNs) [9].

The structure model of ELM network is shown in Fig. 2.
Consider a training data set xi; yið Þ, where xi i ¼ 1; 2; . . .;Nð Þ is input vector,

yi i ¼ 1; 2; . . .;Mð Þ is output vector. If the classification of ELM with L hidden
neurons, the output expression of ELM network is as follows:

yi ¼
XL
i¼1

biG ai; bi; xið Þ; ð8Þ

where ai is the weight vector connecting the ith hidden node and the input nodes. bi
is the threshold of the ith hidden node. bi is the weight vector connecting the ith
hidden node and the output nodes.

Equation (8) can be written simply as

Hb ¼ Y ð9Þ

where H is the hidden layer output matrix of the network [10]:

H ¼
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Fig. 2 The structure model
of ELM
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where H þ is the Moore–Penrose pseudo-inverse of matrix H.
Then, the ELM algorithm can be summarized as follows:

1. Set the number of hidden layer neurons L and the activation function G.
2. Randomly assign the input connection weight ai and the threshold bi;
3. Calculate output matrix H of the hidden layer; and
4. Calculate the output connection weight b.

3 Experimental Results

In this paper, the data from Case Western Reserve University Bearing Data Center
were used to test and verify this fault diagnosis method.

In the experiment, there were four kinds of states of bearing: normal condition,
inner race fault, outer race fault, and rolling element fault. The vibration signals
were, respectively, collected in above states by a motor with a constant speed at
1797 r/min, and the sampling frequency of the signals is 12 kHz.

And the number of samples under four kinds of states of bearing is shown in
Table 1.

3.1 Signal Decomposition Using VMD

VMD needs to give the preset IMF component number K and penalty parameter a.
The value of a takes the default value 2000. In order to obtain the best result of
decomposition, the vibration signals were decomposed corresponding to different
K values under four kinds of states of bearing, and the mode center frequencies
corresponding to different K values are shown in Table 2. From Table 2, under four
kinds of states of bearing, it can be clearly seen that the mode components with
similar central frequencies begin to appear when K = 5: this phenomenon is called
over-decomposition. Therefore, the value of K was 4 in this experiment.

Therefore, K = 4 and a = 2000 were substituted into VMD program to
decompose vibration signals. The results of decomposition under four kinds of
states of bearing are, respectively, shown in Figs. 3, 4, 5, and 6.

Table 1 Four kinds of datasets

Normal
condition

Inner race
fault

Outer race
fault

Rolling element
fault

Number of
samples

24 12 12 12
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3.2 Feature Extraction Using SVD

In order to extract fault feature further, the matrices composed of each IMF com-
ponent under four kinds of states were decomposed using SVD method.

3.3 Fault Detection and Classification Using ELM

In order to identify the fault type effectively in training and testing, the fault types
were given the corresponding class labels in this experiment, as shown in Table 3.
And the samples of singular values were divided into two parts: the training
samples and testing samples.

Table 2 Central frequencies
of IMF components

Mode number Normal condition

Center frequency(Hz)

2 13 169

3 11 87 175

4 11 87 175 407

5 11 56 87 175 408

6 11 58 87 175 252 406

Mode number Inner race fault

Center frequency(Hz)

2 57 232

3 56 229 299

4 51 110 230 299

5 51 109 228 280 302

6 51 109 212 237 282 302

Mode number Rolling element fault

Center frequency(Hz)

2 8 276

3 7 242 278

4 6 117 242 278

5 6 117 239 272 283

6 2 49 238 271 280 286

Mode number Outer race fault

Center frequency(Hz)

2 3 284

3 3 237 286

4 2 236 279 295

5 2 229 245 286 433

6 2 123 236 279 295 433
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The number of hidden neurons and activation function need to be set while
training the network of ELM. In order to improve the accuracy of fault identifi-
cation, the number of hidden neurons was determined to be 10, and the Sigmoidal
function was chosen as activation function. The experimental results are shown in
Fig. 7. As can be clearly seen from Fig. 7, the curves of the real class and iden-
tification class overlap completely. So the classification accuracy is 100%.

For comparative analysis, the models of fault diagnosis based on the support
vector machine (SVM) and the BP neural network (BPNN) were built in this paper.
The experimental results are shown in Table 4.

According to Table 4, the result of fault diagnosis based on the ELM is sig-
nificantly superior to the SVM and BPNN. In addition, ELM has notable superiority
not only in running time but also in classification accuracy.

Fig. 3 Decomposition signal under normal condition
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Fig. 4 Decomposition signal under inner race fault
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Fig. 5 Decomposition signal under rolling element fault

Fig. 6 Decomposition signal under outer race fault
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4 Conclusion

This paper introduces a fault diagnosis method for bearing based on VMD-SVD
and ELM. VMD-SVD is able to extract the fault feature effectively. Then, the fault
type of bearing is identified by ELM. Furthermore, ELM is better suited for fault
identification compared to SVM and BPNN. It can be seen from the experimental
results that VMD-SVD and ELM method presented in this paper can identify the
state of bearing quickly and accurately.
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Programs of China (Nos. 2016YFB1200203 and 2016YFB1200402), as well as the State Key

Table 3 Label of fault types

Fault type Normal condition Inner race fault Rolling element fault Outer race fault

Class labels 1 2 3 4

Fig. 7 ELM recognition result

Table 4 Comparison of experimental results

Type of
network

The number of
training samples

The number of
testing samples

Running
time

Classification
accuracy (%)

ELM 40 20 0.0312 100

SVM 40 20 0.658 90

BPNN 40 20 0.9414 80
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Optimization of Wheel Re-profiling
Strategy Based on a Statistical
Wear Model

Bingkui Li, Zhi Yang, Zongyi Xing and Xudong Gao

Abstract Aiming at improving the current unreasonable wheelset re-profiling
schedule caused by class-lathing, this paper proposes a re-profiling strategy based
on historical wear data. First, the statistical product and service solutions (SPSS)
software is used to analyze the interdependency between wheel diameter wear and
wheel flange thickness based on the wheel wear data of Guangzhou Metro Line 8.
Second, flange thickness wear model based on state transition and wheel diameter
wear model based on mathematical statistics are built, and single-stage and mul-
tistage planned turns strategies of an individual wheel are built on the two models.
Finally, Monte Carlo simulation is used to compare two strategies, and the results
show that multistage planned turns strategies can prolong expected life of wheels
and effectively save operating cost.

Keywords Wheel wear � Optimization � Single-stage planned turns strategy
Multistage planned turns strategy

1 Introduction

With the continuous development of rail transit, wheel wear has always been the
concern of domestic and foreign scholars. Ansari et al. [1] established a wheel wear
model based on the theory of multibody dynamics and verified the feasibility of
model by analyzing the wheel wear data of Tehran subway vehicle. Arizon et al. [2]
analyzed wheel wear by means of analyzing the model to achieve wheel wear
failure modeling and life prediction. Through analyzing Wuhan-Guangzhou
high-speed EMU tread wear data, Huang [3] and Diao [4] found that tread wear
increases with the increase in wheel thickness wear. The above researchers have
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done lots of research from the dynamic model and actual wear data and so on,
laying the foundation for the optimization of wheel repair.

Tao et al. [5] established wear model based on mathematical statistics after the
analysis of D20E locomotive wheel wear data and achieved different types of
locomotive wheel cutting repair cycle prediction. Sun [6] analyzed the feasibility of
class-lathing; he believed that different lathing class was chosen based on wheel
flange width. The above methods are based on the statistical analysis of wheel wear
and give some recommendations, but they do not touch the essence of optimization
of wheel re-profiling strategy.

Due to the difference of train model and operation line, the wheel re-profiling
scheme cannot meet the actual application based on the dynamic performance
analysis. However, it is effective and feasible to formulate or adjust the maintenance
cycle of wheel re-profiling by analyzing the train wheel wear data of actual oper-
ation line. Therefore, this paper proposes a multistage wheel re-profiling control
strategy model to meet the actual needs of wheel maintenance based on the wear
data of Guangzhou Metro Line 8.

2 Correlation of Wheel Wear and Wheel
Flange Thickness

Xu [7] and Wang [8] shown that the wheel wear rate of rail transit is related to
wheel flange thickness, but the trend and correlation of wear rate and wheel flange
thickness are different. Therefore, it is necessary to analyze the correlation of wheel
wear and wheel flange wear before establishing the wheel wear model. In this
paper, the wheelset size data of Guangzhou Metro Line 8 are taken as sample data.
Wheel wear rate and wheel flange wear rate of per month are calculated by formulas
(1) and (2).

vd;i ¼ Diþ 1 � Di

tiþ 1 � ti
� 30 ð1Þ

vsd ;i ¼
Sd;iþ 1 � Sd;i
tiþ 1 � ti

� 30 ð2Þ

where Di+1 and Di, respectively, are the wheel diameter measurement data of ti+1
and ti moments without wheel Re-profiling. Sd,i+1 and Sd,i, respectively, are the
wheel flange thickness data of ti+1 and ti moments without wheel Re-profiling. vd;i
and vsd ;i, respectively, denote wheel wear rate and wheel flange wear rate for each
time period.

The SPSS is used to analyze the interdependency between wheel diameter wear
rate, wheel flange wear rate, and wheel flange thickness. By analyzing these data,
the Pearson correlation of wheel wear rate and wheel flange thickness is −0.05. But
the Pearson correlation of wheel flange wear rate and wheel flange thickness was
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−0.286. Therefore, it can be considered that wheel flange wear rate is related to
wheel flange thickness, and wheel diameter wear rate is independent of wheel
flange thickness.

3 Wheel Flange and Wheel Diameter Wear Model

3.1 Wheel Flange Wear Model Based
on State Transition Process

According to the safety limit of wheelset size: 26 mm � Sd � 32 mm [9]. The
safety field is divided into 20 state intervals. They are, respectively (31.7,32],
(31.4,31.7], (30.1,31.4], …, (26.3,26.6], [26,26.3], denoted as S1; S2; � � � S20. Due to
the size difference of wheel wear, the wheel flange thickness value may remain in
the original state interval, denoted as S(i,i), and it may be transferred to another state
interval, denoted as S(i,i+m). The state transition diagram is shown in Fig. 1.

The sample data are calculated according to the state transition mode; thus, the
state transition probability of each initial state is obtained. The state transition
situation is mainly concentrated in state stay, state a transition, and state secondary
transition. However, state secondary transfer is relatively stable. So, this paper
mainly analyzes the state stay and state a transfer, as shown in Fig. 2.

According to Fig. 2, the probability of state stay has a tendency to increase at
first and then decrease with the decrease in wheel flange thickness. In the initial
state S6�S9, wear rate decreases as the state stay probability increases. The prob-
ability of secondary transition is basically stable, so the change rate of state a
transfer is opposite to state stay. By calculating state transition probability of each
state in the initial state, the possibility that each initial state corresponds to the three
kinds of transition is obtained in the wheel flange wear process. The probability of
each transition is determined by the statistical probability and satisfies the uniform
distribution.

State Si+1 State Si+2 State Si+m

Current initial state Si

State transition
S(i,i+1)

State transition
S(i,i+2)

State transition
S(i,i+m)

…

State stay 
S(i,i)

Fig. 1 Schematic diagram of
state transition
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3.2 Wheel Wear Model Based on Mathematical
Statistics Theory

According to the wheel wear data of Guangzhou Metro Line 8, wheel wear rate is
basically −3 to 3 mm/month. For the convenience of statistical analysis, the interval
[−3, 3] is divided into 60 small intervals. The frequency of wheel diameter wear
rate is counted in each interval, and the statistical analysis of wheel diameter wear
rate is shown in Fig. 3. Among them, the frequency of wheel diameter wear rate
mainly focuses on the −0.3 to 0.1 mm/month.

In order to obtain the rule of wheel diameter wear, wheel diameter wear is
modeled by normal distribution, logarithmic normal distribution, and C distribution.
And the specific parameters of three distributive probability density functions can
be fitted and calculated by Matlab.
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Fig. 2 The change trend of
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Normal distribution probability density function:

f1ðxÞ ¼ 1
ffiffiffiffiffiffi

2p
p

r
e�

ðx�lÞ2
2r2 ð3Þ

where l ¼ �0:1733 and r ¼ 0:5438.
Logarithmic normal distribution probability density function:

f2ðxÞ ¼
1

ffiffiffiffi

2p
p

rðxþ 3Þ e
�½lnðxþ 3Þ�l�2

2r2 ; xþ 3� 0
0; xþ 3\0

(

ð4Þ

where l ¼ 1:0188 and r ¼ 0:2134.
C distribution probability density function:

f3ðxÞ ¼
ba

CðaÞ ðxþ 3Þa�1e�bðxþ 3Þ2 ; xþ 3� 0
0; xþ 3\0

�

ð5Þ

where a ¼ 24:8086 and b ¼ 0:1139.
This paper uses v2 to test the goodness of three distribution models, the number

of fitting goodness test k is 60, the significance level a is 0.05, and unknown
parameter r is 0. And the critical value can be obtained by referring to the v2

distribution, v2aðk � r � 1Þ ¼ v20:05ð59Þ ¼ 77:931. Table 1 shows test results.
According to Table 1 and Fig. 3, it can be seen that the normal distribution is

more consistent with the wheel diameter wear distribution.

4 Class Planned Turns Strategy Model
of an Individual Wheel

4.1 Single-Stage Planned Turns Strategy Model

The concept of state transfer is proposed and the safety threshold of wheel flange
thickness is divided when wheel flange wear model is established. The following
description is made: When wheel flange thickness is worn to a certain state Sj, then
restored it to a state of Si. Si corresponds to the control upper limit state, denoted as
Sh. Sj corresponds to the control lower limit state, denoted as Sl. The control upper
and lower limit states correspond to the respective interval ranges, and the interval

Table 1 Test results of fitting goodness

Distribution type v2 statistical value Result comparison Decision

Normal distribution 31.314 v2\v20:05ð59Þ Accept

Logarithmic normal distribution 233.793 v2 [ v20:05ð59Þ Refuse

C distribution 64.788 v2\v20:05ð59Þ Accept
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is expressed as [Shr, Shl] and [Slr, Sll], respectively. The schematic diagram of
single-stage planned turns strategy is shown in Fig. 4. The wheel flange follows the
state transfer probability table in the wear process.

According to the principle of wheel single-stage re-profiling control limit, there
are 210 kinds of strategy schemes. In this paper, the principle of making the control
strategy is to ensure that wheel flange thickness is maintained within a safety
threshold of 26–32 mm, and the optimal control limit strategy is obtained to pro-
long service life of the wheel and ensure the smaller wheel re-profiling times.
Therefore, wheel life and re-profiling times are served as the optimization target,
after Monte Carlo simulation, life expectancy and expected re-profiling times of
each strategy are obtained.

The steps of single-stage re-profiling Monte Carlo simulation are as follows:

Step 1. Parameter initialization: the initial value of wheel flange thickness and
wheel wear size are, respectively, Dð0Þ ¼ 840 mm; Sdð0Þ ¼ 32 mm: The cumula-
tive life cycle T = 0, re-profiling times N = 0, re-profiling interval time t = 0, and
the control upper and lower limit states are Sh and Sl, respectively. The corre-
sponding re-profiling recovery upper and lower limits are Shl and Sll, respectively.
The 210 policies corresponding values will be imported here.
Step 2. Calculating the wear cycle t = t + 1.
Step 3. According to the wheel diameter value D(T + t − 1) and the wheel flange
thickness value Sd(T + t − 1) at T + t − 1 moment, the normal distribution of
wheel diameter wear randomly generates wheel diameter wear probability pD, and
state transition uniform distribution randomly generates the state transition proba-
bility pSd . According to the probability of wear, wheel flange wear rate vd and wheel
diameter wear rate vSd were obtained, DðT þ tÞ ¼ DðT þ t � 1Þ � vd and
SdðT þ tÞ ¼ SdðT þ t � 1Þ � vSd is used to calculate the current wheel diameter and
wheel flange thickness value.
Step 4. If the current wheel diameter value D(T + t) is greater than or equal to
770 mm, go to step 5, otherwise the end of the simulation, get the final life cycle
Tend and re-profiling number Nend.
Step 5. If the current wheel flange thickness value Sd(T + t) is less than Sll, go to
step 6, otherwise go to step 2.
Step 6. Re-profiling wheel, recovery flange thickness to Shl, and initializing the
parameters: T = T + t, N = N + 1, t = 0, D(T) = D(T) – k * (Shl − Sd(T)),
Sd(T) = Shl, then enter into step 2. Among them, k is the re-profiling proportional
coefficient. According to the study of Pang [10] and Zhao [11], the re-profiling
proportion coefficient is 4.2.

S1 … Si … Sj … S20

Sh1 Shr Sll Slr

Wear

Sh Sl

Re-profiling recoveryFig. 4 Schematic diagram of
single-stage planned turns
strategy
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4.2 Multistage Planned Turns Strategy Model

In the re-profiling process, single-stage control limit strategy reduces the wheel life
at the expense of the larger wheel diameter, and single-stage control limit strategy is
only for a single wheel. Therefore, this paper puts forward multistage planned turns
strategy model in order to prolong service life of the train and meet the actual needs
of re-profiling.

The multistage re-profiling control limit has a number of upper and lower limits,
and they appear in pairs. The multilevel control limit strategy is shown in Fig. 5.

In the multistage control limit model, second-stage control strategies are 1140
and third-stage control strategies are 3876. In order to simplify work and the
effectiveness of test method, Monte Carlo simulation of second-stage control limit
strategies is taken as an example. Compared with the simulation of the single-level
control strategy, the second-stage re-profiling limit strategy initialization need set
the upper and lower limits. The wheel flange thickness threshold range of
second-stage control strategy is judged, that is, wheels are repaired in first stage if
the current wheel flange thickness satisfies primary re-profiling condition, wheels
are repaired in second-stage if the current wheel flange thickness satisfies
second-stage re-profiling condition.

5 Simulation

Monte Carlo simulation is used to analyze single-stage and second-stage
re-profiling control limits, each scheme sets 1000 times. After averaging, single–
stage control strategy simulation results are shown in Fig. 6. When the lower limit
of the scheme is same, life expectancy of wheel increases first and then decreases
with the increase in the upper limit, which is in accordance with the phenomenon
that the probability of state stay increases first and then decreases with the thickness
of flange. And when the lower limit of the scheme is same, re-profiling time
expectancy of wheel decreases with the increase in re-profiling upper limit.

According to Fig. 2, control limit scheme numbers 749–832 are analyzed. The
left value of first-stage control lower limit is 29.9, the left value of secondary-stage

S1 . . . Si1 . . . Sj1 . . . S20

Sh1 Sl1

Shl1 Slr1Sll1Shr1

Si2 . . . Sj2 Sik . . . Sjk

(Shl2)
Slr2Sll2Shr2
(Shlk)

SlrkSllkShrk

Sh2 Sl2 Shk Slk

. . .

Fig. 5 Multistage wheel re-profiling control limit diagram
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control upper limit is 29.6. The secondary-stage control strategy simulation results
are shown in Fig. 7. When the upper and lower limits of secondary control are
same, life expectancy of wheel increases first and then decreases, and re-profiling
time expectancy of wheel decreases with the increase in first control upper limit.
And with the increase in secondary control lower limit, life expectancy of wheel
increases first and then decreases, and re-profiling times increase.

Compared with single-stage control strategy, the advantages of multistage
control strategy are mainly reflected in the following two aspects.

From the perspective of operating cost, the wheel life expectancy of multistage
control strategy is longer than single-level control strategy, so it can more effec-
tively save the operating cost of the train.

From the view of practical application, although it is not obvious to improve
re-profiling times for multistage control strategy, and re-profiling time expectancy
also increased with the increase in the secondary control lower limit, it increases the
flexibility of re-profiling times, and it is easy to apply to actual operation.

Four better schemes are selected for secondary-stage control strategy, as shown
in Table 2.
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Fig. 6 The simulation result diagram of single-stage re-profiling control limit: a the 210 strategic
scheme number, b life expectancy, and c re-profiling time expectancy
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6 Conclusion

This paper proposes a re-profiling strategy based on the historical wear data, and
wheel flange wear model based on state transfer process and wheel diameter wear
model based on mathematical statistics are established. On this basis, single-stage
and multistage planned turns strategy model are established. Monte Carlo simula-
tion is used to get multistage planned turns strategy model, which can effectively
improve wheel life and save train operating cost. This paper only studies
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Fig. 7 Simulation result diagram of secondary-stage control strategy: a number 749–832 strategic
schemes, b life expectancy, and c re-profiling time expectancy

Table 2 The optimal scheme of secondary-stage control strategy

Single-stage control
limit

Secondary-stage control
limit

Life
expectancy

Re-profiling time
expectancy

[29.9,31.4] [28.1,29.6] 147 6.5

[29.9,31.7] [28.1,29.6] 142 5.5

[29.9,31.7] [27.8,29.6] 136 5.2

[29.9,31.1] [27.5,29.6] 130 4.6
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secondary-stage re-profiling strategy. It does not carry on the simulation analysis of
third-stage re-profiling strategy. And it does not check whether there is the superior
multistage re-profiling control limit strategy.
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Research on Bearing Fault Diagnosis
Based on Cyclic Statistics

Dong Yan and Xiukun Wei

Abstract Bearing is an important component of equipment. Different types of
failures lead to different changes of the entire equipment and operating parameters.
In the urban rail train operation, the quality and status of bearings have a significant
impact on traffic safety. In rotary machinery fault diagnosis, second-order cycle
statistics has become an important signal analysis tool. In this paper, the early fault
point is realized by CUSUM combined with spectral correlation density function,
and the characteristics of different fault are analyzed using second-order cyclic
statistics. The research of the theory of cyclic stationary provides the direction and
power for the development of bearing fault diagnosis with a case.

Keywords Bearing � Fault point recognition � Fault diagnosis
Cyclic statistics

1 Introduction

Bearings are the most widely used components of rotating machinery and railway
vehicle, and are the most prone to failure. When the bearing damage occurs, the
damage in the operation of parts will be in contact with the parts of the periodic
pulse force, making the observed vibration signal contains periodic components.

Fourier transform has been extensively studied in fault diagnosis [1]. Literature
[2] combines the resonant demodulation technique and the time-domain charac-
teristic value to analyze the bearing failure. Wavelet transform uses the compressed
or extended Gaussian function to obtain the window function to analyze the signal,
with diversity, information sensitivity, and information extraction reproducibility
[3]. In the previous research on the fault diagnosis method of bearing, the periodic
time-varying characteristics of the vibration signal are not fully considered and
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utilized. The cyclostationary uses the periodic time-varying characteristics of the
vibration signal to analyze the operating state of the bearing, and reflects the true
condition, revealing the physical nature of the fault. In this paper, cumulative sum
(CUSUM) error cumulative graph and the spectral correlation density function are
combined to determine the early fault point of the bearing based on the error
accumulated point [4, 5].

The rest of this paper is organized as follows. Section 2 introduces the basics of
second-order cycle statistics in detail. In Sect. 3, the early fault point of the bearing
is identified. In Sect. 4, the fault characteristics of the bearing are analyzed based on
the spectral correlation density combination and other methods are compared with
this method. The conclusions are drawn in Sect. 5.

2 Cyclical Stationary Theory

2.1 Cyclic Autocorrelation

The time-dependent autocorrelation function of signal xðtÞ is [5]

Rxðt; sÞ ¼ E x tþ s
2

� �
x� t � s

2

� �n o
ð1Þ

where s is the delay factor, E �f g is statistical average, and � is complex conjugate.
If the signal period is T, the sample can be used instead of the statistical average,
time-varying autocorrelation as follows:

Rxðt; sÞ ¼ lim
N!1

1
2Nþ 1

XN
n¼�N

x tþ nT þ s
2

� �
x� tþ nT � s

2

� �
ð2Þ

The formula (3) is developed with a Fourier series the coefficient as follows:

Rxðs; aÞ ¼ 1
T

ZT=2

�T=2

Rxðt; sÞe�j2patdt ð3Þ

where a ¼ m=Tðm 2 ZÞ is cycle frequency, put (1) into the formula (3), cycle
autocorrelation function is

Rðs; aÞ ¼ xðtþ s=2Þx�ðt � s=2Þe�j2pat� �
t ð4Þ
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2.2 Spectral Correlation Density Function

Spectral correlation density (SCD) function is one of the main cycle statistics,
which is the Fourier transform of the cyclic autocorrelation function with respect to
the delay [5], expressed as

Sðf ; aÞ ¼
Z1

�1
Rxðs; aÞe�j2pf sds ð5Þ

where f is spectral frequency.

2.3 Spectral Correlation Density (SCD) Function
Based on CUSUM

As a test point of the control algorithm, CUSUM is mainly focused on traffic
monitoring, stock analysis, and to ensure products and service specifications and
other fields. By summing up the small offset of the process in order to achieve
amplification, to improve the sensitivity of the small offset test and realize good
effect on small fluctuation detection [6].

When the fault is detected by the time-domain eigenvalue, eigenvalue is easily
submerged in the noise and can only be detected when the fault reaches a certain
degree. In order to determine the fault point of the bearing earlier, the spectral
correlation density function is used as the basis for measuring the fault, and the
CUSUM method is used to detect the early fault time. When the maximum value of
the spectral correlation density function changes in the waveform, the density
distribution of the random probability also changes, and the fault time can be
judged according to the sudden point of the curve. The CUSUM control chart flow
in conjunction with the spectral correlation density function is shown in Fig. 1.

3 Case Analysis

3.1 Early Fault Point Identification

The outer race fault data which is from the bearing vibration test platform of
Cincinnati University is taken as an example to verify the validity of the algorithm.
Each bearing has 16 rollers. And the pitch diameter is 2.815 in., ball diameter is
0.331 in., contact angle is 15.17°, the rotation speed is 2000 r/min, sampling
frequency is 20 kHz, and sampling time interval is 10 min [7].
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The local mean decomposition (LMD) is used to decompose the bearing signal,
and then the single component can be selected by the largest energy proportion; as
shown in Fig. 2, the signal has been decomposed to 5 PF components, and the first
PF has the biggest energy ratio, which is shown in Fig. 3. Then, calculate the
characteristic values of the first PF, the characteristic values are shown in Fig. 4. It
can be seen that the moment of small fluctuations in the four values is different, and
at 118 h, there is large fluctuation in all the values. Indicating that the bearing has
been in a more serious fault state.

Maximum SCD Function Data Sequence

Determine the length of the segment :l,
Set the initial error: S=0

T=1,start=1

Select the data segment:r=X(T:T+l),
Fitting the normal distribution to get :

mu1,sigma1

Taking the data segment:h=X(T:T+l+1),
Fitting the normal distribution to get :

mu2,sigma2

y1=(mu2-mu1)/sigma1/2
y2=(X(T+l+1)-mu1)/sigma1

e=y2-y1

Cumulative error : S=S+e

T>l
T=T+1

End

Fig. 1 Processing of spectral
correlation density function
based on CUSUM
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In order to judge the early fault time of the bearing, the spectral correlation
density function is calculated at the characteristic frequency in the period of 0–
118 h. The characteristic frequency is shown in Table 1, and the fluctuation in SCD
value of different frequencies is shown in Fig. 5. Combined with the CUSUM
theory, the cumulative error of SCD is calculated, as shown in Fig. 6. It is shown that
89.5 h is the sudden point of the curve error accumulated value. This cumulative
error is reduced by 89.67 and 89.5 h, it is said that 89.67 h is the early failure time.

In the literature [8], the early fault point of the same data that is identified by the
wavelet entropy method is 96.7 h. Therefore, the method in this paper can detect the
fault time early.
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3.2 Fault Detection Based on Spectral Correlation
Density Combined Slice

The data at 89.67 h is analyzed. In order to reduce the computational complexity of
the spectral density function, using the slice analysis method to carry out the
bearing fault detection.

The actual characteristic frequency of the bearing signal has some deviation from
the frequency of theoretical formula. Therefore, by choosing fault frequency as
P_cen, the frequency range is set as [P_cen−3 Hz, P_cen+3 Hz], and the interval is
1 Hz. The SSCD values of each fault frequency are calculated, and they are shown in
Fig. 7. Figure 7f is the combination of the highest value from Fig. 7a to e. Figure 7f
shows that the SSCD value of the outer race fault characteristic frequency is higher
than others. It is determined that the bearing outer race has failed.

Table 1 Characteristic frequency of bearing

Characteristic
frequency

Outer race
frequency

Inner race
frequency

Frequency Cage
frequency

Rotation
frequency

Frequency value
(Hz)

236.4 296.9 139.9 14.8 33.3
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In order to verify the anti-noise ability of the combination of spectral correlation
density, this method is used to diagnose fault signal with noises. Taken the SSCD
frequency of rolling fault as example, the results are shown in Fig. 8. From the slice
diagram, it can be seen that the spectral correlation density function is blurred due
to the influence of noise, and the result of the combined is same as the result of
without noisy. Therefore, it is shown that the spectral correlation density slicing
method is suitable for the weak fault diagnosis when it is noisy.
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Fig. 7 According to the order, the pictures are as follows: a SSCD frequency of outer fault,
b SSCD frequency of inner fault, c SSCD frequency of rolling fault, d SSCD frequency of
rotation, and e SSCD of cage fault f SSCD combination
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4 Conclusions

Based on the basic knowledge of cyclic stationary theory, this paper proposes a
CUSUM cumulative error method based on spectral correlation density function to
identify early fault points. Compared with other methods using the same group of
bearing data, it is shown that the spectral correlation density function can detect
weak faults in advance. Based on the combination of spectral correlation density
function, the different fault characteristics are analyzed, which reduces the com-
putational cost. Compared with the FFT and Hilbert transform, it proves that the
combined slice method has the ability of anti-noise.
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Research on Performance Degradation
Prediction of Urban Rail Vehicle
Suspension System

Tengteng Wang, Xiukun Wei and Limin Jia

Abstract Along with the rapid development of urban rail transit, the security and
reliability of rail transit vehicle system draw more and more attention. Suspension
system plays a key role to support the car body, bogies, and wheels; therefore, it is
vitally important to implement overall performance attenuation prediction, which
can establish the maintenance plan based on the equipment status and reduce the
cost. In this paper, a method of performance attenuation prediction about whole
urban rail vehicle suspension system is proposed. The performance attenuation
prediction model is established by utilizing LSSVR, of which the parameters are
optimized based on SPSO. Compared with traditional methods, the SPSO-LSSVR
model has higher prediction efficiency and prediction accuracy. In addition, con-
sidering the actual application, the prediction effect is analyzed when the vehicle
body and bogie acceleration are model inputs, and a comparative study is carried
out in the horizontal and vertical directions, which verifies the feasibility of the
method used in the field engineering.

Keywords Suspension system � Performance attenuation prediction
LSSVR � SPSO

1 Introduction

The railway vehicle suspension system is made up of a series of springs and
dampers and locates among the car body, bogies, and wheels, which affects many
aspects, such as riding comfort, train operation stability, and buffer action [1].

Nowadays, there are generally three kinds of theoretical methods of performance
attenuation prediction about mechanical equipment, which are mechanics-based
method, probability and statistics method, and data-driven method [2]. Data-driven
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methods have been widely studied as the main methods in the field of performance
degradation prediction, which is suitable for solving complex equipment system
with complex physical laws and more uncertainties. In [3], SVM is applied to the
fault classification of elevator vibration signals, and the results show that the
characteristics of the small sample learning problem and the fast computation
ability of SVM have great advantages in the application of real-time systems.

SVR is improved on the basis of the SVM and has been extensively studied.
However, when the standard SVR algorithm is used to solve the QP problem, the
number of training samples affects the dimension of the variables at a large extent,
which leads to excessive computation [4]. In order to overcome the above defects,
the LSSVR is used to establish the prediction model, and the SPSO algorithm is
used to optimize the parameters of the model, which could effectively improve the
prediction efficiency and accuracy. On the other hand, in the previous studies, the
vertical acceleration of the vehicle body, the relative dynamic load of the wheel
sets, and the dynamic displacement are taken as the indices to reflect the perfor-
mance degradation of the suspension system, which are the inputs of the model. But
in practice, it is difficult to measure these scalar quantities directly, and indirect
calculation using formula will cause a large error. Considering the actual applica-
tion, acceleration sensors could be installed in the car body and bogies to obtain
their vibration information in the direction of lateral and vertical, through the
analysis of the vibration information, the characteristics of the performance
degradation of the suspension system can be obtained.

This paper is organized as follows. In Sect. 2, the principle of performance
degradation prediction of suspension system is introduced. In Sect. 3, LSSVR and
SPSO algorithms are briefly presented. In Sect. 4, the SPSO-LSSVR model is
compared with traditional models in the MATLAB simulation environment, and the
prediction effect of vehicle body and bogie acceleration as model input is analyzed.
Finally, some conclusions are given in Sect. 5.

2 The Principle of Performance Degradation Prediction
of Suspension System

The flowchart of the performance degradation prediction of suspension system is
shown in Fig. 1. This section mainly introduces the fault simulation platform of
suspension system and the selection of the performance degradation index as the
input of the prediction model.

In this paper, the experimental data come from the fault simulation platform
urban rail vehicle suspension system. First, using SIMPACK to build urban rail
vehicle model, the model parameters are from CRRC Zhuzhou Institute. SIMPACK
is a professional multibody dynamics software [5]. With building vehicle model, an
interface between SIMPACK and SIMULINK is put up, and faults of different
levels and components based on the integrated simulation platform are simulated.
The integrated simulation platform is sketched in Fig. 2.

120 T. Wang et al.



3 A Brief Review of the Prediction Algorithms

3.1 Least Squares Support Vector Regression

LSSVR replaces the inequality constraints in the standard SVR with equality
constraint condition, so that the original quadratic programming problem is trans-
formed into the problem of solving linear equations, which reduces the computa-
tional complexity [4].

For the given m training samples Data ¼ ðx1; y1Þ; ðx2; y2Þ; . . .ðxm; ymÞf g, LSSVR
model can be described as follows:

min
w;b;n

f w; nð Þ ¼ 1
2

wk k2 þ 1
2
C
Xm
i¼1

n2i

s:t: yi ¼ wT/ xið Þþ baþ ni; i ¼ 1; 2. . .m

ð1Þ

Using Lagrange multiplier method, the linear equations can be described as

0 IT

I XþC�1E

� �
� b

a

� �
¼ 0

y

� �
ð2Þ
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Fig. 1 Main steps of performance degradation prediction for vertical suspension system
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Fig. 2 Fault simulation platform of urban vertical suspension system
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where I ¼ ½1; 1. . .1�T; E is a unit matrix with m dimension; a ¼ ½a1; a2. . .am�T;
y ¼ ½y1; y2. . .ym�T; Xij ¼ /ðxiÞT/ðxjÞKðxi; xjÞ is the kernel function which
is satisfied Mercer conditions. Consolidating above formulas, the final LSSVR
model is

f ðxÞ ¼
Xm
i¼1

aiKðxi; xjÞþ b ð3Þ

The prediction performance of the LSSVR model mainly depends on the choice
of the penalty factor and kernel parameter, the traditional grid search method may
lead to overfitting and takes too long when the parameter range is large. This paper
proposed an improved PSO algorithm to optimize the penalty factor and kernel
parameter, which improves the searching efficiency of global optimization.

3.2 Particle Swarm Optimization with Dynamic Adjustment
of Inertia Weight Based on Similarity (SPSO)

In this section, based on similarity, a method of collection calculation is proposed,
which is used to randomly initialize the position of the particle, control the
diversification of PSO, and improve the ability of global exploration. The principle
of standard PSO algorithm is referred to [6].

The similarity of two particles is defined as

s i; jð Þ ¼
1; d i; jð Þ� dmin

1� d i;jð Þ
smax

h ia
; dmin � d i; jð Þ� dmax

0; d i; jð Þ� dmax

8><
>: ð4Þ

where d is the Euclidean distance for two particles; a, dmin, and dmax are fixed
constants; the range of values of s is [0, 1], and the bigger value means the higher
similarity level of two particles. The updating of particle velocity depends heavily
on the value of inertia weight w, compared with standard PSO, the basic idea of
SPSO is that the inertia weight of particle i is not only smaller as the number of
iterations increases but also dynamically adjusted with the similarity of the current
optimal particle. The calculation formula of inertia weight w is

x ¼ xmax � s i; gð Þ xmax � xminð Þ ð5Þ

xi ¼ xmin þ x� xminð Þ � tmax � t
tmax

� �b

ð6Þ
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By dynamically adjusting the inertia weight, particles with similar similarity to
the current optimal particle are searched in a small neighborhood with a smaller
inertia weight, and the particles with lower similarity have higher searching power
in the global range with larger inertia weight, so that the algorithm is not easy to fall
into the local optimum.

4 Performance Degradation Prediction of Suspension
System

Experimental data are derived from the fault simulation platform which is built in
Sect. 2. In this paper, the coefficients of the overall suspension system are atten-
uated by 0–30%, and 101 sets of sample data (with 0.3% intervals) are used. For
101 groups of samples, 20 groups were taken as test samples at intervals, and the
other 81 groups were training samples.

4.1 Performance Degradation Prediction of Suspension
System Based on Acceleration, Dynamic Load,
and Dynamic Displacement

In previous studies, the vertical acceleration of the vehicle body, the relative
dynamic load of the wheel sets, and the dynamic displacement of the vehicle body
and bogie are usually used to characterize the performance of the suspension
system. The corresponding relationship between these indicators and the attenua-
tion of suspension components is shown as follows.

As Fig. 3 shows, in the early stage of suspension component attenuation, the
indicators remain at a low level, which means the suspension system has good
vibration absorption and vibration reduction performance. In the middle and later
period, the growth rate of each index is increasing, indicating that the performance
of suspension system is deteriorating rapidly. The SPSO-LSSVR model is built
with training samples, forecasting the testing samples, and the results of LSSVR
model and SPSO-LSSVR model are shown as follows.

As Fig. 4 shows, the LSSVR model has high fitting accuracy for training
samples, and the mean square error (MSE) is 5.36. But for testing samples, the
MSE is 28.87, especially in the later period of performance degradation, the pre-
dictive error is large. The computational time is 63.47 s.

It can be seen from Fig. 5 that the MSE of SPSO-LSSVR for training samples is
9.12, which is slightly worse than LSSVR. But for testing samples, the MSE is
15.11, which is lower than LSSVR, it means that SPSO-LSSVR model has better
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Fig. 3 The relationship between these indicators and the attenuation of suspension components

(a) Prediction result of LSSVR about training samples

(b) Prediction result of LSSVR about testing samples

Fig. 4 Prediction results of LSSVR model
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generalization ability and higher prediction accuracy. In addition, the computational
time is 39.63 s, which means the SPSO algorithm greatly improves the prediction
efficiency of the model.

4.2 Performance Degradation Prediction of Suspension
System Based on Acceleration of Car Body and Bogies

Considering the actual application, this section focus on analyzing the prediction
effect of the SPSO-LSSVR model only when the input is the acceleration of the car
body and bogies in direction of lateral and vertical.

In Fig. 6, the MSE of training samples is 15.46, the MSE of testing samples is
27.63. Compared with performance degradation prediction based on acceleration,
dynamic load, and dynamic displacement, although the model prediction effect
based on the acceleration of the car body and bogies is a little worse, taking into
account the feasibility of the actual project, this method can provide reference with
higher value.

(a) Prediction result of SPSO-LSSVR about training samples

(b) Prediction result of SPSO-LSSVR about testing samples

Fig. 5 Prediction results of SPSO-LSSVR model

Research on Performance Degradation Prediction of Urban Rail … 125



5 Conclusion

A method for performance degradation prediction of suspension system is proposed
in this paper. The performance attenuation prediction model is established by uti-
lizing LSSVR, of which the parameters are optimized based on SPSO. The simu-
lation results show that compared with traditional prediction model, the
SPSO-LSSVR model has higher prediction efficiency and prediction accuracy. In
addition, according to the actual application, the prediction effect of vehicle body
and bogie acceleration as model input is analyzed, which verifies the feasibility of
the method used in the field engineering. Although this paper has made some initial
results, there are still some problems that need to be studied further like field
experiments instead of simulation studies.

Acknowledgements This work is partly supported by State Key Lab of Rail Traffic Control &
Safety (Contract No. RCS2016ZT006) and National Key R&D Program of China
(Contract No. 2017YFB1201201).

(a) Prediction result of training samples

(b) Prediction result of testing samples

Fig. 6 Prediction results of SPSO-LSSVR model based on acceleration of car body and bogies
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Safe Location of High-Speed Maglev Train

Jianfeng Liu, Hongze Xu and Gegerile

Abstract This paper presented a new kind of architecture for the high-speed
maglev train safe location. First, the function relationship of the operation control
system of German maglev train was expounded, then the structure and function of
train safe location were analyzed emphatically. Two sets of vehicle security com-
puters were used in the new kind of safe location system architecture which were
both connected with the wireless communication system, it enforced the com-
pleteness of the system structure and implemented real hot standby of the two sets
of security computers, which improved the reliability of the system greatly.

Keywords High-speed maglev train � Train control system � Train safe location

1 Introduction

At present, in the field of maglev train transportation, Japan and Germany are the
two main countries which have entered engineering test.

Japan started to research maglev technology in 1962, they achieved model train
suspension driving for the first time in 1972, and they built Yamanashi test line in
the 1990s [1]. The operation control system includes the subsystems such as traffic
control, safety control, driving control, equipment monitoring, vehicle control,
speed and position detection, and communication [2].

In the 1990s, Germany launched the applied technical test of high-speed maglev
system in the Emsland test line. The operation control system of the test line is a
three-layer structure which has four subsystems [3–5].

The subsystem includes the central control system, the decentralized control
system, and the vehicle operation control system. The connection and data trans-
mission between the three subsystems are realized through a communication
network [6].
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In 2003, China introduced German technology and studied the German maglev
traffic control system functions and core technology. Finally, China built the
world’s first commercial maglev line in Shanghai [7].

“The 13th Five-Year Plan” national key development plan “modern rail trans-
portation special” includes the speed of 600 km per hour high-speed maglev project
and the speed of 200 km medium speed maglev project.

2 The Function Relationship of Germany Maglev Train
Operation Control System

This chapter analyzes the function relationship of the maglev train control system in
detail.

In Fig. 1, the function of the operation control system is represented by the
ellipses, the peripheral components of the operation control system are represented
by the rectangles, and the relationship and information interaction are represented
by the arrows. The operation and display module is responsible for receiving the
input command of the operator and transferring the command into driving
parameter, then transmitting the driving parameter to other functional modules. The

Operator console

Operation and displayAutopilot function

Driving sequence control

Train protection Route protection

Switch protectionSpeed curve monitoring

Location function Traction cut-off

Drivers console

Safety brake

Train control module

Switch

Location sign board Mileage pulse Traction system

Driving parameters

Vehicle 
parameters

Track 
parameters

Train dataSpeed 
overrun

Track data
Train 

movement

Location parameter
Position velocity

Speed
overrun 

Control command and
location information 

Input\output

Driving parameters

Traction 
parameters

Fig. 1 Function relationship of operation control system

130 J. Liu et al.



function of driving sequence control is to handle the driving parameters, then
transmit the vehicle parameters to train protection and transmit track parameters to
route protection. Route protection sets monitoring route according to track
parameter. Therefore, route protection reads the switch position from the switch
protection. Train protection monitors and controls the state of all trains, through
train control module to manage the suspension and landing of trains. The posi-
tioning system determines the current position and speed of the train by means of
the location signboards and the increment of the mileage pulse, achieves the safe
location function of the operation control system, and provides the information to
speed curve monitoring.

Speed curve monitoring is the core protection function of the operation control
system, it calculates the allowable velocity limit based on train data and track data.
The train position and velocity information are used to monitor whether the train
speed exceeds the speed limit. If the current speed exceeds the limit, the overrun
report will be given to the traction cutoff and train protection, traction cutoff will
cutoff the traction power supply safely. When the speed exceeds the maximum
limit, the train protection will activate the train eddy current braking according to
the actual situation [8].

3 The Safe Location of the Train

Train safe location is used to determine the location and speed of the train by
receiving the positioning parameters from the speed curve monitoring function.

These parameters include the identification information about the location
signboards and their absolute position on the track. At the same time, it also
includes the information about the position of the train, the train location state, the
train speed, and the driving direction which is related to train, the driving direction
which is related to track, and the direction of the train.

The positioning system can provide the following fault safety information: train
location state, train position, train speed, driving direction which is related to train,
and driving direction which is related to lines.

3.1 The New Structure of Positioning System

The positioning system of the maglev train operation control system provides safe
train positioning data for the whole operation control system, the function of the
positioning system is divided into the decentralized positioning system and the
vehicle positioning system (Fig. 2).

DSC is the abbreviation of decentralized security computer, DTC is the abbre-
viation of decentralized transmission computer, VSC1/2 is the abbreviation of
vehicle security computer, and VTC is the abbreviation of vehicle transmission
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computer. Under normal circumstances, the main function of the vehicle operation
control system is completed by VSC1, while the VSC2 is in the hot standby state.
DSC achieves decentralized position, VSC1 achieves vehicle position 1, and VSC2
achieves vehicle position 2. Under normal circumstances, the vehicle operation
control system only uses the vehicle positioning 1. If there is something wrong with
the vehicle position 1, vehicle position 2 is used to replace vehicle position 1, in
order to provide the data needed for the train. The vehicle position sends the
location information to the decentralized position through the 38 GHz wireless
channel. Then, DSC manages the data to achieve safe location. In the German
system, only VSC1 communicates with the VTC, in the new system VSC2 also
communicates with the VTC. It makes the system structure more complete, realizes
two sets of security computer really hot standby and improves the system reliability.

3.2 Decentralized Safe Location

The main features of decentralized safe location are the following functions
(Fig. 3).

The management of initial and reference data module in DSC will be used to
transmit the command of the train login and changes about driving direction to the
VSC.

At the time of converting the control area, the synchronization of the positioning
module with the adjacent decentralized control system is produced. So it is

DSC

DTC

Decentralized 
positioning vehicle positioning 1 vehicle positioning 2

VSC1

VTC

VSC2

Positioning sensor 
preprocessing

Positioning sensor 
preprocessing

Fig. 2 Maglev train positioning system
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necessary to communicate data by a control area conversion command. The internal
train management module of decentralized positioning module maintains a list of
trains, wherein the train in the control area of the decentralized control system is
registered.

The positioning data determined by VSC is transmitted to DSC. After receiving
the positioning data, the DSC processes the positioning data within the positioning
function module. The positioning data which has been processed is provided to the
speed curve monitoring module.

3.3 Vehicle Safe Location

Maglev vehicle positioning system has a total of eight positioning channels, which
are located at both ends of the train and there is no similar positioning device in the
middle car (Fig. 4).

DSC positioning module decentralized location 

The management of initial and reference data in DSC

Control area conversion

Train management

Positioning system

Fig. 3 DSC positioning system function diagram

L
E
U
1

VSC1
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E
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2

VSC2

end carriage1 end carriage2

Serial connection

Cogging sensor

location sign
boards sensor 

Fig. 4 The connection between vehicle safety computer and LEU
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Both ends of the train are equipped with four cogging and four positioning mark
sensors; a cogging sensor and a positioning mark sensor are connected to a location
electronic unit (LEU) installed in the vehicle as a group to form a positioning
channel. Therefore, each LEU of the carriage provides four independent positioning
channels to the VSC. The VSC positioning software module will handle the
positioning data from these positioning channels, and then generate a secure
location data that can be used by the system [9].

The internal state management of the positioning system is mainly concentrated
in the VSC1 positioning module, the whole state consists of nine basic states, and
the details are shown in Table 1.

When the train location test command is executed, the positioning system is
forced to turn to “state 1”, then starting the initialization check, before this step, the
positioning system can be in any other state. When system completes the location
initialization check, the system enters “state 2”, waiting for insert command to start
“insert operation”.

3.4 The Sequence of Location Initialization Check

The initialization of the LEU in VSC1/2 is divided into five steps. First, the vehicle
safety computer informs the LEU to get into the test mode; then, LEU returns a
confirmation signal to VSC; vehicle safety computer starts ROM testing, RAM
testing, and processor testing; after completion of these tests, the vehicle safety
computer informs the LEU to switch to the normal operating mode; after the
completion of the conversion of the LEU, the positioning data message is sent to the
vehicle safety computer periodically.

3.5 Inserted Operation of the Train

In the decentralized control system, DSC will notify the DCC when the train has
logged in. DCC will control the train to execute the “insert operation”. When the

Table 1 Internal state management of positioning system

Number Illustration

0 Basic state after system starts

1 Initialization check

2 Initial check success

3 The train has been inserted and is ready for “insert operation”

4 The train starts to check position channel after passing the first positioning mark

5 The train completes “inserts operation” successfully, positioning system is secure

6 Recoverable positioning system is not secure

7 Nonrecoverable positioning system is not secure

8 Positioning system failure
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train logs in the OCS system, the train management system can identify the initial
login of the train, according to the internal state of the system, the location of the
train will be corrected after the completion of the “insert operation”. The execution
and monitoring sequence of the insert operation is controlled by the speed curve
monitoring module.

4 Conclusion

High-speed maglev train positioning system is an important part of the maglev train
operation control system. From the point of view of determining the position and
speed of the train, the safe location can be regarded as the “eye” of the operation
control system. From the point of view of providing the information of the train
positioning state, the train position, the train speed, the train running direction, and
so on, it can be regarded as a part of the control and safety protection technology.
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Dynamic Performance Evaluation
of Beijing Subway Airport Line Vehicle
with Domestic Primary Suspension
and Secondary Suspension

Xi Li and Yuan Zhang

Abstract This paper introduced the method and result of Beijing subway airport
line vehicle dynamic performance evaluation with domestic primary suspension and
secondary suspension. Test method included test basis, test purpose, test conditions,
test method, test data collection and analysis. The dynamic performance test was
carried out in empty vehicle condition (AW0) with the highest speed limit as
110 km/h. The result showed that when the test vehicle ran on the straight and
curve line below the highest speed limit, all dynamic indexes include wheel lateral
force, and derailment coefficient and load reduction rate are within the limits
specified in the specification.

Keywords Linear motor radial bogie vehicle � Domestic primary suspension and
secondary suspension � Dynamic performance evaluation � Dynamic performance test

1 Introduction

Beijing subway airport line is an important rail line which connecting downtown and
Capital International Airport. Vehicle of the subway line is jointly created by
China CNR Corporation Limited CRC and Bombardier, and its prototype vehicle is
New York John Fitzgerald Kennedy International Airport express vehicle. Beijing
subway airport line was built and opened in 2008. With the operation time gradually
increased and the backward of foreign products and services, long procurement and
repair cycle, service is not timely and other problems had become increasingly
prominent, which seriously affected the daily maintenance and operation of the
vehicle. To address this problem, Beijing Mass Transit Railway Operation
Corporation LTD carried out a series localization work of airport line vehicle
components, especially domestic work in primary suspension and secondary

X. Li (&) � Y. Zhang
Subway Operation Technology Centre, Beijing Mass Transit Railway
Operation Corporation LTD, Beijing 102208, China
e-mail: bjtulx@163.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_14

137



suspension. Dynamic performance test is a necessary test which could confirm
whether the vehicle meets the project requirements of safety, stability and comfort
[1]. It is commonly used in new vehicle validation process of different subway lines.
As the airport line is the first subway line vehicle with linear motor and radial bogie
in China, the dynamic performance of vehicle is very different from other subway
lines in Beijing [2–5], and dynamics performance test result of initial operations is
not very clear.

Therefore, in order to confirm the operation safety and evaluate the situation of
vehicle dynamic responses in safety, stability and comfort aspects, after domestic
research work, dynamic performance test of vehicle with domestic products espe-
cially domestic axle spring and air spring was carried out in empty condition.
Dynamics performance test was carried out on the basis of GB/T5599-1985-Railway
vehicles specification for evaluating the dynamic performance and accreditation test
(hereinafter referred to as the specification) [6].

2 Dynamic Performance Test Conditions

2.1 Equipment

The following equipment and sensors were mainly used in the test:

(1) Capacitive accelerometer with model 3713B112G and measuring range ±2 g.
(2) Plate instrumented wheel set with intermittent peak-to-peak value measurement

mode, bridge and correction patch according to the ‘specification’.
(3) LMS dynamic signal test system with 1–10,000 times magnification, measuring

range ±10 V and 24 bits sampling. It is used for amplification, filtering,
sampling, recording and processing of the test signal, placed on the testing
vehicle, connecting the sensors by four core shielded cable.

2.2 Vehicle and Marshalling

QKZ5 type subway vehicle marshalling is a total of four vehicles, the order is MC
car (A1-No. 1071), M car (B1-No. 1072), M car (B2-No. 1073) and MC (A2-No.
1074), and vehicle marshalling is shown in Fig. 1.

Dynamics performance test vehicle is an MC train (A1) with domestic primary
suspension and secondary suspension. Structure of the vehicle bogie is shown in
Fig. 2 includes (1) axle, (2) primary suspension, (3) secondary suspension,
(4) swing bolster (5) bogie frame, (6) disc brake equipment, (7) tachometer,
(8) current collector, (9) magnetic track brake equipment and (10) linear induction
motor (LIM) propulsion device.
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2.3 Line, Speed and Conditions

The test was carried out on the Beijing subway airport line with interval length of
approximately 21.4 km, on the straight and curve line, the minimum radius of curve
line is 160 m, multiple operations and single test mode.

According to the conditions of test line and operation, highest speed limit of the
test is 110 km/h. The test speed was divided into several speed stages below the
maximum speed, the difference of each speed stage is 10 km/h and the minimum
straight-line testing speed is 60 km/h. The maximum speed of test vehicle pass
through curve line according to operation allows and can achieve speed.

The dynamic performance test vehicle was carried out in empty vehicle condi-
tion (AW0).

Fig. 1 Test vehicle marshalling

Fig. 2 Structure of test vehicles bogie
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3 Dynamic Performances Test and Evaluate Method

3.1 Main Test Items

(1) Wheel-rail force test. The instrumented wheel set was installed in MC train
(A1), as shown in Fig. 3. Replaced test wheel set to instrumented wheel set that
after calibration. There are four wheel-rail force measuring points of each
instrumented wheel set, in order to test vertical and lateral vehicle wheel-rail
force of left and right side (Fig. 4).

(2) Vehicle body vibration acceleration. According to the ‘specification’, four
acceleration measurement (two vertical and two lateral acceleration sensors)
points were installed on the test vehicle body ground to test vehicle body
vibration acceleration, as shown in Fig. 5.

Fig. 3 Installation position
of instrumented wheel set

Fig. 4 Wheel-rail force
measuring point

Fig. 5 Acceleration
measuring point of test
vehicle body
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3.2 Evaluation Index

According to the ‘specification’, test data can be processed and evaluated by fol-
lowing indexes.

(1) Stability index W was calculated by the acceleration signal value. Vertical
stability index and lateral stability index was calculated by different frequency
correction coefficient, but same rating was adopted.

W\2:5 Excellent level
2:5�W\2:75 Good level
2:75�W\3:0 Qualified level

(2) Vehicle lateral force index H evaluated by lateral wheel interaction force which
calculated by wheel-rail lateral force of instrumented wheel set is

H� 0:85 10þ Pst1 þPst2

2

� �

According to test wheel-rail vertical force, the limit value of MC vehicle first
wheel set is 27.46 kN when the vehicle is in empty conditions.

(3) Derailment coefficient Q
P calculated by the wheel-rail vertical and lateral force

obtained from the instrumented wheel set is

1st limit Q
P � 1:2 ðSafety standard)

2nd limit Q
P � 1:0 ðHigh Safety standard)

First limit standard is chosen to determine whether the test vehicle is qualified or
not.

(4) Wheel load reduction rate DP
Pavg

calculated by the wheel-rail vertical force

obtained from the instrumented wheel set is

1st limit DP
Pavg

� 0:65 ðSafety standard)
2nd limit DP

Pavg
� 0:60 ðHigh Safety standard)

First limit standard is chosen to determine whether the test vehicle is qualified
or not.

In the above indexes,W is vehicle stability index, H is axle lateral force, Pst1 and
Pst2 are left and right static wheel weight of the same wheel, Q is wheel-rail lateral
force, P is wheel-rail vertical force, DP is wheel load reduction rate, and Pavg is
average weight of left and right wheel.
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3.3 Test Process

First, decomposed the bogie, replaced the instrumented wheel set, confirm the
vehicle meet the technical and operational requirements.

Second, complete test equipment setup such as sensors linking and device
debugging. The line test was followed, test speed was divided into several speed
stages below the maximum speed, the difference of each speed stage is 10 km/h and
the minimum straight-line testing speed is 60 km/h. The maximum speed of test
vehicle pass through curve line according to operation allows and can achieve
speed. During the test period, test data of the vehicle ran through straight and curve
line were recorded by test equipment.

Finally, the test vehicle was evaluated by evaluation indexes according to the
collected data.

4 Dynamic Performances Test Result Analysis

According to ‘specification’ requirement, wheel-rail vertical vibration acceleration,
vertical and lateral wheel-rail force of test vehicle were obtained. After data pro-
cessing, the result can output index value above and calculate lateral stability index,
vertical stability index, axle lateral force, derailment coefficient and wheel load
reduction rate.

4.1 Vibration Acceleration

At operation condition with 110 km/h highest speed and different velocity levels,
test vehicle ran through straight and curve line. The maximum vertical vibration
acceleration of test vehicle first centre plate measuring point was 0.21 g, the
average maximum values range from 0.03 to 0.11 g, and the RMS values range
from 0.01 to 0.04 g. The maximum vertical vibration acceleration of test vehicle
second centre plate measuring point was 0.17 g, the average maximum values
range from 0.02 to 0.10 g, and the RMS values range from 0.01 to 0.04 g. The
maximum lateral vibration acceleration of test vehicle first centre plate measuring
point was 0.13 g, the average maximum values range from 0.03 to 0.08 g, and the
RMS values range from 0.02 to 0.05 g. The maximum lateral vibration acceler-
ation of test vehicle second centre plate measuring point was 0.15 g, the average
maximum values range from 0.03 to 0.08 g, and the RMS values range from
0.02 to 0.05 g.
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4.2 Stability Index

Stability index was calculated by vibration acceleration of test vehicle. At operation
condition with 110 km/h highest speed and different velocity levels, test vehicle ran
through straight and curve line. The maximum vertical stability index of test vehicle
first centre plate measuring point was 2.35, which belongs to excellent level. The
maximum vertical stability index of test vehicle second centre plate measuring point
was 2.23, which belongs to excellent level. The maximum lateral stability index of
test vehicle first centre plate measuring point was 2.73, which belongs to good
level. The maximum lateral stability index of test vehicle second centre plate
measuring point was 2.71, which belongs to good level (Figs. 6, 7, 8 and 9).

Fig. 6 Maximum values of
vertical stability index on
straight line

Fig. 7 Maximum values of
lateral stability index on
straight line

Fig. 8 Maximum values of
vertical stability index on
curve line
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4.3 Wheel Lateral Force

Wheel lateral force was evaluated by lateral wheel interaction force which calcu-
lated by wheel-rail lateral force of instrumented wheel set. At operation condition
with 110 km/h highest speed and different velocity levels, test vehicle ran through
straight and curve line. The maximum wheel lateral force of test vehicle first test
point was 17.37 kN, the average maximum values range from 5.37 to 9.99 kN, and
the maximum value is less than ‘specification’ limits (Figs. 10 and 11).

Fig. 9 Maximum values of
lateral stability index on curve
line

Fig. 10 Maximum values of
lateral wheel interaction force
on straight line

Fig. 11 Maximum values of
lateral wheel interaction force
on curve line
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4.4 Derailment Coefficient

Derailment coefficient was calculated by the wheel-rail vertical and lateral force
obtained from the instrumented wheel set. At operation condition with 110 km/h
highest speed and different velocity levels, test vehicle ran through straight and
curve line. The maximum wheel set derailment coefficient of test vehicle first test
point was 0.38, the average maximum values range from 0.22 to 0.26, and the
maximum value is less than ‘specification’ second limit (1.0) (Figs. 12 and 13).

4.5 Wheel Load Reduction Rate

Wheel load reduction rate was calculated by the wheel-rail vertical force obtained
from the instrumented wheel set. At operation condition with 110 km/h highest
speed and different velocity levels, test vehicle ran through straight and curve line.
The maximum wheel load reduction rate of test vehicle first test point was 0.64, and
the average maximum values range from 0.15 to 0.43. The maximum value is less
than ‘specification’ first limit (0.65) (Figs. 14 and 15).

Fig. 12 Maximum values of
derailment coefficient on
straight line

Fig. 13 Maximum values of
derailment coefficient on
curve line
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5 Conclusion

The dynamic performance test of the QKZ5 type vehicle (No. 107) was carried out
on the Beijing subway airport line. The maximum operating speed is 110 km/h.
According to the above results, the following conclusions can be drawn:

First, when the test vehicle ran on the straight and curve line below the highest
speed, the maximum value of vertical vibration acceleration is 0.21 g; the vertical
stability index is 2.35, which belongs to excellent level. The maximum value of
lateral acceleration is 0.15 g; the lateral stability index maximum value is 2.73,
which belongs to good level.

Second, when the test vehicle ran on the straight and curve line below the
highest speed, the lateral force of vehicle wheel and axle, derailment coefficient and
load reduction rate are all within the limits specified in the specification.

Above all, when the test vehicle ran on the straight and curve line below the
highest speed 110 km/h, all dynamic indexes are within the limits specified in the
specification. Dynamics performance of Beijing subway airport line vehicle with
domestic primary suspension and secondary suspension meets the operational
requirements. The vehicle can be used in the normal operation.

Fig. 14 Maximum values of
wheel load reduction rate on
straight line

Fig. 15 Maximum values of
wheel load reduction rate on
curve line
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Analysis of Traffic Impedance Effects
of Highway Rescue for Passenger
Train Accidents

Bing Wang, Xiexing Shi, Wenzhe Wang, Huiping Sun and Adila

Abstract In the less developed areas of China, the rescue of the injured personnel
in passenger train accidents mainly relies on the implementation of highways,
because of the effects of adverse traffic conditions, leading to rescue traffic impe-
dance, long rescue time, and low efficiency of rescue. This paper, taking Xinjiang of
China as the example, through extracting the related characteristics of highway
rescue for passenger train accidents, analyzes the influence of rescue traffic
impedance and proposes the methods of reducing the time for the highway remote
rescue.

Keywords Passenger train accidents � Highway rescue � Rescue characteristics
Traffic impedance � Rescue time

1 Introductions

There are a vast territory and few railway and highway lines in the less developed
areas of China, and traffic and transportation are restricted by natural environment.
Although the train departure frequency is relatively low in these areas, once the
passenger train accidents occurred, it is likely to cause heavy casualties. The
accidents have the characteristics of temporal randomness and spatial randomness,
due to the lack of measures of implementation for rescue of the injured personnel in
passenger train accidents, poor dispatching technology in the less developed areas
of China, resulting in large difficulty for rescue and high casualty ratio. According
to the relevant regulations of the laws on emergency rescue and investigation and
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handling of railway traffic accidents in China, after the occurrence of the passenger
train accidents, it should be immediately carried out to rescue the injured personnel
on the scene of the accident, and the government at the place where the accident
occurred is responsible for the medical rescue work. Currently, restricted by many
conditions, the rescue of the injured personnel in passenger train accidents in
China’s less developed areas still relies mainly on the implementation of highways,
because of the sparse highway network, less rescue resources, and long distance for
rescue, easily affected by random bad traffic conditions in this kind of area, making
the rescue show the situation of highway remote rescue, and hence leading to long
rescue time as well as low rescue efficiency.

This paper, citing Xinjiang of China as the example, through extracting the
characteristics of network distribution of railways and highways, as well as rescue
characteristics, analyzes the influence of traffic impedance of the rescue of the
injured personnel in passenger train accidents and then proposes the methods of
reducing the rescue time.

1.1 Characteristics of Network Distribution of Railways
and Highways

1.1.1 Density of Network of Railways and Highways

According to recent statistics of China Statistical Yearbook, the distribution of
China railway mileage and highway mileage in different regions is as shown in
Fig. 1.

Among them, the distribution density of railways and highways in less devel-
oped areas such as Xinjiang, Qinghai, and Tibet is obviously lower than that in
other areas. Xinjiang is located in the northwest of China, accounting for 1/6 of the

Fig. 1 Contrast map of distribution density of railway and highway in China
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country’s land area. There are railway lines in the autonomous region such as
Lanzhou-Xinjiang Railway, Lanzhou-Xinjiang High-speed rail, Kruger Railway,
Xinjiang-Tibet Railway, etc., and international railway lines such as Central Asia
Railway, China-Pakistan Railway, etc. The railway distribution density reaches
0.003 km/km2, below the average level of the railway distribution density with
0.01 km/km2 in China. Xinjiang is under the construction of the “Three transverse,
Two longitudinal, Second ring, Eight channels” highway grid Bureau. The current
highway density is 0.11 km/km2—and also below the national average level den-
sity of 28.30 km/km2; grade highways in Xinjiang are mainly secondary highway
or below, lack of high-class highways; the number of network nodes and optional
paths are less, and the lines and travel time between nodes are long.

1.1.2 Association of the Layout of Network of Railways and Highways

Xinjiang railway lines and highway lines are similar, and the location of inter-
section nodes is approximately coincident; railway and highway are on the line, or
formed a cross. The distance between the two construction land is not far. Once the
passenger train accidents occurred, rescue resources will come to rescue relying on
the highway. Meanwhile, there is a lot of Gobi and deserts in Xinjiang. When the
spot of passenger train accidents is away from the highway, it also provides certain
conditions for the rescue vehicles to develop new shortest routes at the right time.

1.2 Remote Rescue Characteristics

1.2.1 Accident Characteristics

Passenger train accidents, referring to the accidents such as collision or derailment,
etc., in the course of running, which affect the normal traffic safety and cause
casualties, with the traits of contingency, sudden, sociality, and unpredictability, are
liable to cause a mass casualty. The occurrence of accidents is very likely to affect
the other trains which are on the same line stop and to limit the speed of trains
which are on the adjacent lines, resulting in a large area of late train and other
derivative events. The injury types of injured personnel in passenger train accidents,
mostly because of sudden deceleration and stop of the train, are fracture, visceral
injury, and traumatic brain injury, which are all under the local “120” medical
rescue and disposal capacity category.
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1.2.2 Distribution of Rescue Resources

It is often to abbreviate Chinese medical rescue organization as “120”. In this paper,
an ambulance (equipped with a group of medical rescue personnel and a set of
rescue and medical rescue equipment) is used as a rescue unit. According to the
investigation, “120” rescue resources at all levels in Xinjiang are equipped with 1–3
rescue units. One or two people who are seriously injured can be treated by each
rescue resources. “120” medical rescue resources are mainly distributed central
urban area of each city and county. The number of rescue resources per square
kilometer is only 0.000072, and the distance between every rescue resources is far.

1.2.3 Traffic Characteristics of Rescue Highways

The highways in Xinjiang, with less highway network node, long distance between
nodes, and few optional paths, are mainly secondary highway or below and are
basically two-way two lanes. There is not enough room for the vehicle to turn round.
The design and construction of highway are influenced by geography, geology, and
construction conditions, and the partial alignment is difficult to optimize, affected by
the special weather such as snow, fog and wind, and the freezing of cold pavement.
The speed limit level is generally not high, and the driving safety and reliability are
low. Traffic characteristics of rescue highways cause high traffic impedance for rescue
for passenger train accidents and form strong constraints for rescue benefit.

1.2.4 Rescue Process

After the occurrence of passenger train accidents, the phases of the rescue process
for the injured under the existing relevant emergency rescue mechanisms and plans
are as shown in Fig. 2.

(1) Alarm responses, with time Ta. By the railway traffic control department and
alarm to interact with the local rescue dispatching agency to provide an accurate
basic situation of traffic accident identification, identifiable locations, type and
extent of the casualties, injured, and the scene involved in the rescue of the
number of information.

Fig. 2 Flowchart of rescue process
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(2) Information analysis, with time Ti. Count the number of injured persons and
types of injuries and conduct manual selection of rescue units and round-trip
routes; select rescue demands resource conditions of green channel, etc.

(3) Form dispatch scheme, with time Td. Manually determine the optimal rescue
resources and rescue units and their round-trip routes. Put forward rescue
resources preparation conditions of green channel, etc.

(4) Issue instructions, with time To. The dispatching command is issued to the
relevant rescue resources by the rescue dispatching agency.

(5) Prepare rescue unit, with time Tr. According to the dispatching instruction, set
up rescue forces.

(6) Rescue unit trip, with time Tg. By paths and speed limit instructions, the rescue
unit goes to the scene.

(7) On-site rescue, with time Tf. Implement on-site rescue and temporary medical
rescue.

(8) Rescue unit returns, with time Tb. Send the wounded back by paths and speed
limit instructions.

(9) Green channel treatment, with time Tt. Access to the green channel and
implement medical rescue.

Set the total time for the highway remote rescue process for passenger train
accidents as T, then

T ¼ Ta þ Ti þ Td þ To þ Tr þ Tg þ Tf þ Tb þ Tt ð1Þ

Main affecting factors of each stage time and their relationship is complex, with a
multidisciplinary association. At present, greatly reducing the total time of each stage
is difficult to achieve. The rapid selection of rescue units and the effective guidance of
their round-trip routes are the key issues to effectively shorten the rescue time.

1.3 Analysis Traffic Impedance Effects of Highway Rescue

1.3.1 Causes of Traffic Impedance

Xinjiang has the temperate continental climate, with a long cold winter and a short
hot summer. The temperature difference between the northern and southern
Xinjiang is great, and the temperature in day and night varies obviously in different
regions. There exist famous “Anxi Wind Pool”, “Thirty-mile Wind Zone”, and
“Hundred-mile Wind Zone”. All grades of highway are mainly located in alluvial
plain and Gobi area, and the terrain is relatively flat, part of which is in the
mountains and hilly areas. Highways are affected greatly by special climate,
weather, and road surface conditions, and the traffic impedance of each route is
complicated because of the randomness of those effects. The limited optional paths
make the decision of the shortest route of rescue become a difficult problem.

Analysis of Traffic Impedance Effects of Highway … 153



The highway rescue is affected randomly by special weather such as heavy
snow, dense fog, gusty wind, and icy pavement which do harm to the thoroughfare
of rescue vehicles. By statistics analysis, single adverse conditions and influences
are as follows: wind affecting driving stability, rain affecting friction coefficient and
visibility, snow affecting friction coefficient and visibility, fog affecting friction
coefficient and visibility, icy pavement affecting friction coefficient, and sandstorm
affecting visibility and driving stability; coupling adverse conditions and influence:
the wind with rain affecting driving stability, friction coefficient and visibility, the
wind with snow affecting driving stability, friction coefficient and visibility, the rain
with snow affecting friction coefficient and visibility, ice and snow-road surface
affecting friction coefficient, etc. The main influence elements of various unfavor-
able traffic conditions are visibility and friction coefficient.

1.3.2 Effects of Traffic Impedance on Rescue Benefit

The establishment of rescue capability function R, referring to the number of serious
injuries that the medical rescue process can save, is established. If we set the number
of people who are injured seriously in the passenger train traffic accident as H,
it should be subjected to

R�H ð2Þ

Setting the original rescue capacity of rescue units as a constant R0, affected by
the random traffic impedance of the round-trip of rescue units, generating a trip cut
function Rf and a return cut function Rb for rescue capacity, then

R ¼ R0 � ðRf þRbÞ ð3Þ

Trip cut function Rf and return cut function Rb for rescue capacity can be
described as

Rb ¼
X

F Xbið Þ and Rf ¼
X

F Xfið Þ ð4Þ

Among them, Xfi and Xbi are the traffic impedance formed by the main influence
factors of the single or bad coupling conditions on each section of the round-trip
paths.

In order to meet Eq. (2) requirements, the rescue capability of a single rescue
unit is obviously insufficient in the face of the passenger train accidents charac-
teristics, and the number of n optimized rescue units should be selected for group
rescue. Then,

R ¼
X

Rn ð5Þ

154 B. Wang et al.



1.4 Technical Means to Reduce Rescue Time

Under the condition of limited passenger train accident rescue means in the less
developed areas, it is difficult to dispatch accurate dispatching information quickly
because of the lag of rescue scheduling technology. This paper puts forward the
main technical measures to reduce the time for highway remote rescue in the current
objective condition of passenger train accident rescue:

(1) Optimize and select the best rescue unit and its round-trip paths. Construct
dynamic information collection system for main influencing factors of bad road
conditions. Because the optional route for rescue units near accident spot to
come to rescue is less, the method of exhaustion is used to calculate and
compare the rescue capability function R, so as to make the rescue capability
maximize, then decide and select the optimal rescue unit rescue route, and
format rescue unit round-trip paths planning and instructions to guide rescue
unit to carry out rescue.

(2) Establish dispatching system of highway remote rescue for passenger train
accidents. Using the various dispatching command platforms built in different
regions of Xinjiang to develop embedded scheduling software of highway
remote rescue for passenger train accidents, and to establish a dispatching
system of highway remote rescue for passenger train accidents based on GIS-T
in Xinjiang. Once the passenger train accidents occur, the system automatically
selects the best rescue unit, establishes the rescue unit round-trip route planning
program, and issues rescue-related instructions.

1.5 Epilogues

This paper, through the analyzing of the related characteristics of the highway
remote rescue for passenger train accidents, explores and researches traffic impe-
dance of highway remote rescue and its effects on rescue benefit, and then puts
forward the method of reducing the rescue time. Because there are few literatures in
this study, it is expected that this paper can provide references for further research
on passenger train accidents and other railway accident rescue techniques. With the
rapid development of “The Belt and Road” international development strategy,
railway and highway integrated transport pattern will be formed quickly among
China and relevant nations. In this pattern, the research and development of new
technologies and new theories for all kinds of traffic accident rescue under objective
limited conditions will also be carried out in depth.
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Application of Multi-resolution State
Domain Method in State Identification
of Train Motor Rolling Bearings

Xinan Chen, Limin Jia, Yunxiao Fu and Yong Qin

Abstract Based on the research of motor rolling bearings of the urban rail train, we
propose a kind of multi-resolution state domain (MRSD) method to identify the
working condition of the rolling bearing and apply principal component analysis
(PCA) method on fault classification. First, the preprocessed signal is decomposed
by wavelet packet algorithm to obtain wavelet packet coefficients, and then the
correlation coefficient with the original signal is calculated. On the foundation of
the correlation coefficient, multi-resolution correlation entropies (MRCE) are
extracted as feature parameters. Then, we utilize PCA approach to get Descartes set
which represents bearing status, that MRSD, to classify the different-sourced motor
bearing condition intelligently. Finally, the method is certified effectively and
feasibly by the experimental result to discriminate the state of train motor bearings.

Keywords Correlation entropy � Multi-resolution state domain
Principal component analysis � Rolling bearing � State identification

1 Introduction

Rolling bearing is the crucial mechanical part of rotor-rolling bearing system. Its
working condition directly affects the working reliability of the whole system [1].
Metal roller surface of bearing is smooth, and their back and forth movement
between the inner race and outer race. Lubrication metal surface is useful to reduce
friction [2]. When the bearing element rolls damaged surface points, it will produce
mutations impulse force [3]. Damage fault has the basic characteristics such as
strong sudden, high risk, difficult to recognize the early symptoms and so on [4].
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The key technology of rolling bearings fault diagnosis includes feature extrac-
tion and state identification [5]. The energy or energy entropy of the decomposition
of wavelet transform or EMD is extracted as the characteristic parameter [6].
Although the characteristic parameters are widely used, the diagnostic efficiency
needs to be improved [2]. State identification is another essential process for rolling
bearing fault diagnosis, such as artificial neural network [7], hidden Markov model
[8], and support vector machines [9]. However, these algorithms all have fixed
structure so that optimal decisions cannot be preset parameters, and therefore, the
recognition accuracy would be impacted. This paper analyzes the condition trend of
the bearing from the perspective of domain. Wording process is shown in Fig. 1.

2 State Domain Model

Domain thought as a method to solve multivariate measure mathematic problem
primarily used in electric system safety analysis. Assuming the feature set is Q and
the state set is S, and every vector element of S is a mapping of Q, Q ! S owns
n dimensions, which are, respectively, composed of m-dimensional irrelative state
vectors and n-dimensional irrelative feature vectors. This Descartes set satisfies the
basic property of Hilbert space, and it is defined as a subspace of Hilbert space,
which is named of Euclidean space. The mathematic description is as follows:

1. K ¼ F Xð Þ. dimension Kð Þ ¼ m; dimension Xð Þ ¼ r; m\r. K is the feature
fusion space, while X is the feature space. Every vector in K is one to many
mapping result of X.

2. State space description. dimension Sð Þ ¼ n; si is ith state element, the mathe-
matic expression is S nð Þ ¼ sij i 2 1; n½ � [ i; n 2 N þf g.

3. K mð Þ ¼ q j
i
j i 2 1; n½ � [ j 2 1;m½ � [ i; j;m; n 2 N þ

n o
. This mathematic expres-

sion gives a description of feature fusion space. q j
i is an element of space K and

expresses jth feature elements of ith state element.

2.state 
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4.2 PCA state 
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Fig. 1 Article outline
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4. Feature element belonging to ith state element. si ¼ q j
i � qki ji; j; k;2 N þ� �

, so,
S ¼ q j

� � qk�jj; k;2 N þ� �
where q� ¼ qiji 2 N þf g. State space is a collection

of Descartes sets composed of feature fusion space. The mathematic model
represents the relation between the feature space and the state space, which
called state domain. It is applicable for the system that meets the above terms.

3 Multi-resolution Correlation Entropy Algorithm

Multi-resolution correlation (MRC) is obtained by calculating the correlation
between the original signal and the coefficients of wavelet packet decomposition. In
the wavelet packet frequency, if bearing signals in different states have obviously
distinct correlations to the original signal, then this character can be used as one
element in identifying bearing states. Supposed that primary signal k has n times of
sampling points. Wavelet packet transform is used to reach the l level of decom-
position, and this level has t ¼ 2l frequency bands l1; . . .; lt. The correlation entropy
of corresponding some frequency is calculated as Eq. 1:

Ilili ¼
Pn
k¼1

lki �
Pn

k¼1 l
k
i

� �2
=n

Ikk ¼
Pn
k¼1

kk � Pn
k¼1 k

k� �2
=n

Ilik ¼
Pn
k¼1

lki k
k � Pn

k¼1 l
k
i

Pn
k¼1 k

k� �
=n

ci ¼ Ilik=
ffiffiffiffiffiffiffiffiffiffiffi
Ilili Ikk

p

8>>>>>>>><
>>>>>>>>:

ð1Þ

where lki is kth time–frequency coefficient in ith sub-frequency of level l, and kk is
kth sampling point of primary signal. Ikk represent the variance of primary signal
while Ilik represents the covariance of frequency band li with original signal, and ci
is the correlated coefficient index of single frequency to original signal.

Correlation coefficient set X ¼ ciji2 1; 2; . . .; 2l
� �� �

for all the frequency bands
to the original signal is considered as 2j dimensions multi-resolution space as well
as the whole features set of devoted for bearing identification.

Information entropy signifies the uncertain measure of signal. In stochastic
nonlinear signal processing, information entropy can characterize probability
measure of state, where the entropy indicates the uncertain degree between coef-
ficients of wavelet packet with the original signal. Multi-resolution correlation
entropy (MRCE) contains this uncertain information, so that the results tend to be
more stable in the case of state recognition accuracy being not affected by proba-
bility error. The only aspect needs to be concerned is that the correlation entropy
without the relevant of positive or not only contains the correlation information, and
the sign is determined by correlation coefficients. The equation is as follows:
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pi ¼ cij j=P cij j
H0

i ¼ pi ln pi
Hi ¼ ciH

0
i

i2 1; 2; � � � ; 2l� �

8>><
>>:

ð2Þ

In which pi expresses the probability distributions of some wavelet packet
sub-frequency, while H0

i stands for Shannon entropy of some wavelet packet
sub-frequency, and Hi represents the meaning of MRCE.

Hi is the improvement of correlation and contains correlation and uncertain
information. There are 2i MRCE in total after n levels wavelet packet decompo-
sition, which means feature space is of 2i dimensions.

4 Multi-resolution State Domain

4.1 Description of Multi-resolution State Domain

Multi-resolution means the multi time–frequency space which is gained by wavelet
packet transform, while state domain explains a two-dimensional state space that is
represented by a group of Descartes feature sets. Different states occupy different
regions, and the case is shown in Fig. 2. MRSD applied to identify the working
conditions of bearing takes the information of multi-resolution as the coordinate of
state domain. The state domain should have a closed border that is used to dis-
tinguish which state the tested point belongs to. There are three steps to calculate
the domain border.

Fig. 2 Status domain
schematic
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Step 1: Center of gravity method to calculate each state training samples.
Step 2: Compute the vertical of connection between two states’ center of gravity.
Step 3: To intercept the state domain border based on the principle that domain

boundaries vertex should become the intersection of the vertical of every
two states.

4.2 PCA State Identification Algorithm

Principal component analysis (PCA), also known as principal component analysis,
is aimed to apply dimensional reduction thought to transform the multiple indexes
to few comprehensive indicators. The proportions that the first principal component
and the second main component occupied constructed the Descartes set of state
domain. Disordered training and testing samples as input set can be classified by
uncorrelated parametric which is produced by PCA coordinate transform, then the
classified result in foundation of samples state domain comes out to realize the
function that recognizes the bearing condition intelligently. The philosophy of PCA
discriminating approach is shown in Fig. 3.

5 Experiment Analysis

Here, the status field is used to describe two-dimensional Descartes set character-
ized by rolling state. State identification experiment process is as follows:

Step 1 Collecting vibration acceleration signals of rolling bearings, and making
noise cancelation preprocessing to get original vibration signal, where
sampling frequency is 12 kHz and speed is 1745 r/pm. The inner race fault
depth and the outermost end of the outer ring fault depth are both
0.178 mm, while the ball pitting failure depth is 0.14 mm.

Step 2 Extracting each 30 samples of the roller fault, the inner race ring fault, the
outer ring fault and no-fault state and calculate MRCE (four level
decompositions) of all samples. Choose one sample in each state to show

Fig. 3 PCA identified
principle schematic
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the correlation entropy distribution of each frequency band which is shown
in Fig. 4.

Step 3 Using PCA algorithm to make space conversion to MRCE and extracting
the first two principal components with the maximum variance to construct
two axes of two-dimensional state domain. 120 sets of training datum that
consist of 30 samples evenly from four states (ball failure, inner race
failure, outer race failure and no failure) are extracted, meanwhile, another
40 group datum is selected as test samples (Fig. 5), multi-resolution
intelligent recognition result is shown by the status field in Fig. 7.

In Fig. 6, subfigure (a) shows the layout of security domain and failure domain
with black points security and golden failure. Subfigure (b) gives the states iden-
tification domain layout, where red points stand for normal state and orange outer

Fig. 4 Correlation entropy distribution of wavelet packet

Fig. 5 Sample principal component distribution under different conditions
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expresses fault state, with navy blue inner race fault state and dark green ball fault
state. Subfigures (a) and (b) of Fig. 7 show the state differentiating results. The first
subgraph is the result of security state recognition and the second one appears all
the states distinguished result. The statistical result shown in Table 1 reflects that
applying MRCE in MRSD to identify rolling bearings safety state.

Security domain divided result State domains divided result
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Table 1 Security state identification result

Sample state Right testing amount/total amount Accuracy (%)

Security 30/30 100

Non-security 87/90 96.7
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6 Conclusion

This paper depicts the space model of characteristics—state, and within the
framework proposes a method of the state domain identification. Based on wavelet
packet transform, we combine the MRCE and PCA algorithm to get the elements of
space. Then, MRSD is constructed in two-dimensional Euler space to complete the
status identification of testing samples, and the results prove the effectiveness of the
proposed method. Method of domain boundary determination is still in researching
stage at present. In the future, clustering and optimization algorithms will be ana-
lyzed in focus, and a large number of experimental data will be summarized, in
which the two research aspects are aimed at efficient calculating method of domain
boundaries are obtained.
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Analysis of EMUs Vehicle Body Voltage
Caused by Pantograph-Catenary
Off-Line Arc

Ying Wang, Fengyang Gao, Xiuqing Mu, Qiyao Li, Xiaoqiang Chen
and Shiwen Liang

Abstract Aiming at the inevitable pantograph-catenary off-line arc when electric
multiple units (EMUs) run, the CRH3 EMUs, which operate at China Chongqing–
Lichuan line, are selected as the research subject. Vehicle body voltage caused by the
pantograph-catenary off-line arc is analyzed. First, the structure of the vehicle body
and CRH3 EMUs grounding system are studied. Second, based on PSCAD/EMTDC
software, electric parameters of traction network and CRH3 EMUs are ascertained,
then a coupling model of vehicle-grid system is established, and an extended
pantograph-catenary arc model is utilized to simulate pantograph-catenary off-line
when vehicles run. Through the pantograph-catenary off-line model, vehicle body
overvoltage distribution is analyzed. Finally, aiming at the CRH3 EMUs grounding
system, corresponding methods are proposed to suppress vehicle body overvoltage.

Keywords Electric multiple units (EMUs) � Pantograph-catenary off-line arc
Vehicle body � Overvoltage suppression

1 Introduction

With the rapid development of electrical railways, more and more attention is paid
to the safe and steady operation of the EMUs. overvoltage phenomenon is always
caused by raising or dropping pantograph, passing neutral section, and
pantograph-catenary off-line [1], which will result in serious fluctuation of vehicle
body potential and overvoltage between vehicle body and rail [2].

The reason for producing vehicle body surge overvoltage about Japanese AC
vehicle was analyzed in [3, 4]; combined with experiment, improved methods were
discussed to avoid extreme overvoltage phenomenon. For the phenomenon of
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vehicle body overvoltage and its uneven distribution, existing vehicle body
grounding method of the CRH380BL EMUs was improved [5]. The equivalent
circuit analysis model about the process of dropping pantograph was built in [6, 7],
characteristics of vehicle body overvoltage were analyzed, the effect, which result
from grounding resistance, transformer, voltage phase at the dropping pantograph
moment, on overvoltage amplitude was studied. In [8], the electric circuit model
was established to analyze the transmitting and reflecting characteristics between
different car bodies, as well as experiments were carried out in field.

Generally, many researches on the vehicle body overvoltage are carried out, but
the impact of the pantograph arcing is hardly studied. In this paper, based on China
Chongqing–Lichuan line, the CRH3 EMUs vehicle body overvoltage is studied
first. Second, with actual pantograph-catenary arc phenomenon taken into account,
the CRH3 EMUs coupled vehicle-grid system considering the pantograph-catenary
off-line arc is built. Third, the specific voltage waveform and distribution law in
different vehicle bodies are analyzed. Finally, several measures of restraining
overvoltage are put forward, which have theoretical and practical significance for
the safe operation of the CRH3 EMUs in Chongqing–Lichuan line.

2 Equivalent Modeling

When high-speed train collect or stop collecting current from catenary, the arc will
occur because of the pantograph-catenary off-line, this transient phenomenon
spread easily in the vehicle body and cause overvoltage. For CRH3 EMUs, over-
voltage will through the high-voltage cable core on vehicle roof, coupled with the
shielding layer; then, the overvoltage can enter every vehicle body through the
shield grounding and spread among the vehicle bodies. Thus, vehicle body voltage
will obviously increase instantly.

There are two main kinds of vehicle body grounding methods, i.e., working
grounding and protection grounding. Grounding layout of CRH3 EMUs vehicle
body is depicted in Fig. 1. The working grounding is set at Nos. 2 and 7 vehicle
bodies, and the protection grounding is set in the middle vehicle, i.e., Nos. 4 and 5
vehicle bodies. In order to analyze the CRH3 EMUs vehicle body overvoltage
under the pantograph-catenary off-line arc, corresponding coupled vehicle-grid
model should be established.

Fig. 1 Vehicle body and grounding diagram of CRH3 EMUs
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2.1 Determination of Parameters

The electric parameters of coupling model mainly include the parameters of traction
network and vehicle body impedance of the CRH3 EMUs. The model used in this
paper is based on Chongqing–Lichuan line railway traction supply system and the
running CRH3 EMUs.

First, the traction network is mainly formed by three parts: the traction substa-
tion, the catenary, and the rail. During the process of establishing Chongqing–
Lichuan line, single-phase 27.5 kV AC voltage and equivalent substation impe-
dance are taken into account. In order to calculate the equivalent impedance, the
actual traction transformer parameters are listed in Table 1.

Based on the parameters, the equivalent impedance of traction transformer is
gained as 0.177 + j9.97 X. Applying with multiconductor method [9], the param-
eters of Chongqing–Lichuan traction network are shown in Table 2.

In addition, CRH3 EMUs vehicle body parameters mainly consist of two parts:
the high-voltage cables and the vehicle body. The high-voltage cable is used to
connect two pantographs on Nos. 2 and 7 vehicle bodies. The cable is mainly
composed of cable core and grounding shield layer, and the whole high-voltage
cables can be equivalent to the T circuit. According to the actual cable parameters,
resistance inductance and capacitance of unit length cable are obtained as
1.213 � 10−5 X/m, 2.197 � 10−4 mH/m, and 4.1162 � 10−4 lF/m. Considering
the distance between two pantographs as 75 m, it can be calculated that the cable
resistance, inductance, and capacitance are 0.90975 mX, 0.0165 mH, and
0.061743 lF. Direct working grounding method is utilized in CRH3 EMUs [2], and
the specific parameters are shown in Table 3.

Table 1 Parameters of Chongqing–Lichuan railway traction transformer

Parameters Value Parameters Value

Rated capacity 50,000 kVA Load loss 146.488 Kw

Rated voltage 220/2 � 27.5 kV Short-circuit impedance 16.48%

Rated current 227.27/909.08 A Short-circuit current 0.23%

No-load loss 43.566 kW

Table 2 Parameters of Chongqing–Lichuan railway traction network

Parameters Value Parameters Value

Contact wire type GLCN-250 Rail type 60 kg/m

Equivalent radius 8.92 mm Equivalent radius 12.79 mm

Unit resistance 0.149 X/km Unit resistance 0.135 X/km

Messenger wire type GJ-100 Track gauge 1.435 m

Equivalent radius 5.64 mm Contact wire height of 6 m

Unit resistance 1.45 X/km Structural height 1.3 m

Line relaxation 0.6 m Earth resistivity 10−4 X cm
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2.2 Establishment of Vehicle-Grid Model

Based on the former work, the electrical parameters of traction network and CRH3
EMUs vehicle body are already determined. Then, the vehicle-grid system simu-
lation model, which can produce the pantograph-catenary off-line phenomenon, can
be established at PSCAD/EMTDC platform. The whole model is shown in Fig. 2.
Where pantographs are installed on Nos. 2 and 7 vehicle bodies, respectively, but
only pantograph on No. 2 vehicle body collect current from catenary, working
grounding is located in Nos. 2 and 7 vehicle bodies, and protection grounding is at
Nos. 4 and 5 vehicle bodies. In CRH3 EMUs, low-voltage equipment is always
equipped with overvoltage protection device, so these low-voltage equipment can
be ignored when analyzing voltage distribution in every vehicle body.

In Fig. 2, the model mainly includes the simplified equivalent catenary model,
the high-voltage cable model, the vehicle body impedance model, the EMUs
working grounding model, the protection grounding impedance model, and the rail
impedance model. Note that the pantograph-catenary off-line is realized through the
breaker and the extended pantograph-catenary arc model [1]. The specific param-
eters are as same as the former parameters determination.

Table 3 Parameters of CRH3 EMUs vehicle body

Parameters Value (mX) Parameters Value

Carbon brush resistance 5.65 Unit length resistance 0.009 mX

Wheel-rail resistance 0.2 Vehicle-rail unit capacitance 1.672 � 10−11 F

Vehicle ground resistance 5.85 Body connection resistance 11.2 mX

Fig. 2 Coupled vehicle-grid system in pantograph-catenary off-line arc
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3 Analysis of CRH3 Vehicle Body Voltage

Based on vehicle-grid simulation model in Fig. 2, the vehicle body voltage varia-
tion caused by the pantograph-catenary arc of every vehicle body is obtained.
Setting two measure points at every vehicle body during the specific simulation test,
and these two measure points locate at the head and end part of each vehicle body,
respectively, after obtaining two measured voltages, take the larger values as
vehicle body voltage. Specific test results are shown in Fig. 3. The simulation result
is shown in Fig. 3a. In [8], the actual measurement result is presented in Fig. 3b.
These two comparison results confirm the validity of simulation model in Fig. 2.

It can be seen that head vehicle body voltage increase steeply when
pantograph-catenary arc occurs in Fig. 3a. The head vehicle body overvoltage
increase to 2428 V, but the continued time is short. Figure 3c shows the overall
voltage distribution of the eight vehicle bodies. It can be observed that the voltage
value is low in the middle and high voltage locate at two sides. This is because the
centralized grounding method is adopted in CRH3 EMUs vehicle body, protection
grounding is set in Nos. 4 and 5 vehicle bodies. The corresponding instantaneous
maximum overvoltage is lower than others. In addition, no grounding points are set
in the CRH3 EMUs head and end vehicles. So, the overvoltage in Nos. 1 and 8
vehicle bodies is a superposition of traveling wave and reflected wave. It also
results in some voltage increase in adjacent vehicle body. Based on China railway
standard TB/T3021-2001, the maximum overvoltage that electronic equipment in

Fig. 3 CRH3 vehicle body voltage distribution in pantograph-catenary off-line arc: a head vehicle
body voltage through simulation, b vehicle body voltage through measurement, and c vehicle body
voltage distribution from No. 1 to No. 8
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vehicle is 2000 V [3], but the most of vehicle body voltage are higher than 2000 V;
it will lead to instantaneous attack to the reliable operation of the CRH3 EMUs.

4 Suppression Measures of CRH3 Vehicle Body
Overvoltage

After the voltage distribution of every CRH3 vehicle body, when the
pantograph-catenary off-line arc occurs, is analyzed. The following part of this
paper will analyze the overvoltage suppression of the vehicle body by optimizing
the grounding layout and optimizing the grounding method.

On the one hand, we can optimize vehicle body grounding layout. Here, two
kinds of grounding layout are mainly considered. First, we can set protection
grounding in the CRH3 vehicle body which contains working grounding. Second,
the protection grounding for every CRH3 vehicle body can be set.

Figure 4 shows the result of setting protection grounding in the CRH3 vehicle
body which contains working grounding. It can be found that, after protection
grounding is adding to the vehicle body (Nos. 2 and 7 vehicle bodies) which
contains working grounding, the maximum overvoltage is obviously suppressed
because of the increase of leak current point number. It can be observed that the
peak voltage of Nos. 2 and 7 vehicle bodies is extremely low, and the maximum
overvoltage of Nos. 1 and 8 vehicle bodies is about 950 V.

Figure 5 reveals the result of setting the protection grounding for every CRH3
vehicle body. In Fig. 5, after adding protection grounding for the CRH3 head and
end vehicles (Nos. 1 and 8 vehicle bodies), the suppression result for overvoltage is

Fig. 4 Comparison of CRH3
vehicle body overvoltage
distributions

Fig. 5 Comparison of CRH3
vehicle body overvoltage
distributions
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demonstrated by the blue curve, the maximum overvoltage are just 81.6 and
93.8 V, respectively. In Fig. 5, the red curve demonstrates the suppression effect of
the overvoltage in the CRH3 traction vehicle (Nos. 1, 3, 6, and 8). It can be found
that the two methods have almost same remarkable suppression result for vehicle
body overvoltage suppression.

On the other hand, we can optimize vehicle body grounding modes. Vehicle
body voltage distribution is analyzed when different inductances were applied to the
work grounding. Here, take inductance as 10, 1, 0.1, and 0.01 mH to test vehicle
body voltage. The results are displayed in Fig. 6.

In Fig. 6, blue bar is the vehicle body voltage distribution (i.e., Fig. 3b) before
optimizing grounding methods. Red bar represents the vehicle body voltage dis-
tribution after adopt optimizing grounding methods. According to the comparison
between Figs. 3 and 6b, it can be gained that when the inductance value is big
(grounding inductance is 10 mH) in working grounding, the vehicle body over-
voltage is not suppressed, but become higher. But when the grounding inductance
value is small (grounding inductance is 1, 0.1, or 0.01 mH), the overvoltage peak
value of every vehicle body can be effectively reduced. And Fig. 6 shows the
vehicle body voltage all stay below the safe value, i.e., 2000 V. Thus, the influence
caused by vehicle body overvoltage on equipment inside the vehicle is reduced.

Also, we can parallel small resistance at the working grounding point to reduce
the equivalent grounding resistance. Here, 0.5, 0.005 X resistance in the simulation
to test vehicle body voltage can be selected. The comparison results before and after
optimization are shown in Fig. 7.

In Fig. 7, the blue bar represents each CRH3 vehicle body voltage distribution
before optimization (i.e., Fig. 3b), and the red bar is the voltage distribution after

Fig. 6 Comparison of vehicle body overvoltage under different grounding inductances
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optimization. As shown in Fig. 7, when small resistance is parallel with carbon
brush in working grounding. The vehicle body voltage shows a decrease trendy in
each vehicle (stay below the safe value 2000 V). Especially in the case that 0.005 X
resistance is adopted, compared with the result before optimization, every vehicle
body overvoltage significantly decreased.

Through the above analysis, it can be gained that vehicle body overvoltage can
be effectively suppressed by optimizing grounding methods. Adopting small
inductance in working ground points or paralleling resistance to the working
grounding is effective and reasonable.

5 Conclusion

China Chongqing–Lichuan line vehicle body model is completely established, and
pantograph-catenary off-line arc of CRH3 EMUs is taken into account in the model.
Based on vehicle body voltage distribution, two kinds of methods are obtained to
suppress the vehicle body overvoltage. One is to increase the number of protection
grounding point, and the other is to improve work grounding characteristics. The
comparison results show that the proposed suppression methods are reasonable to
avoid CRH3 EMUs vehicle body overvoltage in the pantograph-catenary off-line
arc occurs at Chongqing–Lichuan line.
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Safety Analysis of Train Control
System Based on Colored Petri Nets
and System-Theoretic Process Analysis

Shaoqiang Hu, Daohua Wu and Huashen Wang

Abstract This paper proposes a new method called formalSTPA which combines
Colored Petri Nets (CPN) and System-Theoretic Process Analysis (STPA). Using
formal method to extend the STPA includes establishing the system hierarchical
control structure and transforming it into CPN model. First we use ASK-CTL
formula to test and verify the CPN model, and then Programming Language
(ML) is used to identify the cause of hazards and realize safety analysis of system
functions. ML can be used to identify hazards effectively. In this paper, the
formalSTPA is applied in Chinese Train Control System Three Level (CTCS-3).
The result shows that the formalSTPA is suitable for the safety analysis of CTCS-3.

Keywords CTCS-3 � STPA � CPN � Safety risk analysis

1 Introduction

As an important part of system safety discipline, the safety risk theory considers
system safety from the perspective of risk which represents the latest concept and
development direction of the system safety engineering. The basic idea of safety
risk theory is to identify various hazards carefully and analyze the safety risk level
scientifically to understand and master the risk, and then take effective control
actions to eliminate or reduce harmfulness of hazards [1]. The traditional method of
safety risk identification is mainly based on the event chain model. It describes that
the accident contains the root event and a series of intermediate events, and the
relationship between all the model elements is linear. Second, the traditional
analysis method is used to ensure system safety when the design is completed,
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which is not suitable for the complex system and the cost will increase in follow-up
system modification procedure [2].

The structure of train control system is complex, and the subsystem is interde-
pendent, many tasks are executed at the same time, and the process is complicated.
If simply apply the traditional methods of safety risk identification, it is easy to
ignore the hidden hazards in the process of software execution and state transition
which affects the comprehensiveness and accuracy of identification results. Leveson
[3] proposed a new method called System-Theoretic Accident Modeling and
Process (STAMP) in 2002, and then proposed the System-Theoretic Process
Analysis (STPA) based on STAMP in 2011. STPA can be used to analyze the
safety of complex systems. Ouyang [4] used STAMP to analyze the accident of
4.28 Jiaoji Line in China and simulated the message propagation process. The
author only established hierarchical control structure model, but it cannot simulate
the direction of information transmission and dynamic process. Liu [5] used formal
method to extend STPA, established the extended UML model, and transformed it
into PHAVer model. The reachable set is used to analyze the PHAVer model to
identify the factors leading to inadequate control. However, the analyst should be
familiar with the system and has rich practical experience. Spiegel [6] combined
STAMP with CPN, presented a formalSTAMP, and applied formalSTAMP to
Wenzhou 7.23 accidents to verify the advantages of this method. But he did not
come up with a specific risk analysis log. Wang [7] combined STPA with CPN and
used CPN tools to generate reachable graphs. The reachability graph is used to
analyze hazards. Finally, take the release scenario of temporary speed restriction as
an example and generate the specific hazard log of this scenario. The emphasis of
this paper is to identify hazards using the hierarchical control structure model;
therefore, the model has not been verified.

The emphasis of this paper is to use the CPN hierarchical control structure to
identify system hazards and verify the consistency of model function with actual
system. CPN supports branch temporal logic formula of ASK-CTL which can be
effectively applied in formal verification. In this paper, we can find a more credible
and more accurate path by using ML to trace the cause of hazard. Compared with
the original control structure model of block diagram, the formal method is more
rigorous, and CPN not only standardizes model but also reflects the interaction
between subsystems.

2 Basics

As a kind of system model language, Petri nets can not only describe system
structure but also describe the dynamic behaviors and state transition. Petri nets have
rigorous mathematical definition and visually graphical expression [8]. The system
analysis method of CPN has many advantages over other modeling methods.
For complex systems, Colored Petri Nets can be layered and refined gradually.
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The description of transition and place of CPN is shown in Fig. 1. The place rep-
resents a possible state and the transition represents a probable action. The arc
function is used to indicate that the marking is increased or consumed because a
transition has occurred. The guard is a function which is a Boolean expression to
determine whether a transition is allowed or restricted that triggers a transition.

STPA considers safety from the perspective of system. The goal of STPA is to
identify inadequate controls that may lead to risk and determine the relevant safety
constraints. According to the use of different time, it provides necessary information
and documentation to ensure that the safety constraints are implemented in the
system design and operation. The main steps of STPA are shown in Fig. 2.

The basic idea of model verification is to represent the system behaviors by state
transition and describe the system characteristic with modal temporal logic.
However, in order to improve CPN verification capabilities, Cheng et al. [9]
combine CPN with model verification technique and then introduce the ASK-CTL
into CPNTools. ASK-CTL is explained by the model state space and it has a
recursive definition of state formula and transition formula; we can explain state
sequence and transition sequence by state space.

3 FormalSTPA

The model of classical hierarchical control structure is block diagram, but the
description ability of block diagram is insufficient. In addition, the whole analysis
process and results are literal description; it is difficult to describe the specific
behavior and control process systematically. The model is not executable and lacks
the support of data structure; it is short of adaptability and portability of other
platforms. The flexibility of CPN model can describe the dynamic behaviors and

Fig. 1 An abstract CPN model

Fig. 2 The main step of STPA
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state changes [10]. Therefore, this paper considers transforming block diagram into
CPN model. Under the premise of ensuring the model correct, ML is used to find
the basic reason of hazard. The general framework of hazard identification method
based on formalSTPA is shown in Fig. 3.

• Identify hazards: Obtain system hazards which can cause equipment damage,
environment pollution, and even casualties.

• Identify safety constraints: After identifying the system hazards, the safety
constraints can be identified, which prevent these hazards from occurring.

• Hierarchical control structure model: According to safety constraints, a pre-
liminary control structure is designed to meet the system requirement, and then
the control structure should be improved in design refinement.

• Petri nets model: The control structure model is transformed into CPN model.
CPN describes the system behaviors and details of internal interaction. The
model conforms to the hierarchical control mechanism proposed by STPA.

• Model verification: CPN supports branch temporal logic formula of ASK-CTL
which can be well applied in formal verification.

• Identify the cause of hazards: Use the state space function to find the state node
containing malfunction and use ML to find the reachable path from initial state
node to fault state node.

• Propose safety control requirement: Put forward safety constraints to ensure the
system safety.

4 An Application to the CTCS-3

4.1 CPN Hierarchical Control Structure Model of CTCS-3

The advantage of STPA lies in the comprehensive consideration of the accident
cause. Leveson [3] proposed the hierarchical control structure in 2002, and each
layer imposes a constraint on the lower layer and the upper layer safety constraint
controls the lower layer behaviors. The hierarchical control structure model in this
paper consists of the top-level model of train control system, the process model, and
the control subsystem model. Figure 4 describes the typical control structure of
high-speed train control system.

Fig. 3 The hazard identification process of formalSTPA
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CTCS-3 is based on the wireless communication and it is the highest level of
train control system in operation. Track Circuit (TC) is used to detect train occu-
pancy, and the balise is used to locate trains. Temporary Speed Restriction Server
(TSRS) issued temporary speed restriction information to Radio Block Center
(RBC). When RBC receives movement authority request and location reports from
Vehicle On-Board Controller (VOBC), Movement Authority (MA) is generated
according to the available train route data provided by the Computer Interlocking
(CI), then the route data and temporary speed restriction will be sent to Vital
Computer (VC) through GSM-R wireless communication platform. VC calculates
target distance monitor curve according to received control data and braking per-
formance. By comparing the train speed with the monitor curve, the braking system
will ensure train safety when train is overspeed and provide the necessary feedback
information to driver [11]. The train operation model is shown in Fig. 5.

Fig. 4 Typical control structure of CTCS-3
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The CPNTools has a toolbox that calculates the model state space and generates
state space reports. It supports a variety of standard queries and we only need to
write a simple function instead of writing complex codes. For the CPN model, the
boundedness properties, home properties, liveness properties, fairness properties,
and reachability properties are inspected by writing simple functions. If the CPN
model marking is liveness, any transition may remain in a state that may be trig-
gered. If the CPN has dead marking, it is necessary to discuss whether the model
has deadlock and then prove that the dead marking is safety state and reasonable.
The test results of the model properties are shown in Table 1.

Fig. 5 The process model of CTCS-3

Table 1 Model performance verification and results

Model properties Verification results

Liveness properties List of dead markings: 13,572

Dead marking use code “print(Nodescriptor 13,572)” to get details

Home properties The initial marking is not a home state

Boundedness properties All places are bounded
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4.2 Analysis of the Causal Factors

The concept of safety is that there is no unacceptable risk, and there is no absolute
safety. Generally speaking, the main types of railway accidents are rear-end col-
lision, head collision, and train collision with the surrounding buildings and
derailment. For the scenarios involved in this paper, rear-end and overspeed are
more likely to cause the train to derail. As a result, system-level hazards can be
reasoned forward by these two types of accidents [10]. In this paper, the dangerous
state is defined in Table 2, and these states will cause the train overspeed or
derailment.

Through simulation and dynamic verification, all the possible scenarios of
system model are executed step-by-step, and the display result is compared with the
actual system. The model’s reachability graph is large and it is inconvenient to list
all of them, therefore, ML is used to identify model hazards and the path to unsafe
state. The summary information is stored in a file called DangerousState, and the
results are shown in Table 3. We can see all places state and token information
which reach unsafe path. Finally, the token information contained in each place and
the transition directions are compared with actual system, and the model is con-
sistent with the actual system. In addition, we can observe tokens passing process
and state transition direction through the reachability graph, so as to trace the
potential cause of the dangerous state. If all transitions are no longer authorized to
trigger at any time, the marking is called dead marking. Since the dead marking
includes the model’s safe and unsafe state, you can first view the dead marking
node that represents the unsafe state and then search for the path to unsafe state.
There is one dead marking in this model, namely, node 13,572 which can be seen
from Table 1. We can search the path to the dead marking after explicating the
specific content of the dead markings. Table 3 gives a specific algorithm for cal-
culating the path to unsafe state. This paper summarizes the results of the
implementation due to length limitations.

Table 2 Definition of dangerous state

Place name Marking

Train Derailment Train Collided and Then Derailment

Track Circuit Occupancy Information Error TC Occupancy Info

Link Failure Link Failure

BTM Failure BTM Failure

Switch not Transmit into Specified State Switch not Transmit into Specified State

Switch Lost Indication Switch Lost Indication

Train Enter the Occupied Block Not Detect Train in Block

Data Communication Network is Abnormal Data Communication Network is Abnormal

Generate MA Generate Error MA

Overspeed Overspeed
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As can be seen from Table 3, there are two factors that lead to dangerous state.
On the one hand, the RBC is not able to receive temporary speed restriction
information issued by the TSRS because of the interruption of the data commu-
nication network. The train is overspeed in some place due to no temporary speed
restriction information. On the other hand, the track circuit shows error occupancy
information and switch in wrong position; the train enters the occupied section and

Table 3 An algorithm for searching the path to dangerous state

An algorithm for searching the path to dangerous state

ML codes

fun risk n = (Mark.TC’Train_Derailment 1 n = [“Train Collided and Then Derailment”]
orelse Mark.TC’Switch_Lost_Indication 1 n = [“Switch Lost Indication”]
orelse Mark.TC’Track_Circuit_Occupancy_Information 1 n = [“Error TC Occupancy Info”]
orelse Mark.TC’Train_Enter_the_Occupied_Block 1 n = [“Not Detect Train in Block”]
orelse Mark.TC’ Switch not Transmit into Specified State 1 n = [“Switch not Transmit into
Specified State”]
orelse Mark.TSRS’Data_Communication_Network_is_Abnormal 1 n = [“Data Communication
Network is Abnormal”]
orelse Mark.RBC’Generate_MA 1 n = [“Generate Error MA”]
orelse Mark.GSM_R’Link_Failure 1 n = [“Link Failure”]
orelse Mark.Braking’Overspeed 1 n = [“overspeed”]
orelse Mark.VC’BTM_Failure 1 n = [“BTM Failure”]
fun DangerousState() = PredNodes(ListDeadMarkings(),fn n =>risk n,NoLimit);
let val fid = TextIO.openOut“DangerousState2.txt”
val _ = TextIO.output(fid,“Path to a dangerous state:\n”)
val _ = EvalArcs(ArcsInPath(1,hd(DangerousState())),
fn a =>STRING.output(fid,st_BE(ArcToBE a)))
in TextIO.closeOut(fid) end

Results: Path to a dangerous state

•“DMI’Driver_Has_Good_Mental_State 1: {msg53 = “Driver Not Concentrate On DMI”}”
•“TSRS’Send_TSR_Info_to_RBC 1: {msg25 = “Data Communication Network is Abnormal”}”
•“TSRS’Transmit_Faliure 1: {msg25 = “Data Communication Network is Abnormal”,
msg26 = “Transmit Failure and RBC cannot Receive TSR”}”
•“TC’Check_the_Occupancy_of_the_Block 1: {msg13 = “Block is Occupied”}”
•“TC’Generate_Interval_Route_Info 1: {msg17 = “Switch not Transit into Specified State”,
msg74 = ”Switch Lost Indication”}”
•“RBC’Read_Relevant_Info 1: {msg19 = “Error TC Occupancy Info”,msg26 = “Transmit
Failure and RBC cannot Receive TSR”}”
•“GSM_R’Transmit_MA_by_GSM_R 1: {msg42 = “Generate Error MA”,msg44 = “GSM-R
Breakdown”}”
•“DMI’ATP_Implement_Emergency_Braking 1: {msg55 = “Driver Not Response”,
msg58 = “ATP Implement Emergency Braking”}”
•“TC’Not_Detect_Train_in_Blcok 1: {msg13 = “Block is Occupied”,msg15 = “Not Detect
Train in Block”}”
•“TC’Two_Train_Collision 1: {msg15 = “Not Detect Train in Block”,msg16 = “Train Collided
and Then Derailment”}”
•“VOBC’Unable_to_Get_Train_Position_Info 1: {msg32 = “BTM Failure”,msg34 = “Unable
to Get Train Position Info”}”
•“VOBC’Train_Stop 1: {msg34 = “Unable to Get Train Position Info”,msg35 = “Train Braking
until Stop”}”
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then collision lead to derailment. The unsafe control behavior identified by the
above algorithm can be transformed into the safety constraint associated with the
train control system, as shown in Table 4. The system safety constraints are
redefined to ensure the system safety. After the above analysis, it shows that the
results are consistent with common sense and verify the rationality and practica-
bility of formalSTPA method.

5 Conclusion

Because the description of the system control structure model is insufficient, and the
description of block diagram is literal, it is difficult to describe the specific behavior
and system process behaviors, and the model is not executable. But CPN model can
describe the dynamic behavior and state transition due to its flexibility. Therefore,
CPN and STPA are combined to propose a formal method called formalSTPA in
this paper. The formal model of CPN is used to strengthen and supplement the
hierarchical control structure model in the matter of form and function, then use the
ASK-CTL to verify the system model. The application of CPN to STPA does not
significantly alter the original analysis process of STPA. It can be seen that com-
bining these two methods can realize the complementary advantages and reaches
the reasonable and detailed description of the real system. We can write simple code
to trace the path lead to the unsafe state. Finally, the train control system is taken as
an example to identify the system hazards.

Table 4 Safety constraints corresponding to unsafe control behavior

Unsafe control behavior Safety constraints

Drivers do not have a good mental working
condition

Ensure that the employees have a good sleep
and mental state

The transmission of signal system data
network is interrupted

The network states require monitoring in real
time

The track circuit occupancy is abnormal Periodic inspection to prevent the track circuit
from being in a state of illness

The switch is not converted to the specified
condition

The switch state monitoring system monitors
the switch state information in real time, and
finds out the abnormal and alarm in time to
solve the problem of switch maintenance

When GSM-R malfunctions, the
communication between the on-board
equipment and ground equipment is
interrupted

Optimize handover algorithm and improve
coverage of wireless network

When balise transmission module
malfunctions, it is unable to determine train
position

Improve demodulation method of balise
transmission module
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Compared with the traditional method of the chain events model, using the
formalSTPA method to identify hazards can greatly reduce the reliance on expert
experience in safety analysis. The safety analysis results are accurate and more
objective while the efficiency is improved. But it is impossible to formalize each
demand due to the narrow scope of formal methods. We can only reduce the design
errors in the modeling process and avoid human factor. The state space explosion
should be avoided. Further research should be carried out as follows:

① We should reduce the redundancy state of the model with state space
explosion. In this process, it should be noted which states need to be
deleted, and prove that the state space after deletion is equal to the state
space before the deletion.

② Research on the reachable analysis algorithm. For the complex control
system, the model structure is more complex, and the analysis process
may cause the state space explosion. So we can research the reachable
algorithm and develop a tool to automatically identify each path that
may lead to accidents.

③ Consider the impact of more failures on the CTCS-3 level control
system.

④ The method can be more widely applied to other systems in order to
fully test the superiority and rationality of this method.
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Research on Reliability Evaluation
of Traction Power Supply Equipment
Considering Human Factors

Qianqian Yang, Sheng Lin and Ding Feng

Abstract Human error is one of the important factors that affect the reliability of
traction power supply equipment. However, the existing reliability evaluation
methods of traction power system and equipment often neglect the influence of
human factors. This paper focuses on this issue, and the task scenes are classified
into three kinds: equipment status monitoring type, equipment emergent repairing
type, and equipment periodic maintaining type. First, FMEA is used to qualitatively
analyze the human error in each scenario. Then, the human reliability analysis
methods (HRA) of three scenarios are proposed to quantify the human error
probability (HEP). Finally, the example demonstrated that the proposed methods
can quantify the probability of HEP and characterize the influence of human error
on the reliability of traction power supply equipment.

Keywords Human failure � HRA � FMEA � HEP � Traction power supply
equipment operation reliability

1 Introduction

As a link between the power system and electric locomotives, it is essential to
ensure the reliability of the traction power supply system. Many experts have
proposed different reliability research methods in this field. Such as Weibull dis-
tribution, FMEA, and accident tree were used to quantify the reliability of traction
power supply system [1]. However, the above literatures ignored human factors.
Although Zhengyou He pointed out that reliable human operation is the key to
ensure safe and stable operation of the railway traction power supply system [2],
there still lacks deep research. Statistically, 10–15% accidents of the traction power
system directly are caused by man-made mistakes [3]. So it is inevitable to consider
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human-made hazards. Human reliability analysis (HAR) [4, 5] was proposed in the
1950s, and then Cox [6] first proposed the proportional hazard model (PHM) to
estimate invalidation probability of mechanism facility in 1970. The first generation
HRA is typically human cognitive reliability (HCR) [7] and technique for human
error rate prediction (THERP) [8, 9], which provide new perspectives for assessing
human errors. The most important representative of the second generation HRA
such as cognitive reliability and error analysis method (CREAM) [10, 11] has made
outstanding transformation of HRA. Based on these, Wang Yao [12] made
improvement and offered a more simplified process than that of antecedent
CREAM. This paper focuses on analyzing human factors of traction power supply
system and first classifies the scenarios as the following three kinds: equipment
status monitoring scene, equipment breakdown rescuing scene, and equipment
periodic maintaining scene. Then, respectively, establish HAR models under the
three scenarios. Finally, create an example to verify the feasibility and applicability
of the models.

2 Qualitative Analysis of Human Reliability

The framework of traction power equipment HRA is shown in Fig. 1:
FMEA is used to qualitatively analysis human errors of equipment. First, list

main devices of traction power system in the above three kinds of work conditions:
equipment status monitoring condition, equipment emergent repairing condition,
and equipment periodic maintaining condition. Then, respectively, sort out brief
descriptions of potential human failure modes and consequences and use these as
the basis for further quantitative analysis. In addition, put forward prevention and
improvement methods to reduce the probability of human error occurrence.

Qualita ve HRA Quan ta ve HRA

Trac on Power Equipment 

Trac on Power Equipment HRA

FMEA

Status 
monitoring scene

Breakdown 
rescue scene

Periodic 
maintenance scene

PHM HCR+THERP CREAM

Fig. 1 HRA chart of traction
power supply equipment
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3 Quantitative Models of Traction Power
Equipment HRA

3.1 HRA Models in Equipment Status Monitoring Scene

Equipment status monitoring scene refers to the scenario which needs operators
continuously inspect, monitor, commission, and other tasks. Long hours working
makes personnel fatigue. At the same time, the human error probability (HEP) is
also affected by other covariates such as cognitive level, operating environment,
operating intensity, physiological factors, psychological factors and training level,
etc. Proportion hazard model (PHM) is applied to evaluate HEP in this scene. It is
assumed that each covariant motioned above has a product effect on the failure rate
[13]. The failure rate function form of PHM is as follows:

hðt; ZÞ ¼ h0ðtÞwðZÞ ð1Þ

h0(t) is the hazard function, which indicates human error varies with working
hours, and the selection of reliability parameter distribution in applications is based
on the actual system or equipment. The most commonly used one is the
two-parameter Weibull distribution [14]. The function is given in its explicit form:

h0ðtÞ ¼ btb�1
�
ab ð2Þ

where a is the characteristic life parameter; b is the shape parameter.
W(Z) is the connection function, which shows the influence of the six covariates:

cognitive level,operating environment,operating intensity, physiological factors,
psychological factors and training level on human error rate, where Z = [Z1, Z2, Z3,
Z4, Z5, Z6]; the influence index value of each covariate Zi (i = 1, 2, 3 … 6) can be
{0, 1, 2}. The greater of its value, the more obvious negative effect on human
reliability and vice versa. The expression is as below:

wðZÞ ¼ exp
X

c� Z
� �

ð3Þ

where c is the weight coefficient of Zi.
The operational reliability function Rh(t): If an operator starts a task from 0 and

works to the time t constantly without any human errors. Then, we can get the
expression of Rh(t) as follows:

RhðtÞ ¼ exp½�
Z t

0

hðs; ZÞds� ð4Þ
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Finally, the HEP can be described by the following formula:

HEP ¼ 1� RhðtÞ ð5Þ

3.2 HRA Models in Equipment Emergent Repairing Scene

Equipment emergent repairing scene needs personnel to take emergency measures
within the shortest time to eliminate failures and recover normal operation of
devices rapidly when it comes to the traction power equipment failure.

THERP+HCR comprehensive model is used to quantitatively analysis HEP in
emergency situation. The former is better at describing the errors that occur when
operators perform a specific sequence of actions; the latter can better depict HEP
when there is a limit to the completion time. In this scenario, if we only use THERP
model, it is too rough to measure HEP precisely; if we only use HCR method, for
specific operations, it is virtually impossible to reflect the distinction of various
types of operation error characteristics. Hence, the best way is to combine the above
two methods. The modeling process is shown in Fig. 2.

HCR is based on two basic assumptions:

1. The operational behavior of human is divided into three types: skill, rule, and
knowledge. Table 1 shows different corresponding parameters of different
behavior types.

2. The human error probability P(t) follows the three-parameter Weibull
distribution:

In which, a is the scale parameter, b is the shape parameter, c is the position
parameter, t is operation permission time, and T1/2 is execution time.

PðtÞ ¼ exp � t=T1=2 � c

a

� �b
( )

ð6Þ

Breakdown Rescuing 
Operation

Ac ons
classifica on

Human error 
iden fica on

Human actions 
determination

Operation 
analysis

HCR+THERP
quantitative 

model

Relativity 
analysis

HEP
Computation

Inquire

Survey

Fig. 2 HRA model in equipment emergent repairing scene

Table 1 Three kinds of
behavior type parameter table
in HCR model

Type of behavior ɑ b c

SKILL 0.407 1.2 0.7

RULL 0.601 0.9 0.6

KNOWLEDGE 0.791 0.8 0.5
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Operator’s execution time is generally determined by simulating. T1/2 needs to
be amended before using the formula because each group’s execution time varies
by case. The behavioral correction factors considered in HCR are operating
experience (K1), psychological pressure (K2), and man–machine interface (K3), and
the specific values are shown in Table 2. T1/2 correction formula is as follows:

T1=2 ¼ T1=2;nð1þK1Þð1þK2Þð1þK3Þ ð7Þ

where T1/2, n is the average execution time (simulator training execution time).
THERP is based on the HRA event tree of serial or parallel sequence move-

ments. The failure probability of a task is represented as basic human error prob-
ability (BHEP) which can be found in the well-established THERP forms. But the
human error probability is much different due to personnel differentiation.
Therefore, the performance shaping factors (PSFs) must be used to modify BHEP to
obtain accurate HEP, and the PSF value is also prepared by experts according to the
actual situation. Generally, the correction can be represented by the following
general formula:

P ¼ BHE � PðPSFÞ1 � PðPSFÞ2. . . ð8Þ

3.3 HRA Models in Equipment Periodic Maintaining Scene

Equipment periodic maintenance scene refers to checking traction power supply
equipment at regular intervals to ensure the reliable running.

The model in this scenario is based on CREAM. The core of the method is that
human behaviors are not stochastic, instead hinged on the conditions in which they
are requested to perform. We can obtain a more accurate and objective HEP through

Table 2 Correction factors of HCR model

Behavior type Correction factor Behavior coefficient

Operating experience K1 1. Expert, well trained −0.22

2. Average training level 0.00

3. Novice, low training level 0.44

Psychological pressure K2 1. Serious emergency situation 0.44

2. Potential emergency situation 0.28

3. Best emergency situation 0.00

4. Low emergency situation 0.28

Man–machine interface K3 1. Excellent −0.22

2. Good 0.00

3. General 0.44

4. Inferior 0.78

5. Very inferior 0.92
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the amendment of common performance conditions (CPCs). Table 3 shows the
relationship between CPCs and expected effects, which indicates the quantification
of human cognitive errors.

Where 1, 0, and −1, respectively, represent three kinds of performance expec-
tation effects, which quantify the impact of human cognitive errors. When a single
CPC score is determined, its expectancy effect can be denoted as Si 1 on behalf of
improvement, −1 indicates reduce, and 0 means non-significance.

We first determine the cognitive behaviors and movements involved in specific
operations according to the operational tasks, second figure out the possible cog-
nitive failure mode, and finally refer to Table 4 so as to get the basic cognitive
function failure probability HEP0.

Table 3 CPCs and expectancy effects

CPC Level Expectancy effect (Si)

1. Adequacy of organization Very efficient (9–10) 1

Efficient (6–8) 0

Inefficient (3–5) 0

Deficient (0–2) −1

2. Working conditions Advantageous (8–10) 1

Compatible (4–7) 0

Incompatible (0–3) −1

3. Man–machine interface Supportive (9–10) 1

Adequate (6–8) 0

Tolerable (3–5) 0

Inappropriate (0–2) −1

4. Availability of plans Appropriate (8–10) 1

Acceptable (4–7) 0

Inappropriate (0–3) −1

5. Number of simultaneous goals Fewer than capacity (8–10) 1

Matching current capacity (4–7) 0

More than capacity (0–3) −1

6. Available time Adequate (8–10) 1

Temporarily inadequate (4–7) 0

Continuously inadequate (0–3) −1

7. Duty time Daytime (6–10) 0

Nighttime (0–5) −1

8. Adequacy of training High experience (8–10) 1

Low experience (4–7) 0

Inadequate (0–3) −1

9. Crew cooperation quality Very efficient (9–10) 1

Efficient (6–8) 0

Inefficient (3–5) 0

Deficient (0–2) −1
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The model hypothesis 1: The task environment is continuous, and any HEP
value can be calculated by the human error rate prediction model.

The model hypothesis 2: There is a logarithmic relationship between the change
of task conditions and the variation in HEP [10].

Then, set 2 variables: I = R Improved total score, R = R Reduced total score:

I ¼
X9
i¼1

Wi � SiðSi ¼ 1; i ¼ 1; 2; . . .; 9Þ ð9Þ

R ¼
X9
i¼1

Wi � SiðSi ¼ �1; i ¼ 1; 2; . . .; 9Þ ð10Þ

where Wi represents the weight of each CPC.
We divide expectancy effects of CPCs into three categories, the first type we set

up only considers those which have improved effect on human operation, and the
corresponding HEP is recorded as HEPI. The second category only considers those
which play diminished roles in human reliability, the corresponding HEP is
recorded as HEPR. The effect of the final kind on human reliability is not significant,
that is, Si = 0 (i = 1, 2 … 9), then the corresponding HEP is denoted as HEP0. The
total human error probability is HEP. We can get the following function expres-
sions from the above hypothesis 2:

HEPI ¼ HEP0 � 10k1I ð11Þ

HEPR ¼ HEP0 � 10k2R ð12Þ

Table 4 Nominal values for cognitive function failures

Cognitive function Generic failure type Basic value

Observation (P1) Wrong object observed (P11) 0.0010

Wrong identification (P12) 0.0700

Observation not made (P13) 0.0700

Interpretation (P2) Faulty diagnosis (P21) 0.0200

Decision error (P22) 0.0100

Delayed interpretation (P23) 0.0100

Planning (P3) Priority error (P31) 0.0100

Inadequate plan (P32) 0.0100

Execution (P4) Action of wrong type (P41) 0.0030

Action at wrong time (P42) 0.0030

Action on wrong object (P43) 0.0005

Action out of sequence (P44) 0.0030

Missed action (P45) 0.0300
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Now we can establish a relationship between HEPI, HEPR, HEP0, I, and R:

HEP ¼ ðHEPI � HEP0Þþ ðHEPR � HEP0ÞþHEP0 ð13Þ

HEP ¼ HEP0 � ð10k1I þ 10k2R � 1Þ ð14Þ

The method of undetermined coefficients can be applied to obtain the unknown
parameters k1 and k2. After we get the value of HEP0, it is assumed that the weights
of the 9 CPCs should be equal to 1/9. Specify 0.0001 as the minimum value of
HEPI when I takes the maximum value of 7/9. The maximum value of HEPR is 1
when R is at its minimum −1.

4 Application

Scene 1: Main Transformer Status Monitoring (SM-HRA)
It is assumed that the staff starts the transformer monitoring work from t = 0.

Suppose there is a context, and the six covariates impact indices and weights
obtained by the analytic hierarchy process are shown in Table 5.

The parameters of h0(t) continue using historical data ɑ = 200, b = 3 [15]. Final
quantified HEP curve with the staff continuous working time is shown in Fig. 3
(The total length of the interval is 18 h). As is shown, in the first 393 min of
continuous operation, human errors HEP is no more than 1 � 10−4, which has
maintained in a lower level, that is, personnel operating reliability is higher at this
stage. So management departments should make flexible work shift system, and try
to avoid continuously long time working by the same team.

Table 5 Indices and weights
of the six covariates

Covariates Z1 Z2 Z3 Z4 Z5 Z6
Indices 1 1 1 2 1 1

Weights c 0.26 0.07 0.14 0.05 0.09 0.39
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x 10Fig. 3 HEP with staff
continuous working time
curve
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Scene 2: Main Transformer Emergent Repairing (ER-HRA)
The transformer ignition accident occurs when it is running to 4 h (240 min),

there are two stages of emergency treatment:
Stage 1: Time-limited emergency procedures.

(1) Disconnect the high, low side switch, and secondary control power;
(2) Extinguish fire immediately to stop the fire from spreading.

According to the regulations, t = 10 min, T1/2, n = 5 min and we choose RULE
type operators A, then figure out the human error probability P1 of this stage.

Stage 2: Time-independent operations.

(3) Open the oil discharge valve; (Failure rate: 0.0007 [12]);
(4) Replace the lost equipment (Failure rate: 0.0007 [12]).

The human error probability at this stage denoted as P2 is quantified by THERP
model. The total HEP is shown in Table 6.

Scene 3: Main Transformer Periodic Maintaining (PM-HRA)
When it comes to 9 h (540 min), the transformer is just catching up with its

minor repair. It will take 6 h to fulfill the maintenance work if the level of main-
tenance personnel skill is general. According to the former research of the specific
steps and corresponding cognitive failure modes, we can get HEP0 = 0.0894,
k1 = 2.95, k2 = 1.05, at the same time, we can evaluate I = 0.36, R = 0 from the
data listed in Table 7. Then, bringing these parameters into Eq. (14), we can get
HEP ¼ 0:0894� ð10�2:95I þ 10�1:05R � 1Þ ¼ 0:0078

From what we have mentioned above, we ultimately get the following HEP
simulation curve under the three scenarios as Fig. 4. The HEP of main transformer
breakdown rescuing scene is about 0.0563, which is much higher than the HEP of
0.0078 in main transformer periodic maintaining scene.

Table 6 Human error rate

Operator ɑ b c K1 K2 K3 P1 P2 HEP

A (RULE) 0.601 0.9 0.6 0.28 0.28 −0.22 0.0549 0.0014 0.0563

Table 7 Weights and grades of CPCs

CPC CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9

Grade 9 7 9 7 6 6 6 7 8

Si 1 0 1 0 0 0 0 0 0

Weight 0.24 0.18 0.12 0.10 0.06 0.03 0.03 0.12 0.12
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5 Conclusion

In this paper, a quantitative evaluation of human error in traction power supply
equipment is realized by establishing the reliability models considering human
factors. Through the analysis of examples, we can get: Try to keep the working time
within a reasonable range to avoid crew fatigue operations under the equipment
monitoring scene. In the meantime, it is necessary to improve the staff skill levels to
ensure operational reliability for equipment rescuing operations. And it is also of
great importance to improve the level of other factors to ensure secure running of
facilities under the equipment maintenance scene. The calculation and simulation
results show that the influence of various factors on human performance can be
taken into account when we quantify the human error probability in specific con-
texts by the proposed models. It is of great significance to improve the reliability of
the whole traction power supply system.
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Bayesian Network-Based Reliability
Analysis of High-Speed Train Bogie
System

Shuting Zheng, Yong Qin, Li Wang, Limin Jia and Jinchu Zheng

Abstract The events in the fault tree of CRH2 high-speed train bogie system are
regarded as nodes in Bayesian network (BN) based on the relationship between the
fault tree and the BN. The bogie system is simulated based on BN with improved
expectation maximization algorithm (EM). The weakness of the bogie system can
be found through the calculation of the fault probability and the causation analysis.
It provides the theoretical basis for drawing up the maintenance project and trou-
bleshooting the system, and helps to make the maintenance decision.

Keywords High-speed train � Bogie system � Fault tree analysis
Bayesian network

1 Introduction

With the rapid development of the high-speed railway, the demand for high-speed
trains in our country is also increasing. As the core subsystem of the high-speed
train, whether the bogie system can work normally and steady affect the safety and
reliability of high-speed train directly.

Scholars have proposed qualitative and quantitative analysis methods for train
reliability such as fault tree analysis (FTA), failure model and effects analysis
(FMEA), Petri nets, and Monte Carlo method. Liu et al. further studied the structural
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features and related functions of the electrical subsystem of the CRH3 high-speed
train, and constructed the reliability diagram of the subsystem [1]. Zhang et al.
researched the full cycle of CRH train using the method of FMEA and proposed a
more efficient and scientific method to control the reliability [2]. Liming et al. gave a
reliability analysis method by combining FTA and Monte Carlo method to study the
urban rail door system [3].

In this paper, the reliability of the bogie system is analyzed and studied by BN
with improved EM algorithm. First FTA and BN are introduced. Then, construct
BN of the bogie system based on the fault tree model, and utilizing MATLAB to
simulate and analyze the model. Finally, conclusions will be summarized.

2 Reliability Analysis Based on the Fault Tree
and Bayesian Network

Failure reasons can be found in the fault tree model, and Bayesian network
(BN) has a good performance in parameter learning which can update new infor-
mation and optimize the network and parameters. The combination of the two
methods can increase the accuracy of the reliability analysis of the bogie system.
The specific method and process are shown in Fig. 1.

Fig. 1 Process of the reliability analysis based on the fault tree and BN
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2.1 The Establishment of the Fault Tree Model

Fault tree model is composed of events and logical gates. Events are used to
describe the fault conditions of components and systems. Logical gates are used to
describe certain logical relationships. The cause of other events is called the bottom
event, and the result of the bottom events is the top event or the intermediate event,
which can result in the top event. The common events and logical gates of the fault
tree are shown in Table 1.

2.2 Parameter Learning of BN Based on EM Algorithm

BN is a graphical representation which shows the probability relationship between
variables, and the degree of mutual influence is a probability value [4]. It consists of
conditional probability table (CPT) and directed acyclic graph (DAG) [5].

BN can be represented in BN ¼ ðG; hÞ, where G ¼ ðN;EÞ represents a DAG
with n nodes, where N ¼ B1;B2;B3; . . .;Bnf g is a node set, and E means an edge
set, showing the influence relationship between nodes. h represents the CPT of each
node, that is, the logical relationship between nodes, and it can be shown as
hi ¼ PðBijpðBiÞÞ, where pðBiÞ is a parent node set of Bi. On the premise of satis-
fying the above hypothesis, the structure of the BN is determined by the conditional
independence assumption among the nodes as follows:

PðBijB1;B2;B3; . . .Bi�1Þ ¼ PðBijpðBiÞÞ; i ¼ 1; 2; 3; . . .; n ð1Þ

The joint probability distribution of N is

PðBÞ ¼
Yn

i¼1

P BijpðBiÞf g ð2Þ

The main idea of the EM algorithm is to set an initial estimate h0 and optimize
the estimate. Two steps are taken from the current estimate ht to the next estimate
htþ 1, expectancy calculations and maximization [6]. The expectancy calculation is
to compute the likelihood expectation of current h when D is given.

Table 1 The common events and logical gates of the fault tree

Top event Intermediate event Bottom event Unproved event Condition event

AND gate OR gate XOR gate VOTE gate Prohibiting gate
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lðhjhtÞ ¼
X

l

X

xl

ln pðDl;XljhÞpðXljDl; htÞ ¼
X

ijk

ftðxi ¼ j; pi ¼ kÞ ln hijk ð3Þ

where ftðxi; piÞ ¼
P

l pðxipijDl; htÞ and Xl is a variable set, which is incomplete in
the data set Dl. Maximize the current expected likelihood function value, and
calculate the next estimate htþ 1. For all h, lðhjhtþ 1Þ� lðhjhtÞ and
ftðxi; piÞ ¼

P
l pðxipijDl; htÞ.

Therefore, the expectancy calculation is to compute each variable function
ftðxi; piÞ in proper order. The maximum is based on formula 4.

hijk ¼ ftðxi ¼ j; pi ¼ kÞP
i
ftðxi ¼ j; pi ¼ kÞ ð4Þ

The main idea of the improved EM algorithm is to speed up the calculation by
modifying ftðxi; piÞ.

Define Y is a variable subset of BN, and the joint probability of its ancestors set
pðYÞ is p pðYÞð Þ ¼ Q

xi2pðYlÞ p xijpið Þ
When the data set is incomplete, first calculate the function

lðhjhtÞ ¼ P
l

P
Zl ln pðDl; ZljhÞPðZl;DljhtÞ, where Zl is a variable of the original

parent node set and its value is the missing data of Dl. And then after maximizing
lðhjhtÞ, estimate the next htþ 1

ijk .

lðhjhtÞ ¼
X

ijk

gtðxi; piÞ ln hijk ð5Þ

htþ 1
ijk ¼ gtðxi ¼ k; pi ¼ jÞP

gtðxi ¼ k; pi ¼ jÞ ð6Þ

2.3 Bayesian Network Inference

BN inference can reason out the cause of failure according to the collected fault data
based on the CPT and the DAG [7]. The greater the combination probability of the
root nodes is, the better the root node can describe the components under the fault
data. Junction tree algorithm, which is one of the exact reasoning algorithms [8],
will be used in this paper. It has a better performance in calculating speed, and it
applies to both simply connected networks and multiplies connected networks.

The implementation procedure of the junction tree algorithm is as follows:

200 S. Zheng et al.



Step 1, transform the BN into the undirected moral graph, ignoring the direction
of the edges of BN.

Step 2, triangulate the ring, and the number of nodes of the ring is not less than
four. Form a triangle chart by adding an undirected edge to noncontiguous nodes.

Step 3, a junction tree is joined by a scatter set consistent with group charac-
teristics. Initialize the tree and give the probability value to each node to complete
the establishment of the junction tree.

3 Simulation and Analysis of the Bogie System Model

3.1 The Establishment of Fault Tree and Bayesian Network
of the Bogie System

Four main functions of the bogie system are summed up according to the analysis
of the structure and functions and the historical fault data. Establish the fault tree
and transform it into the corresponding BN according to the mapping relation.
Simulate the model based on MATLAB as shown in Fig. 2. The nodes X1–X21,
Y1–Y8, and T are numbered 1–30, and the value of each node is 1, which means
“normal”, or 2, which means “failure”.

The meaning of nodes in the BN of the bogie system is shown in Table 2, and
each node stands for the state of the component or the system.

Proper conditional probabilities of nodes in the BN need to be confirmed. First,
give the prior probabilities of root nodes, which depend on the fault data of the
CRH2 high-speed train from January 2010 to December 2012. After the pretreat-
ment, there is the number of 923 fault data in total. The failure rate of the bottom
events in the fault tree can be obtained according to statistical analysis of
high-speed train failure modes.

 1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 21

22 23

24

25

26 27 28 29

30

Fig. 2 The BN model
simulated by MATLAB
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3.2 The Parameter Learning of the Simulation Model

The improved EM algorithm converges faster than the traditional EM algorithm. As
shown in Fig. 3a, the red line is the improved EM algorithm, and the blue line is the
traditional EM algorithm. The computation time of the improved EM algorithm is
15–18% faster than that of the traditional one.

Training data are randomly generated, and learning space data are taken 600,
1600, and 2600. 5, 15, and 30% loss ratios are arranged in each data sample.

Table 2 The meaning of each node in the BN

No. Node meaning No. Node meaning No. Node meaning

T Bogie X2 Axle X12 Grounding device

Y1 Load steering X3 Wheel X13 Air spring

Y2 Buffer function X4 Bearing X14 Drawbar

Y3 Traction function X5 Framework X15 Traction motor

Y4 Braking function X6 Coupling X16 Gearbox

Y5 Wheelset device X7 Height adjustment device X17 Brake disk

Y6 Damping device X8 Anti-hunting damper X18 Brake

Y7 Auxiliary buffering device X9 Lateral shock absorber X19 Brake clamp

Y8 Caliper brake X10 Vertical shock absorber X20 Pressure cylinder

X1 Axle box body X11 Tread cleaning device X21 Speed sensor

Fig. 3 The comparison of EM algorithm
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Different iterative and convergence of log likelihood for different loss data are
shown in Fig. 3b, c and d. Under the same data set, as the loss ratio of the data gets
bigger, the log likelihood convergence value gets smaller. When the loss ratio is the
same, the bigger the data set gets, the smaller the log likelihood convergence value
gets. Therefore, the learning situation of parameter learning can be more realistic by
reducing the proportion of data loss or increasing the data set.

3.3 Inference of Simulation Model

The BN of the bogie system is simulated by MATLAB, and the improved EM
algorithm is used for the parameter learning. The causation analysis is carried out
based on the junction tree algorithm. Compute the posterior probability of the 21
root nodes under the situation of “evidence{T} = 2”, and the results are shown in
Fig. 4.

The causes of failure can be found quickly and precisely by causation analysis
which can improve the efficiency of maintenance work and reliability of bogie
system the when the bogie system fails to work steadily. The most probable mode of
the induced bogie failure is “bearing damage” ! “wheelset failure” ! “load
steering failure” ! “bogie failure” or “axle crack” ! “wheelset failure” ! “load
steering failure” ! “bogie failure”. When the bogie system fails to work, the causes
ranking higher which are also the weak parts need to be paid more attention. More
attention is needed to these components during the design and maintenance period.

The following measures can be taken for the maintenance of the key compo-
nents. Clean the surface of bearings before checking the appearance and use fine
sandpaper to polish the scratches and remove rust. Oil stains and rust on the surface
of the axle need to be cleaned before checking. The wheels need to be visually
checked for any cracks or other problems. Each component of the bogie system has

Fig. 4 The posterior probability of causation analysis
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its own emphases during the design and maintenance period. It is important to
improve the reliability of the bogie system by regular inspection and maintenance.

4 Conclusion

First, the fault tree method and BN theory are studied. Based on these methods, the
fault tree model of the bogie system is established and transformed into a BN model
simulated by MATLAB. And then the improved EM algorithm is proposed to
increase the speed and precision of the calculation. Last, causation analysis of the
bogie system is completed. The results show that the bearings, axles and wheels are
the weak parts of the bogie system. A new method is provided for the reliability
research of the bogie system.
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A Rail Corrugation Detection Method
Based on Wavelet Packet Energy Entropy

Kuan Lang, Zongyi Xing, Wei Dong and Xudong Gao

Abstract Aiming at the problem of the rail corrugation detection about low effi-
ciency and low success rate, a method based on wavelet packet energy entropy
(WP-EE) was proposed. First, the rail corrugation and the train physical fitting
models were established, and then a coupling dynamics model was developed by
using SIMAPCK. Next, four-layer wavelet packet decomposition of the axle box
vibration signal is performed, wavelet pocket energy entropy and wavelet energy of
each node are calculated. Finally, the simulation results were compared which
reflect the information of rail corrugation.

Keywords Rail corrugation � Axis box vibration �Wavelet packet energy entropy

1 Introduction

As the key component of the train operation, the quality of track affects the comfort
of passengers and the safety of train operation. In the daily operation process, the
track continuously receives the impact and compression from the wheelset, which
makes the track appear horizontal and vertical deformation. And serious defor-
mation will cause great harm to train operation. Therefore, monitoring track quality
and ensuring track safety is one of the maintenance items of Metro Company [1].

At present, all countries regard both the track inspection technology and the
equipment for operating vehicles as the focus of current studies. In the 1996,
Grassie [2] first proposed the vision of rail vehicle detection based on the idea of
dynamic operation, through the analysis of the operation vehicle axle box vibration
and other components of vibration signal. Hitoshi Tsunashima [3] found that the
vibration signal in some frequency domain can fully characterize the track wave
mill failure, through the acquisition of vehicle vibration signals and wavelet packet
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analysis based on these signals. Xining Cao [4] analyzed the vibration signals of the
axle box collected by Hilbert transform and found that this method can roughly
locate the track irregularities. Hongfeng Li [5] modeled the train by using
SIMPACK and made a twice integration of the simulated vibration signals; it was
found that the vibration signals of the axle box could well characterize the rail
corrugation faults. Hongmei Shi [6] studied the algorithm of track stiffness and
geometric irregularity based on train vibration signals, and the experimental results
show that this method can identify and distinguish rail faults effectively.

This paper put forward the rail corrugation detection based on wavelet packet
energy entropy. Through the analysis of axle vibration acceleration signal based on
wavelet packet energy entropy, the simulation is operated by using SIMPACK
model, and the simulation results show that the method based on wavelet packet
energy entropy can determine the rail corrugation fault accurately.

2 Model Foundation

2.1 Simplified Model of Track Corrugation

The track corrugation is a periodic vertical irregularity, so the harmonic function
can be used to approximately describe the track corrugation. Considering the
diversity of wave grinding phenomenon, if only one wavelength of rail corrugation
is considered, that can be just described by a single harmonic function, as shown in
Fig. 1a. If the orbital wave grind with a variety of wavelengths is considered, it can
be described by a harmonic function, as shown in Fig. 1b.

For the single harmonic function, the expression is

ZoðtÞ ¼ 1
2
að1� cosxtÞ 0� t� L

V
ð1Þ

For the multiple harmonic functions, the expression is

ZoðtÞ ¼ 1
2
að1� cosxtÞ 0� t� nL

v
ð2Þ

Fig. 1 Described by harmonic function
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In the formula, L is the wave grinding wavelength, a is the wave grinding depth,
and n is the stimulated wave number.

2.2 Simplified Lumped Parameter Model of Trains

To facilitate the analysis of the change of vibration from the axle box, caused by rail
corrugation, it needs to establish a set of lumped parameter model of train.
Comparing with the vibration of the axle box caused by the wheel–rail section,
there is no obvious vibration impact caused by the upper part of the spring, so the
unsprung mass [7] is modeled emphatically. The model built is shown in Fig. 2.

In Fig. 2, we describe the upper part of the wheelset as the body and consider the
secondary suspension with both stiffness and damping. The wheel–rail interaction is
described as a wheelset with a certain mass, which is connected by the primary
spring with stiffness. And the rail is described as a single degree of freedom system
with stiffness and damping. In Fig. 2, V represents the speed, m1 represents the
unsprung mass, z1 is the wheel vertical displacement in the static situation, K1 is the
vertical stiffness of the primary spring, m2 represents the mass of rail, K2 represents
the vertical stiffness of the rail, and c2 represents the rail damping. z2 represents
the vertical displacement of the rail in the static state. All parameters are down to
the positive direction.

The vertical dynamic equation of wheel/rail is at the speed of v is proposed as
Eq. (3)

m1€z1 þK1ðz1 � z2Þ ¼ 0
m1€z2 þ c2€zþK2z2 � K1ðz1 � z2Þ ¼ 0

�
ð3Þ

Fig. 2 Lumped parameter
model of train
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Assuming the rail corrugation is g, then the rail static equilibrium displacement
is z2 þ g and the wheel–rail vertical dynamic equations at the speed of v are
described by the following formulas:

m1€z1 þK1ðz1 � z2 � gÞ ¼ 0
m1€z2 þ c2 _z2 þK2z2 � K1ðz1 � z2 � gÞ ¼ 0

�
ð4Þ

Equation (4) is solved by ordinary differential equations:

€z1
x2

1
þ z1 � z2 ¼ g

€z2
x2

2
þ c2

K1
_z2 þ K2

K1
þ 1

� �
� z1 ¼ �g

8<
: ð5Þ

where x1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
K1=m1

p
; x2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
K1=m2

p
; and €z1 is the axle box acceleration.

Taking the single harmonic wave as an example, the Laplace transform of
Eq. (1) is carried out:

gðsÞ ¼
1
2 ax

2

sðs2 þx2Þ ð6Þ

To obtain z1, the response, and €z1 which is the acceleration of unsprung mass,
one can use the following formulas under the incentive of g sð Þ:

z1ðsÞ ¼ HZ1ðsÞgðsÞ
z2ðsÞ ¼ HZ2ðsÞgðsÞ

�
ð7Þ

where z1 sð Þ and z2 sð Þ are, respectively, the Laplace transforms of z1 and z2, HZ1ðsÞ
and HZ2ðsÞ are the transfer functions of Z1 and Z2, respectively.

Then, transform the Eq. (5) by Laplasse and bring it into the calculation with
Eq. (7). Make all equations above simultaneous, then we can get:

HZ1ðsÞ ¼
s2

x2
2
þ c2s

K1
þ K2

K1

s4
x2

1x
2
2
þ c2s3

K1x2
1
þ 1

x2
2
þ K1

K2
þ 1

� �
1
x2

1

h i
s2 þ c2s

K1
þ K2

K1
þ 1

� � ð8Þ

Finally, under zero initial conditions, the Laplace transform of €z1 can be
described by Eq. (9):

€z1 sð Þ ¼ s2Hz1ðsÞgðsÞ ¼
X3
i¼1

Ai

sþ pi
þ BsþC

s2 þx2 ð9Þ

where Ai, B, C, and pi are both constants, and the value is determined by x1x2, K1,
and K2; then, we can get Eq. (9) inverse Laplace transformed:
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€z1 ¼
X3
i¼1

Aie�pit þD cosðxtþwÞ ð10Þ

where x is the frequency of rail corrugation. By solving the model,
P3
i¼1

Aie�pit is

frequency independent,D cosðxtþwÞ is a steady-state value. Therefore, €z1 and x
are equal, so the rail corrugation can be detected by vibration signal of axle box.
When the train is at the speed of v, there will exist corrugation at the length of k
with the frequency x ¼ 2pv=k. And the response frequency of axle box can be
described as f ¼ v=k. Therefore, the corrugation wavelength can be obtained by
knowing the speed and the response frequency of the axle box.

2.3 Establishment of Vehicle Coupling Dynamics Model
Based on SIMPACK

Using SIMPACK, the first thing to build a model of a railway vehicle is to construct
a topological graph of the model. Considering the repeatability and complexity of
train components, a bottom-up structural modeling method is adopted to model the
car body model in three steps: wheelset, bogie, and vehicle, and the rigid body
model is used for the construction [8]. The specific topology graph is shown in
Fig. 3.

As can be seen from Fig. 3, the whole car was divided into the body and the
substructure, in which the dummy body, bogie frame, and wheelset were
encapsulated.

Fig. 3 The topological diagram of a railway vehicle
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Between the body and the substructure adopts a secondary suspension force
element connection; the inner of the substructure between bogie frame and wheelset
adopts a primary spring force element, and the bogie frame is connected and hinged
with Nos. 07 hinge. The wheel and rail are connected by Nos. 09, 07 and 89 hinge
force elements. SIMPACK modeling process is parameterized, must be based on
the actual track vehicle parameters for the corresponding component parameter
settings. Select a certain type of vehicle dynamics parameters to establish a single
vehicle model shown in Fig. 4.

3 Wavelet Packet Energy Entropy

If there is a signal to be analyzed, and the signal length is N, then the wavelet packet
energy entropy of this signal can be obtained by the following steps:

Step 1: j-layer of wavelet packet decomposition is used to test signals, and a
series of sub-signal sequences with different frequency bands are obtained after
decomposition.

Step 2: The wavelet packet reconstruction coefficients of the obtained high- and
low-frequency sequences are expressed as Sjk, (k = 0,1,…2j−1).

Step 3: Calculate the wavelet packet energy values of each subsequence: Ejk

(k = 0,1,…2j−1).

Ejk ¼
Zti
ti�1

AiðtÞj j2dt ð11Þ

where AiðtÞ is the maximum amplitude of the node, and ti−1 and ti are the start and
stop time points of the signal, respectively.

Fig. 4 The model of single vehicle
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Step 4: Get the total energy value E.

E ¼
X2j�1

k¼0

Ejk

�� ��1=2 !
ð12Þ

Step 5: Calculate the probability of each node’s energy relative to the total
energy as pjk.

pjkðiÞ ¼ Ejk

E
ð13Þ

Step 6: Calculate the wavelet packet energy entropy:

Hjk ¼ �
XN
i¼1

pjkðiÞ log pjkðiÞ
�� �� ð14Þ

In the formula, Hjk is the kth wavelet packet energy entropy estimate after the j-
layer decomposition of the signal.

4 Simulation Verification

In this paper, the vibration signals of the axle box based on SIMPACK software are
not disturbed by noise signals, so the filtering process can be ignored for a while.

4.1 Fault Diagnosis and the Setting of the Threshold
for Rail Corrugation Fault Detection

In this paper, the setup of rail corrugation is carried out by superimposing the rail
corrugation data on the American track spectrum of fifth grade, which the simu-
lation test is based on. There is no processing on both sides of the track from 0 to 50
meters of the track, and 14 sets of different rail corrugation signals are set on the
right track at the 50–95 m. And in the meantime, the left track only be added the
vertical irregularity of the American track spectrum of fifth grade (AAR5).

Analyzing of the results in Table 1, it shows that the first group contains
American track spectrum of fifth grade only, and its wavelet packet energy entropy
is 1.8356e−5, while the other 13 groups which contain the corrugation section, the
range is between 0.3 and 2.5. It can be seen, for the tracks containing the corru-
gation section, its wavelet packet energy entropy is far greater than the fault-free
tracks.
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Based on the above results of wavelet packet energy entropy in the rail corru-
gation fault detection, it is not difficult to find that the wavelet packet energy
entropy has obvious measurability. And its value is affected by the grinding
wavelength, the grinding depth, and the speed, and it has an obvious linear rela-
tionship with the above three. Therefore, the wavelet packet energy entropy of the
vibration signal of the axle box can be taken as the reference value for the fault
detection of the rail corrugation. In the simulation, according to the above data, it is
suggested that the threshold is set to 0.3. If the wavelet packet energy entropy is
greater than 0.3, the wave mill fault will be detected, otherwise, no wave mill fault
will occur. Because the selection of the threshold is related to the vehicle running
state and vehicle speed, it needs to be calibrated and adjusted according to the
actual situation at the late stage.

4.2 Wavelength Detection of Rail Corrugation Fault

The data of Group 3, Group 6, Group 9, and Group 13 in Table 1 were selected for
further analysis. The wavelet packet time–frequency analysis is performed on the
sub-node signals obtained by the signal decomposition of the data, and then the
time–frequency spectrums of these four groups are obtained as shown in Fig. 5.

Table 1 The total entropy calculation results of each grouping experiment

Track
number

Speed
(m/s)

Track: 50–95 m Grinding
wavelength
(mm)

Corrugation
depth (mm)

Adding
position of
corrugation
(m)

Wavelet
packet
energy
entropy

1 10 AAR5 only none None None 1.8356e−5

2 10 AAR5 + Corrugation 150 0.05 65–67 1.9964

3 10 AAR5 + Corrugation 150 0.10 65–67 2.3105

4 10 AAR5 + Corrugation 150 0.15 65–67 2.3450

5 10 AAR5 + Corrugation 200 0.05 65–67 1.3066

6 10 AAR5 + Corrugation 200 0.10 65–67 1.8334

7 10 AAR5 + Corrugation 200 0.15 65–67 1.9665

8 10 AAR5 + Corrugation 250 0.05 65–67 0.8135

9 10 AAR5 + Corrugation 250 0.10 65–67 1.4977

10 10 AAR5 + Corrugation 250 0.15 65–67 1.8185

11 15 AAR5 + Corrugation 250 0.10 65–67 1.7736

12 20 AAR5 + Corrugation 250 0.10 65–67 1.7948

13 10 AAR5 + Corrugation 150
200

0.10 65–67
75–77

0.4304

14 10 AAR5 + Corrugation 250
200

0.10 65–67
75–77

0.3933
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In Fig. 5, observe the time–frequency spectrums corresponding to the third, the
sixth, and the ninth groups in Table 1. The frequency concentration areas of both
the b and c are due to the impact of the train, through the transitional region of the
corrugation section and non-grinding section, rather than the frequency concen-
tration caused by the corrugation section. So, the frequency of vibration center
caused by the rail corrugation fault of the third group, the sixth group, and the ninth
group is 66.67, 50.3, and 39.91 Hz. The expression of grinding wavelength can be
described as k ¼ 1000 v=x, where k is the grinding wavelength, x is the frequency
of vibration center, and v is the driving speed. So the corresponding grinding
wavelength of the third group, the sixth group, and the ninth group is 149.99,
198.81, and 250.56 mm. Observe the time–frequency spectrum in Fig. 5, corre-
sponding to the 13th group in Table 1. The failure center frequency of a is
65.22 Hz, and the failure center frequency of b is 49.78 Hz. Then, calculate the
corresponding wave wear wavelength were 153.32 mm, 200.88 mm. The results
show that the diagnostic results are in good agreement with the actual wave setting
parameters, the maximum error is 2.21%.

Fig. 5 The time–frequency spectrums obtained by the wavelet packet time–frequency analysis.
(left, top) The third group in Table 1, (right, top) the sixth group in Table 1, (left, bottom) the ninth
group in Table 1, and (right, bottom) the 13th group in Table 1
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5 Conclusion

Based on wavelet packet decomposition and information entropy theory, a method
of rail corrugation fault detection based on wavelet packet energy entropy is
studied. First, the simplified model of track corrugation and the simplified model of
train lumped parameter are established, and the feasibility of detecting rail corru-
gation based on vibration signal of axle box is verified. Then, SIMPACK multibody
dynamics software is used to set up the model. The wavelet packet energy entropy
is innovatively applied to track corrugation detection. Subsequently, the simulation
experiments are carried out by setting 14 different kinds of rail corrugation faults.
And the simulation results show that wavelet packet energy entropy can judge the
condition of rail corrugation well.
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Pantograph Slide Plate Abrasion Detection
Based on Deep Learning Network

Yan Li and Xiukun Wei

Abstract As the key components of electrified railway power supply, pantograph
has complex electrical and mechanical effects while working, resulting in a high fault
ratio. It is important to detect the defects timely to guarantee the safety of the railway
system. Manual detection is the most common detection at present, which is high in
accuracy but low in efficiency. Another automatic detection system is limited in
function or poor in accuracy. In this paper, deep learning method is used for defects
recognition of pantograph slide plate to the identification and classification of dif-
ferent types of defects. Through a large number of experiments and parameters
optimizing, the innovated proposed in this paper can reach an accuracy rate of
90.625% used to identify a variety of different defects. This provides an alternative
for pantograph slide plate defect identification.

Keywords Pantograph slide plate defect � Image recognition � Deep learning
Convolutional neural network

1 Introduction

Pantograph-OCS (overhead contact system) system, the key link in the electrified
railway system, has been responsible for powering the electric locomotive.
However, a series of complex electromechanical interactions cause a high fault rate,
which badly damages the safe operation of the railway. Timely detection of the
pantograph is significant important for ensuring the safety of railway systems.

Manual inspection of pantograph defect is the commonly used method at pre-
sent. It is flexible to identify different types of defects accurately but poor in
efficient and need maintenance window to operate [1]. Therefore, some noncontact
detection methods are invented. In literature [2], the principle of laser ranging is
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used to measure the geometric parameters of the pantograph and the wear of the
slide plate. In literature [3], ultrasonic is used to detect the crack and wear of
pantograph. Noncontact detection is more efficient and less interference than con-
tact way [4]; however, the function of laser detection is unitary, and the accuracy of
ultrasonic detection is poor. Based on these, the abrasion recognition of the pan-
tograph surface image has been developed. The images taken by the acquisition
device are analyzed using the intelligent algorithm, to identify the different kinds of
defects, which is efficient and non-interrupted. Therefore, the detection algorithm is
the key to the pantograph defect inspection.

As one of the important deep learning algorithms, Convolutional Neural
Network (CNN) is widely used in research and application of computer vision.
CNN is first proposed by Yann LeCun in 1998; the LeNet model can reach the
accuracy rate of 99.1% for handwritten numeral recognition [5] and has been
applied to the postal sectors. After that, a model deeper in hierarchy called AlexNet
is proposed by Alex Krizhevsky in 2012, which wins the first prize of ILSVRC that
year for the classification error only 15.3% [6]. Since then, the research of CNN has
been paid more attention and has been widely used in OCR, face recognition, and
some other areas. In this paper, CNN is used for defect recognition of pantograph
slide plate images with CAFFE (Convolutional Architecture for Fast Feature
Embedding). Compared with the previous method, this model can detect various
types of defects with high accuracy without the need for artificial identification of
features.

The rest of this paper is organized as follows. In Sect. 2, the pantograph and its
main defects are discussed; In Sect. 3.1, deep learning and CNN are brief intro-
duced; In Sect. 3.2, we describe about image preprocessing and network training,
and then a new CNN model is designed for this problem and optimized the
parameters to reach a better effect. Finally, the conclusions are given in Sect. 4.

2 Pantograph and Its Common Defects

A pantograph is an apparatus mounted on the roof of an electric train, subway, or
electric bus to collect power through contact with an overhead catenary wire [7].
The picture of pantograph in Beijing Metro 6 is shown in Fig. 1. There are complex
and powerful electromechanical effects on the sliding plate, which has always been
a common part of the defects. According to the manifestation of the defect, it can be
divided into excessive wear (Fig. 2a), slide eccentric wear (Fig. 2b), groove wear
(Fig. 2c), pantograph–catenary arcing (Fig. 2c), etc.

• Excessive wear: electromechanical effects can cause wear on the slide surface,
making the slide thinner. If the abrasion exceeds the preset limit, it needs to be
replaced in time to avoid further damage or other defects. In Beijing metro line 6
(Fig. 2a), the thickness of the collect head newly installed is 40 mm. It needs to
be replaced immediately when the thickness reaches 24 mm.
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• Slide eccentric wear: The wear value on both sides of the slide inconsistently
due to the improper stagger value is called slide eccentric wear (Fig. 2b). It
causes the strength uneven on both sides. Hence, the slide plate needs to be
replaced even without excessive wear.

• Groove-shaped wear: Compared with eccentric wear, the groove wear is
narrower and deeper (Fig. 2c). Local strength would be seriously reduced, and
the contact line possibly damaged by hindering the horizontal movement.

• Pantograph–catenary arcing: Arcing caused by the poor contact between pan-
tograph and catenary is often because of the problem of catenary performance
and installation, which will cause the surface slider burning and pitting damage.

In this paper, image recognition based on deep learning is used for pantograph
surface defect detection research. The excessive wear, slide eccentric wear, and
groove-shaped wear are the main defects to be detected. Besides, there are still
some serious faults such as crack, collector head parts missed, etc., which harm
traffic by preventing normal current. Therefore, detecting the early defect timely to
reduce the damage occur is necessary.

Fig. 2 Common defects of slide plate on pantograph

Fig. 1 Pantograph in Beijing Metro line 6
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3 Deep Learning Theory and the Application
in the Detection of Pantograph Defect

3.1 Deep Learning and Convolution Neural Network

With the upgrade of hardware system and the arrival of big data era, artificial
intelligence has been developed rapidly in recent years, which largely depends on
the development of deep learning theory. CNN, a typical type of deep learning
models, has been widely used in computer vision problems or image-related
applications [8]. Compared with traditional artificial neural networks, the devel-
opment of CNN mainly reflects the depth and complexity of the models. More
complex learning tasks and feature information can be competent without the need
for artificial identification of features.

In general, CNN consists of standard structure stacked convolutional layers,
optionally followed by pooling layer or contrast normalization, and then followed
by fully connected layers and have nonlinear function at the end or after each layer
[9]. The schematic of LeNet, a typical CNN architecture, is shown in Fig. 3.

The input layer receives preprocessed images and transmits it to convolution
layer for feature extraction; each unit receives inputs from a set of units located in a
small neighborhood in the previous layer, which is called local receptive field. Then,
the followed pooling layer subsamples the feature map from the output of the
convolution layer, which greatly reduces the spatial size of the data while preserving
the relative positional relationship between the features and also reducing the sen-
sitivity to the displacement and illumination of the sample. Finally, after the con-
volution of the C3 layer and the subsampling of the P4 layer, the feature that maps
output from C5 layer is converted into a required multidimensional vector by fully
connecting to Fc layers, and then finishes the feature extraction and classification.

3.2 Image Identification of Pantograph Defect Based
on CNN

3.2.1 Image Acquisition and Preprocessing

The image data of pantograph defects used in this paper are collected from Beijing
Metro line 6 and Guangzhou subway. Handheld DSLR (Digital Single-Lens Reflex)

Fig. 3 Schematic diagram of CNN
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camera and area-array camera installed in the tunnel are used as image acquisition
equipment. The collected images contain color and grayscale in different sizes.
According to the suggestions from the maintenance staff, the images of different
defects are divided into five categories including normal, mild wear, excessive
wear, groove wear, and slide eccentric wear; then, the image types are labeled from
0 to 4 for classification. Because the images are different in color mode, size, etc., it
is necessary to normalize and preprocess the images before training.

• Normalization: The normalization of the images mainly includes the size and the
color mode. The resize tool under CAFFE was called and set the mode as
“squash” to resize the images to 256*256 pixels in size. For this, research is not
sensitive to color, and we unified images to grayscale by rgb2gray() in Matlab.

• Mean removal and thresholding: In order to reduce the influence of unrelated
information and highlight the difference of defect characteristics, the mean value
of images is calculated and subtracted from the dataset by configuring network
description file. For the data used in CAFFE, framework is defined in the range
of [0,1], and it is necessary to thresholding the images to create binary images.

• Construction of the dataset: CAFFE is a deep learning framework usually used
for voice and image recognition, so a unified database file for stable and
high-speed reads is necessary. Leveldb and lmdb are currently supported in
CAFFE, which load different types of files into unified key-value pairs. The
dataset in lmdb can be generated by programming the shell file, and named
pan5-sG256. 158 sets of data are contained and basically average in each cat-
egory. 20% of which are used as validation data to evaluate the prediction
accuracy of the CNN network.

3.2.2 Design and Optimization of the CNN Network Structure

The CNN under CAFFE is designed mainly by coding two files: *.sh file, the shell
file for network running, which sets the running rules, log file storage path and
visualization; *.prototxt file, the description file of the network, including the
configuration file and the network structure file. The configuration of the learning
rate, max iterations, solver mode, and other hyper-parameters are defined in the
former; the settings of the network structure, parameters, etc. are defined in the
latter.

As the classical model of CNN, AlexNet has high accuracy rate in feature
extraction and recognition. The structure is shown in Table 1. Pan5-sG256 dataset
is used to train AlexNet and test the recognition effect of the pantograph surface
defect. In addition, the output vector in last fully connected layer changed from
1000 to 5 dimensions to meet the classification needs. The training process of
AlexNet is shown in Fig. 4.

As we can see, the accuracy is converged to 72.5% at about 1200 epochs, the
final test loss is about 1.25, which means in this research, AlexNet is poor in
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generalization and cannot be used directly to solve the problem. To achieve better
recognition effect, the parameters of AlexNet need to be optimized according to the
feature of surface defect images, which is shown in Table 1.

As shown in Table 1, the optimization of the network mainly concentrates on
structure parameters and hyper-parameters. The optimization of the structural
parameters through the choice of convolution kernel initialization mode uses the
msra function as the initialization way in second and fourth convolution layers
rather than Gaussian function. Besides, set the first and second pooling layers as the
average pooling layer to reserve the feature of the image fully. Furthermore, modify
the dropout ratio to improve the generalization ability. The optimization of the
hyper-parameters mainly about the learning rate sets the base learning rate to 0.015
and the learning rate decay strategy to inverse decay. The optimized network is
named as Opt-AlexNet, and the training process is shown in Fig. 5.

Compared with the original AlexNet, the accuracy rate of the Opt-AlexNet
increased from 72.5% to 78.125%, while the loss rate reduced from 1.25 to 0.9,
proving that the generalization ability has greatly improved. However, the accuracy
of the identification is not good enough, so it is necessary to design a model with
deeper hierarchies to achieve better feature extraction.

The depth of the network has a direct effect on the extraction of image features.
Therefore, a CNN model based on the pattern of AlexNet which is deeper in
hierarchy is built and named as PanNet. The structure of visual layer is shown in
Table 1. The design of the visual layers mainly includes the parameters and the
feature maps size. The kernel size of convolution layers has four sizes: 13, 11, 5,

Fig. 4 Training and testing result of AlexNet by Pan-5-sG256 dataset
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and 3. And the size of feature maps is related to the value of kernel size, stride, and
pad in each layer, as shown in Eq. 1:

Wout ¼ Win þ 2� pad size� kernel size
stride

þ 1; ð1Þ

where the Win and Wout mean the size of input and output feature map. Key
parameters and hyper-parameters in these three networks are shown in Table 1.

As can be seen in Table 1, the convolution layer is initialized in accordance with
the experience of Opt-AlexNet, using Gaussian and msra alternately. Similarly, set
the AVE and MAX pooling layer alternately. The hyper-parameters are basically
consistent with Opt-AlexNet but fine-tuned based on a test to achieve better results.
The result of the recognition effect is shown in Fig. 6.

As can be seen obviously, the accuracy rate of the PanNet increased from
78.125% to about 90.625%, and the loss rate reduced from 0.9 to 0.68, which
means that both accuracy and generalization ability have been greatly improved.
Compared with these three networks mentioned above, the features of the surface
defect can be better identified by PanNet. We classified the typical defect images
that are not trained in the network using the well-trained PanNet; the top-5 iden-
tified probability results shows that the model makes an exact judgment on the
different types of defects. For the case of images containing multiple defects, some
other defects are also identified based on judging the existence of the main defects,
it is proved that the network is feasible and effective for the recognition of pan-
tograph surface defect images.

Fig. 5 Training and testing result of Opt-AlexNet by Pan-5-sG256 dataset
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4 Conclusion

In this paper, we present a deep CNN model for pantograph slide plate defect
identification. The model is designed to detect different kinds of defects efficiently
and finally achieved a better effect with many experiments and optimization.
However, there are still some problems. First, the parameters of the network need to
be trained with numerous of images with typical features. Second, there are no
theoretical guidelines for parameters and network structures designing, which need
to be set up based on experience and extensive experiments. How to design efficient
network model and parameters, and achieve better recognition effect with limited
training data, is the direction of further research.

Acknowledgements This work is partly supported by Chinese National Key Project of Research
and Development (Contract No. 2016YFB1200400-2) and State Key Lab of Rail Traffic Control
and Safety (Contract No. RCS2016ZT006), Beijing Jiaotong University, Beijing, China.

References

1. Han Z-W, Liu Z-G, Zhang G-N (2013) Overview of non-contact image detection technology
for pantograph-catenary monitoring. J China Railway Soc 35(6):40–47 (in Chinese)

2. Kuen LK, Lee TKY, Ho SL, Cheng EW (2006) A novel intelligent train condition monitoring
system coupling laser beam into image processing algorithm. HKIE Trans 13(1):27–34

3. NBao-lai YI, Bo-ming W (2008) Application of ultrasonic ranging principle in monitoring
abrasion of pantograph slider. Electr Drive Locomotives 5:021

Fig. 6 Training and testing result of PanNet by Pan-5-sG256 dataset

Pantograph Slide Plate Abrasion Detection Based … 223



4. Boffi P, Cattaneo G, Amoriello L, Barberis A, Bucca G, Bocciolone MF, Collina A,
Martinelli M (2009) Optical fiber sensors to measure collector performance in the
pantograph-catenary interaction. IEEE Sens J 9(6):635–640

5. LeCun Y, Bottou L, Bengio Y, Haffner P (1998) Gradient-based learning applied to document
recognition. Proc IEEE 86(11):2278–2324

6. Krizhevsky A, Sutskever I, Hinton GE (2012) Image net classification with deep convolutional
neural networks advances in neural information processing systems. 1097–1105

7. Pantograph (transport) [Internet]. En.wikipedia.org. (2017). Available from: http://en.
wikipedia.org/wiki/Pantograph_(rail)

8. Zhu J, Liao S, Lei Z, Li SZ (2017) Multi-label convolutional neural network based pedestrian
attribute classification. Image Vis Comput 58:224–229

9. Ma J, Wu F, Zhu J, Xu D, Kong D (2017) A pre-trained convolutional neural network based
method for thyroid nodule diagnosis. Ultrasonics 73:221–230

224 Y. Li and X. Wei

http://en.wikipedia.org/wiki/Pantograph_(rail)
http://en.wikipedia.org/wiki/Pantograph_(rail)


Track Surface Defect Detection Based
on Image Processing

Yuxin Liu and Xiukun Wei

Abstract In this paper, computer vision-based methods are presented to detect the
rail track surface defects automatically. The detection is the key foundation to
inspect and assess railways, and for the operation safety and rail maintenance,
railways inspection is the critical task. To achieve this goal, the rail surface edge’s
likelihood is investigated, and the Canny edge detector for defects extraction is
introduced to guarantee the detection of the rail surface damage accurately. The
analysis performed on some image data captured on the field has demonstrated
encouraging detection performance on rail track surface defect detection.

Keywords Image processing � Defect detection � Track surface
Field image analysis

1 Introduction

To ensure the safety and efficient operations, railway inspection is a very important
issue in the urban rail transit. Usually, in order to achieve the above goal, this key issue
is always operated by trained inspectors who periodically walk along the track lines to
seek out any damaged rail components. However, with the extension of urban rail
transit network, the manual inspection becomes more and more inappropriate for its
cost and danger; meanwhile, the maintenance and the inspection face more challenges
than ever before. So developing automatic inspection system has attracted much
interest all over the world, especially applying the machine-vision technology.

Recently, many automatic systems based on machine-vision technology have been
introduced to solve different tasks in railway inspection. The V-CUBE system for
inspecting track surface defects with line-scan cameras, which is developed by
MERMEC Group [1]; the TrackVue system developed by RailVision for analyzing
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rail and wheel wear, track gauge with cameras and laser sensors [2]; however, tech-
nical details or performance report about both systems are not available. The VisiRail
Joint Bar Inspection System, with laser equipment and scan line cameras, which is
developed by ENSCO [3]. Yang et al present a real-time rail inspection system for
detecting rail components such as ties and anchors performing at 16 km/h only [4]. In
[5], the authors apply computer vision to finding the particularly worn and missing
fasteners, but it does not involve in track surface defect. Some image processing
approaches are used to achieve the rail surface detection in [6]. Similar efforts are also
reported in [7] and [8] for inspecting the broken fasters and rail surface, experiments
show that these methods are less robust, especially in strong light. Nevertheless, to
improve the accuracy of detecting rail surface defection, rail component detection
must be performed well. Hence, we propose new solutions to achieve the automation
of inspecting rail component including rail surface and defects on image processing.
The performance of the proposed method is also effective even in strong illumination.

For the rest of this paper, in Sect. 2, the adjustment of the collected image is
presented. In Sect. 3, the detail detection of rail is described, and the defect
detection is introduced in Sect. 4. Finally, we conclude this paper in Sect. 5.

2 Image Adjustment

2.1 Compensate for Background Illumination

Because of nonuniform illumination, edges of the rail often become blurred in the
collected images. If preprocessing methods such as image denoising were used
alone, the rail edge extraction is not satisfactory. Hence, a related morphological
algorithm opening is presented to deal with the uneven illumination between rail
and background highlighting the main rail edges in grayscale images.

The grayscale dilation and erosion are similar to spatial convolution in a
grayscale image f, which are defined in terms of minima and maxima of pixel
neighborhoods. The dilation by structuring element b is defined as [9]

f � nð Þ x; yð Þ ¼ max f x� x0; y� y0ð Þ þ b x0; y0ð Þ x0; y0ð Þ 2 Dbjð Þ ð1Þ

where Db is the domain of b. As with dilation, the formula of grayscale erosion is

f � nð Þ x; yð Þ ¼ min f xþ x0; yþ y0ð Þ � b x0; y0ð Þ x0; y0ð Þ 2 Dbjð Þ ð2Þ

The opening of grayscale image f by structuring element b is defined as

f � n ¼ f � nð Þ � n ð3Þ

Applying the opening to a collected rail image, as a result, most of the grayscale
information is preserved. But the difference between the original and the opened
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image is calculated to emphasize the rail edge, resulted in Fig. 1. In this way, an
ideal image of an obvious rail edge can be generated.

2.2 Image Rectification

It can be found that the above rail image has an angle trouble, creating problem in
the next rail detection. In order to resolve this problem, one straight line that is
parallel to the rail edge is needed by applying the Hough transform, and then the
angel of this line is set to be vertical. However, binary processing of grayscale
image is needed before the transform. In this section, the optimum global thresh-
olding algorithm based on local maximal between-cluster variance r2B kð Þ is used to
gain image threshold automatically [9].

r2B kð Þ ¼ P1 kð Þ m1 kð Þ � mG½ �2 þP2 kð Þ m2 kð Þ � mG½ �2 ð4Þ

where P1(k) is the probability of set C1 occurring with level [0, 1, 2, …, k], P2(k) is
the probability of set C2 occurring with level [k + 1, …, L − 1], the terms
m1(k) and m2(k) are the mean intensities of the pixels in sets C1 and C2, and the term
mG is the global mean of the entire image.

As to Hough transform, it is an excellent way to search and find straight lines in
the binary image [9], and the important idea about it is the transformation of
parameter space. The line is a set of discrete points in the image; line detection is
realized by the transform through a discrete polar coordinate formula. Applying the
Hough transform to the previous binary track image, the needed line is found, the
result is shown in Fig. 2.

It can be seen clearly that there are three straight lines in Fig. 2b. It seems like
these lines are parallel to each other; actually, the slope of the lines is different. To
achieve image rotation correction accurately, the longest one that is the closest to
the rail edge is chosen from the three ones. The rotated result is shown in Fig. 2c.

(a)   (b)   

Fig. 1 Compensating for illumination: the left is original image, and right is the resulted image
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3 Rail Detection

Based on the results above, it is found that the gray value of the adjusted rail surface
is basically continuous in the vertical and horizontal direction, while there is
obvious difference in the horizontal. But in other regions, there is a significant
difference in both directions. In view of this distinguish point, the vertical gradient
operator is presented to enhance the vertical rail edge of the image. The operator
templates p and q are shown below [10]:

p ¼
�2 4 �2
�2 4 �2
�2 4 �2

2
4

3
5 q ¼

�1 0 1
�1 0 1
�1 0 1

2
4

3
5 ð5Þ

G i; jð Þ ¼
Xh�1

i¼2

Xw�1

j¼2

p � f i; jð Þj j þ q � f i; jð Þj jð Þ ð6Þ

where h, w are the height and width, respectively, G(i, j) is the resulted image, f(i, j)
is the original image, and * is the convolution notation.

After the above template operation, the left and right borders of the rail surface
are strengthened. Figure 3a shows the result.

Although there are still some disturbances, these gray values of the rail edge
occupy the absolute advantage in the vertical direction, which provide a way for
locating and cutting the rail surface. The vertical projection method is proposed to
determine one rail edge in the image. First, its binary image is computed using the
optimum global thresholding mentioned above and then the value is summed up for
each column. One such magnitude map is plotted in Fig. 3b. By analyzing the
vertical projection, the results appear many peaks inevitably, but the maximum
value is corresponding to one rail boundary indicated by the blue line necessarily, it
can be clearly shown in Fig. 3b.

According to the analysis and Fig. 3, one edge can be found accurately, while it
does not confirm whether it belongs to the left or right, and the other cannot be
determined only by the projection peak value. In the light of these observations, a

(a)                    (b)                  
(c)

Fig. 2 The resulted picture of rectification
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method of searching the midline of rail edges is proposed based on window
statistics, offering a reference to decide the left or right side further.

Sum up all magnitudes within a window that is centered on each column [4], the
window size is approximately equal to the width of the rail. Figure 4a shows the
summation result, from which there is a distinct local maximum that corresponds to
the midline of the rail surface. In the plot, the maximum is found, and the rail
surface’s left or right edge is determined and marked. Then, one candidate of the
other edge is defined based on distance between the determined edge and midline.
In consideration of peak value that corresponds to the edge between rail and
non-rail region, another candidate is defined by maximum peak value of the vertical
projection within 10 pixels around the first candidate (indicated in yellow).

Next, for an actual, its immediate left and right regions present diverse textures;
as the rail surface is relatively smooth and other regions have irregular surface, the
likelihood of being the other rail edge for each candidate line Ci is measured in
terms of pixel intensity variation of binary image. 5 pixels to each candidate’s left
and right first are defined, respectively. Then sum up the intensity value of pairs of
pixels over the whole length of the line Ci. Note that the parameter values such as 5,
10 used here are empirically determined. Finally, the absolute difference between
the left 5 pixels summation and the right for each candidate Ci is calculated;
moreover, the maximum difference value indicates which one candidate is the other
edge (indicated in blue). Figure 4 shows an example of such edge candidates in
yellow and accurate vertical edges of the rail in blue.

edge ¼ max
X0
n¼�5

vp Ci þ nð Þ �
X5
n¼0

vp Ci þ nð Þ
�����

�����
( )

i ¼ 1; 2 ð7Þ

where vp is the vertical projection, and Ci is the column of one edge candidate.

(a)                    (b)

Fig. 3 Edge strengthen and the vertical projection
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4 Track Surface Defect Detection

In consideration of the location error of rail edge, a part of edge’s pixel is shifted to
non-rail region, and the deformity of the upper and lower is cut off simultaneously
when track surface region is segmenting. The surface segmentation is shown in
Fig. 5a. For the system, the only surface defect is interested defect is interesting for
the system. The Canny edge detector with 2D recursive filters is used to detect the
defect. There are two critical points that are non-maximum suppression and hys-
teresis thresholding about this detector [11].

The default Canny result is shown in Fig. 5b. As clearly seen from the figure,
although computed edges in default parameter are rich, excessive interference is
generated for edges of the interested defect in rail surface. In this paper, according
to the grayscale value characteristic of the defects, the hysteresis thresholding is

(a)                      (b)

Fig. 4 The rail surface location; the edge of the rail surface is in blue

(a) (b) (c)Fig. 5 The default result and
improved result
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adjusted to reduce unnecessary details. The result can be seen in Fig. 5c, which is
superior by far to the previous result.

In the improved Canny resulted image, defect in the rail surface become obvi-
ous. To label and extract the object, an approach named connected-component
labeling is used to search the foreground. This method is an algorithmic application
of gray theory, where subsets of connected components are uniquely labeled based
on a given heuristic.

However, some noise and rusty defect-free regions are divide as foreground by
connected-component labelling, so some foreground components may not be true
defects. In view of improving the detection’s accuracy to reduce false positive, the
connected component is labeled and recognized as the following rules.

On the one hand, only the first four connected regions are considered, because
the system should be more interested in the critical ones. And according to the
arrangement of labeled sequence, the possible defects are further marked directly
with the minimum boundary rectangle in the rail surface, and numbers are used to
mark the importance of the labeled region. That is, the smaller number and the
thicker line of the outer rectangle indicate the greater probability of real defect. The
result is shown in Fig. 6a.

On the other hand, according to the practical railway maintenance in actual
operation, the area of one labeled defect should be greater than a threshold. With the
minimum area as the threshold, the defect is identified that is shown in Fig. 6b.
Therefore, the defect image (seen in Fig. 6c) is acquired by completely removing
unmarked background with the minimum boundary rectangle. It also lays a sub-
stantial foundation for further classification of track defect.

(a)          (b)      

(c)   

Fig. 6 The labeled connected
component and defect
extraction
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5 Conclusion

This paper has shown the computer image processing methods can be successfully
used to build an effective application for the detection of rail surface defect and the
detection can perform with the collected field images. In the future, this work can be
applied to study a complex system that monitors the defection of the railway
components, which guarantees the safety of the railway operation.
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A Hybrid Temporal-Spatio Fusion
Algorithm for Moving Pedestrian
Detection in Traffic Scenes

Aili Wang and Yuanyun Sun

Abstract To accurately extract traffic information, the pedestrian detection algo-
rithm of combining time domain, edge and internal–external marker information is
proposed. First, a rough motion mask is extracted based on the temporal change of
adjacent multi-frames and Canny edge detection, which effectively solves D-value
localization and noise problem. Second, to improve the accuracy of airspace seg-
mentation and eliminate over-segmentation, spatial mask image is received by
introducing the technology of quadratic reconstruction, internal–external marker,
and watershed transformation. Finally, an accurate pedestrian detection mask is
obtained by integrating the rough mask and spatial mask image. The experiment
results using Beijing South Station video show that this method can detect the
complete target information and obtain the better pedestrian detection results in
dynamic traffic scene.

Keywords Intelligent transportation � Temporal change of multi-frames
Quadratic reconstruction � Internal–external marker � Watershed
Temporal-spatio fusion

1 Introduction

With the development of the traffic video monitoring technology, the intelligent
detection technology of traffic information has been widely concerned and plays an
important part in Intelligent Transportation System. The research of moving
pedestrian segmentation algorithm in video sequence has vital academic signifi-
cance and practical value, many scholars devoted to the field and put forward many
segmentation algorithm [1–3]. However, due to hardware limitations, the devel-
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opment history of video monitoring technology is relatively short, a lot algorithm
which is only for a specific scenario and the involved various subjects such as
image processing, pattern recognition and artificial intelligence, etc. these factors
caused incomplete theory. So many problems need to be solved and the effective
methods and techniques need to be developed.

Target segmentation algorithm is mainly divided into three areas: temporal
segmentation, spatial segmentation, and temporal-spatio segmentation. The tem-
poral segmentation is based on the uniformity of sport information. For example,
the history area detection method is proposed by Mech who obtains the detection
templates according to threshold segmentation between two adjacent filtered frames
[4–6], but it is sensitive to the noise for using only the difference information of two
frames. In spatial segmentation, the image will be divided into multiple similar
areas based on grayscale, color and texture features, etc. The typical spatial methods
include region division, pixel clustering, and watershed method [7]. The watershed
method which can get accurate and continuous sealing edge is the focus of atten-
tion, but the over-segmentation phenomenon is usually caused by the noise [8]. In
temporal-spatio segmentation, first, the moving areas of image are positioned by
temporal segmentation, and then the precise semantic information is obtained by
spatial segmentation, finally, the precise segmentation objects are required by
incorporating the temporal and spatial results [9]. It will be the future development
direction, but the accuracy of temporal-spatio integration is influenced by the
problems of the rough detection mask, over-segmentation, and threshold selection.
To accurately extract traffic information, a hybrid temporal-spatio fusion algorithm
for moving pedestrian detection in traffic scenes is proposed.

2 Algorithm Idea

The schematic diagram proposed algorithm is shown in Fig. 1. In initial segmen-
tation, the time domain mask is extracted by adjacent three-frames difference, then
edge detection mask is obtained by Canny edge detection method, finally the initial
detection mask can be obtained by integrating time domain mask with edge
detection mask and using adaptive morphological method to optimize image. In
spatial segmentation, first, quadratic reconstruction technique is introduced for
image processing, second, the internal–external region is marked according to the
local maximum value of gray images and neighborhood information, third, the
spatial mask image is extracted by modifying the original gradient and watershed
transform. During the fusion process, the spatial segmentation results are projected
into initial detection area and the final video detection image is extracted after
post-proposing.
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3 Algorithm Description

3.1 Time Domain Segmentation of Integrating Edge
Information

3.1.1 The Adjacent Three-Frames Difference Method

Time segmentation is based on time domain, namely computing the difference
value of former frame and after frame. Because of the different moving information
between foreground and background, the approximate areas of moving objects are
obtained by the inter-frame difference method. In order to extract the initial moving
detection mask, this paper adopts the adjacent three-frame difference method (the
previous, the current and the next frame) to detect moving targets.

Collect frames
in video

The N frame The N-1 frame The N+1 frame

Quadratic
reconstruction

Mark 
foreground

Modify 
foreground

Mark 
background

Modify 
background

Modify
gradient

Watershed 
transform

Obtain spatial 
mask image

Extract edge 
information

Optimize 
results

Frame difference D1 Frame difference D2

Binarization  
segmentation 

AND-operation

AND-operation

Obtain initial 
detection mask

Project-operation
Obtain final 

detection mask

Detecting moving 
objects

The time-domain
segmentation integrating edge 

The spatial segmentation

Fig. 1 Algorithm principle diagram
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Assuming Iðx; y; tÞ is the current frame, Iðx; y; t � 1Þ is the previous frame and
Iðx; y; tþ 1Þ is the next frame, difference formula is expressed as

Dt;t�1ðx; y; tÞ ¼ 1 Iðx; y; tÞ � Iðx; y; t � 1Þj j � T
0 Iðx; y; tÞ � Iðx; y; t � 1Þj j\T

�
ð1Þ

Dt;tþ 1ðx; y; tÞ ¼ 1 Iðx; y; tÞ � Iðx; y; t � 1Þj j � T
0 Iðx; y; tÞ � Iðx; y; t � 1Þj j\T

�
ð2Þ

In order to extract the precise target edge information, AND-operation between
the different results Dt;t�1ðx; y; tÞ and Dt;tþ 1ðx; y; tÞ is used to determine the motion
detection mask of the current frame, the formula is expressed as

Time maskðx; y; tÞ ¼ Dt;t�1ðx; y; tÞ \Dt;tþ 1ðx; y; tÞ ð3Þ

3.1.2 Edge Information Detection

In order to prevent the local tone changes from causing the interference of target
extraction, the Canny edge detection method is adopted in the temporal computa-
tion to eliminate non-moving areas. Concrete implementation steps are as follows:

① Image smoothing: to get rid of noise by using two-dimensional Gaussian
function, fixed filter (d ¼ 1) is adopted in this paper to process video
images.

Iðx; yÞ ¼ 1
2pr2

exp � x2 þ y2

2r2

� �
ð4Þ

② Calculate gradient amplitude and direction: the gradient amplitude and
direction of each point in image are obtained by using first-order dif-
ferential operator, the calculation formula is

Gx ¼ Iðx;yþ 1Þ�Iðx;yÞþ Iðxþ 1;yþ 1Þ�Iðxþ 1;yÞ
2

Gy ¼ Iðx;yÞ�Iðxþ 1;yÞþ Iðx;yþ 1Þ�Iðxþ 1;yþ 1Þ
2

Gðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
hðx; yÞ ¼ arctan Gx

Gy

h i

8>>>>><
>>>>>:

ð5Þ

③ Non-maximum suppression: assuming the point ðx; yÞ in the gradient
image is the center of neighborhood (S ¼ 3� 3), the interpolation cal-
culation is conducted along the gradient direction. If the gradient
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amplitude of point ðx; yÞ is greater than the adjacent two interpolations in
same direction that point ðx; yÞ will be marked the candidate edge point,
otherwise to be marked non-edge point.

④ Dual-threshold segmentation: set high threshold Th and low threshold Ts,
the strong edge image and the weak edge image will be connected
according to the set threshold so as to extract the edge detection image
Edge maskðx; y; tÞ.

⑤ Optimization processing: using morphological thinning to optimize the
extracted edge results and using Endpoints function to eliminate some
irrelevant areas, thus the edge detection image of high signal-to-noise
ratio and low mean square deviation is obtained.

3.1.3 Extract the Initial Detection Mask Image

In order to eliminate the influence of background on target extraction,
AND-operation between the time domain result and candy edge detection result
will remove noise effectively and get the initial detection mask image
Initial maskðx; y; tÞ.

Initial maskðx; y; tÞ ¼ Time maskðx; y; tÞ \Edge maskðx; y; tÞ ð6Þ

3.2 Spatial Segmentation Based on Watershed

3.2.1 Quadratic Reconstruction

To mark foreground targets clearly, the image processing is developed by adopting
the morphological reconstruction technology in this paper. The common recon-
struction technology is based on erosion and dilation operations, such as open and
close reconstruction [10].

The specification of this method is:
For an image f ðx; yÞ, reference image gðx; yÞ and structural element b, the open

reconstruction Orec
b ðf ; gÞ can be represented by

D1
bðf ; gÞ ¼ minðf � b; gÞ

Di
bðf ; gÞ ¼ minðDi�1

b ðf ; gÞ � b; gÞ; i ¼ 1; 2; 3. . .
Drec

b ðf ; gÞ ¼ Dnðf ; gÞ
Orec

b ðf ; gÞ ¼ Drec
b ½ðf � bÞ; g�

8>><
>>:

ð7Þ
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Close reconstruction Crec
b ðf ; gÞ can be represented as follows:

E1
bðf ; gÞ ¼ maxðfHb; gÞ

Ei
bðf ; gÞ ¼ maxðEi�1

b ðf ; gÞHb; gÞ; i ¼ 1; 2; 3. . .
Erec
b ðf ; gÞ ¼ En

bðf ; gÞ
Crec
b ðf ; gÞ ¼ Erec

b ½ðf 	 bÞ; g�

8>><
>>:

ð8Þ

Based on above knowledge, the current frame Iðx; y; tÞ is processed by adopting
the mixed reconstruction operation of opening and closing. The “disk” with radius
r (r ¼ 1; 3; 5; 7; 9) is treated as the shape of structure element. This method is called
the multiscale morphological quadratic reconstruction. Calculation formula is

Hrec
b;r ðIðx; y; tÞ; gðx; y; tÞÞ ¼ Crec

b;r ½Orec
b;rðIðx; y; tÞ; gðx; y; tÞÞ; gðx; y; tÞ� ð9Þ

3.2.2 Region Marking

After reconstruction transform, this paper adopts the internal–external region
marking method to extract foreground and background, which can effectively
suppress irrelevant targets and avoid over-segmentation.

(1) Internal region marking

In paper, the local maximum values [12] of reconstruction image Hrec
b;r ðI; gÞ are

marked by analyzing the gray value of reconstruction image, to acquire the fore-
ground marking image RegionalMax(x,y), as shown in Fig. 2a.

From the figure, we can see that many irrelevant segmentation regions are
produced and foreground cannot be marked well. To solve this problem, the pre-
viously extracting pixel value of the local maximum region and its neighborhood
are analyzed and the set of “High-point” in images is recorded. Namely, the
D-value of the gray value in local maximum regions and its neighborhood are
calculated which is used to compare with the high threshold and the region whose
D-value is higher than high threshold can be retained. This method eliminates the

(a) (b)     (c) 

Fig. 2 Internal marker
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irrelevant regions and extracts foreground objects accurately, as shown in
formula 10.

Imark
r ðx; y; tÞ ¼ 1 RegionalMax(Hrec

b;r ðI; gÞÞ � NLðHrec
b;r ðI; gÞÞ�Th

0 otherwise

�
; ð10Þ

where the variable Imark
r ðx; y; tÞ is the foreground marking image, Th is high

threshold, NLðHrec
b;r Þ is the neighborhood pixel value.

The images which are obtained through the operation of multiscale morpho-
logical quadratic reconstruction are marked, respectively, and then the final fore-
ground marking image Imarkðx; y; tÞ is acquired according to formula 11. It can be
seen that the foreground objects got better marking from Fig. 2.

Imarkðx; y; tÞ ¼ Imark
r1 ðx; y; tÞ [ Imark

r2 ðx; y; tÞ [ Imark
r3 ðx; y; tÞ [ Imark

r4 ðx; y; tÞ [ Imark
r5 ðx; y; tÞ

ð11Þ

(2) External region marking

The paper employs threshold transform, distance transform, and watershed
method to mark external regions. Calculation process is as follows:

① Threshold transform: the reconstructed image is processed by employing
adaptive binarization method, the calculation process is

BWðx; y; tÞ ¼ 1 Hrec
b;r ðI; gÞ� T

0 otherwise

�

T ¼ graythreshðHrec
b;r ðI; gÞÞ

8<
: ð12Þ

② Optimizing process: the obtained image is optimized, which mainly
includes imerodeðÞ, bwareaopenðÞ and imfillðÞ, etc.

③ Distance transform: the “Quasi Euclidean distance” method is used to
transform for thinning background, the computing formula of the
smallest neighborhood distance between edge pixel ða; bÞ and region
pixel ðm; nÞ is

Dist m; nð Þ ¼ jm� aj þ ð ffiffiffi
2

p � 1Þ � jn� bj jm� aj[ jn� bjffiffiffi
2

p � 1
� �� jm� aj þ jn� bj otherwise

�
ð13Þ

④ Watershed segmentation: the watershed transformation is employed to
seek the division ridge line graph after distance transform, the back-
ground marking result IBmarkðx; y; tÞ is
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IBmarkðx; y; tÞ ¼ WatershedðDistðBWðx; y; tÞÞÞ ¼¼ 0 ð14Þ

3.2.3 Gradient Modification

The Imimposemin technology is adopted to modify the gradient image. The local
minimum regions only appear on the position of internal–external marking, other
pixels will be pushed as required, and the other local maximum regions are deleted
for eliminating over-segmentation. The modification process is followed:

① Calculate initial gradient: transverse gradient image Ix, longitudinal
gradient image Iy, and gradient image Igradmagðx; y; tÞ are required by
using the horizontal–vertical Sobel operator.

② Modify gradient: the new gradient image Iendgradmagðx; y; tÞ is extracted
through cover local minimum areas according to the marked position of
internal–external marker.

Ix ¼ imfilterðdoubleðIÞ; hx;0 replicate0Þ
Iy ¼ imfilterðdoubleðIÞ; hy;0 replicate0Þ
Igradmagðx; y; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
I2x þ I2y

q
Iendgradmagðx; y; tÞ ¼ ImposeMin(Igradmagðx; y; tÞ; Imarkðx; y; tÞjIBmarkðx; y; tÞÞ

8>>><
>>>:

ð15Þ

3.2.4 Extract Spatial Detection Mask Image

The modified gradient image is transformed through watershed method and the final
spatial division ridge line Space maskðx; y; tÞ is obtained as follows:

Space maskðx; y; tÞ ¼ watershedðIendgradmagðx; y; tÞÞ ð16Þ

The results are shown in Fig. 3.

3.3 The Algorithm Steps of Extracting Moving Objects

For extracting the information of moving pedestrians, this article will merge the two
methods together that make up their lost information [10]. The basic steps of whole
fusion algorithm are as follows:
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① Information fusion: the spatial segmentation results Space maskðx; y; tÞ
are projected into the initial detected mask image Initial maskðx; y; tÞ for
obtaining the final detection mask image Final maskðx; y; tÞ, as shown in
formula 17:

Fiðx; y; tÞ ¼ 1 x; yð Þ 2 Si&&

P
ðx;yÞ2Si

Initial maskðx;y;tÞ

NSi
� th

0 otherwise

8<
:

Final maskðx; y; tÞ ¼ [ Fiðx; y; tÞf g ði ¼ 0; 1; . . .n� 1Þ
; ð17Þ

where Si is the any region segmented in spatial mask, NSi is the magnitude of Si, th
is threshold value which between 0.6 and 0.7 generally.

② Information modification: We took adaptive morphology to modify the
final detected mask image Final maskðx; y; tÞ. First, the dilation opera-
tion with elliptical structure element B is adopted to obtain the closed
target edge image Final mask1ðx; y; tÞ; then the edge information of
Final mask1ðx; y; tÞ is thinned to relocate edge information; eventually,
we did Imfill and Bwareaopen to obtain the final detected image
End maskðx; y; tÞ. The optimizing process is shown in formula 18.

(a)       (b)  (c)

(d) (e)  (f) 

Fig. 3 Spatial segmentation process
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Final mask1ðx; y; tÞ¼Imdilate Final maskðx; y; tÞ;Bð Þ
Final mask2ðx; y; tÞ ¼ Final mask1ðx; y; tÞ \Edge maskðx; y; tÞ
Final mask3ðx; y; tÞ ¼ BwmorphðFinal mask2ðx; y; tÞ;0 Skel0Inf Þ
Final mask4ðx; y; tÞ ¼ BwareaopenðFinal mask3ðx; y; tÞ; THÞ
End maskðx; y; tÞ ¼ Imfill Final mask4ðx; y; tÞð Þ

8>>>><
>>>>:

ð18Þ

4 Experiment Results

To verify the effectiveness of above algorithm, a target detecting platform by using
the combination of C# and MATLAB is developed. The experiment took the video
of west entrance of Beijing South Station as its input and aimed at detecting
pedestrians in the plane domain.

(1) Comparing target segmentation algorithm

① The time domain segmentation based on frame difference: To compare
the effectiveness of three different algorithms, including frame differ-
ence, Canny edge detecting and the frame difference of integrating edge
information proposed in this paper, we collected three continuous frames
as input and processed these three continuous frames by using these
three different methods. The results are shown in Fig. 4. By comparing
three results, we can see clearly that the proposed frame difference
algorithm eliminates the “ghosting” phenomenon caused by frame dif-
ference and weaken background noises caused by Canny edge detecting.
In addition, the edge information of targets have been obtained com-
pletely and the result image can be treated as high quality initial seg-
mented mask image, but background noises still produced some
interference.

② The spatial segmentation based on watershed: the 236th frame of the
video is spatial segmented by using traditional watershed algorithm,
smooth gradient watershed segmentation algorithm, and the improved
watershed algorithm in this paper and the results have been shown in
Fig. 5. The segmented independent regions and the edge of moving
targets can be clearly seen in Fig. 5c, and the over-segmentation has
been controlled effectively, but some edge information has been lost.

③ Fusion algorithm: We combined the improved time domain segmentation
result and the improved watershed result, as shown Fig. 6. Compared
with Figs. 4i and 5c, the edge of segmented image can be clearly seen and
the target has been segmented completely without losing information and
makes the extraction more accurate and more efficient.
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(a)the 236th frame                (b) the 236th frame                 (c) the 236th frame

(d)frame difference 1        (e)frame difference 2 (f) AND-operation

(g)Canny edge detecting           (h) the fusion result             (i) the method in this paper

Fig. 4 The contrast experiment of frame difference

(a) traditional watershed (b) smooth gradient watershed (c) the improved watershed

Fig. 5 The contrast experiment of watershed
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(2) Analyzing the detected results

Figure 7a shows the detecting results of 236th frame. In the detecting region,
there are 15 people in total and the detecting result of fusion algorithm is 13 people.
In Fig. 7b, the red line displays the real number of people in 60 s at the west
entrance of Beijing South Station, the green line shows detection results by the
fusion algorithm. Comparing these two line graphs, we conclude that the fusion
algorithm works efficiently and has a high accuracy rate.

5 Conclusions

The new detecting algorithm in time-space domain which is developed on
MATLAB platform can extract the moving pedestrian in traffic scene accurately.
On one hand, the time domain segmentation algorithm based on adjacent
multi-frames information and Canny edge detecting is able to eliminate the
“ghosting” phenomenon and noises effectively. On the other hand, the improved
watershed algorithm can not only extract the edge and outline of moving target but

(a) the final detected result        (b) result modification              (c) the fill result

Fig. 6 The results of this paper

(a) mark the detected pedestrians        (b) results comparison

Fig. 7 The detection results
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also eliminate over-segmentation. Finally, an accurate motion pedestrian mask is
obtained by integrating the rough mask and spatial mask image. The experiment of
Beijing South Station demonstrates that the fusion algorithm is capable of
extracting the information of moving targets and has a high accuracy and effec-
tiveness in real-time detecting.
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Research of Online Nondestructive
Monitoring of Composite Components
Using FBG

Xianfeng Wang, Zhongcheng Jiang, Xiaobo Liu and Jixiong Jiang

Abstract Fiber Bragg grating (FBG) is a new type of passive fiber optic device. It
has been mainly used for the health monitoring of large structures such as bridges
and buildings, while the application of the online nondestructive monitoring of
composite components is less. This paper introduced the composite nondestructive
testing method, fiber grating sensor application at home and abroad, as well as FBG
sensing principle. Then simulation was performed for 3D model of carbon fiber
levitation chassis frame of maglev vehicle under the normal operating condition and
extraordinary operation condition. Moreover, the layout design of FBG sensors on
the surface of carbon fiber levitation chassis frame was performed using the strain
distribution, and then FBG sensing network and its monitoring system were
designed. The preliminary design results showed that the online nondestructive
monitoring system can meet the requirements of engineering measurement of
carbon fiber levitation chassis frame.

Keywords FBG � Composite material � Online monitoring � Levitation chassis
frame

1 Introduction

Compared to the metal material, the composite has advantages of anti-fatigue,
higher strength to weight ratio, lighter weight, and longer service life, and is widely
used in the manufacture of major engineering structures and equipment, such as
aerospace, automotive industry, chemical industry, textile and machinery manu-
facturing [1–4]. Applications of composites in railway transportation are limited to
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no-load or partial load bearing components, such as interior materials, cab hood,
and so on, and it is still in the research and development phase for the car body,
bogie, levitation chassis, and so on. During the service under condition of tension
compression, impact and fatigue load, the composite materials is prone to be
damaged or destructed, which will lead to huge economic losses and casualties, and
even disastrous consequences if not taking corresponding measures in time.
Therefore, it is very important to use dynamic damage detection and identification
for composite structures during service.

The detection methods of composite materials include ultrasonic testing, ray
testing, computer tomography, microwave testing, acoustic ultrasonic testing,
acoustic emission testing, optical fiber testing, and so on. Fiber optic sensing
technology has many advantages, such as small size, high sensitivity, easy to
compound, and so on. It is a popular method for testing composite materials in the
future. In 1979, NASA organized an optical fiber sensor embedded in composite
material to monitor its strain and temperature, the earliest application of fiber optic
sensors. In 1989, Mendez et al. proposed the application of fiber optic sensors to
concrete structure detection for the first time [5]. After that, researchers in Japan, the
United Kingdom, the United States, Germany, and other countries have studied
fiber optic sensing systems in civil engineering [6]. In 2004, Jiang Yi and Xu Ying
proposed a new layered nondestructive testing method for composite materials. The
layered optical fiber sensor was used to detect the delamination of composite
materials, and good results were obtained [7].

As one of the fiber sensors, fiber Bragg grating sensor has its unique advantages
as follows. More than one grating can be written in an optical fiber, which com-
posed to a sensor array. The distributed sensing can be realized for more than one
optical fiber by using wavelength division multiplexing and time-division multi-
plexing system. The measuring parameter of information carrier of FGB is wave-
length, therefore FBG has strong anti-interference ability and not been influenced
by the optical fiber grating sensor the fluctuation of the light source, optical fiber
connection and coupling loss, and light the polarization state changes. In 2005,
Hiroshi Tsuda measured carbon fiber composite materials using fiber grating sensor
at first time, and concluded that the fiber grating sensor can distinguish the spread
path of acoustic signal, linear or around the damage zone spread, compared with
piezoelectric sensor. And Hiroshi Tsuda verified that the detection of acoustic wave
using tunable laser system is more sensitive than using broadband optical system
[8]. Hiroshi Tsuda proposed that FBG can play a better effect in resonance struc-
ture, and verified the feasibility for using fiber grating ultrasonic sensors to detect
metal fatigue crack [9, 10]. The length of grating sensor for sensitively detecting the
ultrasonic was assured, and the location of the crack tip was realized.

At present, it is still in the initial experimental stage for the research on fiber
grating used for composite material detection in China, but has great potential for
development. FBG sensors were used for structure damage detection of carbon fiber
levitation chassis frame in the paper. Location, direction, and density of FBG sensor
network on levitation chassis frame were researched using the strain calculation
simulation of levitation chassis frame, and the distributed fiber grating sensing
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network system was designed, which provides the preliminary technical support for
the application of FBG sensor in carbon fiber levitation chassis structure.

2 Sensing Principle of FBG

FBG is a reflection type of optical fiber grating which was manufactured using a
strong ultraviolet laser irradiation with property of spatial periodic on the doped fiber
with the ultraviolet photosensitive property. The refractive rate distribution of the
doped fiber core is periodic along the axial during production process [11]. When the
broadband light is transmitted in the FBG, the mode coupling occurs. The incident
light satisfying the condition of the fiber grating is coupled into the reflection mode.
The fiber Bragg grating reflection condition is expressed by the equation

kB ¼ 2neffK; ð1Þ

where kB is the reflection wavelength of the fiber grating, K is the grating period,
and neff is the effective refractive index of the fiber core. The light satisfying the
conditional wavelength of the Eq. (1) is reflected by the grating, and the reflectance
is as high as 99%, but the light of other wavelengths does not degrade significantly
after passing through the fiber grating. In fact, the grating acts like a narrowband
filter.

When the temperature, strain, stress, or other measured physical quantity around
the grating change, it will lead to changes in the grating period or core refractive
index to produce Bragg wavelength drift. Through detecting the drift of the Bragg
wavelength, you can get the physical quantity changes. The fiber Bragg grating is
an optical waveguide device in which the refractive index of the core is periodically
changed in the axial direction so that the forwardly transmitted energy is coupled to
the reverse guide to form a sharp reflection peak with a reflection wavelength
period. Its structure and principle are shown in Fig. 1, the broadband light is

Fig. 1 The structure and principle of fiber grating [12]
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emitted by the light transmission to the measured point, a narrowband light is
selectively reflected back by the fiber grating, which is transmitted to the wave-
length discriminator or wavelength demodulator by the optical splitter, and has
photoelectric conversion through the photodetector. Under the action of tempera-
ture or stress, when the deformed body is deformed by external temperature or
pressure, the wavelength of the narrowband light reflected by the fiber grating will
change accordingly, which reflects the change of the corresponding temperature or
pressure of the deformed body.

3 Strain Simulation of Carbon Fiber Levitation
Chassis Frame

3.1 3D Model of Carbon Fiber Levitation Chassis Frame

Levitation chassis frame was originally made of aluminum alloy structure, which
included the arm, stringer, anti-side beam, and traction seat. After using carbon fiber
composite material, its weight loss effect reached 36.8%, which is shown in Fig. 2.

3.2 Strain Simulation Results Under Normal Operating
Condition

The composite material levitation chassis frame was loaded using a working con-
dition with the largest load in the normal operating conditions, and the finite ele-
ment simulation was carried out. The results are shown in Fig. 3. The maximum
strain is 4238le, which is located near the bolt connection hole of the arm. The
strain cloud of each carbon fiber component is shown in Fig. 4, which can be used
for the arrangement of the sensor network.

Fig. 2 Composite material levitation chassis frame assembly

250 X. Wang et al.



(a) arm                             (b) stringer 

(c) anti-side beam (d) traction seat 

Fig. 4 Structural strain cloud of each component of carbon fiber levitation chassis frame under
normal operating conditions

Fig. 3 Structural strain cloud diagram of carbon fiber levitation chassis frame under normal
operating condition
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3.3 Strain Simulation Results for the First Extraordinary
Operating Condition

The finite element simulation of the carbon fiber levitation chassis frame was
performed under the first extraordinary operating condition with the largest vertical
load, in which results are shown in Fig. 5. The maximum strain is 5086le, which is
located near the bolt connection hole of the arm. The strain cloud of each carbon
fiber component is shown in Fig. 6, which can be used for the arrangement of the
sensor network.

Fig. 5 Structural strain cloud diagram of carbon fiber levitation chassis frame under the first
extraordinary operating condition

(a) arm                                  (b) stringer

(c) anti-side beam (d) traction seat 

Fig. 6 Structural strain cloud of each component of carbon fiber levitation chassis frame under the
first extraordinary operating condition
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3.4 Strain Simulation Results for the Second Extraordinary
Operating Condition

The finite element simulation of the carbon fiber levitation chassis frame was
performed under the second extraordinary operating condition with the largest
longitudinal load, in which results are shown in Fig. 7. The maximum strain is
3981le, which is located near the bolt connection hole of the arm. The strain cloud
of each carbon fiber component is shown in Fig. 8, and the maximum strain of the
traction seat is 505le, which can be used for the arrangement of the sensor network.

3.5 Comparison of Strain Simulation Results of Each
Operating Condition

The maximum strain of the carbon fiber levitation chassis frame under each
operating condition is shown in Table 1. Obviously, the strain of the arm is greater,
followed by stringer, anti-side beam, and traction seat smaller.

4 FBG Sensor Network Layout

According to the strain analysis of each component of the carbon fiber levitation
chassis frame, FBG sensors were arranged on the outer surface of each component,
as shown in Fig. 9. 8 fiber gratings were arranged on each arm at position with
maximum or larger strain, and 32 fiber gratings were arranged on four arms. 6 fiber
gratings were arranged on each anti-side beam at position with maximum or larger
strain, and 24 fiber gratings were arranged on four anti-side beams. 16 fiber gratings
were arranged on each group of stringer and traction seat at position with maximum

Fig. 7 Structural strain cloud
diagram of carbon fiber
levitation chassis frame under
the second extraordinary
operating condition
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or larger strain, and 32 fiber gratings were arranged on two group. Therefore, 88
fiber gratings in all were arranged on a carbon fiber levitation chassis frame.

There are four sensing lines designed for FBG sensor network of the carbon
fiber levitation chassis frame, as shown in Fig. 10. The first sensing line has 18 fiber
gratings in all, which consists of 6 fiber gratings on an anti-side beam, 8 fiber
gratings on one arm, 4 fiber gratings at one end of the stringer, and the second
sensing line is the same with the first. The third sensing line has 26 fiber gratings in
all, which consists of 6 fiber gratings on an anti-side beam, 8 fiber gratings on one
arm, 12 fiber gratings on one end of one stringer and one traction seat, and the
fourth sensing line is the same with the third.

(a) arm                             (b) stringer 

(c) anti-side beam (d) traction seat 

Fig. 8 Structural strain cloud of each component of carbon fiber levitation chassis frame under the
second extraordinary operating condition

Table 1 Maximum strain of each component of carbon fiber levitation chassis frame ðleÞ
Parameters Arm Stringer Anti-side

beam
Traction
seat

Normal operating conditions 4038 205 281 54

The first extraordinary operating condition 5086 236 331 65

The second extraordinary operating
condition

3817 1176 238 505
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5 Structural Health Monitoring System for Carbon Fiber
Levitation Chassis Frame

Carbon fiber suspension structure health monitoring system includes hardware
system and software system. The hardware system is mainly composed of FBG
sensor network, demodulator, and computer, as shown in Fig. 11. Sensor layout
and acquisition system should be integrated to design. The stress concentration of
the levitation chassis frame was monitored using fiber grating sensors, and the strain
signals were collected and demodulated by the demodulator. Then, the strain sig-
nals of each component of the levitation chassis frame were transmitted to the
computer and displayed online.

(a) arm                               (b) stringer 

(c) anti-side beam (d) traction seat 

Fig. 9 The location of FBG
sensors for each component of
the carbon fiber levitation
chassis frame

Fig. 10 Distribution of four
sensing lines of FBG sensor
network in carbon fiber
levitation chassis frame
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6 Conclusion

After describing the sensing principle and application of FBG sensor, the strain
calculation simulation was performed for carbon fiber levitation chassis frame, and
the maximum strain positions of each composite component were found, in which
FBG sensors were arranged. According to the symmetrical structure of the carbon
fiber levitation chassis frame and the decoupling connection structure of the
anti-side beam, the fiber grating sensing network was designed as four sensing
lines, and the hardware and software systems were designed for the structure health
monitoring system. The design of online nondestructive monitoring system pro-
vided the pretechnical support for application of FBG sensor in carbon fiber levi-
tation chassis frame.
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Study on the Adhesion Optimization
Control Strategy and Its Application
Based on Trend Forecasting

Yunxin Fan, Biao Ye, Zhongcheng Jiang and Jixiong Jiang

Abstract Wheel–rail adhesion is a complex question which is quite easily inter-
rupted by external time-varying signal. Furthermore, the maximum adhesion point
is time variant. It is difficult to find the maximum adhesion point for adhesion
control procedure. This paper gives a deeply analysis on wheel–rail adhesion
mechanism and then proposes an adhesion optimization strategy based on trend
forecasting. This strategy is robust which is not sensitive to external environment,
but mainly related to train’s operation condition. For validating its feasibility and
reliability, the traction performance test in wet rail condition of HXD1 electric
locomotive before and after adhesion program optimized is preceded. The test
results indicate that the adhesion strategy proposed in this paper is useful to search
the maximum adhesion point and improve the traction ability. It also indicates that
this strategy is right and robust.

Keywords Control strategy � Adhesion optimization � Trend forecasting
Traction ability

1 Introduction

With the development of the economy of China economy, railway transportation as
one of the most important modes of transportation has been inducted into a rapid
development period. In order to satisfy the fast transportation requirement of
energy, goods, and other lot cargo, more and more AC electric locomotives, which
are much powerful, much fast, and more reliability are produced to replace DC
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electric locomotive. There are 10836 AC electric locomotives in China until 2013,
52.1% in all locomotives [1]. They are distributed among 54 locomotive depots in
18 railway bureaus. As to the large national area and its unbalance economy, the
railway lines condition is quite different. There are not only lots of level I railway
lines which are flat and firm, but also many level II, III railway lines which are ramp
more and unsteady. One locomotive could be used in different level railway lines.

Due to the influence of external environment condition (such as rain, snow and oil
et al.), the surface condition of iron rails is also quite different. That is to say, the
adhesion coefficient between the iron rail andwheel is time varying. In order to reduce
the number of electric locomotive in service in the same traction load, improving the
traction performance of each single electric locomotive is one of the most effective
methods. Searching optimism adhesion control point becomes a really important
work in the control of modern AC electric locomotive, because the maximum
adhesion force is affected by the choosing the optimism adhesion control point [2–4].

Han Changhu [5] did some of adhesion tests in simulating raining condition for
HXD3 AC electric locomotive. This work provides some experience to optimize
adhesion control system. Ge Xinglai [6] proposed to carry out online traction
performance test for DJ1 AC electric locomotive used in Daqin railway. Zhang
Wei-hua and Yang Ying [7, 8] studied the adhesion mechanism of high-speed train
and electric locomotive. Li Jianghong [9] proposed some optimism methods for
adhesion control based on the research of adhesion mechanism. Wang Hui [10]
presented an adhesion control method based on wavelet analysis. Ren Qiang [11]
proposed to study adhesion considering rail-wheel condition recognition.
Chen Kai [12] did some research in optimization adhesion control based on the
building of adhesion control simulation platform.

Based on the analysis of previous research, this paper proposes an adhesion
control method based on trend forecasting. Then, its effectiveness and robust are
verified through a traction performance test carried out in a typical heavy duty
freight electric locomotive controller.

2 Adhesion Analysis

2.1 Adhesion Mechanism

Some research shows that adhesion traction force could be formed in the condition
that some tangential micro-movement (called creep) taking place in the contact
surface between wheel and iron rail. Also, adhesion traction force will increase with
the adding of creep speed. However, adhesion traction force will decrease rapidly
when creep speed is added too much. The relationship between adhesion traction
force and creep speed is called adhesion property which can be represented as
adhesion coefficient, as in.
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l ¼ F=P; ð1Þ

where P is weight of the locomotive, and F is the adhesion force. The relationship
between P and F is shown in Fig. 1.

Also, we can find that the contact area forms a micro-elliptic region when
locomotive stands on iron rail. The contact area in wheel is compressed in the
forward direction. While in the opposite direction it is stretched. However, the
contact area in iron rail is stretched in the forward direction and in the other
direction it is compressed. The compressed contact area in wheel will recover when
the wheel is rolling on the iron rail. This phenomenon indicates that wheel is not
purely rolling but also along with some sliding. In other words, the circle line speed
of a wheel is bigger than its traveling speed. The difference value between circle
line speed and traveling speed of wheel is called “creep speed”. The adhesion
characteristic between wheel and rail will be destroyed and wheel will slip when
creep speed is added to a critical speed. We use the ratio of creep speed to traveling
speed to represent the creep level, as in.

c ¼ x � R� mt
mt

¼ mm � mt
mt

; ð2Þ

where x is wheel angular speed, R is wheel diameter, mm is wheel circle line speed,
and mt is traveling speed.

2.2 Adhesion Algorithm

From the above research, we can see that the bigger l means the bigger available
adhesion force between wheel and iron rail. To make locomotive in the biggest
traction force, searching out the optimization adhesion coefficient point l in real
time is really an important job. As shown in Fig. 2, we can see that there is a
biggest adhesion coefficient point at any time.

This paper proposes an optimization adhesion control point searching algorithm
based on trend forecasting which is shown in Fig. 3. While Th; Ta; Tm;xm; mt;

Fig. 1 Wheel rail adhesion
diagram
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mm; mr; ar; jr is the given traction force, traction force output from adhesion program,
traction force output from control program, traction motor angular speed, loco-
motive traveling speed, wheel circle line speed, creep speed, creep acceleration, and
jerk, respectively. mm is obtained from the speed transducer. mt is the average value
of each axis’ speed. mr is the difference value of mm and mt. ar is the differential of
mr while jr is the differential of ar.

The increase/decrease in amplitude DT of traction motor torque is constant in
former adhesion programs which only take into account creep acceleration ar. But
in this paper, DT is time varying as we take into account creep jerk. When current
adhesion control point is far away from the optimization adhesion control point, we
can make DT much bigger. When current adhesion control point is close to the
optimization adhesion control point, we can make DT smaller. That is to say, we
can adjust the motor torque variation DT in real time. So, the accuracy will be much
better. Also, because DT is much bigger when current adhesion control point is far
away from the optimization adhesion control point, the search speed will be faster.

3 Adhesion Test

In order to validate the validity and efficiency of the adhesion control point
searching strategy, this paper proposes to take some online traction performance
test using HXD1 AC electric locomotive.

Fig. 2 The relationship of adhesion coefficient and creep ratio

Fig. 3 Adhesion control point searching algorithm based on trend forecasting
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3.1 Test Condition

HXD1 locomotive was allocated to An-kang depot of Xi’an railway bureau. It is
used to pull freight wagon on xi-kang railway line which starts north from xin-feng
town and end south to an-kang city. It is across the Qin Mountain which is high and
wide. The iron rail condition between each station is quite different because there
are many tunnel, curve, ramp, and so on. There are 9.5 km rail line whose average
ramp reach to 12‰ and 14.75 km rail line whose average ramp reaches to 11‰.

Test was carried out in HXD1-1193 locomotive. The whole train is composed by
an assisting locomotive and 4489 ton cargo. The test process is shown in Fig. 4. It
was a sunny day when the test was carried out. In order to distinguish the traction
force of each axis, first, we give a definition to locomotive axis which is shown in
Fig. 5. In all test, we always use A-end as the operation end.

In order to compare the traction performance of HXD1 locomotive which
starting from ramp or running across ramp in different adhesion program, this paper
chooses some special section of xi-kang railway line to do the test, as in Table 1.

Fig. 4 HXD1-1193
locomotive

Fig. 5 Axis order of
HXD1-1193 locomotive
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3.2 Test in Old Adhesion Program

3.2.1 Running Across Ramp

The running across ramp test in old adhesion program is carried out between
Ma-xin station and Xi’an south station whose kilometer post is K44 and K52,
respectively. Water was sprayed on the iron rail surface to simulate the rainy
weather and sand was sprayed to enhance the adhesion effect. This paper chooses
axis 1 of and axis 5 to analyze. The curves are shown in Figs. 6 and 7, respectively.

From Figs. 6 and 7, we can see that there are some different levels of slid
phenomenon take place in axis 1 and 5. In order to reduce slid level, adhesion
program plays a role to decrease the output torque of traction motor with a constant

Table 1 Test scheme

Program Section K44 * K52 Section K56 * K63 Ramp (‰)

Old adhesion program Running across ramp Starting from ramp 12

New adhesion program Running across ramp Starting from ramp 12

Fig. 6 Curve comparison of
old adhesion program in
running across ramp (axis 1)

Fig. 7 Curve comparison of
old adhesion program in
running across ramp (axis 5)
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value. The burr phenomenon of the curve in the figure is induced by actual output
torque cannot track given output torque from operating handle.

Also, the traction performance of axis 5 is much better than the traction per-
formance of axis 1. For axis 5, the traction force curve given by operating handle is
quite consistent with the traction force curve produced by traction motor. The same
thing also takes place in the speed curve.

3.2.2 Starting from Ramp

With the same method, starting from ramp test in old adhesion program is carried
out between kilometer post K56 and K63. First, the train was stopped on the ramp
whose value is 12‰. Then, water was sprayed on the iron rail surface to simulate
the rainy weather and sand was sprayed to enhance the adhesion effect. The
obtained curves are shown in Figs. 8 and 9, respectively.

From Figs. 8 and 9, we can see that there is obvious slid phenomenon taking
place in axis 1 and axis 5 when HXD1 locomotive starts from ramp. The maximum
slid takes place in axis 1.

Fig. 8 Curve comparison of
old adhesion program in
starting from ramp (axis 1)

Fig. 9 Curve comparison of
old adhesion program in
starting from ramp (axis 5)
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In order to reduce sliding, adhesion program plays a role to repeat a process
which is decrease torque, increase torque, decrease torque. This is why there is
some burr phenomenon of the curve in figures, especially when the traveling speed
is among in 0–20 km/h. The same thing also takes place in the traveling speed
curve. However, the traction force curve and traveling speed curve gradually tend to
stabilize when the traveling speed is up to 20 km/h.

3.3 Test in New Adhesion Program

3.3.1 Running Across Ramp

With the same test method in part 3.2, the obtained curves for running across ramp
in new adhesion program are shown in Figs. 10 and 11, respectively.

From Figs. 10 and 11, we can see that burr phenomenon in traction force curve
and traveling speed curve is not quite obvious using the new adhesion program.
That is to say, the new adhesion program plays a positive role in reducing slide
phenomenon and in enhancing traction performance.

Fig. 10 Curve comparison of
new adhesion program in
running across ramp (axis 1)

Fig. 11 Curve comparison of
new adhesion program in
running across ramp (axis 5)
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3.3.2 Starting from Ramp

With the same test method in part 3.2, the obtained curves for starting from ramp in
new adhesion program are shown in Figs. 12 and 13, respectively.

We can see that burr phenomenon in traction force curve and traveling speed
curve is not quite obvious when the HXD1 locomotive is using the new adhesion
program. Also, we can feel that the locomotive is much stabilized in the start
process. That is because the increase/decrease in amplitude and speed of torque in
the new adhesion program is much better.

3.4 Results Analysis

Taken together, the traction performance in the new adhesion program proposed in
this paper is much better than the effect of old adhesion program. The traveling
speed up to 20 km/h need 7 min and the actually used average traction force
account for only 82% in given traction force by operating handle for the old
adhesion program. But for the new adhesion program, the data is 5 min and 90%.

Fig. 12 Curve comparison of
new adhesion program in
starting from ramp (axis 1)

Fig. 13 Curve comparison of
new adhesion program in
starting from ramp (axis 5)
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Further analysis showed that the old adhesion program is passive. When slid
phenomenon takes place, adhesion program controls the traction torque of motor to
reduce rapidly in a constant value which induces torque fluctuation. The new
adhesion program is proposed in this paper considering creep jerk. So, we can know
the variation trend of creep acceleration. We can use a time-varying value not
constant value DT to adjust traction torque. The bigger the jerk, the bigger the
DT. The smaller the jerk, the smaller the DT.

4 Conclusion and Outlook

This paper proposes a new adhesion coefficient searching strategy based on trend
forecasting. By considering creep jerk, we can know the variation trend of creep
acceleration. So we can give a time-varying value, not a constant value, to adjust
output torque of motor. Also, the reliability and efficiency of new adhesion program
are validated by a traction performance test in HXD1-1193 locomotive.

We can also see that the railway lines condition is really different. A same
adhesion program may be not suitable for all railway lines. So, in order to play its
best traction performance, it is necessary to carry out traction performance online
test. Also, the next two questions are worth to study in the future. (1) Study the
irregularity PSD of railway line. (2) Study the coupling dynamics between wheel
and railway line.
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Fault Identification for High-Speed
Vehicle Suspension System Using
Nonlinear Filtering

Xiaozhong Zhang, Xiukun Wei and Limin Jia

Abstract Suspension system is vital important to safe operation of the high-speed
vehicle. Parameter estimation is a new way for fault identification of suspension
system by monitoring parameter attenuation and sudden failure of key components.
A lateral dynamic model is built in this paper, based on which a nonlinear filtering
algorithm called Rao-Blackwellized Particle Filter (RBPF) is applied for parameter
estimation. Furthermore, RBPF based on repeat-uniform-sampling strategy is pro-
posed for avoiding impoverishment of parameter particles, and fault identification
of sudden failure is realized. Simulation results show that algorithms proposed and
studied in this paper are effective and reliable with high accuracy.

Keywords Fault identification � Parameter estimation � RBPF
Repeat-uniform-sampling strategy

1 Introduction

The suspension system is vital important to safe operation of high-speed vehicles.
With development of high-speed railway in China, higher requirements for the
safety and reliability of suspension system are raised because of the high-intensity
running of high-speed vehicles. In order to evaluate the secure state of the sus-
pension system, sequential fault identification of parameter attenuation and sudden
failure is essential.

In recent years, parameter estimation research based on mathematical model and
filtering algorithm develops rapidly. In the process of parameter estimation,
high-speed vehicle suspension system dynamic model shows obvious nonlinear
characteristics, which means that nonlinear filtering algorithm is required. Particle
Filter (PF) is a typical nonlinear filter, and ideal parameter estimation results are
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obtained when the dimension of the dynamic model is less than 5 [1]. However, if
the dimension is much higher than 5, convergence speed and accuracy of PF drop
rapidly. Based on the theory of state marginalization, RBPF is proposed in [2, 3],
which separates state estimation and parameter estimation, and improves conver-
gence speed and accuracy when the dimension of the dynamic model is high.
Multiple parameter estimation based on RBPF is studied in [4], and the influence of
rail noise to estimation result is studied in [5]. Joint estimation strategy based on
multiple filters is studied in [6].

In this paper, a lateral dynamic model of the high-speed vehicle suspension
system is built in Sect. 2, based on which parameter estimation of six key com-
ponents using RBPF is introduced in Sect. 3. Fault identification under sudden
failure condition using RBPF based on repeat-uniform-sampling strategy is intro-
duced in Sect. 4, and some conclusions are summarized in Sect. 5.

2 System Description and Model Discretization

The lateral dynamic model is built by reference to the CRH2 trailer car, whose
overview and rear view are sketched in Fig. 1. Parameters and meanings of the key
components are shown in Table 1.

Car Body

Bogie

Bogie Bogie
Car Body

Z X

X

v

ksy

kpy

cpy

cpx

kpx
cyaw

csy

cpz kpz ,

csz ksz

Y

v

,

,

Z Y

Fig. 1 Overview view and rear view of the lateral dynamic model

Table 1 Parameters and meanings of the key components

Meaning Damping of
secondary lateral
damper

Stiffness of
secondary lateral
damper

Vertical
damping of air
spring

Vertical stiffness
of air spring

Parameter csy ksy csz ksz
Meaning Lateral damping of

axle box guidance
Lateral stiffness of
axle box guidance

Damping of
primary
damper

Vertical stiffness
of axle box spring

Parameter cpy kpy cpz kpz
Meaning Longitudinal damping

of axle box guidance
Longitudinal stiffness of axle box
guidance

Damping of
anti-yaw damper

Parameter cpx kpx cyaw
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Therefore, the continuous state space model can be written as

_x ¼ ~Axþ ~Buþ ~Ew ð1Þ

y ¼ ~Cxþ ~Duþ ~Fv ð2Þ

where

x ¼ ½ _yc _/c _qc yc /c qc _yb1 _/b1 _qb1 yb1 /b1 qb1 _yb2 _/b2 _qb2 yb2 /b2 qb2

_yw1 _/w1 yw1 /w1 _yw2 _/w2 yw2 /w2 _yw3 _/w3 yw3 /w3 _yw4 _/w4 yw4 /w4�T
ð3Þ

y ¼ ½€yc €/c €qc €yb1 €/b1 €qb1 €yb2 €/b2 €qb2 €yw1 €/w1 €yw2 €/w2 €yw3 €/w3 €yw4 €/w4�T ð4Þ

x is the system state, y is the system observation, u is the system input, w is the
process noise, and v is the observation noise. yc;/c and qc are lateral, yaw and roll
movement of car body. _yc; _/c and _qc are lateral, yaw and roll (angular) velocity of
car body. €yc; €/c and €qc are lateral, yaw and roll (angular) acceleration of car body.
The rest symbols belong to bogie and wheelset, which have similar meanings. The
parameter estimation based on nonlinear filtering is carried out in discrete domain;
therefore, the continuous state space model is rewritten as following discrete
version:

xkþ 1 ¼ Axk þBuk þEwk ð5Þ

yk ¼ Cxk þDuk þFvk ð6Þ

where A ¼ e~AT , B ¼ R T
0 AðtÞ~B dt¼~A�1ðe~AT � IÞ~B, E ¼ R T

0 AðtÞ~E dt ¼ ~A�1ðe~AT � IÞ
~E, and C ¼ ~C; D ¼ ~D; F ¼ ~F.

3 Parameter Estimation Using RBPF

3.1 State Marginalization

Based on Bayesian rules, posterior probability density function (pdf) of nk ¼ ½hk xk�T
given Zk can be written as

pðnkjZkÞ ¼ pðxk; hkjZkÞ ¼ pðxkjhk; ZkÞpðhkjZkÞ ð7Þ

The system observation up to time k is Zk. The system state and parameter at
time k are xk and hk . The estimation process of xk and hk are partitioned and realized
based on Kalman Filter (KF) and PF. Therefore, MMSE of nk given Zk can be
written as
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n̂k ¼
Z

nkpðnkjZkÞdnk ¼
Z Z

ðxk; hkÞpðxkjhk; ZkÞdxk
� �

pðhkjZkÞdhk ð8Þ

The idea of partitioning estimation process of xk and hk is called state
marginalization, which is also known as Rao-Blackwellization, and the combina-
tion of Rao-Blackwellization and PF is called RBPF.

3.2 Parameter Estimation Algorithm

The discrete state space model is partitioned into linear part and nonlinear part,
which takes the following form:

hk � pðhkjhk�1Þ ð9Þ

xk ¼ Aðhk�1Þxk�1 þBðhk�1Þuk�1 þEðhk�1Þwk�1 ð10Þ

yk ¼ CðhkÞxk þDðhkÞuk þFðhkÞwk ð11Þ

The implementation of RBPF is sketched in Fig. 2.

(1) Initialization

Draw initial parameter samples h1j0ðiÞ from initial pdf pðh0jZ0Þ, and if there is no
prior knowledge for pðh0jZ0Þ, h1j0ðiÞ can be uniformly sampled in ½hmin; hmax�.
Suppose that initial state is x̂0, and the corresponding covariance matrix is P0. Draw
initial state samples x1j0ðiÞ from x̂0 and the corresponding covariance matrix P1j0ðiÞ
is calculated in the following way:

P1j0ðiÞ ¼ E½ðx1j0ðiÞ � �x1j0Þðx1j0ðiÞ � �x1j0ÞT �;�x1j0 ¼ x̂0 ð12Þ
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(2) Repeat the following steps at time k ðk ¼ 2; 3; � � � ; TÞ
(1) Importance weights update and normalization

ykjk�1ðiÞ ¼ Cðhkjk�1ðiÞÞxkjk�1ðiÞþDðhkjk�1ðiÞÞuk ð13Þ

RkðiÞ ¼ Cðhkjk�1ðiÞÞPkjk�1ðiÞCTðhkjk�1ðiÞÞþQv ð14Þ

~akðiÞ ¼ pðykjZk�1; hkjk�1ðiÞÞ�Nðykjk�1ðiÞ;RkðiÞÞ ð15Þ

akðiÞ ¼ ~akðiÞPN
j¼1 ~akðiÞ

ð16Þ

where Qv is covariance matrix of observation noise.

(2) Parameter estimation

ĥk ¼
XN
i¼1

akðiÞhkjk�1ðiÞ ð17Þ

(3) Resampling (measurement update of PF)

Resample the particles fhkjk�1ðiÞ; xkjk�1ðiÞ;Pkjk�1ðiÞ; akðiÞ : i ¼ 1; 2; � � � ;Ng
based on importance weight akðiÞ, and new particles fhkðjÞ; xkjk�1ðjÞ;Pkjk�1ðjÞ;
N�1 : j ¼ 1; 2; � � � ;Ng are obtained, which satisfies [7]

PrfhkðjÞ ¼ hkjk�1ðiÞg ¼ akðiÞ ð18Þ

(4) Measurement update of KF

Calculate gain matrix KkðiÞ, and estimation results of system state xkðiÞ and
covariance matrix PkðiÞ are obtained.

KkðiÞ ¼ Pkjk�1ðiÞCTðhkðiÞÞR�1
k ðiÞ ð19Þ

RkðiÞ ¼ CðhkðiÞÞPkjk�1ðiÞCTðhkðiÞÞþQv ð20Þ

xkðiÞ ¼ xkjk�1ðiÞþKkðiÞðyk � CðhkðiÞÞxkjk�1ðiÞÞ ð21Þ

PkðiÞ ¼ Pkjk�1ðiÞ � KkðiÞCðhkðiÞÞPkjk�1ðiÞ ð22Þ
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(5) Prediction update of PF

Prediction update of PF is realized based on the following evolution equation,
proposed by Liu and West [8]:

hkjkþ 1ðiÞ ¼ ahkðiÞþ ð1� aÞ�hk þWh
k ð23Þ

where a ¼ ð3d� 1Þ=2d, and d is the discount factor with recommended value range
between 0.95 and 0.99. �hk is the Monte Carlo mean of parameter particles, and
Wh

k �Nð0; h2VkÞ is the noise. Vk is the variance matrix of parameter particles and
h2 ¼ 1� a2.

(6) Prediction update of KF

Prediction update results of system state xkðiÞ and covariance matrix PkðiÞ at
time k + 1 are obtained in the following way:

xkþ 1jkðiÞ ¼ Aðhkþ 1jkðiÞÞxkðiÞþBðhkþ 1jkðiÞÞuk ð24Þ

Pkþ 1jkðiÞ ¼ Aðhkþ 1jkðiÞÞPT
k ðiÞATðhkþ 1jkðiÞÞþEðhkþ 1jkðiÞÞQwE

Tðhkþ 1jkðiÞÞ ð25Þ

where Qw is covariance matrix of process noise.

3.3 Simulation and Analysis

The parameter setting for simulation is shown in Table 2. The parameters estimated
in this paper is h ¼ ½Cyaw Csy Csz ksz Cpz kpz�, which is shown in Table 1.
Verification of algorithm effectiveness requires that the estimation result converges
in ½0:9hreal; 1:1hreal�, and hreal is the real value of the parameter.

Each parameter is estimated separately using RBPF, and the result is sketched in
Fig. 3. Meanwhile, estimation speed and accuracy of each parameter is shown in
Table 3.

As shown in Fig. 3 and Table 3, estimation speed and accuracy using RBPF are
satisfactory, with all estimated values converging in ½0:9hreal; 1:1hreal�. Further,
Error Ratio (ER) is introduced for evaluating the estimation process, which satisfies

Table 2 The parameter setting for simulation

Velocity Sampling
interval

Number of
particles

Iteration Initial particles
sampling

v = 80 m/s Ts = 0.5 ms Ns = 1000 T = 300 ½0:5hreal; 2:5hreal�
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ER = jĥk � hrealj
.
ĥk, and ĥk is the parameter estimation result at time k. The

variation tendency of ER is sketched in Fig. 4.
As shown in Fig. 4, ER drops rapidly and converges under 0.1, which indicates

that parameter estimation using RBPF converges quickly and accurately.
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Fig. 3 Parameter estimation result using RBPF

Table 3 Estimation speed and accuracy of each parameter using RBPF

Parameter Speed (convergence iteration) Accuracy (convergence value) Real value

Cyaw 115 1.802e + 6 1.800e + 6

Csy 21 5.854e + 4 5.880e + 4

Csz 34 4.009e + 4 4.000e + 4

Ksz 91 1.947e + 5 1.891e + 5

Cpz 53 2.998e + 4 3.000e + 4

Kpz 118 1.098e + 6 1.176e + 6

Iteration
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E
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Fig. 4 Variation tendency of ER
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4 Fault Identification Using RBPF

RBPF based on repeat-uniform-sampling strategy [9] is proposed, based on which
the impoverishment of parameter particles is solved, and sudden failure of key
components is under continuous monitoring. The principle of the algorithm talked
above is sketched in Fig. 5, and parameter setting for simulation is shown in Table 4.

The simulation is partitioned into four steps, specific setting of which is shown
in Table 5. Sudden failure occurs at the 126th sample point of step 2, and parameter
changes from hnormal to hfault ¼ 0:5hnormal.

Suppose that sudden failure occurs at components which located on front side of
vehicle, and fault identification results of normal and fault components are sketched
in Fig. 6.

As shown in Fig. 6, fault identification result of each parameter converges in
½0:9hreal; 1:1hreal�, which indicates that algorithm studied here is effective.
Furthermore, the reaction time of the algorithm to sudden failure can be shortened
by cutting down the iteration of each step in case that the convergence speed is fast
enough.

Step 1

Normal

Step 2

Sudden Failure

Step 3

Fault 1

Step 4

Fault 2

[ ]0.5 2.5normal normalθ θ 1 1
ˆ ˆ0.5 2.5θ θ⎡ ⎤⎣ ⎦1̂θ 2 2

ˆ ˆ0.5 2.5θ θ⎡ ⎤⎣ ⎦2̂θ 3 3
ˆ ˆ0.5 2.5θ θ⎡ ⎤⎣ ⎦3̂θ 4̂θ

Reaction Time
real normalθ θ= real faultθ θ=

realθ

θ̂
realθ

θ̂

Fig. 5 Principle of RBPF based on repeat-uniform-sampling strategy

Table 4 The parameter setting for simulation

Velocity Sampling interval Number of particles Iteration Normal value Fault value

v = 80 m/s Ts = 0.5 ms Ns = 1000 T = 250 hnormal 0:5hnormal

Table 5 Specific setting for each step of the simulation

Step Step 1 Step 2 Step 3 Step 4

Condition Normal Sudden failure Fault 1 Fault 2

Real value hreal hnormal hnormal !hfault hfault hfault

Sample reference ~h hnormal ĥ1 ĥ2 ĥ3

Identification result ĥ ĥ1 ĥ2 ĥ3 ĥ4
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5 Conclusions

In this paper, lateral dynamic model of the high-speed vehicle suspension system is
built in SIMULINK, and nonlinear filtering algorithm called RBPF is applied for
parameter estimation of key components. Moreover, RBPF based on
repeat-uniform-sampling strategy is proposed for parameter estimation under sud-
den failure condition, which implements fault identification with high convergence
speed and accuracy. Further extension of this research lies in modeling method
improvement and real data verification, which will be studied in the future.
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Research on Gearbox Fault Isolation
Based on VPMCD

Xiukun Wei and Dong Yan

Abstract As a power transmission device, gearbox is an indispensable component
of the urban rail vehicle, and it is significant to determine the fault type of the
gearbox and to provide the basis for the maintenance and maintenance plan of
gearbox. In this paper, traditional VPMCD method is improved in the selection of
the prediction variables and the parameter estimation, and based on the error
between the estimated value and the actual value, the fault type of the gearbox can
be accurately judged. The applicability of VPMCD is analyzed by an example, and
compared with other methods, the superiority of the optimized VPMCD is verified.

Keywords Gearbox � Feature extraction � Fault isolation � VPMCD

1 Introduction

Gearbox is used to change the running speed of the railway vehicle; it includes
shaft, gear, rolling bearing, and box. Because of the complex structure, severe
working conditions, gears, and bearings are susceptible to damage. Therefore, it is
significant to determine the fault type of the gearbox, making the management
measures and to protect the safety of people.

Fault isolation includes traditional pattern recognition and modern pattern
recognition [1]. Neural network and support vector machine have been widely used
in fault identification. There is a direct relationship between the precision and the
parameters of the neural network algorithm, and it is easy to fall into local optimum
[2]; the isolation accuracy of support vector machine (SVM) is related to kernel
function [3], and there is no unified parameters and kernel function selection basis.
The above method ignores the internal relationship between the fault eigenvalues.
Literature [4] presents a new isolation method—Variable predictive model based
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class discriminate (VPMCD); it makes full use of the internal relationship between
the characteristic values, and mathematical models are established for the different
characteristics of different faults in an objective way [5]. However, traditional
VPMCD has some defects in variable selection, parameter estimation, and model
type determination. In this paper, select the optimal variable according to the
Laplasse value, and robust regression method is used instead of the least square
method to reduce the effects of outliers in parameter estimation. At last, the optimal
model is determined according to the minimum error value by selecting the type
and order of the model.

The rest of this paper is organized as follows. Section 2 introduces the mech-
anism of VPMCD, the calculation steps of LS score, and the advantages of robust
regression. In Section 3, the applicability of VPMCD is verified by a case, and the
accuracy of VPMCD algorithm is compared with other methods. The conclusions
are drawn in Sect. 4.

2 Variable Prediction Model

2.1 Mechanism Analysis of Variable Prediction Model

VPMCD is a method based on the relationship between the characteristics in dif-
ferent states, related research point out that the number of features between 2 and 6
is better [6].

The principle of this method is shown in Fig. 1. In this figure, training starts with a
given training data set N[n � p:c], of which n notes the samples of the group, p notes
the number of features, and c is the number of fault classes. Matrix N is separated into
submatrices for each class of observations, Gg½ng � p : c�, where ng is the number of
samples in the training set belonging to class g; n1 þ n2 þ � � � ng þ � � � þ nc ¼
n ðg ¼ 1; 2; . . .cÞ. After establishing the equation, the parameters such as bj, bjj, and
bjk are estimated by least square method for every training samples. The training
process is over, and the function VPM of the features for each class is obtained. The
number of training function is c � p. As for testing progress, the same form testing
data set should be prepared like training data set, and put them into the model which
has been trained. Then, the prediction data for each feature in each class is obtained
by calculating the function. The prediction value is x0i, and the real value is xi, (i = 1,
2,…p). At last, calculate the sum errors Sg for each class, and the class with the
smallest error is the fault type of testing data.

There are four VPM model types [4]:
Linear:

Xi ¼ b0 þ
Xr

j¼1

bjXj ð1Þ

282 X. Wei and D. Yan



Linear interaction:

A ð2Þ

Quadratic:

Xi ¼ b0 þ
Xr

j¼1

bjXj þ
Xr

j¼1

bjjX
2
j þ

Xr

j¼1

Xr

k¼jþ 1

bjkXjXk ð3Þ

Quadratic interaction:

Xi ¼ b0 þ
Xr

j¼1

bjXj þ
Xr

j¼1

bjjX
2
j ð4Þ

2.2 Laplace Score

Select the better characteristics according to Laplace score (LS). The Laplace score
transforms the complex high-dimensional feature space into a low-dimensional
feature space according to Laplace’s eigenvalue mapping and local preserving
projection, and determines the importance of eigenvalues by local retention [7].

Let Lr be the Laplace score of the rth characteristics, fri is the ith eigenvalue of
the rth sample, r = 1, 2,…m. The algorithm can be represented as follows: Let Lr be
the adjacent map of rth sample points. The ith sample corresponds to xi. When xi

Processed data : N [n p : c]

G1[n1 p] Gg[ng p] Gc[nc p]

X1=f (xj) Xp=f (xj) X1=f (xj) Xp=f (xj) X1=f (xj) Xp=f (xj)

VPMi
1 VPMi

g VPMi
c

Predict :Sg=sum(xi-xi )2

(i=1,2, p; g=1,2, c)

Class: F€[1,2,…c]

Training
Testing

Predict :SF=Min(S1,S2 Sc)

Fig. 1 VPMCD processing
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and xj are close enough, they are the neighbors of each other. Then, there is a side
connection; otherwise, there is no edge to connect. When the label of the node is
known, an edge can be connected between two nodes of the same label:

Sij ¼ e�
xi�xjk k2

t i is connectedwith j
0 i is not connectedwith j

(
ð5Þ

The rth eigenvalue is defined as

fr ¼ ½fr1; fr2; . . .frm�T D ¼ diagðSIÞ ð6Þ

I ¼ ½1; 1; . . .1�T L ¼ D� S ð7Þ

The matrix L is called the Laplacian matrix of graph G. The deaveraging of each
feature is obtained:

~fr ¼ ~fr � f Tr DI
ITDI

I ð8Þ

The Laplace score for the rth eigenvalue is

Lr ¼
P

ij ðfri � friÞ2Sij
VarðfrÞ ¼

~f Tr L~fr
~f Tr D~fr

ð9Þ

2.3 Robust Regression

The robust regression is an iterative weighted least squares estimation regression,
the weight wij of the points according to the regression error values. The larger
weight is given to the smaller error point, and the smaller weight is given to the
point where the error is large. The iterative correction weight is repeated, and the
influence of the “abnormal value” is reduced [8].

For the general regression model,

Yj ¼
Xp
j¼1

xijbj þ ei i ¼ 1; 2; . . .n ð10Þ

The bj is regression coefficients, and ei is the error value, where the mean is zero
independent distribution. Actual and estimated errors and the optimization goals of
robust estimates are shown in (11) and (12):
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e ¼ Yj �
Xp
j¼1

xijbj

" #2

ð11Þ

Xn
i¼1

wi Yj �
Xp
j¼1

xijbj

" #2

¼ min ð12Þ

3 Case Analysis

3.1 Data Sources

To validate the efficiency of this method, data from the bearing experimental
platform of the NSFI/UCR intelligent maintenance center in the United States are
used. The parameters of the bearing are shown in Table 1, and data sampling rate is
20 kHz. And in gear data from the QPZZ-II rotary mechanical vibration analysis
and fault diagnosis test platform system, large gear teeth number is 75, pinion teeth
number is 55, and the gear modulus is 2. There are six kinds of fault types: normal,
large gear broken, large gear pitting, pinion wear, large gear pitting and pinion
wear, and large gear cutter and pinion wear.

3.2 Bearing Fault Isolation

40 samples of each state were extracted, which include 30 samples of training data
and 10 samples of the test data. The LS scores of each characteristic are calculated
and arranged them from small to large; the result is shown in Fig. 2. The numbers
of characteristic from 1 to 10 are shown in Table 2.

The prediction accuracy of the model for calculating 2–6 variables is shown in
Fig. 3, when the number of variables is 5; the prediction accuracy is the highest.
Choose the least five characteristics of LS sore as the variables of the model. The
model type and model order are shown in Table 3. Taking the outer race fault data
as example, the results are shown in Table 4. The error value of the outer race fault
is smaller than others, indicating that the input data meet the outer race fault model,
consistent with the actual situation.

Table 1 Parameters of the
bearing test platform

Name Parameter Name Parameter

Number of
rollers

16 Roller
diameter

0.331 in.

Pitch diameter 2.815 in. Contact angle 15.17°
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VPMCD prediction accuracy is compared with the SVM and backpropagation
(BP) neural network algorithm in the condition of enough training samples and
insufficient training samples. The results are shown in Figs. 4 and 5. It can be seen
from Fig. 4 that the accuracy of the VPMCD algorithm is 100% in each state. It is
demonstrated that VPMCD is effective and more accurate. In view of the situation
of lack of fault training data, the four pattern recognition methods are also compared
and analyzed, and the results are the same.

Table 2 Mathematical model and order number of model

No. 1 2 3 4 5

Characteristic Wave
factor

Kurtosis
value

Power spectrum
centroid index

Mean
frequency

Mean square
spectrum

No. 6 7 8 9 10

Characteristic Shannon
entropy

Margin
index

Pulse
factor

Frequency
variance

Peak
factor

2 3 4 5 6
0.9

0.92

0.94

0.96

0.98
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3.3 Gear Fault Isolation

In this section, take the gear as example to verify the effectiveness of VPMCD. The
number of training samples is 100, and there are 38 test samples. As with the
training method of the bearing, the LS score of the characteristics is calculated and
the optimal model is selected. VPMCD prediction accuracy is compared with the
SVM and BP neural network algorithm in the condition of enough training samples
and insufficient training samples. The results are shown in Figs. 6 and 7, respec-
tively. The accuracy of VPMCD algorithm is 95 and 97% in normal and wear state,
respectively, in Fig. 6, and the isolation accuracy of other states is 100%. The
prediction accuracies of BP and LS-SVM are not satisfactory.

Table 3 Mathematical model and order number of model

Predicted
variable

Bearing condition

Normal Outer race fault Inner race fault Mixed fault

Model
type

Model
order

Model
type

Model
order

Model
type

Model
order

Model
type

Model
order

X1 LI 2 LI 2 LI 4 LI 4

X2 QI 4 LI 4 QI 4 QI 4

X3 LI 4 LI 4 LI 4 LI 4

X4 L 4 LI 4 L 4 LI 4

X5 LI 4 QI 4 LI 4 QI 4

Table 4 Fault isolation of outer race fault

Bearing condition Normal Outer race fault Inner race fault Mixed fault

Error value 1531.38 44.37 0.027 65.71

Identification results X X ✓ X
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Fig. 4 Comparison between VPMCD and other methods (30 samples for each type)
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Reduce the number of training data of each state to 50, and compare the fault
isolation effect of the four kinds of methods. It can be seen from Fig. 7 that all states
of VPMCD are more than 94%. While the prediction accuracy of other algorithms
has greatly decreased, the result is not ideal.
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According to the above research, it can be seen that the training accuracy of
VPMCD is higher than that of BP, SVM, and LS-SVM in the case of sufficient or
missing training samples. Thus, VPMCD can distinguish single fault and mixed
fault accurately.

4 Conclusions

This paper introduces the mechanism of VPMCD and the realization process, and
the optimal predictor is selected by using the Laplace score method, which reduces
the influence of the characteristics on the accuracy. The robust regression method is
used to estimate the parameters instead of the least squares method, which reduces
the influence of the “outliers”. The VPMCD algorithm is applied to the actual fault
to verify the validity of the VPMCD. The accuracy, efficiency, and applicability of
the VPMCD algorithm are proved by comparing with other algorithms.
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A Feature Extraction Method of Rolling
Bearing Fault Signal Based
on the Singular Spectrum Analysis
and Linear Autoregressive Model

Kun Xu, Gui Wang and Zongyi Xing

Abstract A feature extraction method of rolling bearing fault signal based on the
singular spectrum analysis (SSA) and linear autoregressive (AR) model is pro-
posed. The SSA is used to achieve the noise reduction, which has three steps:
decompose original signal into multiple components, remove the components
which have smaller contribution, and reconstruct the signal. Then, the reconstructed
signal is modeled by the linear AR model, and the coefficients of the model are
extracted as the characteristics of the signal. Finally, the proposed method is ver-
ified by using the experimental data of Case Western Reverse Lab.

Keywords Rolling bearing � SSA � AR model � Feature extraction

1 Introduction

The vibration signals generated by the rolling bearings of the rail trains are always
nonstationary, usually due to the clearance between the bearing outer race and the
housing or the sliding of the rolling elements [1]. And the non-stationarity of the
bearing may also be due to the impact between the fault and the non-faulty com-
ponent [2]. For these reasons, the traditional nonparametric technique has some
limitations. For example, the Fourier transform (FFT) is an efficient algorithm for
transforming a signal from time domain to frequency domain, but it is not suitable
for an unstable signal, and it takes a longer time interval to form a good resolution
spectrum. In this study, we proposed a feature extraction method based on the
singular spectrum analysis and linear AR model, in which the SSA is used to
remove the noise of the vibration signal, and then the unstable sub-signals are
differentiated to realize the smoothness of the signal. Finally, the feature extraction
of vibration signal is realized according to linear AR model.
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2 The Basic Theory

2.1 Singular Spectrum Analysis

SSA is a nonparametric model analysis method based on multivariate statistical
principle. It performs the principal component analysis on the lagged component of
the time series, which decomposes the original signal into multiple independent
components (PCs), and reconstructs the original time series through multiple PCs.
The main purpose of SSA is to reveal the trend of the signal, and it is also used as a
noise removal by removing the low singular value components [3]. Only the
independent principal component portion is selected for the construction phase,
which will result in a significant improvement in the suitability of the linear
autoregressive model (LTIVAR). In this study, SSA was used for decomposing the
segmented signals, after which they were reconstructed using a number of the
principal components. Thus, the procedure has two stages: decomposition and
reconstruction [4].

2.1.1 Decomposition

In the decomposition stage, a sub-signal X ¼ fx1; . . .; xNg of length N is mapped
onto a window of length L, which can construct a trajectory matrix TX (L � K),
where K ¼ N � Lþ 1. And the trajectory matrix is shown in Eq. (1).

Ti;j ¼
X1

X2

..

.

XK

0
BBB@

1
CCCA ¼

x1 x2 � � � xL
x2 x3 � � � xLþ 1

..

. ..
. . .

. ..
.

xK xKþ 1 � � � xN

0
BBB@

1
CCCA ð1Þ

After the above step, the trajectory matrix TX is decomposed by singular values
(SVD), and the trajectory matrix Ti after the decomposition is obtained is shown in
Eq. (2):

Ti ¼ Ui �
ffiffiffiffi
ki

p
� VT

i ð2Þ

where Ui (K � L) is the orthogonal matrix of the; Vi (L� L) is the diagonal
orthogonal matrix;

ffiffiffiffi
ki

p
is the singular value; and 1\i\L. And the trajectory

matrix TX has L singular values and satisfies the following conditions:ffiffiffiffiffi
k1

p
[

ffiffiffiffiffiffi
k2;

p
� � � ;

ffiffiffiffiffi
kL

p
ð3Þ
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So the trajectory matrix TX can be expressed in the lower form:

TX ¼ T1 þ T2 þ � � � þ Td ¼
Xd
i¼1

Ui

ffiffiffiffi
ki

p
VT
i ð4Þ

where d = max(i:
ffiffiffiffi
ki

p
[ 0). In vibration analysis, one can impose on the width of

the window a lower limit according to the desired minimum frequency resolution.
Thus, if one wants to observe phenomena, which occur at frequencies at least equal
to f, the minimum width of the window must be

L> fs
f

ð5Þ

where fs is the sampling frequency of the vibration signal.

2.1.2 Reconstruction

The second stage of SSA involves reconstruction of the trajectory matrix TX , which
may be performed either by means of individual analysis or grouping analysis. The
grouping is to index the {1,…, d} is divided into m disjoint subsets I = {I1,…Im},
so the trajectory matrix TX can be expressed as follows:

TX ¼ T1 þ . . .þ TL
zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{SVD

¼ TI1 þ . . .þ TIm
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{Grouping

ð6Þ

After the grouping analysis, we proposed the diagonal mean strategy trans-
formed the grouped trajectory matrix TX into a new time series ~Ti;j :

~Ti;j ¼

1
s 1

Ps 1
j¼1

xj;s j 26 s6L

1
s 1

PL
j¼1

xj;s j Lþ 16 s6Kþ 1

1
N sþ 2

PN sþ 2

j¼s K
xj;s j K þ 26 s6Nþ 1

ð7Þ

The new reconstructed time series ~Ti;j will be used for the LTIVAR.

2.2 Linear Autoregressive Model

Suppose that a time series {xr} satisfies the conditions of stationary, normality, and
zero mean, then the time series {xr} can be represented by a linear autoregressive
model as follows:

A Feature Extraction Method of Rolling Bearing Fault Signal … 293



xrðmÞ ¼ a1 � xrðm�1Þþ � � � þ ap � xrðm�pÞþ eðmÞ ð8Þ

where xrðmÞ is the predicted signal value at time m which is linearly related to
p previous values; p is the order of the model; ai (i = 1,2,…, p) are model
weighting coefficients; and eðmÞ is the error term, which represents the difference
between the actual and linearly predicted values.

The performance of the model in representing the experimental signal data is
measured by calculating normalized loss function based on the normalized mean
square error (NMSE), as given by the equation below:

GofNMSE ¼ ð1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðxrpðiÞ xrmðiÞÞ2
s

Pn
i¼1

xrp xrm
Þ � 100% ð9Þ

where xrp is the forecasting sub-signal, xrm is the real-time measured sub-signal
and is the mean value of real-time sub-signal, and n is the number of data points.

2.2.1 Data Preprocessing

When the time series is nonstationary, differential can be used to make the time
series stationary [5]. In this study, the stationarity of each reconstructed sub-signal
is determined by the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) [6] test. After
passed the KPSS test, the differential technique is only used to stabilize the signals
which are not stable, and the difference method can be expressed as follows:

xrdiffðmÞ ¼ xrðmÞ � xrðm� 1Þ m ¼ 2; 3; . . .; n ð10Þ

where xrdiffðmÞ is the new stationary sub-signal. In this study, the primary differ-
ence can make the sub-signal stable.

2.2.2 Model Order Selection

The determination of the optimal model order is very important, and the incorrect
model order may lead to over-fitting and under-fitting, which results in an inac-
curate model prediction and leads to inaccurate or erroneous fault diagnosis [7, 8].
In order to find the order of reasonable AR model, the simplest way is to find the
model order when the variance of the model prediction error is minimum. In this
paper, the BIC criterion is used to determine the optimal model order. The BIC
criterion can be defined by the following formula:
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BIC(nÞ ¼ Inðr2Þþ n� InðNÞ=N ð11Þ

where r2 is the variance of the residual, n is the order of the model, and N is the
number of data points. According to this criterion, the model order corresponding to
the BIC minimum is selected as the optimal order.

2.2.3 Model Parameter Estimation

In this study, the recursive least squares estimation is used to estimate the param-
eters of AR model. The least squares estimate of the parameter matrix is

âNþ 1 ¼ âN þPNapþNþ 1ðIþ aTpþN þ 1PNapþNþ 1Þ1ðxNþ 1 � aTpþNþ 1aNÞ ð12Þ

where PN ¼ ðXT
N � XNÞ�1, â0 = 0, P0 ¼ l2I, take 105 � l2 � 1010 (as large as

possible). Besides, the error term eðmÞ can be obtained as follows:

eðmÞ ¼ 1
N p

XN
t¼pþ 1

ðxrðtÞ �
Xp
i¼1

aixrðt � iÞÞ
2

ð13Þ

2.2.4 Dealing with Model Orders

There might be some cases where the model orders for different signals categories are
not the same as some fault types may require a different model order. As these model
orders will represent the lengths of the feature vectors formed for the diagnosis stage,
it means the lengths of the feature vectors will not be the same. In this study, we
proposed an equalization method called zero padding as given by the equation below:

½a0 a1 a2 � � � al 0 0 � � � 0
zfflfflfflffl}|fflfflfflffl{pmax�l

�

½a0 a1 a2 � � � apmax �
ð14Þ

where pmax is the maximum order of the optimal order, and l is one of the optimal
orders (l\pmax).

3 Experimental Analysis

3.1 Algorithm Flow

The feature extraction process based on SSA and AR is divided into the following
six steps:
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1. Read the vibration signal in the time zone of the rolling bearing.
2. Vibration signal segmentation.
3. For each segment of data, SSA is used to eliminate the noise.
4. Stationarity test.
5. If the stationarity test fails, difference of the signal.
6. Build the AR model, select model order, and estimate model coefficients.

3.2 Model Simulation

In this study, the bearing vibration data were obtained from the test rig of Case
Western Reserve University, the motor speed is 1797 r/min, the signal sampling
frequency is 12 kHz. The original data are segmented at a length of 2048, where
Fig. 1 is the vibration data for a segment of the rolling bearing. According to the
rolling bearing failure frequency calculation formula, we can get the fault fre-
quency, see Table 1. So we choose f = 103.4 Hz, and L> fs

f ¼ 12000
103:4 � 116. Finally,

Fig. 1 The original vibration data

Table 1 The roller bearing
failure frequency

Failure type Rotational speed (Hz)

Inside circle fault 1797 1772 1750 1730

162.2 159.9 157.9 156.1

Outside circle fault 107.4 105.9 104.6 103.4

Rolling body fault 141.2 139.2 137.5 135.9
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we determinate L ¼ 120, and the corresponding singular spectrum is shown in
Fig. 2. Figure 3 shows the original sub-signals and the first three components
obtained by SSA decomposition. Obviously, the first three components are good to
show the trend of the original signal. The effect after the SSA de-noising is shown
in Fig. 4, the signal becomes smoother. After the de-noising and one difference, the
selected data are passed the KPSS test, which meets the requirement of stationarity.
The de-noising signal is dealing with a difference of order 1, as shown in Fig. 5.

Fig. 2 The singular spectrum of different window lengths

Fig. 3 The original signal and the first three components by SSA decomposition
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The BIC value changes with the order of the AR model as shown in Fig. 6. It can be
seen that when the order is 69, the BIC value is the smallest, that is, the AR optimal
model order is 69. The recursive least squares method is used to calculate the
coefficients of the AR model, and the coefficients of the AR model are the eigen-
vectors of this signal. NMSE = 99.45% can be obtained by evaluating the NMSE
for the evaluation of the autoregressive model. It is shown that the fitting of the
original signal by fitting the linear autoregressive model works well. The original
signal and the fit signal are shown in Fig. 7.

Fig. 4 The original signal and the de-noised signal

Fig. 5 The signal after the difference of order 1
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4 Conclusions

In this study, a fault feature extraction method based on SSA and linear autore-
gressive model is proposed. First, the basic theory of SSA is introduced, including
two aspects: decomposition and reconstruction. Then, the related contents of linear
autoregressive model are introduced, including data preprocessing, model order,
and model parameter estimation. Finally, the proposed method is validated by the
data from the test rig of Case Western Reserve University.

Acknowledgements This work is supported by National Key R&D Plan of China under Grant
(2017YFB1201201).

Fig. 6 The BIC values vary with order

Fig. 7 The original signal and fitting signal
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Passenger Flow Assignment of Evacuation
Path in the Station Based on Time
Reliability

Chunwei Sun, Jie Xu, Limin Jia, Yong Qin, Kunsheng Zhan
and Jian Zhang

Abstract In order to realize the reasonable assignment of passenger flow on the
evacuation route. Only considering the evacuation time cannot effectively assign
the passengers. The path with the shortest theoretical time does not have the highest
time reliability. Put forward the measurement of evacuation time reliability. Then,
the path impedance function is constructed under the condition of the compre-
hensive evacuation time reliability and the evacuation time under the congested
condition. Combining with the Wardrop equilibrium theory and establish the user
equilibrium model based on the evacuation time and time reliability. A method of
successive averages (MSA) is used for solving the route assignment result. Finally,
the Fuxingmen station is used to verify the validity of the model.

Keywords Time reliability � Impedance function � Congestion degree
User equilibrium assignment model � MSA

1 Introduction

Subway stations are usually enclosed spaces with concentrated passenger flow.
Efficient evacuation during emergencies would greatly reduce the loss. The rea-
sonable assignment of the passenger flow can improve the evacuation efficiency. At
present, there have been a great deal of researches on passenger flow assignment in
station. Through constructing the framework structure of station network and using
the restriction of the relationship between passenger flow and evacuation managers,
then the game distribution method is used to distribute the evacuation passenger
flow in the station [1]. However, the influence of congestion degree on evacuation
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time is not considered in this method. In the study on evacuation route assignment
in subway station, through establishing evacuation route assignment model to
assign the passenger flow [2]. However, this study only takes time as the main
parameter to describe the path impedance and does not consider the influence of the
fluctuation of the evacuation time on the path choice. There also have been a great
deal of researches on passenger assignment in rail transit network. In the research of
passenger flow assignment in rail transit network, the variational inequality model
is further constructed on the basis of the equilibrium principle [3]. The equilibrium
demand assignment model based on elastic demand under congested condition [4]
and the Frank Wolfe algorithm for solving the model are proposed [5]. Yet, most
studies only consider the influence of the evacuation time and do not take into
account the influence of other factors on the path choice.

This research proposes the measurement of evacuation time reliability and
considers the evacuation time and time reliability in crowded condition to construct
the impedance function. Based on the Wardrop equilibrium principle, a user
equilibrium traffic assignment model considering the reliability of evacuation time
is proposed. MSA algorithm is used to solve the model.

2 Impedance Function of Time Reliability

The impedance function is also called the generalized cost function, on the basis of
evacuation time, combining with congestion to construct an impedance function
based on time reliability.

2.1 Evacuation Time Function Based on Congestion Degree

The degree of congestion in subway station reflects the time characteristics of
passenger aggregation during evacuation [6]. It is determined by the number of
evacuees Ni and the evacuation facility capacity Ci. Assume that the number
of evacuees was Ni. The congestion degree is calculated as follows:

ci ¼ Ni=Ci ð1Þ

The facility capacity is Ci:

Ci ¼ L�W
pr2

ð2Þ

where the L and W represent the effective length and width of the facility,
respectively. Regard the human body as a circle with a radius of R and usually taken
0.25 m.
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According to the literature [7], the exponential function is used to describe the
congestion efficiency and speed of the station emergency evacuation. That is,

vi ¼ Vmax; ci � 0:5
Vmax � exp �0:5� cið Þ; ci [ 0:5

�
ð3Þ

ti ¼ li=vi cið Þ ð4Þ

where li is the length of the road section i, and vi cið Þ is the evacuation speed of the
road section i.

The evacuation path is mainly composed of passages and staircases. According
to the formula (4), the evacuation time in evacuation path as follows:

trsk ¼ f Nkð Þ ¼
X

i
rpitpi Nkð Þþ

X
i
rsitsi Nkð Þ; 8k 2 Wrs ð5Þ

rpi; rsi ¼ 0; i does not belong to path k
1; i belongs to path k

�

where tpi represents the travel time of the passages, and tsi represents the travel time
of the staircases.

2.2 Evacuation Time Reliability

When choosing the actual path, the passenger is more inclined to choose the path
with less change in travel time rather than the path with shortest time. The degree of
fluctuation of the evacuation time is measured by the reliability of the evacuation
time.

Evacuation time reliability refers to the magnitude of the reliability from the
starting point to the safe position within the maximum allowable evacuation time.
The derivative of the evacuation time under congested conditions and take the
reciprocal can be obtained:

Rk ¼ 1; ck � 0:5
�0:5Vmax

lk
exp �0:5� ckð Þ; ck [ 0:5

�
ð6Þ

where Rk is evacuation time reliability of path k, lk is the length of path k, and ck is
congestion of path k.

2.3 Construction of Impedance Function

Taking the maximum time reliability and the minimum evacuation time in con-
gested condition as the criterion of evacuation path assignment. The impedance
function is as follows:
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Trs
k ¼ 1� qð Þtrsk þ kq 1� Rkð Þ ð7Þ

where Trs
k is from the starting point r to the target node s, the total impedance on the

evacuation path k. Rk is the evacuation time reliability of path k. q is criterion
coefficient, that is the degree of preference that passengers with evacuation time
reliability maximum as path selection criteria, 0� q� 1. When q ¼ 0, passengers
only take the shortest time as a criterion for path selection. When q ¼ 1, passengers
only take the greatest time reliability as a criterion for path selection. k is positive
proportion conversion factor, and it is the parameter which converts the reliability
of the evacuation time into the passage time of the road section. In general, its value
is based on free flow time and is 10n. Among it, n is the number of bits of passenger
evacuation time.

2.4 User Equilibrium Assignment Model Based
on Evacuation Reliability

According to Wardrop’s first equilibrium principle [8], taking the system optimal
assignment as the goal to make the impedance of all paths is minimized. Combining
with the impedance function presented above. The user equilibrium assignment
model considering the evacuation time reliability is established as follows:

minZ ¼
X

k
Trs
k Nkð Þ ð8Þ

s:t

trsk ¼ f Nkð ÞP
k
Nk ¼ N

Nk � 0

8><
>:

2.5 Algorithm Design

In the traditional traffic assignment method, the assignment result of MSA is closest
to the equilibrium assignment. Combining with the traditional MSA allocation
algorithm. Considering the evacuation time reliability and path time impedance.
The specific assignment steps of evacuation path assignment based on the reliability
of evacuation time are as follows:

Step 1. Conducting all-or-nothing assignment for the first time according to t0.
Calculate the traffic volume of each road section; X0

a ¼ Xa 0ð Þ, 8a, and n ¼ 0.
Step 2. Let n = n + 1, calculate the time impedance on the road section.

tzna ¼ ta Xn�1
a

� �
; 8a.
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Step 3. Calculate the time impedance Tk of all evacuation paths according to the
road time impedance. Find the shortest path kn by contrast.

Step 4. Calculate the evacuation time reliability Ra of each path according to the
formula (6), and calculate the total impedance TZ

kn of each path by the formula (7).
Contrast the impedance of each route to find the shortest one.

Step 5. According to the new path impedance of the OD between the traffic on
the kn on an all-or-nothing assignment. Calculate the additional Fn

a of each road
section.

Step 6. The original traffic volume and additional traffic weighted average.
Calculate the new traffic volume Xn

a for each road section,
Xn
a ¼ 1� 1

n

� �
Xn�1
a þ 1

n F
n
a ; 8a:

Step 7. Calculate the shortest path impedance and other effective path impe-

dance. When Tz
kn � Tz

kn�1

��� ���� e, the iteration stops. The result of the last round of

assignment is the final assignment scheme. Otherwise, return to step (2).

3 Case Study

Verify the effectiveness of the model by the route assignment of the Beijing metro
Fuxingmen Station.

Fuxingmen Station is the transfer station of Beijing Metro Line 1 and Line 2
with T-type structure. It is north and south sides symmetrical, and there are four
exits, which are A (northwest), B (northeast), C (southeast), and D (southwest),
respectively. The platform of Line 2 was north-south layout. There are two stair-
cases in the middle of the platform. It is connected with the west side of the
staircase of Line 1 for passenger flow transferring to the platform of Line 1. There is
a staircase on each side of the platform, which is connected with the north-south
transfer station hall. The platform of Line 1 was east-west layout. The stairs on the
east side of the platform are connected to the east transfer hall. North and south
sides have a transfer channel which can be transferred to the platform of Line 2.
Dimensional structure of Fuxingmen station is shown in Fig. 1.

3.1 Construction of Evacuation Path Network

Using the method of graph theory to describe the structure of Fuxingmen station.
Network G = {O, V, D, E}, where O, V, and D are node sets, and E is edge set.
O is the starting node set which includes the platform. D is the exit node set which
is the collection of safe outlets in the station, D ¼ djjj ¼ i; iþ 1; . . .;m

� �
. V is the

node set which is the connection of facilities and equipment,
V ¼ vtjt ¼ n; nþ 1; . . .; pf g. E is edge set which represents the connection of

Passenger Flow Assignment of Evacuation Path in the Station … 305



passage, stairs, escalators, and other facilities, E ¼ eijjeij ¼ vi; vj
� �

; vi; vj 2 V
� �

.
Construct the evacuation path network model for station. As shown in Fig. 2.

3.2 Initialization Condition of Network

Calculating the capacity of each road section according to formula (2). Gaining the
free flow evacuation speed according to the result of Ref. [9]. Velocity of passage
take 2 m/s and stairs take 1.26 m/s. Calculate the free flow travel time (Table 1).

Fig. 1 Dimensional structure of Fuxingmen station
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Fig. 2 The network structure of Fuxingmen station
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3.3 Passenger Flow Evacuation Path Distribution

Through the basic situation of the station and the road network initialization con-
ditions, we can get all the evacuation path set and path evacuation free flow travel
time (Table 2).

(1) Evacuation path assignment based on travel time

Combining the impedance function defined by 2.3 and the equilibrium allocation
model defined in 3.1 and proposing the MSA algorithm, make evacuation

Table 1 Initial conditions of road network

Road
section

Length/
m

Capacity
(p/m2)

Free
flow
travel
time/s

Road
section

Length/
m

Capacity
(p/m2)

Free
flow
travel
time/s

1–3 57 2903 28.50 14–16 26.8 546 13.40

1–4 57 2903 28.50 15–17 40 815 20.00

2–7 10 560 5.00 15–23 67.2 1506 33.60

2–8 10 560 5.00 16–18 40 815 20.00

3–5 4.8 112 3.81 16–24 67.2 1506 33.60

4–6 11 314 8.73 17–19 21 428 16.67

5–7 9.5 116 7.54 18–20 20.3 414 16.11

5–8 9.5 116 7.54 19–A 10 275 5.00

6–21 5 300 2.5 20–D 14 385 7.00

6–22 5 300 2.5 21–23 26.4 538 13.20

7–9 51 2857 25.50 22–24 26.4 538 13.20

8–10 51 2857 25.50 23–25 13.6 277 6.80

9–11 9.5 232 7.54 24–26 13.6 277 6.80

10–12 9.5 232 7.54 25–27 36 733 28.57

11–13 5.5 247 2.75 26–28 36 733 28.57

2–14 5.5 247 2.75 27–B 14 399 7.00

13–15 26.8 546 13.40 28–C 15 405 7.5

Table 2 Evacuation path set and free flow travel time

Number of path Evacuation path composition Free flow time/s

Path 1 1–3–5–7–9–11–13–15–17–A 127.956

Path 2 1–3–5–8–10–12–14–16–18–D 129.400

Path 3 1–4–6–19–13–15–17–A 125.697

Path 4 1–4–6–19–21–23–B 92.802

Path 5 1–4–6–20–14–16–18–D 127.141

Path 6 1–4–6–20–22–24–C 93.302

Path 7 2–7–9–11–13–15–17–A 93.106

Path 8 2–8–10–12–14–16–18–D 94.551
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assignment for the constructed evacuation network of the Fuxingmen station. The
criterion coefficient ρ is taken as 0, which indicates that the passengers take the
shortest travel time as the evacuation path selection criteria. Approximate equal-
ization interval ε = [−0.5, 0.5]. The results of the distribution and the evacuation
time are shown in Tables 3 and 4.

Assigning based on the path of the travel time. The number of evacuees at the
subway stations is, respectively: 379 people in exit A, 769 people in exit B, 756
people in exit C, and 536 people in exit D. As pedestrians take the shortest path
travel time as the criteria for evacuation path selection. The path with the shortest
travel time is preferred. So it is expected that the path with too long travel time is
less likely to be selected and even not being chosen, such as path 3 and path 5. The
shorter the travel time is, the greater the probability that the path will be selected. So
the more number of pedestrian assigned.

(2) Assignment results considering evacuation time reliability

The criterion coefficient ρ is taken as 0.5, which indicates that the passengers at the
moment take into account the minimum evacuation time and the maximum relia-
bility of the evacuation time as the evacuation path selection criteria. Positive
proportion conversion factor k ¼ 1000 (As the free flow of each path travel time is
more than three digits and take n = 3). Approximate equalization interval
ε = [−0.5, 0.5]. The results of the assignment and the evacuation time are shown in
Tables 5 and 6.

Considering both the path travel time and the reliability of the time. The number
of evacuees at the subway stations is, respectively: 453 people in exit A, 679 people
in exit B, 664 people in exit C, and 644 people in exit D. The result shows the
pedestrians take into account path travel time and time reliability when selecting
path. The path with short travel time is not necessary choice for more people. In
order to evacuate to a safe location safely. Taking into account the degree of

Table 3 The evacuation path
assignment results of Line 1

Number of path Flow distribution/
p

Distribution ratio/
%

Path 1 298 13.91

Path 2 317 14.83

Path 3 0 0

Path 4 769 35.92

Path 5 0 0

Path 6 756 35.34

Table 4 The evacuation path
assignment results of Line 2

Number of path Flow distribution/
p

Distribution ratio/
%

Path 7 81 27.00

Path 8 219 73.00
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congestion in the evacuation process and pedestrians will choose the path with long
travel time, such as path 3 and path 5. The number of evacuees at each exit is
smaller than in the case where take the shortest time as criterion. At this time, the
evacuation is more efficient.

4 Conclusion

At present, the problem of passenger flow assignment on evacuation path often only
considers the evacuation time and other unilateral factors, which does not take into
account the other factors on the passenger assignment of the composite effect. In
this paper, considering the time reliability and the evacuation time in the congested
condition, the following results are obtained:

(1) Put forward the measurement of evacuation time reliability. This measurement
takes into account the two factors of evacuation time and evacuation time
reliability. Minimizes time and time reliability as the evacuation path assign-
ment criteria. An impedance function considering time reliability is proposed to
determine the path selection.

(2) According to Wardrop equilibrium principle and establish a user equilibrium
assignment model based on evacuation time reliability. The MSA algorithm is
used to solve the user equilibrium assignment model and get the assignment
results.

(3) Using the user equilibrium assignment model to assign passenger flow in
evacuation path under the emergencies of Line 1 of Fuxingmen station.
Through the analysis, it is found that the assignment model which considering
the evacuation time and the evacuation time reliability is more effective than the

Table 5 The evacuation path
assignment results of Line 1

Number of path Flow distribution/p Distribution ratio/%

Path 1 301 14.08

Path 2 342 15.98

Path 3 74 3.45

Path 4 679 31.72

Path 5 80 3.74

Path 6 664 31.03

Table 6 The evacuation path
assignment results of Line 2

Number of path Flow distribution/p Distribution ratio/%

Path 7 78 26.00

Path 8 222 74.00
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model which only considering the unilateral factors. It is of great significance to
the future evacuation strategy.

This paper only takes the platform passengers as the evacuation objective. The
next study can research the assignment of evacuation path for the entire station
passengers based on the user equilibrium assignment model.
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Simulation of Aging Characteristics
of Power Switch Device Based on Saber

Yujia Guo, Mengzhu Wang, Lei Wang, Ruichang Qiu
and Guofu Chen

Abstract IGBT is a power switch device that is very important in modern power
electronics. The reliability of IGBT concerns the security of circuits and even the
whole system, while IGBT module’s aging is inevitable, so it is necessary to study
the aging of IGBT module. At home and abroad, the measurement of the electrical
parameters when the bonding wires fall off is used to identify the aging failure state
of IGBT, but the consideration is far from comprehensive, the evaluation is also
inaccurate. This paper uses the saturation voltage drop which is easy to measure as
a state characteristic parameter and considers the influence of junction temperature
and collector current to the saturation voltage and IGBT module’s aging failure to
evaluate the aging failure of IGBT module.

Keywords IGBT � Saber � Aging characteristic simulation

1 Introduction

IGBT (Insulated Gate Bipolar Transistor) is composed of MOSFET (Metal–Oxide–
Semiconductor Field-Effect Transistor) and BJT (Bipolar Junction Transistor).
IGBT fusions excellent characteristics of the two devices, it is driven by voltage as
well as MOSFET and also has the advantages of low saturation voltage, large
capacity of BJT. The conductivity modulation effect of IGBT decreases the size of
the chip and greatly reduces the manufacturing cost.

IGBT power module is widely used in the harsh condition of the wind power
generation, electric traction, and aerospace power systems. The electric heat level is
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higher and higher which requires a high degree of safety and reliability of IGBT.
According to the relevant survey, faults in power electronic circuits mostly come
from the aging failure of power semiconductor devices, especially for new energy
power system, the failure of IGBT module is the main reason for system shutdown
and causes huge economic loss or safety accident [1]. Therefore, it is important to
study the aging status of IGBT.

At present, the research on IGBT aging is done by monitoring the change of the
state characteristics of IGBT module [2–5]. But for most detection of these state
parameters, it was studied by accelerated aging test and does not realize the online
monitoring of the IGBT aging and the dynamic prediction of service life.

In fact, the breakage of bonding wires is the main failure mode of IGBT.
Saturation voltage drop is also affected by the collector current and junction tem-
perature. After the breakage of bonding wires, less bonding wires bear the same
current, lead to the rise of IGBT junction temperature. Junction temperature is not
only accelerating aging of IGBT but also the influence factors of other aging
characteristic parameters. This paper uses the saturation voltage drop which is easy
to measure as a state characteristic parameter and considers the influence of junction
temperature and collector current to the saturation voltage and IGBT module’s
aging failure to evaluate the aging failure of IGBT module.

2 Materials and Methods

2.1 Mechanism of IGBT Aging

The internal structural profile of IGBT module is as shown in Fig. 1 [6].
The main reason for the failure of IGBT is heat stress in the process of running.

The internal temperature gradient is formed under different quantity of heat between
different layers in Fig. 1. It is a hot-mechanical process. The coefficient of thermal
expansion (CTE) of different material is as shown in Fig. 2. Under the certain
thermal shock effect, different material bear different levels of heat stress due to
different material CTE. After long-term accumulation, thermal stress is greater than

Fig. 1 IGBT module internal structure profile
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the strength of device due to external thermal shock effect, and the device is likely
to fail.

This paper discusses the rule of IGBT module in the working area of the bathtub
curve aging failure zone in Fig. 3 [7]. If we can find the aging failure characteristic
parameter which is easy to get and changing obviously, we can evaluate and even
predict the state of IGBT.

2.2 Saturation Voltage Drop of IGBT

The structure and equivalent circuit of IGBT are given in Fig. 4.
The conduction voltage drop of IGBT is as shown in Eq. (1) according to the

structure and equivalent circuit of IGBT in Fig. 4.

Vcesat ¼ VJ1 þVdrift þ Ic � Rchannel ð1Þ

where Vcesat is saturation voltage drop, VJ1 is conduction voltage drop of PN
junction J3, and Vdrift is the voltage drop on the drift resistance Rdrift. Rchannel is the
equivalent conduction resistance of p-zone, and Ic is collector current.

Fig. 2 Coefficient of thermal
expansion (CTE) of different
materials

Fig. 3 The bathtub curve of
IGBT module failure
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The temperature can affect the migration efficiency of the carrier, so the con-
ductivity modulation effect and Rchannel and Ic will change along with the change of
temperature. Vcesat has relation with Ic and Rchannel, so Tj is closely related to Vcesat

and also has a great influence on other aging characteristic parameters. Let us look
at the relationships between Vcesat, Ic, and Tj.

3 Results

3.1 The Relationship Between Saturation Voltage Drop,
Collector Current, and Junction Temperature

Use Saber (a system simulation software) to verify the relationship between satu-
ration voltage drop, collector current, and junction temperature. Simulation circuit
diagram is as shown in Fig. 5. IGBT module adopts the Hefner IGBT model of
Self-Heat IGBT module which has a better dynamic thermal characteristic [8].

Fig. 5 IGBT aging
simulation circuit diagram

Fig. 4 The structure and equivalent circuit of IGBT
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First, Ic value is fixed by Vcc, and Tj junction temperature varies from 20 to
100 °C step by 20 °C. The waveform and enlarged figure are as shown in Fig. 6.

And then the temperature Tj is fixed, the current varies from 20 to 40 A step by
5 A which is the same as the voltage varies from 200 to 400 V step by 50 V. The
waveform is as shown in Fig. 7a. The enlarged figure is as shown in Fig. 7b.

The measurement data of saturation voltage drop of IGBT at each current and
junction temperature are given in Table 1.

Fig. 6 a The saturation voltage drop when Ic is fixed and Tj is changed. b Saturation voltage drop
under magnification

Fig. 7 a The saturation voltage drop when Tj is fixed and Ic is changed. b Saturation voltage drop
under magnification

Table 1 The measurement
data

Tj/C Ic/A

20 40 60 80 100

20 2.0175 2.0463 2.0743 2.1015 2.1281

25 2.2768 2.3152 2.3524 2.3885 2.4237

30 2.5416 2.5899 2.6367 2.6821 2.7261

35 2.8144 2.8733 2.9302 2.9853 3.0387

40 3.0978 3.1681 3.2361 3.3017 3.3653
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According to the data in table, three-dimensional surface of Vcesat, Ic, and Tj is as
shown in Fig. 8. Saturation voltage drop, collector current, and junction tempera-
ture have a good linear relationship between each other. Ic has a large influence on
Vcesat, and the influence of Tj is also not small, so it is necessary to consider junction
temperature. So we can describe the aging failure of IGBT by saturation voltage
drop under the influence of collector current and junction temperature.

3.2 Aging Rule Simulation of IGBT

3.2.1 The Shortcomings of Past Evaluation of Aging

The above analysis shows that junction temperature as a key variable plays an
important role in aging analysis. Junction temperature is not only accelerating aging
of IGBT but also the influence factors of other aging characteristic parameters.
However, the past aging analysis only uses saturation voltage drop to describe the
aging of IGBT and does not fully consider the influence of junction temperature and
collector current [9].

The last section analyzes the relationship between saturation voltage drop,
collector current, and junction temperature. Because of the effect of temperature on
saturation voltage drop, it is difficult to determine whether the temperature causes
the change of saturation voltage drop or the IGBT is actually damaged. This is the
shortcomings of past evaluation of aging.

So the following will consider Ic, Tj’s effect on saturation voltage drop and use
Ic, Tj, and Vcesat to describe the aging of IGBT to make it more accurate and
persuasive.

Fig. 8 Vcesat = f(Ic, Tj)
three-dimensional surface
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3.2.2 Simulation of the Breakage of Bonding Wire

Use Saber to simulate the whole process of bonding wires damage online. Bonding
wires damage is simulated by changing the value of the conductance resistance. The
aging of IGBT is described by Ic, Tj, and Vcesat.

1. The bonding wires fall off 1/2. The conductance resistance (Rs) is twice as large
as the original. The three-dimensional relationship diagram of Vcesat, Ic, and Tj is
as shown in Fig. 9a.

2. The bonding wires fall off 3/4. The conductance resistance (Rs) is four times as
large as the original. The three-dimensional relationship diagram of Vcesat, Ic,
and Tj is as shown in Fig. 9b.

3. The bonding wires fall off 7/8. The conductance resistance (Rs) is eight times as
large as the original. The three-dimensional relationship diagram of Vcesat, Ic,
and Tj is as shown in Fig. 9c.

4. Four three-dimensional relationship diagrams of the saturation voltage drop,
collector current, and temperature are shown in Fig. 9d.

It can be seen through the simulation results, Vcesat increases with the increase in
Ic and Tj. In order to compare the relationship between the saturation voltage drop,

Fig. 9 a The 3D diagram of Vcesat = f(Ic, Tj) when the bonding wires fall off 1/2; b the 3D
diagram of Vcesat = f(Ic, Tj) when the bonding wires fall off 3/4; c the 3D diagram of Vcesat = f(Ic,
Tj) when the bonding wires fall off 7/8; and d four 3D diagrams of Vcesat = f(Ic, Tj)
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collector current, and junction temperature before and after the breakage of the
bonding wires more intuitive, clearly and convenient, put four kinds of condition
into a three-dimensional diagram. It is as shown in Fig. 9d. The surface is higher
after the breakage of bonding wires, and the more bonding wires break, the higher
the surface is. Such as at Tj = 20 °C and Ic = 40 A, Vcesat = 2.1281 V when
bonding wires are in good condition, Vcesat is 2.3247, 2.7166, and 3.4956 V when
the bonding wires fall off 1/2, 3/4, and 7/8. It is clear that the increasing amplitude
of IGBT saturation voltage drop increases with the increase in the roots of bonding
wire. Because current can only flow through less bonding wire, namely, the
effective diversion area is reduced. The less the bonding wires are, the greater the
increasing amplitude of IGBT saturation voltage drop is.

It can truly reflect the aging of the IGBT module when the bonding wires fall off
through the simulation of saturation voltage drop Vcesat along with the change of Ic
and Tj. That is to say, we can use this way to assess the state of the IGBT module
and predict life.

4 Conclusion

IGBT is a power switch device that is very important in modern power electronics.
The reliability of IGBT concerns the security of circuits and even the whole system,
so it is necessary to study the aging of IGBT module.

The breakage of bonding wires is the main failure mode of the aging of IGBT
module. Use saturation voltage drop which is easy to measure as a state charac-
teristic parameter and consider the influence of junction temperature and collector
current to the saturation voltage to evaluate the aging failure of IGBT module. The
results of simulation show that saturation voltage drop, collector current, and
junction temperature have a good linear relationship between each other. So we can
describe the aging of IGBT by saturation voltage drop with the influence of col-
lector current and junction temperature.
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Evaluation of Emergency Evacuation
Capacity of Subway Station Based
on M/G/c/c

Yacui He, Jie Xu, Limin Jia, Yong Qin, Kunsheng Zhan
and Jian Zhang

Abstract In the case of an emergency, accurately assessment of evacuation
capability is the key to safe and efficient evacuation. M/G/c/c represents a queuing
model where customers’ arrivals obey Poisson distribution, the service time obeys
general distribution, the system has c service desks, and its capacity is c. It is
suitable for the analysis of pedestrian walking process and the calculation of cor-
responding indicators in various spaces. The evacuation time, passenger flow
density and facility bottleneck are chosen as evaluation indexes to analyze pedes-
trian walking characteristics and connection structure of station divergence nodes.
Based on the M/G/c/c queuing model, a pedestrian divergence node probabilistic
selection optimization model is constructed. Then, we use lingo software to solve
the model. And Jianguomen Subway Station is used to verify its effectiveness.

Keywords Subway station � Dividing node � M/G/c/c � Lingo
Emergency evacuation capability

1 Introduction

Subway stations are often crowded with people; an accurate assessment of evac-
uation capability is the key to ensuring safe and efficient evacuation in case of
emergency. Pre-assessment of emergency evacuation capability will help to provide
improved solutions for passenger evacuation under emergencies.

The assessment of evacuation capacity evaluation preserves the status quo:
(1) The analysis and modeling of microscopic evacuation behavior: Study pedes-
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trian flow and establish the model of route choice [1]; a simulation model based on
cellular automata [2]; social force model [3] et al. (2) Modeling or emulating by
using mathematical physics and computer: system service and capacity allocation
problem based on M/G/c/c model [4]; a bionic cellular automaton model based on
pedestrian dynamics, [5], etc. Although the relative research is relatively rich, it
does not take into account the characteristics of passenger movement, facilities,
service characteristics, and the relationship between them from the overall station.

2 Evaluation of Emergency Evacuation Capability

In the book of Subway Design Code (GB 50157-2013) [6], the definition of station
evacuation capacity is mainly reflected in the evacuation time; the formula is as
follows:

T ¼ 1þ Q1 þQ2

0:9 A1 N � 1ð ÞþA2B½ �\6min ð1Þ

where Q1 and Q2 indicate the maximum passenger flow in section and the largest
waiting passengers on the platform, respectively, A1 is the carrying capacity of
escalator, A2 is the carrying capacity of evacuation staircase, N is the number of
escalators, and B is the total width of the evacuation staircase.

In formula (1), the evacuation time is mainly related to the passenger flow,
width, and number of stairs and escalators. In practice, the connection structure of
facilities, the number of exports [7], and the pedestrian selection behavior [8] will
also have an impact on evacuation capacity. In order to facilitate the capacity
assessment, select evacuation time [6], passenger density [9], and facility bottle-
necks for analysis.

3 M/G/c/c Queuing Model for Evacuation Capacity

3.1 Single-Facility M/G/c/c Queuing Model

M/G/c/c is a state-dependent model, which is suitable for analyzing the charac-
teristics of single-facility service under dynamic environment [10]. When there are
n pedestrians, the model is shown as [11]

P nð Þ ¼ kE T1ð Þ½ �nP0

n!f nð Þ. . .f 2ð Þf 1ð Þ ¼ P0

Yc
n¼1

kE T1ð Þ
n � f nð Þ ð2Þ

where
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P0 ¼ 1þ
Xc

n¼1

kE T1ð Þ½ �i
n!f nð Þ. . .f 2ð Þf 1ð Þ

" #�1

¼ 1þ
Xc

n¼1

Yn
i¼1

kE T1ð Þ
i � f ið Þ

" #�1

ð3Þ

f nð Þ ¼ vn=v1 ð4Þ

E T1ð Þ ¼ l=v1 ð5Þ

c ¼ INT p � l � wð Þ ð6Þ

P0 is the probability of no pedestrians in the facility, f(n) is passenger service
rate, E T1ð Þ is the expected service time for a single pedestrian within the facility, C
is facilities maximum capacity, and k is the arrival rate.

And l is the corridor length,w is the corridor width, vn is the average walking speed
for n pedestrians in a corridor, v1 is the individual walking speed, v1 = 1.5 m/s [12],
q is the passenger limit density within the facility, q ¼ 5 person

�
m2 [12].

In essence, f(n) is a function of the number of pedestrians in the facility, and the
relationship of vn and v1 can be described by the velocity–density function, which is
shown as [11]

vn ¼ v1exp � n� 1
b

� �c� �
ð7Þ

where b and c are the scale and shape parameters, respectively [11]:

b ¼ a� 1ð Þ
ln v1

vn

� �h i1=c ¼ b� 1ð Þ
ln v1

vb

� �h i1=c ð8Þ

c ¼
ln ln va=v1ð Þ

ln vb=v1ð Þ
h i
ln a�1

b�1

	 
� � ð9Þ

va is the average walking speed when crowd density = 2 person/m2, vb is the
average walking speed when crowd density = 4 person/m2, and a ¼ 2lw; b ¼ 4lw
[11].

Revising the pedestrian speed as follows in the case of an emergency [13]:

ve ¼ v � le ð10Þ

In formula (10), ve is the speed under emergency situations, v is the speed under
normal circumstances, le is the correction factor, and in upstairs le ¼ 1:26; in
downstairs le ¼ 1:212; in channel le ¼ 1:49� 0:36D, whereDmeans flow density.
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D ¼ nf
�
Wf Lf ð11Þ

In formula (11), f is the horizontal projection area of a single pedestrian
(0.18 m2/person [14]), Wf is the flow width, Lf is the flow length.

According to the Little Formula of the queuing theory, we can get the formula of
the relevant index [13]:

pc ¼ P n ¼ c½ � ð12Þ

h ¼ k 1� pcð Þ ð13Þ

E N½ � ¼
Xc

n¼1

npn ð14Þ

E T½ � ¼ E N½ �=h ð15Þ

pc is the probability of congestion on a staircase or passageway, H is the output
people per second (person/s), E[N] is the expected service number in the channel or
staircase, and E[T] is expected service time of passenger, including waiting and
service time.

3.2 Optimal Model of Probability Selection for Split Node

In the emergency evacuation, the stations take guided measures to evacuate
pedestrians into safe areas as soon as possible, that is, the number of evacuation per
unit more the better. Hence, we can base on M/G/c/c model, constructing node
probabilistic selection optimization model for pedestrian on the dividing facilities.

In Fig. 1, the node u represents the uplink facility; nodes 1, 2,…, n represent the
downstream facilities, their collection is denoted as Vd ; hu represents the output rate
of upstream facility; k1; k2; . . .; kn represent the arrival rate of downlink facility; the
pnc and pn0, respectively, indicate the congestion rate of downstream facility and the

Fig. 1 Chematic diagram of
separate networks
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probability that there is no pedestrian in the facility; and pi represents the proba-
bility that the pedestrian chooses the downstream facility i.

The probability selection problem of the dividing nodes is modeled as (M1)

M1ð ÞmaxZ ¼
X
i2Vd

hi ð16Þ

s.t. X
i2Vd

pi ¼ 1 ð17Þ

pi � hn ¼ ki; 8i 2 Vd ð18Þ

ki � 1� pic
	 
 ¼ hi; 8i 2 Vd ð19Þ

pic ¼ pi0 �
Yc
k¼1

ki � E T1ð Þ
k � f kð Þ ; 8i 2 Vd ð20Þ

pi0 ¼ 1þ
Xc

j¼1

Yj

k¼1

ki � E T1ð Þ
k � f kð Þ

" #�1

; 8i 2 Vd ð21Þ

0� pi � 1; 8i 2 Vd ð22Þ

From the model M1, it can be seen that the pedestrian optimal selection prob-
ability is related to the upstream facility output rate and the downstream facility
congestion rate. The congestion rate is related to the geometric attribute of the
facilities and arrival rate, so the optimal probability is the result of the output rate of
upstream facilities and the geometric attribute of downstream facilities.

3.3 Model Solution

First, determining pc and p0, for E T1ð Þ ¼ l
V1

and f nð Þ ¼ Vn
V1
, so:

p0 ¼ 1þ
Xc

j¼1

Yj

k¼1

ki � E T1ð Þ
k � f kð Þ

" #�1

¼ 1þ
Xc

j¼1

k j �
Yj

k¼1

l
j � Vk

" #�1

ð23Þ

where g jð Þ ¼ Qj
i¼1

l
i�Vi
, then:
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p0 ¼ 1þ
Xc

j¼1

k j � g jð Þ
" #�1

ð24Þ

Similarly,

pc ¼ kc � g cð Þ
1þ Pc

j¼1 k
j � g jð Þ ð25Þ

Stage I: Finding out the g jð Þ value when the number of pedestrians is different,
g jð Þ can be expressed as follows:

g jð Þ ¼ g j� 1ð Þ � l
j�Vj

; j� 2

g jð Þ ¼ l
V1
; j ¼ 1

(
ð26Þ

Stage II: Model solution.
For Lingo Software can be used to solve linear programming and some linear or

nonlinear equations, it is the best choice for solving the optimization model.

4 Case Study

Taking the Jianguomen Subway Station in Beijing as a case, the optimal model for
probabilistic selection of dividing node is applied to the actual station, and the
simulation method is used to analyze the results.

4.1 The Evacuation Route Planning of Jianguomen Station

Evacuation path uses the platform as a starting point, with the exit at the end;
pathways include stairs, escalators, and corridors. As can be seen from Fig. 2, there
are 14 evacuation routes, see Table 1 for details.

4.2 M/G/c/c Model Calculation Results Analysis

Select different arrival rates to calculate the relevant parameters of the station
facilities.
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4.2.1 Number of Evacuation

Based on the model, we can get the output rate of each exit at different arrival rates.
The results are shown in Table 2, the proportion of evacuated persons at C, B, and
A exits is 0.431: 0.306: 0.263, which is consistent with the actual.

When the arrival rate is 13, as the number of people waiting in the station is too
crowded, the total output of exits will begin to decrease. The definition of evacu-
ation time is 5 min (excluding response time), and the maximum evacuation
number is 4103.

4.2.2 Evacuation Time

The evacuation time of each path is as Table 3, which is the total expected service
time of the included facilities. From Table 1, the evacuation time is not strictly
related to the path length. When the length is shorter, the path will attract more
pedestrians and lead to congestion. Instead, the evacuation time will increase. As
k = 13, the maximum evacuation time is 315 s (including reaction time).

4.2.3 Passenger Density

The average density of facilities is got from the expected service number and the
area of travel facilities. As k = 13.0, Jianguomen stairs evacuation capabilities are
in the three-level or four-level, and the channels are almost two-level, part of the
three [14]

Fig. 2 The topology of Jianguomen station
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It can be seen from Table 4 that when the arrival rate is 13.0, the probability of
congestion in stairs 3, 4, 5, 10, 11, 12, escalator 10 and channel G appears, and the
evacuation levels of these congestion facilities are all four.

4.3 Comparison of Model Results with Simulation Results

Select the Pathfinder simulation, verify the model calculation results from the
evacuation number, evacuation time and passenger density.

In Pathfinder simulation, the number of evacuations was 3596 in 6 min (in-
cluding reaction time). In contrast, the model results are larger, for the construction
model needs to make some assumptions and dilute some of the constraints. In the
simulation results, the proportion of evacuated population at C, B, and A was 0.409:
0.319: 0.271, which was consistent with the calculated results.

Table 2 Output rate of exits

Single station
arrival rate

Output rate Total
output/
5 min

Evacuation
efficiency (%)Exit

A
Exit
B

Exit
C

Total

4 1.631 2.475 3.219 7.325 2198 91.60

5 1.902 2.52 3.717 8.139 2442 81.40

6 2.429 2.583 4.449 9.461 2838 78.80

7 2.567 2.868 4.536 9.971 2991 71.20

8 2.749 3.157 4.611 10.517 3155 65.70

9 2.974 3.446 4.691 11.111 3333 61.70

10 2.941 3.666 5.386 11.993 3598 60.00

11 3.235 3.96 5.592 12.787 3836 58.10

12 3.522 4.231 5.799 13.552 4066 56.50

13 3.602 4.183 5.892 13.677 4103 52.60

13.5 3.513 4.144 5.815 13.472 4042 49.90

14 3.497 4.127 5.804 13.428 4028 48.00

Table 3 The service time of each path

Path Evacuation (k = 13.0) Path Evacuation time (k = 13.0)

Path 1 242.855 Path 8 135.033

Path 2 237.297 Path 9 253.363

Path 3 177.686 Path 10 247.804

Path 4 200.150 Path 11 131.973

Path 5 142.951 path 12 131.568

Path 6 135.596 Path 13 232.286

Path 7 142.388 Path 14 154.750
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The time for the pedestrian to evacuate the station is 365 s (including the
reaction time) in the simulation, and the model result is 315 s. It is because
the model only considers the running time within the facility and does not consider
the facility’s connection.

The maximum passenger density obtained from the simulation is as Table 5.
From Table 5 the stairs 3, 4, 5, 10, 11, 12, the escalator 10 and the channel G have a
higher density, and the results are in good agreement with the model results.
Similarly, these facilities will also become the evacuation bottlenecks.

To sum up, through the simulation, we can prove the effectiveness of the
queuing model.

5 Conclusion

Based on the queuing model, the evacuation capacity of the subway is evaluated,
and the evacuation capacity indexes such as evacuation time, number of people and
average density are obtained, and the evacuation bottleneck is simulated effectively.
In addition, Pathfinder software is used to validate the model results, which pro-
vides a simulation basis for improving the facility evacuation capacity.

However, there are still some shortcomings in the model, which will continue to
be studied in future work:

Table 5 Maximum density of various regions in the station

Facility
number

Maximum
density

Evacuation
level

Facility
number

Maximum
density

Evacuation
level

Stair 1 1.139 III Escalator 9 1.722 III

Stair 2 1.185 III Escalator 10 4.799 IV

Stair 3 4.353 IV Corridor A 0.687 II

Stair 4 3.871 IV Corridor B 0.462 II

Stair 5 3.860 IV Corridor C 0.627 II

Stair 6 1.113 III Corridor D 0.345 II

Stair 7 1.287 III Corridor E 0.339 II

Stair 8 0.284 I Corridor F 0.392 II

Stair 9 2.334 III Corridor G 3.768 IV

Stair 10 3.281 IV Corridor H 0.644 II

Stair 11 4.332 IV Corridor I 0.457 II

Stair 12 4.552 IV Corridor J 1.497 III

Escalator 6 1.378 III Corridor K 0.217 I

Escalator 7 1.195 III Corridor L 0.740 I

Escalator 8 0.367 I Corridor M 0.808 III
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(1) Do not consider pedestrian psychology, whether to carry baggage, baggage
dimensions, and travel purpose.

(2) When calculating the evacuation bottleneck, the influence of the toll gate and
other facilities on the carrying capacity is not considered.

(3) The model makes certain assumptions about constraints and environment and
has limitations.
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Research on the Abrasion Detection
Technology of the Pantograph Slipper
of Urban Rail Train

Xuebing Hu, Yejian Chen, Yong Zhang and Zongyi Xing

Abstract In order to realize the online noncontact detection of the Abrasion of the
Pantograph Slipper of Urban Rail Train, the abrasion detection technology of
pantograph slipper of urban rail train is studied. In this paper, an abrasion detection
method of pantograph slipper of urban rail train based on image processing is
proposed, and the steps are as follows: First, the mixed noise of the original image
from the acquisition system is filtered by image filtering. Then, the edge of
Pantograph Slipper in the image is detected by the adaptive Canny edge detection
based on histogram concavity analysis after image filter. Finally, the abrasion curve
of the Pantograph Slipper is obtained by camera calibration and curve blending, and
which is used to judge whether the abrasion of the pantograph slipper is transfinite.
The results of the experiment showed that the proposed method is effective to detect
the pantograph slipper abrasion curve in the original image. The proposed method
is effective to realize the online non-contact detection of the Abrasion of the
Pantograph Slipper of Urban Rail Train.

Keywords Pantograph slipper � Image filter � Adaptive Canny edge
Detection � Camera calibration

1 Introduction to Image Processing Technology

The image is the main source of obtaining and exchanging information, digital
image processing technology has the advantages of good reproducibility, high
processing accuracy, high flexibility, and so on. Therefore, it is applied to all
aspects of human life and work, such as aerospace, aviation technology, commu-
nication engineering, etc. This paper applies image processing technology to rail-
way safety transportation. On the test site, four industrial cameras based on CCD
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(Charge-coupled Device) sensitive chips are installed, each two of which is used to
shoot a pantograph on the roof of the train. The slider image captured by the
industrial camera is transmitted to the image processing system through Gigabit
Ethernet to detect the abrasion of pantograph slider after being processed by fil-
tering, edge detection, camera calibration, and other image processing techniques.

2 The Algorithm on the Abrasion Detection Technology
of the Pantograph Slider

In this paper, the pantograph slider abrasion is analyzed mainly by the half bow
image taken by two CCD cameras, and the digital image processing technology is
used to extract the upper edge of pantograph slider and the lower edge of the bracket.
The distance between the upper edge of the slider and the lower edge of the bracket is
calculated by camera calibration, and the residual abrasion curve of the half bow
slider is obtained by subtracting the thickness of the bracket. The curves of the two
semi-bow slider curves are fused, and the residual abrasion curve of the whole slider
is obtained. The detection process of pantograph slider abrasion is shown in Fig. 1.

2.1 Image Filtering

Due to the influence of the external environment, there are a lot of mixed noises in
the original image collected by camera, mainly pulse and Gauss noise [1]. This
paper proposes a filtering algorithm to remove mixed noise first, median filter for
impulse noise suppression, then using the mean filter algorithm to restrain the
Gauss noise, the two filtering algorithms works step by step to filter the mixed noise
in the pantograph image.

2.2 Adaptive Canny Edge Detection

Adaptive Canny edge detection algorithm is proposed to achieve an automatic
detection of edge with high- or low-threshold settings by the image gradient his-
togram concavity analysis [2]. The specific steps of the adaptive Canny edge
detection algorithm are as follows:

Image 
acquisition

Image 
filtering

Curve 
fusion

Camera 

calibration

Adaptive Canny 

edge detection

Fig. 1 Flow of abrasion detection
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2.2.1 Gradient Calculation

In the image after filtering, the gradient of the point is calculated by using 3*3
convolution module in the pixel point and its 8 neighborhood. The image pixels
ði; jÞ is defined in horizontal and vertical directions as follows [3]:

fxði; jÞ ¼ f ðiþ 1; j� 1Þþ 2f ðiþ 1; jÞþ f ðiþ 1; jþ 1Þ
� f ði� 1; j� 1Þ � 2f ði� 1; jÞ � f ði� 1; jþ 1Þ; ð1Þ

fyði; jÞ ¼ f ði� 1; jþ 1Þþ 2f ði; jþ 1Þþ f ðiþ 1; jþ 1Þ
� f ði� 1; j� 1Þ � 2f ði; j� 1Þ � f ðiþ 1; j� 1Þ: ð2Þ

The gradient magnitude Mði; jÞ is defined as

Mði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fxði; jÞ2 þ fyði; jÞ2

q
ð3Þ

The gradient direction is defined as

hði; jÞ ¼ arctan Pxði; jÞ=ðPyði; jÞ
� � ð4Þ

The gradient magnitude Mði; jÞ reflects the edge intensity of image pixels ði; jÞ,
and hði; jÞ is the normal vector of pixels ði; jÞ on the image, which is perpendicular
to the direction of the edge.

2.2.2 High–Low Threshold Selection Based on the Histogram
Concavity Analysis

The gradient magnitude histogram concavity analysis is used to select the high and
low threshold. The selection process is as follows [4]:

(1) The 256-gradient magnitude histogram hðiÞ is extracted, and the nonzero
starting point ðistart; hðistartÞÞ and nonzero terminal ðiend; hðiendÞÞ of histogram
hðiÞ are extracted.

(2) Calculate the slope of the gradient magnitude from istart to iend in the histogram
according to Eq. (5).

sðiÞ ¼ hðiÞ � hðistartÞ
i� istart

; istart\i\iend ð5Þ

Among them, sðiÞ is the slope, and i is the gradient magnitude.
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(3) The maximum value of the slope sðiÞ is extracted and the corresponding gra-
dient magnitude is ipeak . ðipeak; hðipeakÞÞ is a bump of the gradient histogram, if
ipeak\iend makes istart ¼ ipeak and turns to step 2, if ipeak ¼ iend , step 4).

(4) The N convex points of the pantograph image histogram can be obtained by the
above steps ðip1; hðip1ÞÞðip2; hðip2ÞÞ. . .ðipn; hðipnÞÞ, a minimum convex polygon
of the envelope histogram (�hðiÞ) is obtained by connecting the start point
ðistart; hðistartÞÞ, the destination point ðiend; hðiendÞÞ, and the N convex points in a
straight line.

(5) Calculate the concave residuals of the histogram cðiÞ ¼ �hðiÞ � hðiÞ. When the
concave residuals take the maximum value, the corresponding gradient mag-
nitude is the high threshold Th, the lower threshold Tl ¼ 0:4Th.

2.2.3 Marginal Point Judgment

Judgment method of edge point is according to the gradient magnitude feature
image, if the gradient magnitude is larger than the Th, it is the edge point; if the
gradient is less than points Tl, the point is not the edge point. If the gradient points
in Tl and Th, the possible edge points need further judgment, the magnitude is
judged according to the gradient of the adjacent point, if there exists a gradient
magnitude greater than Th points, the point is the edge point, the edge is not
otherwise [5, 6].

2.2.4 Edge Join

For the image Nði; jÞ after non-maximum suppression, the edge images Thði; jÞ and
Tlði; jÞ are obtained after high- and low-threshold detection respectively. Image
Thði; jÞ is an image obtained by high-threshold processing; Tlði; jÞ is an image
obtained by low-threshold detection. According to the connectivity of edges, based
on image Thði; jÞ, the possible edge points are searched in image Tlði; jÞ for edge
linking, and the final edge image is obtained.

Similarly, continue searching in image Thði; jÞ to trace the contour line with point
R as the starting point. Repeat the above steps and cycle until the points that can be
joined to this contour are not found in images Thði; jÞ and Tlði; jÞ. Thus, the contour
line of the included point P is completed. Then follow each of the lines in Thði; jÞ
until the new contour is not found in Thði; jÞ.

In this paper, an objective evaluation index is used to evaluate the edge detection
algorithm, the objective evaluation index mainly includes the reconstruction of
similarity (MSSIM) and continuity index (CIdx), and the weighted value as the final
objective evaluation index EIdx of the edge detection, as shown in Eq. (6). The
larger the value of EIdx is, the better the image edge detection is, the better the
detection performance is.
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EIdx ¼ x1 �MSSIMþx2 � CIdx: ð6Þ

Among them, x1 and x2 are the weights of reconstruction similarity and con-
tinuity index, respectively, and x1 þx2 ¼ 1.

2.3 Camera Calibration

After the edge image is obtained by adaptive Canny edge detection, according to
the camera internal and external parameters with camera calibration, the distance
between the upper edge of the pantograph slider and the lower edge of the slider is
converted into a distance value in the real-world coordinate system, this distance
reduces the thickness of the slider and gets the pantograph slider curve [6]. Because
the Zhang Zhengyou calibration method has good robustness, and the calibration
board requirements is not high, with the use of strong, so this paper chooses the
Zhang Zhengyou calibration method for camera calibration.

2.4 Curve Fusion

In this paper, two groups of cameras are used to collect the left and right half bow
image of pantograph, Therefore, in order to obtain the residual thickness curve of the
whole bow slider, the residual abrasion curve of the half bow of the two groups of
cameras should be fused. Suppose that the coordinate system of the left half residual
abrasion curve is ol � xlyl, and the coordinate system of the right half residual
abrasion curve is or � xryr. According to the characteristics of the slide, the two
coordinate systems are fused, and the coordinate system after fusion is o� xy [7].

The data points of the left and right half bow slider abrasion are fused according
to Eq. (7), and the data of the slider abrasion of the coordinate system ol � xlyl and
or � xryr are fused into the coordinate system o� xy [8], so the complete residual
contour abrasion curve of the slider is obtained.

x ¼ xl; y ¼ yl
x ¼ xr þDx; y ¼ yr þDy

�
ð7Þ

In Eq. (7), ðx; yÞ is the point in the fusion coordinate system, the origin of
coordinate of the fusion coordinate system o� xy coincides with the origin of
coordinate of the left half bow coordinate system ol � xlyl [9], Therefore, the offset
of the left half bow data relative to the origin of coordinate of the fusion coordinate
system is zero, the offset of the coordinate origin of the right half bow coordinate
system or � xryr in the X axis and the Y axis relative to the coordinate system
o� xy are Dx and Dy.
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3 Experiment and Analysis

This paper presents an adaptive Canny edge detection algorithm that is better than
the traditional Canny algorithm, and then applies it to the abrasion detection method
of the pantograph slider, and the pantograph image is processed to verify the
effectiveness of abrasion detection technique of the pantograph slider proposed in
this paper.

3.1 Analysis of Adaptive Canny Edge Detection

Based on the MATLAB platform, the detection performance of the traditional
Canny detection algorithm and the adaptive Canny edge detection algorithm are
compared and analyzed. Because the edge detection effect is related to the structure
of the object under test [10], the edge detection results are showed in Fig. 2

Fig. 2 Edge detection results, (A1) original image of left half bow, (A2) original image of right
half bow, (B1) image of the detection result of the left half bow using the traditional Canny edge
algorithm, (B2) image of the detection result of the right half bow using the traditional Canny edge
algorithm, (C1) image of the detection result of the left half bow using the edge algorithm
proposed in this paper, (C2) image of the detection result of the right half bow using the edge
algorithm proposed in this paper
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The traditional Canny algorithm edge detection and the adaptive Canny edge
detection proposed in this paper are calculated, respectively, by objective indexes,
and the results are shown in Table 1.

As shown in Table 1, the values of the MSSIM, CIdx, and EIdx in the images of
left and right half bow of pantograph obtained by the edge algorithm proposed in
this paper are all lager than the values of the MSSIM, CIdx, and EIdx in the images
of left and right half bow of pantograph obtained by the traditional Canny edge
algorithm. This shows that the edge detection algorithm proposed in this paper is
superior to the traditional Canny edge algorithm.

3.2 Realization of Abrasion Detection Algorithm
of Pantograph Slider

In this paper, four CCD high-definition cameras are used to shoot the front slider
and the rear slider. Two cameras for a group, a total of two groups, these cameras
are installed in the symmetrical running direction of the train, with a certain angle
shooting left and right bow of pantograph. The slider flashlamps install on both
sides of the track, to fill the pantograph in elevation and make the side surface of
pantograph slider lighter, comparing to the upper surface and back of the slider, the
upper and lower edges of the slide can be prominent as shown in Fig. 3.

Locate the slider and slider bracket based on the contour of the pantograph edge.
The thickness curves of the slider of the left and right half bow and its bracket are
obtained by camera calibration. According to the definition of the slider abrasion,
minus the thickness of the slider bracket, the curve of the slider residual abrasion is
obtained, as shown in Figs. 4 and 5.

The curves of the left half and right half bow are fused by curve fusion algo-
rithm, and the fusion curve is obtained. For ease of analysis, the lower edge of the
slide is taken as the coordinate axis, as shown in Fig. 6.

The residual abrasion curve of the slider was statistically calculated, and the
minimum surplus of the slide plate was got, so as to get the maximum surplus of the
slider as shown in Fig. 6.

Table 1 Objective index of edge detection

Objective
index

MSSIN CIdx EIdx

Traditional
Canny

Adaptive
Canny

Traditional
Canny

Adaptive
Canny

Traditional
Canny

Adaptive
Canny

Left half of
bow

0.709 0.812 0.718 0.736 0.712 0.782

Right half
of bow

0.721 0.792 0.693 0.720 0.710 0.763
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Fig. 3 Edge detection process, (A1) original image of left half bow, (A2) original image of right
half bow, (B1) filtered image of left half bow, (B2) filtered image of right half bow, (C1) edge
extraction results of left half bow, (C2) edge extraction results of left half bow

Fig. 4 Residual abrasion curve of left half bow

Fig. 5 Residual abrasion curve of right half bow
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4 Conclusion

In this paper, the abrasion detection of the pantograph slider is studied, and a
pantograph abrasion detection method is proposed. The original image acquired by
the acquisition system is filtered to reduce the mixed noise caused by electro-
magnetic interference. The edge of the slider is detected by the adaptive Canny edge
detection algorithm. The curve of pantograph’s residual abrasion is achieved by
camera calibration and curve fusion algorithm. The detection result shows that the
detection technology of pantograph slider proposed in this paper can effectively
draw the abrasion curve of pantograph slider, and verify the effectiveness of this
method. It is of great significance in practical application.
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Research on Fault Diagnosis of Vehicle
Equipment for High-speed Railway Based
on Case-Based Reasoning

Lixuan Chen, Dongxiu Ou and Hongjing Yao

Abstract Vehicle equipment plays an important role in high-speed railway train
control system for safety protection and efficiency improving. The role of vehicle
equipment for high-speed railway can be affected by a number of uncertain faults
and these faults have characteristics of diversity, concealment, and overlap. To
solve the above problems, this paper proposes a new algorithm to detect faults of
vehicle equipment based on Case-based Reasoning. A database is created based on
previous successful cases and features of these cases are extracted. Then fault
causes of vehicle equipment are derived by matching the information of target cases
to cases in the database. Then maintenance suggestions are given according to fault
causes of vehicle equipment. The test result shows that the algorithm can diagnose
faults of vehicle equipment for high-speed railway accurately and effectively.

Keywords Railway vehicle equipment � Fault diagnosis � Case-based reasoning
Similarity match

1 Introduction

As core equipment of train control system, vehicle equipment plays an important
role in protection of train operation [1]. Faults of vehicle equipment may threaten
the safety of train operation. Therefore, it is an important job for the technical
department of Railway Administration to diagnose faults of vehicle equipment
timely and accurately. At present, fault diagnosis of vehicle equipment mainly relies
on manual experience. Maintenance staff analyzes phenomena of faults and log files
of vehicle equipment to judge causes of faults [2]. The cycle of diagnosis is long
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and the efficiency is low. Moreover, it may affect the safety of train when personnel
experience is insufficient.

In order to solve the above problems, some scholars have studied different
intelligent methods of fault diagnosis for vehicle equipment. Fault tree was pro-
posed to detect faults in the early time [3]. Bayesian network was adopted by some
researchers to calculate the probability of failures and analyze the safety of vehicle
equipment [4]. Other studies introduced some other methods to the field, such as
neural network, support vector machine, and so on [5, 6].

Currently most studies on fault diagnosis of vehicle equipment for high-speed
railway concentrate on data of fault records. The fault records are written by
maintenance staff in the technical department of Railway Administration and it
includes fault description, fault causes, maintenance conditions, and other infor-
mation [4, 5]. In 2013, some researchers using one intelligent algorithm to diagnose
faults of vehicle equipment for high-speed railway with data of fault records. The
results have shown that the accuracy is 92.4% on types of fault and 67.2% on
specific fault [4].

This paper analyzes fault modes and maintenance status of vehicle equipment for
high-speed railway. Features of fault data are extracted and Case-based Reasoning
model is introduced to search for previous successful cases from the database
created. Thus, we can diagnose fault causes of vehicle equipment quickly and give
maintenance suggestions accurately.

2 Composition and Fault Classification of Vehicle
Equipment

The main functions of vehicle equipment for high-speed railway are to generate
dynamic speed curve and to monitor train according to some parameters. A type of
train called CTCS3-300T is the most widely used in the train control system for
Chinese high-speed railway. Vehicle equipment in this kind of train is mainly
composed of ATPCU (Automatic Train Protection Control Unit), C2CU (Chinese
Train Control System-2 Control Unit), SDP (Speed and Distance Processing), SDU
(Speed and Distance Unit), VDX (Digital Input and Output Unit), STU-V (Safe
Transmission Unit-Vehicle), GSM-R (Global System for Mobile Communications
for Railway), TCR (Track Circuit Reader), BTM (Balise Transmission Module),
CAU (Compact Antenna Unit), DMI (Driver–machine Interface), JRU (Judicial
Record Unit), GCD (General Crypt Device), and so on [7]. The structure of vehicle
equipment is shown in Fig. 1.

ATPCU and C2CU are used as control units and responsible for core functions
during normal operation. SDP receives original information of pulse from SDU and
gets speed and distance of train after processing the information. BTM and CAU
are responsible for receiving information of balise. TCR is responsible for receiving
information of track circuit. VDX is used to input and output safety related signals.
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GSM-R is used for receiving and coping with information from RBC. GSM-R is
connected with GCD which interacts data with vehicle equipment through STU-V.

The failures of vehicle equipment come from uncertain factors associated with
software failures, hardware failures, human errors, and environmental conditions.
According to function modules where fault occurs, faults can be divided into the
following 9 types, including fault of ATPCU, fault of BTM, fault of C2CU, fault of
DMI, fault of interfaces, fault of speed detection, fault of TCR, fault of wireless
timeout, and other faults. According to demands of maintenance, the 9 types of
faults are further subdivided. For example, fault of BTM can be subdivided into
“zero—responder”, “BSA permanent error in operation”, “BSA permanent error at
boot” and “port status invalid”. Fault classification of vehicle equipment for
high-speed railway is partly shown in Fig. 2.

3 Database Creation

3.1 Original Fault Data of Vehicle Equipment

Original fault data of vehicle equipment mainly includes phenomenon of faults,
causes of faults and suggestions for maintenance. Among them, phenomenon of
faults is divided into two categories according to their sources. One is DMI alarm
texts which are recorded by JRU and can be seen in the user interface by drivers or
operators. It contains some alarm information, such as “Emergency braking”,
“Speed sensor failure”, and so on. The other is the logs of some vehicle equipment
including ATPCU, C2CU, and SDP. These logs are symbolic statements or error
codes written by computer when a particular or important event occurs and need to

DMI1 DMI2

gateway JRU

ATPCU SDP C2CU

BTM

CAU

STU-VGCD VDX SDU1 SDU2 TCR TCR

GSM-R

MVB 
adapta�on

ATPCU SDP C2CU

BTM

CAU

TrainSignal syystem 

Fig. 1 Structure of vehicle equipment for high-speed railway
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be downloaded from the train. It is recorded by textual language. One piece of
record contains current date and time, device name and number, error codes, and
event description. Causes of faults include fault of ATPCU, fault of BTM, and so
on, as shown in Fig. 2. Suggestions for maintenance mainly include software
upgrade, hardware replacement, unit test, and so on.

3.2 Feature Extraction of Fault Phenomenon Data

Fault phenomenon data is numerous and descriptions of data are textual language.
Extracting feature words from fault phenomena data is helpful for computer to
understand and recognize.

As for fault phenomenon data from DMI alarm texts, it is recorded in the
following format. For example, “A train with ID 6502 had converted from C3 mode
to C2 mode” is recorded and shown in the user interface. Then we can extract the
key word “Level conversion”.

As for fault phenomenon data from logs of some vehicle equipment, it is
recorded in the following format. For example, “12-05-16 16:16:02 116 LID: 246
TID:SMGM_LogTask 000032071; FID:btmc_status_ ATP A 4E2FS081 StatusPort
invalid in BTM1” is recorded by ATPCU log when a fault occurs. Then we can
extract the key word “StatusPort invalid”.

fault classifica�on of 
vehicle equipment

BSA permanent 
error in 

opera�on

fault of BTM

port status 
invalid

zero – responder

in opera�on

at boot

test �meout

fault of ATPCU

rash advance

hardware failures

Different errors reported in A and B

fault of wireless �meout
vehicular side abnormal

Single MT pass over RBC

STU is not ready

fault of antenna and feeder 

fault of RBC

fault of GCD

.

.

.

Fig. 2 Fault classification of vehicle equipment for high-speed railway
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According to data sources, fault phenomenon data can be divided into 4 cate-
gories, including DMI alarm text, logs of ATPCU, logs of SDP, and logs of C2CU.
Each category consists of multiple keywords as features. Features of fault phe-
nomena are partly shown in Table 1.

3.3 Description of Single Case

Each case of vehicle equipment failure mainly consists of three parts, including
phenomenon, cause, and maintenance suggestion. The cause of fault is divided into
9 types and 30 specific faults, as shown in Fig. 2. The phenomenon of fault is
divided into 4 categories and each category includes features which is described in
Table 1. The maintenance suggestion of fault is a further analysis of the failure and
it is decided by causes. Some other information including ID number of case, time
of case, and source of case is added to the description of single case as auxiliary
information. The description of single case is shown in Table 2.

Table 1 Features of fault phenomena data

Category Feature

DMI alarm text Communication interrupts with DMI, emergency braking,
ground equipment failure, speed sensor fault, level conversion…

ATPCU log Different errors reported in A and B, BSA permanent error,
BSA temporary error…

SDP log BT15XXXX, BT26XXXX, BT26XXXX, BTM1
status message not valid…

C2CU log Start-up NVMEM or PAMEM test not properly executed…

Table 2 Description of
single case

Attribute Value

Cause Types of fault

Specific fault

Phenomenon DMI alarm text

ATPCU log

SDP log

C2CU log

Maintenance suggestion Maintenance suggestion

Other Source of case

Time of case

ID number of case
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3.4 Organization of Database

In order to improve efficiency and accuracy of fault diagnosis, cases are organized
according to causes of fault, which are shown in Fig. 2. Each specific fault contains
at least one typical case and the description of each typical case is shown in Table 2.

4 Case-based Reasoning Model for Fault Diagnosis

Case-based Reasoning model is a method for finding similar and successful “past”
cases [8, 9]. In this paper, Case-based Reasoning model is introduced to search for
the most similar case from database containing successful cases.

4.1 Similarity Calculation

4.1.1 Local Similarity Calculation

According to data sources, fault phenomenon data can be divided into 4 categories,
including DMI alarm text, logs of ATPCU, logs of SDP, and logs of C2CU. Local
similarity represents the similarity of features in one fault phenomenon category.
We calculate local similarity as follows.

If we take fault classification of vehicle equipment as a tree, each bottom node in
the tree represents a specific fault. If one feature in one fault phenomenon category
may appear when some specific fault occurs, we add this feature to the tree to form
new underlying nodes belonging to this specific fault. For example, if we assume
feature 1–5 belongs to the same fault phenomenon category, we create a tree for
calculating the local similarity. The tree is shown in Fig. 3.

fault classifica�on of 
vehicle equipment

fault of ATPCU

rash advance

hardware failures

different errors reported in A and B

fault of wireless �meout
vehicular side abnormal

single MT pass ing over RBC

STU is not ready

fault of antenna and feeder 

fault of RBC

fault of GCD

.

.

.

Feature 1

Feature 2

Feature 3

Feature  4

Feature  5

Fig. 3 Tree for calculation of local similarity
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Define the calculation of local similarity as Formula (1) which is as follows:

s im; jmð Þ ¼ d minlðim; jmÞð Þ
d treeð Þ : ð1Þ

ehere

sðim; jmÞ the local similarity between feature i and feature j in the mth fault
phenomenon category

minl im; jmð Þ the position of the smallest common ancestor of feature i and feature
j in the tree

dðÞ the depth of the position in the tree
d treeð Þ the depth of the tree.

If we use Formula (1) to calculate local similarity in Fig. 3, the results of local
similarity calculation are shown in Table 3.

4.1.2 Global Similarity Calculation

We calculate global similarity as follows. The first work is to calculate weight of
fault phenomenon category. The second work is to calculate global similarity by
combing local similarity and weight of fault phenomenon category.

If we remove one fault phenomenon category from a case, feathers belonging to
the case will be the same as feathers belonging to another case which has different
fault cause. Then we think that the case may be diagnosed wrongly. Define the
calculation of weight of fault phenomenon category as Formula (2) according to
data in the database.

wi ¼
F 1;2;...;i�1;iþ 1;...;nð Þ

Pi¼n
i¼1 F 1;2;...;i�1;iþ 1;...;nð Þ

ð2Þ

where

F 1;2;...;i�1;iþ 1;...;nð Þ the number of cases which may be diagnosed wrongly after
removing the ith fault phenomenon category.

Global similarity represents the similarity between cases. Define the calculation
of global similarity as Formula (3) which is as follows:

Table 3 Calculation results
of local similarity

Feature Local similarity

Feature 1, Feature 2 2/3

Feature 1, Feature 3 1/3

Feature 1, Feature 4 0
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s A;Bð Þ ¼
Pn

m¼1 wm �MAX s Am;Bmð Þ½ �f g
Pn

m¼1 wm
ð3Þ

where

s A;Bð Þ the global similarity between case A and case B
wm the weight of the mth fault phenomenon category
MAX s Am;Bmð Þ½ � the maximal local similarity in the mth fault phenomenon

category between features which belongs to case A and features
which belongs to case B.

4.2 Case-Based Reasoning Procedures

When information of a target case is input, the Case-based Reasoning procedures
are as follows.

Step 1: Information of the target case is input. In the information of target case,
fault time, DMI alarm texts and logs of some vehicle equipment are the key data we
need. DMI alarm texts and logs of some vehicle equipment are dealt with and
features are extracted from them.

Step 2: The target case is matched with cases in the database. Similarity between
the target case and cases in the database is calculated and the most similar case is
chosen.

Step 3: The case which has highest similarity with the target case is selected as
the final diagnosis. The fault cause and maintenance suggestions of the target case
are given according to the most similar case.

5 Validation

The fault diagnosis system is developed using Microsoft Visual Studio. The system
uses the above algorithm to make inferences according to the information inputted
by users. Fault time and DMI alarm texts are inputted by users. Position of logs are
chosen by users. Features of the target case are extracted by the system and can be
seen in the interface. The fault cause and maintenance suggestions of the target case
are given in the system interface. The system interface is shown in Fig. 4.

119 practical cases of Jinan Railway Administration in 2012 are selected as test
samples to verify the accuracy of our algorithm. In each case, the test data includes
fault time, the DMI alarm texts, log of ATPCU, log of SDP and log of C2CU, and
the actual diagnosis result. Among them, fault time, the descriptions of DMI alarm
texts and the actual diagnosis results are given by fault records, which are written
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by maintenance staff in the technical department of Jinan Railway Administration.
The fault records are partly shown in Table 4. The fault time is given by the column
“Month”, the column “Day” and the column “Time” in the fault record. The
descriptions of DMI alarm texts are given by the column “Description” in the fault
record. The actual diagnosis results are given by the column “Type of fault” and the
column “Cause of fault” in the fault record. Logs of ATPCU, logs of SDP and logs
of C2CU are given in the file format. The diagnosis results of our system are
compared with the actual results of test samples. The result is shown in Table 5.

From the distribution of test samples, fault of BTM and fault of wireless timeout
occurs the most frequently, accounting for more than 70% in one year. Fault of

Fig. 4 System interface

Table 4 Fault record

Month Day Time Location Train Type
of fault

Cause of fault Description

5 16 16:10 Beijing South
Station

6201-01 BTM Port status
invalid

ATP1 is not
working properly

2 8 18:25 Beijing–Shanghai
Railway

6201-00 Wireless
timeout

Fault of RBC A train had converted
from C3 mode to C2
mode

3 10 23:46 Depot 6205-01 ATPCU Different errors
reported in
A and B

Communication
interrupts with DMI
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C2CU takes the second place, accounting for about 7% in one year. The number of
other types of fault is very few. From the test results, our algorithm achieves high
fault diagnosis rate in fault of ATPCU, BTM, C2CU, and wireless timeout. The
overall accuracy of the algorithm is 80.1% on specific fault, which shows that the
algorithm is practical.

6 Conclusion

In this paper, Case-based Reasoning model is introduced into fault diagnosis of
vehicle equipment for high-speed railway. The algorithm can give accurate causes
of fault and maintenance suggestions by calculating similarity in the support of
database containing existing successful cases. It can provide some help for fault
diagnosis and maintenance of vehicle equipment for high-speed railway.
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A Bayesian-MCMC Model to Assess
Metro Train Collector Shoes Slider
Degradation Under Different Materials

Yue Pan, Guoqiang Cai and Xi Li

Abstract This paper presents a Bayesian-MCMC model to assess collector shoes
slider degradation under different materials. A Markov Chain Monte Carlo
(MCMC) method, based on the Bayesian decision model, is put forward and built
up a framework in case of the life cycle of collector shoes under different materials
forecast. All of inspection data is gathered from Beijing metro lines, and WinBUGS
software are used to predict the slider’s wear rate. Result shows that the difference
between the predicted value and the real one is less than 10% of the later one.
Consequently, in case of new metro equipment parts, the newest method is able to
ensure the safety operation in the metro by providing a valid device to the equip-
ment manufacturers, the maintenance department as well as the purchasing
department of the metro equipment.

Keywords Metro maintenance � Bayesian-MCMC model � Bayesian method
MCMC � Collector shoes slider

1 Introduction

A slider is considered as one of the most important components of the third rail
collector shoes system in the metro [1]. Two main indispensable materials,
including both carbon and copper, are used to produce the slider. Especially, its
wear has, explicitly, made a huge effect on the safety of vehicle travelling [2].
Besides, some approaches have been used to ensure the timeline of collector shoes
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maintenance by taking experiences as a main drive, though the actual situation is
rarely taken into serious consideration. Most of the studies are on the subject of
collector shoes and tend to use the result of the wear test experiment in order to
make a prediction about the wear rate of collector shoes slider as well as determine
the replacement cycle. Currently, only two kinds of receiving modes, including
overhead contact network and third rail power supply, are used for metro vehicles.
The Beijing metro has been using third rail power supply mode to deliver the power
of traction power supply system through the contraction with the third rail to the
vehicle. An occurrence of severe frictional loss existed at the sliding contact fric-
tion, between the collector shoes and third rail. Therefore, based on a theory of
ensuring the third rail service life, it highly lists the necessary elements, consisting
of a match of contact rail and collector shoes materials, abrasion resistance as well
as collector dynamic performance, of choosing a better slider, without losing any
performance condition.

The abilities of both copper alloy [3] and the carbon alloy [4] materials are
exposed as good electrical conductivity, wear-resistant, arc resistance and high
strength, and simultaneously certain impact and heat resistance as well. The divide
of the slider in Beijing metro line are copper alloy and carbon alloy materials. As
the slider is one of the most important components of the third rail collector shoes
system in the metro, it is important to improve the collector service life. Moreover,
obtaining the information of degradation rate or the whole life cycle of slider also
can make an effect to reduce the amount of maintenance and operating costs.

Having said that, this paper puts forward a Bayesian Markov Chain Monte Carlo
(MCMC) model for collector shoes slider degradation in order to assess the
degradation rate through the whole life cycle of the infrastructure. This model runs
using the inspection data from the Beijing metro lines. The Beijing metro lines have
a total length of 574 km and contain 19 lines. The renewal and maintenance works
of the slider performed included collector shoe complete renewal and thorough
improvement of the slider. The sample analyzed in this paper includes a series of
inspection data and nine lines of Beijing metro. Unfortunately, reliable inspection
data is limited because of the measured error.

2 Bayesian and MCMC Method

Bayesian approaches [5] were considered as interesting alternatives to the ‘classi-
cal’ statistical theory in stochastic modelling, before the late 1980s. Statisticians
discovered MCMC methods [6] in the early 1990s, Bayesian statistics suddenly
became the latest fashion modelling method in all areas of science.

Because the Bayesian approaches consider parameters as random variables that
follow a prior distribution, which later combined with a traditional likelihood to
obtain the posterior distribution of the parameters of interest, therefore, the calcu-
lation of the posterior distribution f(h | x) of the parameters h given the observed
data x can be computed as:
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f ðh j xÞ ¼ f ðx j hÞ f ðhÞ
f ðxÞ ð1Þ

According to the given calculation above, we are now able to build the PDF of the
degradation rate. We can obtain simple distribution through basic sampling algo-
rithms, but when the analysis equation of the distribution is so complex, we cannot do
sampling directly. The MCMC methods can solve this kind of problem, and can be
applied in practical maintenance. The basic idea of MCMC methods is to construct a
Markov chain that starts sampling from an arbitrary state and transfers according to
the Markov chain. After a period of sampling, the sample will be very close to the
target distribution, finally, choose the results as the final sample. There are two
common methods to produce large amounts of eligible data, they are as follows.

2.1 Gibbs Sampling Algorithm

This algorithm is suitable for processing incomplete information when the joint
distribution of multiple variables is not clear, but the conditions of each variable in
the distribution are known. The basic idea is to use the sampling of the conditional
distribution to approach the sampling of the joint probability distribution, and the
statistical characteristics of the final sample can reflect the characteristics of the
joint probability distribution.

2.2 Metropolis–Hasting Sampling Algorithm

Metropolis–Hasting algorithm, referred as M–H algorithm, in this theory, we
assumed the distribution of the samples is p(x), Q(X* | X) is transition probability
function from sample x to x*, according to this theory, given an initial value x(0) as
the sampling point, then produce sample x(1) through transition probability function.
Using random function to generate a number u from [0,1], the computing
processing is as follows:

xð1Þ ¼ x�; u[ 1
x 1ð Þ ¼ x�; u\1 and u\ p x�ð Þ

pðxÞ � Q X X�jð Þ
Q X� Xjð Þ

xð1Þ ¼ xð0Þ else

8
<

:
ð2Þ

After a large number of iterations, we can obtain the statistic characteristic of the
samples which is the target distribution p(x). In this paper, the Metropolis–Hasting
algorithm is used to generate a large number of data which are consistent with the
posterior distribution.
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3 Prior Distribution (Log-normal Distribution)

Having introduced Bayesian idea, the log-normal distributions [7, 8] are put for-
ward to describe the life period of metro components. The log-normal distribution is
a complete distribution which is non-negative. Above all, we can assess the value of
the current shoes slider’s geometry parameters C1 and C0 by sampling from Beijing
metro lines’ inspection data. It was found that C0 has a log-normal distribution that
was not rejected at 5% significance level. So, it is suitable to use this distribution to
describe the degradation of the sliders that was caused by the travelled distance.
Moreover, the calculation of p xð Þ of the random variable X, given the parameters
r; l can be computed as follows:

pðxÞ ¼ 1

xr
ffiffiffiffiffiffi
2p

p e�
ln x�lð Þ2
2r2 ; ð3Þ

where r; l is the mean value of deviation (mm); r is the standard deviation
measured after renewal (mm).

4 Collector Shoes Slider Geometry Degradation Model

From the respect of physical significance, slider degradation is always
non-negative, and it has some mistakes since the slider was produced. In the past,
many experimental studies have validated a linear relationship between the sliders
degradation and the accumulated travelled distance. Therefore, the evolution of the
standard deviation can be estimated using the following linear relationship [9]:

dLDi ¼ c1 þ c0Ti; ð4Þ

where dLDi is the standard deviation (mm); c1 is the initial standard deviation
measured after renewal (mm); c0 is the deterioration rate (mm/3000 km, mm/
5000 km or mm/10,000 km, determined by different actual inspected value); Ti is
the accumulated travelling miles after the latest renewal.

Having said that, this paper puts forward a Bayesian-MCMC model for the slider
to assess the degradation phenomenon under different materials, and a new method
to predict the life of the metro equipment parts is established.

5 Model Established

5.1 Prior Distribution

It was found that the hypothesis, the deterioration rate c0 followed a log-normal,
was rejected at 5% significance level. The same does not apply to the initial
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standard deviation (c1), the hypothesis is not rejected at 10% significance level.
There are also other distributions that were fitted to both variables, but the
log-normal distribution has shown the highest p-value for the Kolmogorov–
Smirnov (K–S) goodness of fit test. Moreover, we supposed that the value of the
initial standard deviation is zero so that a log-normal distribution can be defined as a
prior distribution for the degradation parameters.

5.2 Bayesian Model

Having confirmed the prior distribution, we are now able to specify the model for
the current collector shoes blocking degradation phenomenon as follows:

rLDI ¼ c1 þ c0Ti i ¼ 1; 2; 3; . . .; n � Nðc1 þ c0Ti; r
2Þ ð5Þ

f c0; c1; r
2� � ¼ f c0; c1ð Þ � f r2

� � ð6Þ

logðc0Þ�Nðl; r2Þ ð7Þ

r2 � IGða; bÞ ð8Þ

We will assume that c0; c1ð Þ and r2 are independent, and therefore, their joint
prior density function factorizes into their marginal prior density functioned as
formulated above. Therefore, we will assume that c0; c1ð Þ will follow a priori a
bivariate log-normal distribution, whereas r2 will follow an inverse-gamma dis-
tribution. Now that the normal model is difficult to be established, the MCMC
simulation is needed to assess the posterior distributions.

5.3 MCMC Processing

In order to obtain specific parameter values for the posterior function, we adopt
some methods in accordance with the PDF sampling, when the number of samples
is very large, the samples show statistical characteristic which contain some
information of the posterior function formula. Finally, we know that in the
inverse-gamma distribution, the parameters were chosen so that it can be considered
a vague prior distribution. A typical method in normal models will be used to obtain
the parameter r2 � IG a; bð Þ. The s ¼ r�2 is used for calculating conveniently, and
we can find s� IG a; bð Þ. Therefore, as the precision should be vague, parameters
were set as a = b = 0.1.

Having specified the model and conducted proper solicitation of the priors, we
are able to perform a MCMC simulation to obtain the posterior distribution of the
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parameters of interests which in this case is the deterioration rate (c0). Therefore, in
order to simulate it, the model specified above was built in WinBUGS [10]
software.

6 Experiments

While as the model is established, the inspection data is gathered from 10 lines of
Beijing metro which has less amount of error. As the log-normal distribution is not
convenient to calculate, we do a simple transformation and present the log one after
the original one. Therefore, we can compute the specific value of l; r2 of different
lines. Divided into carbon alloy and copper alloy, the slider degradation data was
analysed. Note that the standard deviation is expressed in Eq. 4, the intimal stan-
dard deviation and the accumulated travelling miles can be calculated. Therefore,
the degradation in life cycle can be running a Monte Carlo simulation. Divided into
carbon alloy and copper alloy, the slider degradation data was analysed. As Table 1
shows, the degradation rates in life cycle were predicted.

7 Results

The result of the Bayesian-MCMC model is summarized in Table 2. In order to
compare the differences between the inspection data series of the degradation and
the predicted ones under different materials, the dissimilarity between the real value
and predicted one also be seen in Fig. 1.

Table 1 The result of
degradation rates prediction

Copper alloy Carbon alloy

Line Degradation
rate

Line Degradation
rate

mm/5000 km mm/5000 km

Line 1 0.6054 Line 5 0.88

Line 2 0.3897 mm/3000 km

Line 13 0.2945 Line
15

1.142

Line 10 0.7335

Line
Fangshan

0.9764

Line
Changping

0.6933

Line 9 0.9264

mm/10,000 km

Line Batong 0.9566
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8 Discussion

In this model, the average thickness and the wear of the slider is used––the average
thickness is an average of eight sliding blocks on one car. The discussion is as
follows:

(1) This model makes same travelling mileage measured value as the sampling
interval, which is different from the original data sampling interval, therefore,

Table 2 Comparison between actual degradation and results

Line The accumulated
travelling miles (km)

Predicted degradation
rate (mm/5000 km)

Actual
degradation
(mm)

Results
(mm)

Copper alloy

Line 1 52425.4 0.6054 7.37 6.35

Line 2 53,911 0.3897 3 4.2

Line 13 36,965 0.2945 2.43 2.18

Line
Batong

97,394 0.4783 7.69 9.31

Line 10 58,219 0.7335 12.77 8.54

Line
Fangshan

43,495 0.9764 9.79 8.49

Line
Changping

33,358 0.6933 5.5 4.63

Line 9 62,356 0.9264 11.83 11.55

Carbon alloy

Line 5 58,324 0.88 17.98 10.27

Line 15 19,323 1.9033 8.82 7.36

Fig. 1 Comparison between
actual degradation and results
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approximate data processing (e.g. make 15,000 km as an approximate value of
14,825 km) is used. (2) The small amount of missing data is estimated according to
the wear rate to ensure the integrity of the data. (3) Due to the difference in load,
current density and sliding speed, the wear rate of the slider is different, but it will
not cause calculation error of the predicted value.

9 Conclusion

To sum up, in this paper, a Bayesian-MCMC model for collector shoes slide
degradation is put forward. A log-normal distribution is used as a prior probability
distribution to model degradation parameters. Moreover, the results show that the
predicted degradation rate of this model is based on the expected value after a large
number of iterations in the MCMC process. Thus, it can be used to predict the most
worn slider in the actual life cycle, which is regarded as the highest degree of
cruelty. Consequently, this model can be used to predict the degradation of a slider
according to the metro running mileage.
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Design of High Power Factor Charger
for Transportation Electrification

Fucun Li, Liang Guo, Hao Li and Guodong Qu

Abstract The electrification of transportation equipment have a high impact on the
power grid, especially when the electric energy is used as its power source, the
power conversion of the charging equipment will produce a large amount of har-
monics. In order to reduce harmonics and improve operating power factor of the
charging system, we select a specific circuit topology based on analysis of the
operating characteristics of this type of charger, and carry out theoretical analysis
and simulation verification. On these foundations, the prototype of charger is made
and closed-loop debugging is carried out, the experimental results show that the
output voltage of the prototype is adjustable, the grid-side current is undistorted,
and realized a unit power factor operation.

Keywords Traffic charger � Unit power factor � Prototype � Experimental
verification

1 Introduction

At present, in most electrified transportation, the charging equipment is usually
composed of uncontrolled devices, the utility model has the advantages of low cost
and simple control, but its drawback is that when charging, it will cause grid-side
current distortion, the harmonic pollution caused by charger will not be ignored
when the charging power is large enough, at the same time, these harmonics will
also affect the accuracy of the energy measurement.

According to different classification methods, there are many different rectifier
circuit, combined with different charging occasions and operating modes, each
structure has different application occasions. In electrified transportation, charging
equipment is usually powered by specially laid lines, the charging operation time is
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long, and the bidirectional flow of electric energy is not necessary. In order to adapt
to the charging characteristics of electrified transportation and reduce the influence
on the quality of distribution grid, the requirements for the functional characteristics
of the charger are as follows:

(1) The AC side voltage and current phase should be consistent when charging, and
the grid-side current should undistorted, that is to say, unit power factor
operation is required on the grid side;

(2) While achieving high power factor operation, the charger can output a DC
voltage with adjustable amplitude;

(3) In the later stage of charging, the voltage can be changed further and a constant
current charging can be realized through a DC/DC transformation;

(4) The production cost of the charger needs to be reduced as much as possible.

2 Topology Analysis and Simulation

2.1 Topology and Theoretical Analysis

In combination with the requirements of this type of charger, we select a AC/
DC + DC/DC mode, in the AC/DC part, we use a rectifier bridge and a controllable
device to form a boost rectifier, in the DC/DC section, we use two controllable
devices consisting of a Bi-DC/DC converter, the whole charger contains only three
controllable devices only, the system structure is shown in Fig. 1.

When the continuous inductance current is continuous, the inductance voltage
meets the requirements of formula (1) as follows:

Fig. 1 Charger system
diagram
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L diLdt ¼ uin 0� t� dT

L diLdt ¼ uin � uo dT � t� T :

8<: ð1Þ

According to different switching states, formula (1) can be converted to

L
diL
dt

¼ uin � ð1� dÞuo d 2 0; 1f g: ð2Þ

The capacitance current meets the requirements of formula (3) as follows:

C duo
dt þ uo

R ¼ 0 dT � t� T

C duo
dt þ uo

R ¼ iLðtÞ 0� t� dT :

8<: ð3Þ

According to different switching states, formula (3) can be converted to

C
duo
dt

þ uo
R

¼ ð1� dÞiLðtÞ d 2 0; 1f g ð4Þ

By Laplace transform, formula (2) can be transformed into

SLiL ¼ uin � ð1� dÞuo: ð5Þ

In combination with (4), the output voltage is

uo ¼ RiD
RCsþ 1

: ð6Þ

According to (2)–(6), we enable the s = 0, and DC operating points can be
obtained as follows:

Uo=Uin ¼ 1=ð1� DÞ
Io ¼ Uo

R
Io ¼ ð1� DÞIL:

8<: ð7Þ

At the same time, according to the above analysis, equation of state for linear
small signal model of the system can be obtained as follows:

biinðsÞ ¼ biLðsÞdSLiLðsÞ ¼ buinðsÞþUobdðsÞ � ð1� DÞ buoðsÞbuoðsÞ ¼ R
1þ sRC ð1� DÞbILðsÞ � Io

1�D
bdðsÞh i

:

8><>: ð8Þ
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The AC small signal equivalent model is shown in Fig. 2.
According to the formula (8), we can get the relation between output voltage,

inductance current, input voltage, and duty cycle as follows:

buobiL
" #

¼ 1
D

Gvv Gdv

Gvi Gdi

� � cuinbd
" #

: ð9Þ

Here,

D ¼ s2LCþ s
L
R
þDC

� �
þ D

R
þ 1:

Gvv ¼ 1� D Gdv ¼ Uo ð1�DÞ2ð2þ sRCÞ�D½ �R
ð1�DÞðsRCþ 1Þ

Gvi ¼ sCþ 1
R Gdi ¼ Uo

2
R þ sC
� �

:

2.2 Simulation

In terms of power factor improvement, the current control has peak current control,
average current control, and current hysteresis control, and so on, among them, the
average current control has the characteristics of constant switching frequency, no
ramp compensation, low noise sensitivity, and so on. The specific process is first to
sample and filter the inductance current, compared with the reference value and
then output after current error amplifier, this signal drives PWM pulse. The inner
current loop is to keep the input current consistent with the reference current; the
outer voltage loop ensures that the output voltage follows the instruction
requirements.

The main factors affecting the converter conversion are grid-side inductance,
output side capacitance, switching frequency, and so on. For the grid-side induc-
tance, it plays the role of storage, conversion, filtering, and so on, it determines the
high-frequency ripple current content of the grid side, the inductance current may
also be interrupted if the ripple current is too large.

The size of the output capacitor mainly considers the following factors:
high-frequency ripple current, DC bus voltage on the output side, maintenance

Fig. 2 AC small signal
equivalent model
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time, and so on, the maintenance time is especially critical, it means that the output
voltage remains stable after the input of the grid is cut off. Its value is determined by
the energy stored in the capacitor, the output power, the output DC bus voltage, and
the minimum allowable output voltage of the load.

The selection of switching frequency mainly includes the size of filter induc-
tance, the requirement of electromagnetic compatibility, and the loss of power
switch. We know that the higher the switching frequency, the smaller the volume of
the magnetic devices, but the increase of switching frequency also means that the
switching loss and the diode reverse recovery loss increase, at the same time, in
order to reduce the difficulty of EMC design, the switching frequency cannot be too
high. Here, we built a simulation model under the input voltage Vs : 220

ffiffiffi
2

p
sin 50 t,

the output voltage of Uo: 550–650 V, the switching frequency fs = 140 kHz, the
output capacitance C = 3000 lF, and the grid-side inductance L = 3 mH, the
simulation results are shown in Fig. 3.

From the simulation results, we can see that the grid-side current is not distor-
tion, the output voltage can be adjusted within a certain range and the system
achieved a unit power factor operation.

Fig. 3 System simulation results
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3 Manufacture and Experiment of Prototype

3.1 Prototype Manufacture

The charger prototype mainly consists of two parts, the main circuit part and the
control circuit part, according to the specific parameters set in the previous section,
for controllable devices, we chose 6 MOSFET models for IRFP460, for fast
recovery diodes, the reverse voltage is mainly considered, here we choose 4
MUR20100 whose voltage withstand capacity is 1000 V. The prototype of the
charger is shown in Fig. 4.

3.2 Experiment

According to the charger, we first make the control part not enabled, that is, there is
no closed-loop control for the charging system, the experimental waveforms of the
grid-side voltage and current of the system are shown in Fig. 5.

From the waveform shown in Fig. 5, we can see that the grid-side current
distortion is serious when the system is not closed loop, its harmonic pollution to
the grid will not be ignored when the charging power is large enough. Then we
have double closed-loop debugging of the system, the debugging results are shown
in Fig. 6.

Fig. 4 Prototype of charger
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As can be seen from Fig. 6, the grid-side voltage and current phase of the
prototype the same, through FFT analysis, we can get that the power factor is 0.99
and the harmonic distortion rate is 2.7%. From the above experimental results, we
can see that the system can realize the controllable output voltage and realize a
unity power factor operation.

Fig. 5 The experimental waveforms without closed loop

Fig. 6 Experimental waveforms in double closed loop
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4 Conclusions

In this paper, according to the characteristics of the charger for transportation
electrification, we first analyze its theory combined with specific topological
structure, and then set some important parameters of the structure, and following a
system simulation is carried out according to the set parameters, simulation results
verify the feasibility of this method.

On the basis of theoretical analysis and simulation verification, a prototype of the
charger is made and closed-loop test is carried out, the experimental results show
that grid-side current does not distort and the output voltage of the prototype is
controllable, the charging system realized a unity power factor operation.
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Comparative Study of Fault Detection
Algorithm Based on Multivariate
Statistical Analysis

Shuyu Zhang

Abstract This paper has studied several methods based on multivariate statistical
analysis, DPCA, CPCA, and MBPLS, which are all the extension of PCA, mainly
introducing the principles and steps. At the same time, a method for determining the
threshold in practice is proposed in this paper. Besides, we verify the effectiveness
of the detection method by the data of train suspension system from simulation
experiment. And then we make a comparative analysis of the results through the
effect and time. According to the results, we can find it is obvious that CPCA and
MBPLS are superior to DPCA in detecting faults.

Keyword Fault detection � Multivariate statistical analysis � Comparative study

1 Introduction

Currently, international and domestic researchers have obtained some research
achievements about the online monitoring of train key components and fault
diagnosis technique, which have drawn a lot of attentions. In recent years, more and
more scholars have studied the problem about the data-driven fault diagnosis
method such as Dong Hua L et al. and Liu H [1, 2], and one of the most important
methods is based on the multivariate statistical analysis of fault detection methods.

The basic approach is to decompose the multivariable sample space into lower
dimension projection space and residual subspace, in which the subspace is com-
posed of the main element variables. Then, we construct two statistics in the space
of the decomposition to reflect the change of space. We can realize the monitoring
of the process by projecting the observation vector onto the subspace that is
decomposed and calculating the value of the statistics which mentioned in four
articles by Jiang Ch, Zhou DH, Wei Q, Wen B and He Y repectively [3–6].
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This paper briefly introduces the basic principles of DPCA, CPCA, and MBPLS
which have been studied by Sang WC and Wei X et al. [7, 8] based on multivariate
statistical analysis, and makes a comparison and analysis by verifying their appli-
cation in fault detection with the simulation data of train suspension system.

2 Principle of Several Fault Detection Algorithms

2.1 Principal Component Analysis

Principal component analysis (PCA) is the core and foundation of fault detection
and diagnosis based on multivariate statistical analysis. The basic idea of PCA is to
obtain a new low-dimensional space by reducing dimension of the original infor-
mation, where it contains the main information of the original space. The new
variable is a linear combination of the original variable. The primary and secondary
statuses can be obtained according to variance, and then it is possible to get the first
principal component, the second principal component, etc. which are independent
and arranged in order of priority.

In the fault detection, PCA uses the statistical method to establish the principal
component model according to the historical data under the normal working con-
dition, that is, finding the low-dimensional principal component of the original
variable. It can determine the monitoring process failure, if it finds any difference
between the measured data and the model during the monitoring process. The
modeling process is as follows:

1. Historical data sets under normal operating conditions: X ¼ ðxijÞn�m
2. Normalize X, M is the mean vector, and D1=2

r is the standard deviation matrix

�X ¼ ½X � ð11 . . . 1ÞTM�D1=2
r ð1Þ

3. To find the covariance matrix of the normalized matrix �X,X
¼ 1

n� 1
�XT �X ð2Þ

4. Find the eigenvalue of the covariance matrix, k1 � k2. . .� km, and find its unit
eigenvector p1; p2; . . .; pm: X

¼
Xm
i¼1

kipip
T
i ð3Þ

5. Determine the number of principal elements by the eigenvalue variance cumu-
lative contribution rate method. When the cumulative contribution rate of l prin-
cipal elements exceeds the threshold (selected according to the actual situation),
such as 90%, the corresponding l is the number of principal elements that need to
be retained.
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CPVðlÞ ¼ 100
Xl
i¼1

ki

,Xm
i¼1

ki

 !
% ð4Þ

6. Principal component score matrix and principal component vector are

T̂ ¼ �XP̂ ð5Þ

ti ¼ �Xpi; i ¼ 1; 2; . . .; l ð6Þ

2.2 Two Important Statistics and Control Limits

To determine whether there is a fault in the process, mainly, we carry out
hypothesis testing through the establishment of statistics, from the perspective of
statistical analysis. For statistical testing, the Hotelling T2 statistics would be
established in the main subspace, and the square prediction error (SPE) statistics
would be established in the residual subspace.

Hotelling T2 statistics reflect the multivariate changes by the fluctuation of the
main component vector in the principal component model: ti is the ith row in the
principal component score matrix T̂; ^ is the diagonal matrix of l� l consisting of
the eigenvalues corresponding to the first l principal elements; and P̂ is the principal
component matrix.

T2
i ¼ tik

�1tti ¼ �XiP̂ ^�1 P̂�XT
i ð7Þ

The control limits for the Hotelling T2 statistics are available through the F
distribution. It can only verify the variation of certain variables in the principal
subspace through the test based on Hotelling T2. At the same time, the fault cannot
be detected when the measured variables are not good in the main element model.

The SPE statistic can also be called a Q statistic, which mainly reflects the
situation where the measured value deviates from the principal component model at
that time. It can monitor multiple variables and express information that is not
interpreted by the principal component. �Xij is the measured value of the jth variable
at the time i of the normalized data, and X̂ij is the data reconstruction value of the jth
variable at time i, i = 1, 2,…, m. The control limit of the SPE can be calculated by
the approximate distribution.

SPEðiÞ ¼
Xm
j¼1

ð�Xij � X̂ijÞ2 ð8Þ

SPE statistics and Hotelling T2 statistics represent the degree of change about
projection of the data in the subspace and the main subspace. In terms of the size of
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the control limit, the T2 control limit is greater than the SPE. Besides, to detect the
fault by SPE and T2, there are four test results:

1. T2 and SPE statistics exceed the control limit.
2. T2 exceeds the control limit and the SPE does not exceed the control limit.
3. T2 do not exceed the control limit and the SPE exceeds the control limit.
4. T2 and SPE statistics did not exceed the control limit.

The first and the third correspond to the occurrence of the fault; the second result
may be disturbed; the fourth indicates that the process is normal.

2.3 DPCA Algorithm Principle

Dynamic PCA or DPCA method is proposed on the basis of traditional PCA, in
order to solve the problem that the process data contains autocorrelation in addition
to the strong cross-correlation.

In a dynamic system, the data value at the current time depends in part on the
value of the past time. The original observation data is added to the data at the time
of the previous s to obtain the broadened data matrix. s is the maximum continuous
impact of sampling times between the sampled data.

XðsÞ
xTt xTt�1 . . . xTt�s
xTt�1 xTt�2 . . . xTt�s�1

..

. ..
. ..

. ..
.

xTtþ l�n xTtþ s�n�1 . . . xTt�n

2
6664

3
7775; ð9Þ

where xTt is the data collected by m sensors at time t, and then follow the steps of the
PCA algorithm that can be calculated in turn.

2.4 CPCA Algorithm Principle

CPCA (Consensus PCA) method is aimed at highly nonlinear and significant
interference system, monitoring the data at different stages of a cycle, without
predicting future data to realize real-time monitoring. CPCA is the extension of the
PCA, and the data is expanded into three-dimensional batch data (batch
number � variable � time).

CPCA expands the 3D data matrix X into a 2D matrix X, and then performs
normal principal component analysis and blocks the two-dimensional data X, in
accordance with the time divided into K blocks (each sampling time for one block),
and then each block would be processed. Producing the number of principal
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component (PCs) of each block, we can get the largest maxpc and then we should
find maxpc PCs from each block to model CPCA.

2.5 MBPLS Algorithm Principle

PLS is called “Partial Least Squares” or “Projection to Latent Structure”, according
to the idea of the main component extraction to extract the largest degree of
correlation in the original data to the new data space. And then using the biased
least squares method to make regression, compared with the ordinary least squares,
PLS not only reduces the dimension of the original data but also solves the problem
of data dependency.

Significant variables can be measured directly, including the independent vari-
able matrix X and the dependent variable matrix Y.

Hidden variable cannot be measured directly; the process is meaningful.

X ¼ X̂þEk ¼
Xk
i¼1

tip0i þEk ¼ TP0 þEk ð10Þ

Y ¼ Ŷ þFk ¼
Xk
i¼1

bitiq0i þFk ¼ TBQ0 þFk ð11Þ

X̂, Ŷ is the fitting matrix of the matrix X, Y; ti and ui are the scoring vectors of the
ith PLS hidden variable; and pi and qi are the corresponding load vectors).

MBPLS (Multi-block PLS) is the PLS block data expansion, the advantage is
that, in addition to the entire process of monitoring space, we can also get each
processing block of the monitoring space. When the process goes wrong, it can be
easier to detect, separate, and identify. The basic idea of MBPLS is that the hidden
variables cannot be directly measured in the system where there is a driving effect,
and these hidden variables can be observed through the process variables and linear
combination.

3 Algorithm Comparison

3.1 Processing Comparison

See Table 1.
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3.2 Comparison of Experimental Results

The train suspension system fault simulation platform built by Matlab and Simpack
software can realize the situation simulation of suspension system components at
any time any failure, so that we can get a simulation of a series of springs and a
series of dampers with 25% performance degradation and 75% performance
degradation. Experiments were carried out using the simulation data and comparing
their experimental results. The fault detection sampling time is 0.1 s, and faults are
introduced into the suspension system after 15 s of Simpack–Matlab co-simulation.
The measurement data of the first 250 sampling times of the vehicle running cycle
are used for the experiment. The fault information for the simulated data is as
follows:

• K15%: Primary spring with 5% reduction
• K125%: Primary spring with 25% reduction.

Black solid line is the threshold; the red solid line means the data of suspension
system in the normal; the blue line represents the data of primary spring with 5%
attenuation; the green-dotted line represents the data of primary spring with 25%
attenuation.

In practical applications, the threshold is set, taking into account the speed of the
train and the impact of changes in the load of the train, usually using the value
larger than the largest peak of the normal data results, taking a constant.

Figure 1 shows the results of the fault detection using DPCA, CPCA, and
MBPLS with SPE and T2 indicators. Through SPE, we can see that DPCA can
successfully detect a 25% attenuation, while a 5% failure cannot be detected by
DPCA. However, CPCA and MBPLS can detect both failures of 5 and 25%
immediately after the fault occurring at 1 s. By the index of T2, we can find that
CPCA and MBPLS can quickly detect faults with 5 and 25% attenuation, while
DPCA does not detect a 5% attenuation and a 25% failure test obvious, which is
similar to the SPE indicator (Table 2).

Table 1 Processing comparison

Heading DPCA CPCA MBPLS

Input Extension
matrix of
two-dimensional
matrix

Contains the three-dimensional
data of the batch, into
two-dimensional data, divided
into K blocks by time

Including two parts of
data, part of the data into
B block

Whether it
is looping

No Yes Yes

Score
vector
matrix
calculation

By the load
matrix to find out
directly

Calculate the k time score vector
according to the number of
principal elements

Find the score vector of
each block and calculate
with Y, then compress it
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Fig. 1 Fault detection result

Table 2 Effect and time

DPCA CPCA MBPLS

Effect The fault detection with
less attenuation is
slower and less
noticeable

Fault detection with
less attenuation is
faster and noticeable

Detection faster and less
attenuation of the fault
detection is obvious

Calculating
time

0.004852 s 0.00347 s 0.003653 s
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4 Conclusion

It is obvious that CPCA and MBPLS are superior to DPCA in detecting faults
according to the results. Because a system fault may be interpreted as residual
noise, it is difficult to detect. At the same time, we can see that the CPCA’s and
MBPLS’s indexes SPE and T2 are also very sensitive to subtle noise. The method
involved in this paper is only to study whether there is a fault, not to diagnose the
fault occurred, which deserves further study.
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Research on Cycling Energy Saving Based
on Improved Violence Search

Liangliu Bai, Yong Zhang, Zongyi Xing, Xinrong Liu
and Xuejin Wang

Abstract Aiming at the energy-saving optimization problem of metro train, this
paper presents a new energy-saving research method based on improved violence
search method. First, the dynamic model and the motion equation of single train are
analyzed, and the model is applied to the timing energy-saving model which is
closest to the real situation. Second, the paper analyzes the multiple constraints of
single-train running and puts forward the goal of three single-train runnings.
Finally, an improved violence search method combining constraint method and
violent search method is used to solve the multi-objective problem. Based on the
violent search method, this paper transforms the multi-objective problem into the
single-objective problem through the target constraint method, and then solves
the single-objective problem through the violent search method to make higher
solution speed of multi-objective optimization problems. After applying the
method, the “speed–distance” and the “power–distance” curves are simulated and
calculated with the actual line data of Beijing–Yizhuang Line Rong Jing East Street
to Wanyuan Street as input.

Keyword Urban rail transit � Cycling energy saving � Improved violence search
method � Timing energy-saving model

1 Introduction

As a new type of urban transportation, the metro train has the advantages of a large
carrying capacity, take up almost no space of the urban surface, punctual and effi-
cient and green environmental protection; it grows very fast. Compared with other
modes of transportation, it has a great advantage in energy conservation and envi-
ronmental protection. But its huge energy consumption has become the bottleneck
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that restricts the further development of urban rail transit. Therefore, it is of great
importance to reduce transportation cost and improve energy utilization by means of
quantitative analysis of the energy consumption impact on urban rail transit trains
and finding the energy-saving breakthrough.

The operation optimization of cycling is originated from railway transportation.
There are some studies at home and abroad. Yanyan [1] studied the influence of line
conditions, vehicle selection, and forecasting traffic on the energy consumption of
rail transit and analyzed quantitatively their impact on the station energy con-
sumption factors and influence level through the investigation of operating condi-
tions on subway lines in Beijing, Shanghai, and other cities. Howlett [2] proposed
an energy consumption calculation model based on continuous varying slope
interval. Hongguo [3] mainly carried out research on optimization of the train
running process, constructed a simulation model of multi-target train operation
targeting energy consumption, parking accuracy and time-division error, and
expressed that constituted a “maximum traction, uniform, idling, maximum brak-
ing, the most economical” operation strategy while the train is moving, as the
operating speed fluctuates, the lower the energy consumption. The above studies
have made great contributions to the energy-saving operation of single trains, but
there is a problem that multi-objective optimization is slow to solve.

This paper presents a new energy-saving research method based on improved
violence search method. The “speed–distance” curve and the “power–distance”
curve are simulated and calculated with the actual line data of Beijing–Yizhuang
Line Rong Jing East Street to Wanyuan Street as input, and provides technical
support for train energy-saving operation.

2 Train Operation Dynamics Analysis
and Motion Equation

2.1 Traction Analysis

In the traction stage of the train, the train’s traction and travel speed are similar to an
inverse proportional function. As the speed increases, traction gradually reduced.
When the train speed is small, the traction reaches the maximum. Using traditional
interpolation method to solve traction when programming and executing programs,
we need calling the database repeatedly to query the speed and traction values [4].
Therefore, this paper uses the method of the piecewise curve-fitting [5]. In the
process of train traction, sometimes the metro train is not towed by full traction;
hence, we introduce the traction coefficient lf to demonstrate the ratio of current
traction F to total traction Fmax, namely
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F ¼ lf Fmax ð1Þ

Among them, lf 2 0; 1½ �.

2.2 Braking Force Analysis

The direction of the braking force is the opposite of the forward direction of the
train, which prevents the train from moving forward. However, the train will not use
all the braking force during the daily operation. Therefore, we need to introduce a
braking force coefficient lb. lb indicates the ratio of the actual braking force B to
the maximum braking force Bmax, and is a variable coefficient. The train braking
force is shown below:

B ¼ lbBmax ð2Þ

Among them, lb 2 0; 1½ �.

2.3 Resistance Analysis

2.3.1 Basic Resistance

The basic resistance of the train refers to the line, locomotive, running speed, and
even the impact of climate on the train when running on a flat track, and it is
difficult to calculate the exact result; we usually measure with actual operating
conditions through the Davis experience formula [6] to express it:

w0 ¼ AþBvþCv2 ð3Þ

Among them, w0 is the basic resistance coefficient, A, B and C are the resistance
polynomial coefficients, which are calculated by the actual test results, and v is the
speed of a train.

2.3.2 Additional Resistance

The additional resistance to the train when passing through a non-straight route
consists of two parts: the first is the curve resistance of lines and the another is the
ramp resistance. We usually introduce the multiparticle model to calculate their
values. In the multiparticle model, the additional resistance coefficient of the curve
wc is determined by the following formula:
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wc ¼ c
R
� l
L

ð4Þ

Among them, c is an empirical constant that reflects the condition of the curve
resistance, R is the radius of curvature, l is the length of the train in the curve
section, and L is the total length of the train.

Therefore, the total additional resistance coefficient of the train w1 is

w1 ¼ wc þwi ð5Þ

Among them, wi is the coefficient of unit gradient resistance.
The total running resistance of the train W is

W ¼ w0 þw1ð Þ � g �M=1000 ð6Þ

Among them, W is the total running resistance of the line, the unit is N; w0 is
unit basic resistance, the unit is N/kN; w1 is unit additional resistance, the unit is
N/kN; g is gravity acceleration, the unit is N/kg; and M is the total mass of the train,
the unit is kg.

2.4 Equation of the Train Motion

The train has four conditions that are traction [7], uniform speed, idle running, and
brake during operating. From the perspective of the resultant force C, the status of
the train is as follows: Traction condition: C ¼ F �W ; Uniform speed condition:
C ¼ 0; Idle running condition: C ¼ �W ; Brake condition: C ¼ � W þBð Þ. In the
equations above, F is the total traction, W is the total running resistance of the line,
and B is the braking force.

When the train leaves from the An station to the Anþ 1 station, the train is always
starting and stopping under the action of resultant force. We consider the running
time Dt of the train as the minimum time interval according to the simulation step
size, and the force condition and acceleration value of the train have been main-
tained at the moment Dt of the initial situation within Dt time periods. When the
train leaves from the moment t1, starting point S1, initial speed v1 to the moment
t2 ¼ t1 þDt, terminal point S2, speed v2, and then within the time range Dt, we have

a ¼ C t1ð Þ
M

v2 ¼ v1 þ aDt
S2 ¼ S1 þ v22�v21

2a

8
><
>:

ð7Þ

Among them, a is the acceleration of the train when running and M is the total
mass of the train.
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3 Establishment of Timing Energy-Saving
Model of the Train

3.1 Time Quasi-objective Function

The longer the train runs in the interval, the lower the energy consumed by the
interstation operation, but unlimited time extension is of no practical significance.
Therefore, we must limit time when discussing energy-saving situation of the train.

When the train leaves from the station An to the station Anþ 1, the train will
experience traction condition a, uniform condition v, idle running condition c, and
brake condition b. There are three state turning points: the turning point Sa�v of
traction condition and uniform speed condition; the turning point Sv�c of uniform
speed condition and idle running condition; and the turning point Sc�b of idle
running condition and brake condition. The experience moment of the train in each
case is ta, tv, tc, and tb. Then, the actual total running time tall ¼ ta þ tv þ tc þ tb, the
planned running time from the station An to station Anþ 1, is T .

We consider the on-time situation as one of the objective functions; then,

fT Sð Þ ¼ tall � Tj j ð8Þ

3.2 Fixed-point Parking Objective Function

Because when the metro train is on parking, the error of parking distance between
the train and safe screen door on platform must be controlled within the scope of
�15 cm, which achieved the constraints on fixed-point parking of the train. The
fixed-point parking objective function is [8]

fs Sð Þ ¼ Sn � Sna þ Snv þ Snc þ Snb
� ��� �� ð9Þ

Among them, Sna refers to travel distance from the station An to station Anþ 1

under traction conditions; Snv refers to travel distance from the station An to station
Anþ 1 under uniform speed conditions; Snc refers to travel distance from the station
An to station Anþ 1 under idle running conditions; Snb refers to travel distance from
the station An to station Anþ 1 under brake conditions; and Sn refers to total travel
distance from the station An to station Anþ 1. The typical velocity–distance curve is
shown in Fig. 1.
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3.3 Energy-Saving Objective Function

Calculate the energy consumption within a Dt time period according to the equation
of the train motion in Sect. 4, then the energy consumed in the whole-line
traction is

Eall ¼
XT=Dt

0

En ¼
XT=Dt

0

v tnð Þ � F tnð Þ ð10Þ

Among them, T is the planned running time from the station An to station Anþ 1.
En is the consumed energy within the time Dt, vðtnÞ is the speed of the train at the
moment tn, and FðtnÞ is the traction at the moment tn.

The brake energy that the train produced is

Ereg ¼ Emsch � EWð Þ � greg ð11Þ

Among them, greg refers to the ratio of the regenerative energy that returning the
catenary to the total braking energy that produced, and one of the typical values is
95% [9]. Simply subtract the brake regeneration energy from the traction energy
consumption to get the total consumption in the interval, the smaller the value, the
better the energy-saving effect; the expression is as follows:

fE ¼ Eall � Ereg ð12Þ

3.4 Timing Energy-saving Model

After considering three objectives, that is, time punctuality, parking fixed point, and
energy saving, we can establish the following objective functions:

Fig. 1 Typical velocity–
distance curve
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min fE; fT ; fsf g

s:t: :

dt
ds ¼ 1

v

v dvds ¼ F lf ; v
� ��W s; vð Þ � B lb; vð Þ

t 0ð Þ ¼ 0; t Snð Þ ¼ T

v 0ð Þ ¼ 0; v Snð Þ ¼ 0

0� v�Vline

dv
dt

���
���� amax

lf 2 0; 1½ �; lb 2 0; 1½ �; t 2 N�

8
>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð13Þ

4 Using Improved Violence Search Method to Solve
the Timing Energy-saving Model

Based on the violent search method, this paper first transforms the multi-objective
problem into the single-objective problem through the target constraint method, and
then solve the single-objective problem through the violent search method to make
higher solution speed of multi-objective optimization problems. The specific
application process of the improved violent search method has been shown in
Fig. 2.

The calculation process of the improved violent search method in this paper is
based on the timing energy-saving model, think of Dt as time step, divided into four
calculation steps according to acceleration, uniform speed, idling, and braking. The
train’s speed, distance and energy consumption are gradually accumulating in
accelerated motion, so we need to judge whether the train arrives at a constant
turning point Sa�v. When the train runs at a constant speed, we need to calculate
both traction energy consumption and brake energy consumption. Under idle
running condition, the train slows down naturally only when being under the action
of resistance; it is necessary to see if it exceeds the speed limit and reaches the
idling turning point Sc�b. When the train brakes, the train is only affected by
resistance and braking force, and braking force produces the brake energy, the
whole-line calculation will not be completed until the train is decelerating to a speed
of zero.

5 Simulation Analysis

In order to verify the correctness and accuracy of the model and algorithm, we
simulate and calculate with the actual line data of Beijing–Yizhuang Line Rong
Jing East Street to Wanyuan Street as input after choosing the master’s thesis of

Research on Cycling Energy Saving Based … 385



Beijing Jiaotong University authored by Xuesong [10]. Then, we enter the simu-
lation line data and train parameters, and solve the problem in the interval through
the improved violent search method. The whole-line “speed–distance” curve of the
train from Rong Jing East Street to Wanyuan Street is shown in Fig. 3, and the
“power–distance” curve is shown in Fig. 4.

The turning points of the state from Rong Jing East Street to Wanyuan Street are
Sa�v: 269.6 m; Sv�c: 692.1 m; and Sc�b: 1030 m. The run time and maximum
running speeds from South Village Station to South College Town Station are
shown in Table 1.

In the master’s thesis of Beijing Jiaotong University authored by Xuesong Y,
Yizhuang line in the actual operation test, we can see that when run time is 97.8 s,
energy consumption is 19.09 kWh between stations, and simulation time is
98.3675 s. According to the simulation results in this paper, when we set the

Fig. 2 The algorithm flow of
the improved violent search
method
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Fig. 3 The optimized “speed–distance” curve of the train from Rong Jing East Street to Wanyuan
Street

Fig. 4 The optimized “power–distance” curve of the train from Rong Jing East Street to Wanyuan
Street

Table 1 Target run from
South Village Station to
South College Town Station

Data Numerical value

The optimum speed (km/h) 74.97

Run time (s) 97.9

Traction energy consumption (km/h) 24.03

Brake energy consumption (km/h) 5.31

Global energy consumption (km/h) 18.72
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interstation run time, we could see that the optimum result of that run time is 97.9 s,
total energy consumption caused by traction in the interval is 24.03 kWh, available
braking energy is 5.31 kWh generated in brake process, and actual power con-
sumption is 18.72 kWh.

Suppose that we adopt another method to obtain the two curves, we could need
large amounts of iterative operation to get the optimal solutions, when we set
multiple parameters by means of some heuristic algorithm that may influence the
convergence of the function and the accuracy of optimization. Nevertheless, the
improved violence search method converts a multi-objective function into a
single-objective function which simplified problems; then, the search scope is
further reduced by means of solving constraints; and finally, we directly solve the
single-target problems using the violence search method. In the simulation example
above, we can accurately judge the constraints of the line using simulation pro-
grams and algorithms in a shorter optimization time, and effectively look for a more
energy-efficient turning point in the case of the constant run time between stations.

6 Conclusion

This paper presents a new energy-saving research method based on improved
violence search method so that we could solve the multi-objective optimization
problem of single-train operation. Take the actual data of Yizhuang line in Beijing
as an example, and then carry out the simulation research; we obtain “speed–
distance” curve and “power–distance” curve after the train has run in the interval by
accurate calculation. Time spent in simulation is close to the actual running time,
and the energy consumption generated in the interval is slightly higher than sim-
ulation results in literature, but it comes closer to the actual test results, which
explains that the algorithm presented in this article is more practical and reliable.
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Analysis of Running Stability
of High-Power Locomotive Under
Harmonic Wear Wheel

Qian Xiao, Zhixiang Luo and Jifeng Zheng

Abstract Harmonic wear is one of the most common forms of out-of-round wheel
(OOR), especially in heavy locomotives, potentially affecting the running stability.
In this paper, a locomotive wheel-rail interaction coupled dynamic model was
established for numerical simulation, and common harmonic wear types of loco-
motive wheels were employed as excitations of the dynamic model. Then, accel-
erations and Sperling indices of the locomotive in different harmonic wear types
were calculated and compared. The result shows that harmonic order has a great
influence on locomotive lateral vibration, and has a little effect on the vertical
vibration in the same harmonic wave depth; harmonic wave depths have a larger
effect on the lateral and vertical Sperling indices in the same harmonic order;
compared with no harmonic wear, the lateral stability in different harmonic wear
types will change obviously while the vertical stability will not change significantly.

Keyword Locomotive � Wheel–rail interaction � Harmonic wear
Stability

1 Introduction

Out-of-round wheel (OOR) is a long-standing problem in railway operations. And
harmonic wear is one of the most common forms of OOR, which results in
high-frequency vibration and impact of wheel–rail contact. In addition, the loco-
motive load is particularly large, which seriously affects the locomotive running
stability.

A. Johansson and J. C. O. Nielsen studied the influence of polygonal wheels on
the dynamic force of wheel and rail by field test and numerical simulation [1].
Zhang Xue-shan et al. analyzed the effect of polygonal wheels on the lateral
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stability of the vehicle [2]. Zhang Jie presented a detailed investigation conducted
into the relationships between wheel polygonal wear and wheel/rail noise, and the
interior noise of high-speed trains through extensive experiments and numerical
simulations [3]. Wang Yijia and others used the established vehicle-track coupling
system dynamics model and measured data to study the polygonal wheels on the
dynamic performance of the vehicle [4]. Wang Chen found that the torsional
vibration of the wheelset was a major factor in the wheel polygonization in the
study of the locomotive wheel tread damage [5].

So far, the research on stability caused by OOR has mainly focused on vehicles,
while heavy-loaded locomotives have seldom been studied. Once the locomotive
appears snake instability, the running quality is deteriorated, leading to strong
wheel–rail interaction. A greater force between the wheel and rail accelerates wear
and fatigue, damages the railways, and even leads to derailment. Therefore, the
analysis of locomotive running stability is of great significance.

2 Harmonic Wear Wheels of Locomotive and Calculation
of Riding Indices

Wheel circumference of circular harmonic wear can be used a method of the
harmonic wave function to define [6], as shown in Fig. 1, at one cycle of the wheel
rolling, the wheel diameter difference is considered as a harmonic function
described by the following formulas [7]:

DR ¼
A
2 ð1� cos 2pT tÞ 0� t� nT

0 nT\t� 2p
x

�
ð1Þ

t
T
¼ Ru

L
ð2Þ

Where A is wave depth; t is wheel rolling time; T is a harmonic wear cycle; n is
the order of harmonic wear; x is rolling angular velocity; L is wave length; u is the
phase angle.

Fig. 1 Schematic diagram of
harmonic wear
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The radius of the rolling circle of the harmonic wear wheel varies with the
rolling angle as shown in Fig. 2, described as:

RðuÞ ¼ R0 þDRðuÞ
uðtþDtÞ ¼ uðtÞþxDt;

�
ð3Þ

where R0 is nominal rolling radius; u is phase angle; x is rolling angular velocity;
Dt is time interval.

Vertical_Sperling Index and Lateral_Sperling_Index calculate Sperling’s riding
indices for vertical and lateral directions [8]. The riding index for the lateral
direction is calculated as

Wz ¼ 10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ30
0:5

a3B3
w df

vuuut ; ð4Þ

where a is acceleration in the frequency domain (cm/s2), f is the frequency (Hz), Bw

is defined by the following equation:

Bw ¼ 0:737
1:911f 2 þð0:25f 2Þ2

ð1� 0:277f 2Þ2 þð1:563f � 0:0368f 3Þ2
 !1=2

: ð5Þ

The ride comfort index for the vertical direction is calculated as

Wz ¼ 10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ30
0:5

a3B3
s df

vuuut ; ð6Þ

Fig. 2 Schematic diagram of
rolling radius of harmonic
wear wheel
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where Bs is defined as

Bs ¼ 0:588
1:911f 2 þð0:25f 2Þ2

ð1� 0:277f 2Þ2 þð1:563f � 0:0368f 3Þ2
 !1=2

; ð7Þ

3 Establishment of Numerical Model

With high-power locomotive as the research object, a model of locomotive was
established with the multibody dynamics software UM referring to locomotive
structure topology diagram as shown in Fig. 3 [9]. This model was simplified into
three components, namely, car body, bogie, and wheelset, and each was regarded as
rigid. The model consisted of 50 degrees of freedom. Many nonlinearities, such as
wheel/rail contact geometry, lateral stop, and primary suspension, were considered.
German railway spectra of low irregularity were set as the track irregularity.
Table 1 shows the values of the simulation parameters involved in the UM model.
The resulting model is shown in Fig. 4.

4 Results and Analysis

4.1 Lateral and Vertical Vibration Accelerations

Taking the second wheel of the locomotive front bogie as an example, the order of
harmonic is 1, 6, 11, and 15, and the wave depth is 0.1 and 0.3 mm, which runs
continuously for 7 seconds. The comparisons of lateral vibration acceleration in
different harmonic orders are shown in Figs. 5 and 6. In the case of the same

Fig. 3 Locomotive structure topology diagram
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Fig. 4 Parameterized
high-power locomotive model
setup in UM

Table 1 Parameters involved in the UM model

Parameter Value

Axle load 24 t

Wheelset mass 3400 kg

Wheel profile JM3

Rail profile 60 kg/m

Primary suspension Longitudinal stiffness of steel spring 750,000 N/m

Lateral stiffness of steel spring 750,000 N/m

Vertical stiffness of steel spring 785,000 N/m

Secondary suspension Longitudinal stiffness of air spring 65,000 N/m

Lateral stiffness of air spring 65,000 N/m

Vertical stiffness of air spring 561,000 N/m

Anti-yaw damper 80,000 N/m

Fig. 5 Lateral vibration
acceleration of different
orders in 0.1 mm wave depth
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harmonic wave depth, with the extension of the running time, the greater the
harmonic order, the greater the lateral vibration acceleration changes, indicating the
different harmonic order of the same wave depth has a great influence on the lateral
stability.

Similarly, the comparisons of vertical vibration acceleration in different har-
monic orders are depicted in Figs. 7 and 8. With greater harmonic order, the vertical
vibration acceleration does not change a lot in the case of the same harmonic wave
depth, which demonstrates harmonic orders have little effect on locomotive vertical
vibration.

Fig. 6 Lateral vibration
acceleration of different
orders in 0.3 mm wave depth

Fig. 7 Vertical vibration
acceleration of different
orders in 0.1 mm wave depth
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4.2 Lateral and Vertical Sperling Indices

The lateral and vertical Sperling indices of the same order in different wave depth
are shown in Table 2. At the same harmonic wheel wear order, the Sperling indices
value of the lateral and vertical decrease with the increase of the wave depth, which
indicates that the wave depth of the different harmonic wear in the same order has a
great influence on the Sperling indices of the locomotive both in lateral and vertical.

Fig. 8 Vertical vibration acceleration of different orders in 0.3 mm wave depth

Table 2 Lateral and vertical Sperling indices in different harmonic wear types

Sperling
indices

Normal
wheel

Wave depth
(mm)

The order of harmonic wear

1 6 11 15

Lateral 3.052 0.1 3.052 3.05 3.049 3.047

Vertical 2.321 2.321 2.321 2.322 2.322

Lateral 3.052 0.3 3.05 3.042 3.04 2.983

Vertical 2.318 2.318 2.317 2.318 2.317
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5 Conclusion

(1) In the same harmonic wave depth, harmonic order has a great influence on the
lateral vibration of the locomotive, and has a little effect on the vertical
vibration of the locomotive.

(2) In the same harmonic order, harmonic wave depths have a larger effect on the
lateral and vertical Sperling indices.

(3) Compared with no harmonic wear, the lateral stability of the locomotive in
different harmonic wear types will change obviously while the vertical stability
will not change significantly.

Acknowledgements This work is supported by the National Natural Science Foundation of
China (No. 51565013).
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Detection of Wheel Tread Wear Based
on Laser Displacement Sensor

Jianyu Zhang, Zhi Yang, Yong Zhang and Zongyi Xing

Abstract In order to solve the problems of heavy workload and low accuracy
existing in manual measurement, a method based on laser displacement sensor
(LDS) is proposed to detect wheel tread wear. First, the 2D laser displacement
sensors installed on the lateral side of the track are used to collect the wheel tread
data. Then, techniques including data preprocessing, coordinate transformation,
data fusion, and so on are applied to process the wheel tread data combined with
standard wheel tread data. Finally, the wheel tread wear can be calculated by using
geometric relationship. Error analysis and field experiments show that the accuracy
of the proposed method is less than 0.2 mm and has the strong anti-interference
ability. The proposed method can greatly meet the actual requirements of mea-
surement of wheel tread wear.

Keywords Wheel tread wear � LDS � Error analysis � Standard wheel tread data

1 Introduction

Wheel tread wear is an important parameter for the safe operation of urban rail
vehicles. The inspection of wheel tread wear is of great importance to the safety of
train operation. With the increase of train mileage, uneven wheel tread wear and
increased wear rate lead to larger wheel diameter change. It reduces the safety and
comfort of train operation [1]. Therefore, it is very important to detect the wheel
tread wear at regular intervals, obtain accurate wear value, and determine whether it
is overrun or not to ensure the safe operation of the train [2, 3].

At present, wheel tread wear detection can be divided into two methods: contact
measurement and non-contact measurement [4]. Contact inspection is mainly based
on wheel diameter measuring instrument, and the detection accuracy is extremely
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affected by human factors. However, because of its simple operation, it is still the
main method of tread wear measurement. Non-contact detection is mainly divided
into image method and laser method. In the image method, the wheel tread is
photographed by CCD camera, and the wheel tread profile information is obtained
by image processing, and the wheel tread wear detection is realized [5], but the
system structure is complex and the anti-interference ability is low. With the rapid
development of laser technology, the research on tread wear detection of urban rail
vehicles has made great progress. Haichun and Jing et al. [6, 7] put forward a
portable wheel measuring instrument based on laser displacement sensor, through
the combination of laser sensor and linear stepper motor to obtain discrete coor-
dinate data and get the contour wheel size parameters, but the device cannot
effectively extract the wheel, the detection precision is low. Qibo et al. [8, 9]
proposed a wheel diameter detection method based on the laser triangulation
principle. The wheel diameter was detected by a single laser sensor or two laser
sensors. Haiyu and Changgeng et al. [10, 11] proposed a rim size online detection
method based on 2D laser displacement sensor. By LDS which is arranged in the
through rail on both sides of track, the wheel contour will be detected and the flange
size parameters will be obtained.

A method for measuring wheel tread wear based on LDS is proposed in this
paper: First, the 2D laser displacement sensors installed on the lateral side of the
track are used to collect the wheel tread data. The actual contour of the wheel is
reconstructed according to the standard wheel contour, and then the wheel flange
height is obtained from the geometric relationship of the wheel contour, so the
wheel tread wear detection is realized.

2 Tread Wear Detection Algorithm

When the wheel axle position sensor detects the train through the detection system,
triggering LDS on electric work surface profile data on sensor wheel, and then the
data after the data preprocessing, coordinate rotation, data fusion, and optimal
selection algorithm for tread wheel tread wear detection.

2.1 Data Preprocessing

When the wheel axle position sensor detects the train through the system, the 2D
laser displacement sensor based on 50 Hz sampling frequency of the wheel tread
contour data acquisition, data acquisition of the wheel, effective data extraction 6
carriage 48 wheels corresponding to each wheel. It is found in practical engineering
applications: When the train operator performs the braking operation, the sensor
will detect the wheel brake and bogie vehicle device, this kind of data and data
analysis of the influence of wheel profile independent of wheel profile data, should
be in the data segment when the data filtering, data preprocessing.
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2.2 Coordinate Rotation

In the detection system, the LDS has a deflection angle b between the laser line and
the rail. The wheel tread data acquired by the sensor will inevitably be distorted, so
that the original data of the sensor can be rotated in coordinate to correct the
deformed tread contour curve. According to the actual position parameter value of
the sensor, the coordinate transformation of the sensor’s own coordinate system
from xoy to the baseline coordinate system uov is realized by coordinate rotation
[12]. The coordinate rotation diagram is shown in Fig. 1, and the laser displacement
sensors are rotated in accordance with the formula. The coordinate rotation diagram
is shown in Fig. 1, and the laser displacement sensors are rotated in accordance
with the formula 1.

un ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxnÞ2 þðynÞ2

q
sin ðhþ bÞ ¼ xn cos bþ yn sin b;

vn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxnÞ2 þðynÞ2

q
cos ðhþ bÞ ¼ yn cos b� xn sin b:

8<
: ð1Þ

In the formula, ðxn; ynÞ is the coordinate of the detection point on the sensor’s
own coordinate system xoy. h is the angle between the probe point of the sensor and
the y axis. ðun; vnÞ is the coordinate value of the sensor detection point after the
coordinate rotation in the tread reference coordinate system uov.

2.3 Data Fusion

This paper uses a set of 2D laser displacement sensor can obtain the wheel wear
tread contour and the outside of the wheel baseline cannot detect the rim and medial
line, and rarely wear top rim, shape remains unchanged, so it is necessary to wheel
standard profile and sensor data acquisition of wheel tread data fusion to obtain
complete wheel profile curve. The tread reference coordinate system uov of the
LDS and the wheel and wheel standard contour coordinate system pwq are related
to the coordinate system xoy, as shown in Fig. 2.

v

u

θ

Fig. 1 Coordinate rotation
transformation process
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Data fusion is mainly divided into three parts: coordinate movement, baseline
fusion, and data fusion.

2.4 Best Tread Selection

When the wheel is passing through the sensor’s effective detection area, the system
will collect a plurality of tread wear data, and the key tread data needs to be selected
to improve the system accuracy. When the wheel deviates from the middle, that is,
the wheel detection surface does not pass through the wheel center, the measured
tread shape will have a certain tensile deformation.

Assume that the wheels in a sampling time, laser detection sensor surface
without the wheel center, but in the next sampling time than the round of heart, that
is two times the sampling interval in sensor surface has been round of heart, as
shown in Fig. 3, the laser detection surface after wheel center measuring flange
height is BC, the height missing the wheel center is B1C1, and B1C1 > BC, so this

uo

v

pw

qXO

Y

Fig. 2 Sketch map of each coordinate system

Fig. 3 Relation between laser line and ideal wheel center at adjacent sampling time
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paper selects the minimum value of the high rim data set as the best tread data for
the calculation of wheel tread wear.

3 Error Analysis of Wheel Flange Abrasion Detection

The error of the wheel wear detection system of LDS is composed of sensor
deflection angle, laser detection surface missing wheel center and data fusion based
on error. In order to meet the on-site detection precision of 0.2 mm, using the
computer simulation method, the wheel tread wear analysis. The flange height of
the wheel used for the simulation is 28.6 mm, and the standard flange height is
28 mm, that is, the tread wear is 0.6 mm.

3.1 Sensor Deflection Angle

In the process of tread wear detection, it is necessary to coordinate the rotation of
the sensor output data, in which the deflection angle b of the sensor is the key
parameter for coordinate rotation. Due to the uncertainty of the machining accuracy
and installation of the sensor base, the deviation of the actual deflection angle of the
sensor will be biased, that is to say, there is a deviation of the deflection angle Db.
When the deflection angle of the sensor has a Db deviation, the output of the sensor
is rotated by coordinate, and the overall offset and dislocation occur on the tread, as
shown in Fig. 4, the tread wear test will have a greater impact.

Assuming that the sensor accuracy and other factors remain unchanged, only the
deviation of the sensor deflection angle is changed, and the computer simulation is
used to analyze the tread wear error. The deflection angle of the sensor is in the
range of [−0.1°, 0.1°], and the tread wear Fh is simulated at 0.01°.

When the deflection angle of the sensor exists deviation, the tread wear is
positively related to the deflection angle, and the relationship between the tread
wear deviation and the deflection angle deviation is fitted by the first order curve:

DFh ¼ 2:6156Db� 0:011: ð2Þ

v

uO

Fig. 4 Overall misalignment
of profile caused by deviation
of sensor deflection angle
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Therefore, in order to ensure that the tread wear detection error is less than
0.2 mm without considering other factors, the deviation of the sensor deflection
angle should be guaranteed to be within the range of ±0.03°.

3.2 The Detecting Surface Missing the Center of Wheel

According to the requirements of the detection process flange size, surface emitting
laser detection and laser sensor through the round of heart [13], but in the actual
project detection data of selected laser line to the wheel center distance is the
shortest of the flange height calculation can lead to tension effect, influence of
tensile effect on the flange height detection.

In Fig. 3, Dx is the distance in the interval of the sampling, O represents the ideal
wheel center point laser detection surface over the wheel center, O represents the
reference center of laser detection surface missing the center of the wheel. So,
Flange height error e caused by the tensile effect is as follows:

e ¼ B1C1 � BC ð3Þ

In the formula, according to the geometric relation, B1C1 and OO′ can be
expressed as follows:

B1C1 ¼ O0B1 � O0C1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
r � OO02 cos2 a

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
c � OO02 cos2 a

q
ð4Þ

OO0 ¼ d
sin a

ð5Þ

Simultaneous (3) and (4), the flange height error can be expressed as

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
r �

d2

tan2 a

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
c �

d2

tan2 a

r
� Rr þRc ð6Þ

In the formula, the distance d takes the maximum value of dmax

dmax ¼ Dx � sin a=2:

In the actual use of the wheel, the flange height parameter range is [28–35 mm].
Therefore, Fig. 5 shows the corresponding description between the distance d and
the wheel flange height error e in the case of different flange heights. In the figure,
the top curve describes the corresponding 35 mm of the flange height, and the
bottom curve describes the corresponding 28 mm of the flange height. When the
distance d = 0, the flange height error e = 0, along with the distance d increases,
the wheel flange error e also increases along with it.
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The tread wear test system has a sampling frequency of 50 Hz and a speed of
3 km/h. The maximum distance of the system is d = 5.869 mm, and the maximum
flange height is measured at 0.0033 mm.

3.3 Data Fusion

In the process of data fusion, DX will have horizontal distance deviation DDx, and
DY will have vertical distance deviation DDY. When there is delta DDx and
deviation DDY, the wheel tread data is stretched along the horizontal and vertical
directions, which affects the accuracy of wheel rim height detection.

Assuming that the deflection angle and other factors remain the same, there is
only data fusion error, and computer simulation is used to analyze the tread wear
error.

(1) Error analysis of horizontal distance deviation of sensor

The horizontal distance deviation of DDx in the range of [−0.2 mm, 0.2 mm],
with 0.02 mm simulation calculation of tread wear the error ΔFh, the calculation
results are shown in Table 1. As shown in Table 1, when the horizontal distance
deviation exists in data fusion, the error of tread wear is 0.01 mm, so that the
influence of horizontal distance deviation on tread wear is negligible.
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Fig. 5 Relationship between laser line to ideal wheel center distance D and measurement error of
wheel rim height
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(2) Error analysis of sensor vertical distance deviation

The deviation of the vertical distance is DDY 0.05 mm in the range [−0.5 mm,
0.5 mm], and the tread wear error DFh is calculated by the simulation of the step
size. The result is shown in Table 2. From Table 2, the maximum deviation of tread
wear is 0.25 mm when there is a deviation of vertical distance in data fusion, and
the error difference is positively related to the deviation of disposal distance.

The first-order curve fitting is used to fit the relationship between the height
deviation of the wheel flange DFh and the deviation of the distance DDY as follows:

DFh ¼ 0:4899DDY � 0:0043: ð7Þ

Therefore, the deviation of the vertical distance should be within the range of
±0.40 mm in order to ensure that the tread wear detection error is less than 0.2 mm
without considering other factors.

4 Experiment and Analysis

In order to verify the effectiveness and accuracy of wheel tread wear test method,
field tests were carried out on the Guangzhou Chisha depot, including standard
wheelset test and vehicle passing test. The tread wear value is standard, the height
of wheel flange is different from the actual wheel flange height difference.
Therefore, the tread wear detection accuracy is equivalent to the flange height
detection precision. For the convenience of study, and the experimental results are
analyzed from wheel flange height.

Table 1 Effect of DX on the horizontal distance deviation of the tread wear

DDX −0.2 0.18 −0.16 −0.14 −0.12 −0.1 −0.08

DFh 0 0 0 0 0 0 0

DDX −0.06 −0.04 −0.02 0 0.02 0.04 0.06

DFh 0 0 0 0 −0.01 −0.01 −0.01

DDX 0.08 0.1 0.12 0.14 0.16 0.18 0.2

DFh −0.01 −0.01 −0.01 −0.01 −0.01 −0.01 −0.01

Table 2 Effect of DY on the vertical distance deviation of the tread wear

DDY −0.5 −0.45 −0.4 −0.35 −0.3 −0.25 −0.2

DFh −0.25 −0.22 −0.2 −0.18 −0.15 −0.13 −0.1

DDY −0.15 −0.1 −0.05 0 0.05 0.1 0.15

DFh −0.08 −0.05 −0.03 0 0.02 0.04 0.07

DDY 0.2 0.25 0.3 0.35 0.4 0.45 0.5

DFh 0.09 0.12 0.14 0.17 0.19 0.22 0.24
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In the standard wheel experiment, the standard of wheelset flange height is
28 mm, the standard wheel placed in orbit, the artificial detection system through
the slow wheel drive along the same direction, a total of 7 times of measurement
system, the experimental results are shown in Table 3.

Table 3 obtained the standard wheelset experimental system, the maximum error
was 0.12 mm, and the experimental results meet the tread wear detection accuracy
of ±0.2 mm.

In the experiment, the Guangzhou Metro Line 8 A2 train B, C two carriages of 8
wheels 7172 times high rim detection, multiple measurement results mean as the
measurement system of the wheel rim of high value, the measurement results are
shown in Fig. 6. In the graph, the difference between the mean measured value of
the flange height and the artificial measurement mean is within the range of
0.2 mm. It is proved that the method proposed in this paper meets the requirements
of field inspection.

Table 3 Experimental results of standard wheelset

Times 1 2 3 4 5 6 7

Height/mm 28.13 28.06 28.05 27.97 28.01 27.93 27.88

Error/mm 0.13 0.06 0.05 −0.03 0.01 −0.07 −0.12

Fig. 6 Comparison of mean measurements of flange height system with artificial mean
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5 Conclusion

In this paper, a method of wheel wear detection based on LDS is proposed to realize
high precision measurement of wheel tread wear. By a group of 2D laser, dis-
placement sensor is installed on the outer track detection of wheel tread contour,
using coordinate rotation, data preprocessing, data fusion, and optimal selection
algorithm of wheel tread actual contour reconstruction, and wheel flange height
through the wheel profile geometry, and wheel tread wear value. The standard
wheelset test and over vehicle test show that the proposed method can detect
accuracy up to +0.2 mm, and can meet the needs of onsite inspection and repair.
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A Hybrid Filtering Algorithm
for Pantograph Image Denoising

Weiwei Pei, Zongyi Xing and Zhuang Chen

Abstract In the pantograph image detection method, the pantograph image is
affected by electromagnetic interference and transmission medium, so there are
some noises in the image, which are mainly the gauss noise and impulse noise. For
the pantograph image denoising problem, the single denoising method is not
effective. Generally, two types of filters are used to filter the noise step by step. In
this paper, a hybrid noise filtering algorithm is proposed. First, ABDND-based
median filtering algorithm is used to suppress the impulse noise. Then, an improved
mean filtering algorithm is used to suppress the Gaussian noise. Two algorithms are
used to filter out the hybrid noise in the pantograph image. Finally, the experimental
results show that the proposed hybrid filtering algorithm can effectively remove the
noise and protect the edge of the image, which is superior to the traditional filtering
algorithm.

Keywords Pantograph � Gaussian noise � Impulse noise � ABDND
Mean filtering

1 Introduction

The pantograph is a replaceable equipment that is installed on the roof of an urban
rail vehicle to get the current from the contact wire. When the train is running, the
pantographic slipper is directly connected to the contact wire and this may generate
the electric arc, which may even cause excessive abrasion, rupture, and so on. So
the pantograph image detection method has been widely used and the high-quality
image is one of the key factors that affects the detection precision.

With the development of image processing technology, the noise filtering
problem has been concerned by scholars at home and abroad for a long time.
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Xiancheng [1] proposed two different denoising methods for Gaussian-impulse
hybrid noise filtering problem. However, when the variance of Gaussian noise and
the density of impulse noise change, the two methods show different advantages, so
the noise density needs to be measured first which is very complex. Considering the
advantages of median filtering algorithm and mean filtering algorithm to solve the
hybrid noise filtering problem in a medical image, Mengqiang [2] proposed a
filtering algorithm for hybrid noise, which saves more detailed information of these
images, but this algorithm is mainly for static target images. Liu [3] proposed a
weighted norm energy minimization model to suppress the hybrid noise and veri-
fied the feasibility of this method by experimental results, but the algorithm is more
complex and inefficient. In this paper, a hybrid noise filtering algorithm is proposed
to suppress the impulse noise and Gaussian noise. ABDND-based median filtering
algorithm is used to suppress the impulse noise, the improved mean filtering
algorithm is used to suppress the Gaussian noise. Finally, the experimental results
show that the proposed in this paper can effectively suppress the noise, which is
superior to the traditional filtering algorithm [4–7].

2 A Brief Introduction to ABDND-Based Filtering
Algorithm and Improved Mean Filtering Algorithm

2.1 ABDND-Based Filtering Algorithm

ABDND-based filtering algorithm [8–10] is a kind of improved adaptive switching
median filtering (ASMF) algorithm, which has a better detection effect for random
impulse noise. ABDND-based algorithm mainly includes the following three
detection stages.

2.1.1 The Noise Pixel Detection Stage

At this stage, the gray histogram and it difference value should be got first, and then
the maximum gray value and the minimum gray value of the W �W sliding
window is computed to obtain the noise identification matrix of the image to decide
whether the pixel is a noise pixel.

2.1.2 The Noise Pixel Verification Stage

At this stage, if the number of non-noise pixels in w� w sliding window (w\W) is
less than w, then increase w progressively and traverse all the pixels, otherwise
compute difference values between the non-noise pixels and the center temporary
noise pixels, and the sum of these values is denoted by d. If d is less than the set
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threshold value, this pixel will not be considered as a noise pixel, and noise
identification matrix should be modified at the same time, otherwise, this pixel will
be considered as a noise pixel.

2.1.3 The Noise Pixel Filtering Stage

Through the above two stages, the noise pixels and non-noise pixels are all found.
For non-noise pixels, there is no need to filter, and for noise pixels, the median
filtering algorithm should be used for non-noise pixels in the filtering window.

2.2 Improved Mean Filtering Algorithm

For the Gaussian noise, the traditional mean filtering algorithm uses an M � N
sliding window to compute the mean of pixels to instead the target window center
pixel value [11, 12]. This algorithm can suppress the Gaussian noise, while the
image will be blurred and the edge information will be lost.

Based on the traditional mean filtering algorithm, this paper proposed a local
removing extreme value-weighted mean filtering algorithm. First, the maximum
and minimum values in the sliding window should be removed, and then the
weighted and normalized remaining pixels are used to replace the central pixels.

3 Performance Analysis of Filtering Algorithm

Based on MATLAB platform, this paper verified the effectiveness of the proposed
algorithm. Because the image is not an ideal noiseless image, the laboratory image
is used as the analysis object. The pantograph image is shown in Fig. 1.

Fig. 1 The laboratory
pantograph image
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The performance of the filtering algorithm is evaluated by combining the sub-
jective and objective evaluation methods. Subjective evaluation mainly contrasts
the filtering performance of different algorithms and the objective evaluation mainly
uses the mean square error (MSE) and peak signal-to-noise ratio (PSNR) to evaluate
the performance of the image filtering algorithm.

The original image and the filtered image are denoted as X and X̂, respectively,
the image size is I � J, and the mean square error (MSE) and the peak
signal-to-noise ratio (PSNR) [3] are defined as (1) and (2).

X ¼ xði; jÞ j 1� i� I; 1� j� Jf g; ð1Þ

X̂ ¼ x̂ði; jÞ j 1� i� I; 1� j� Jf g: ð2Þ

The mean square error (MSE)

MSE ¼ 1
I � J

XI

i¼1

XJ

j¼1

xði; jÞ � x̂ði; jÞ½ �2: ð3Þ

The peak signal to noise ratio (PSNR)

PSNR ¼ 10 lg
MAX2

I

MSE
dB ð4Þ

Where MAXI is the maximum value of the pixel color.

3.1 The Single Impulse Noise Filtering

The performance of traditional median filtering algorithm and ABDND-based
algorithm are compared through the following images with different impulse noise
densities, and the filtering results are shown in Figs. 2 and 3, where (a) is the noise
image, (b) is the median filtering algorithm filtered image, (c) is the ABDND-based
algorithm filtered image.

(a) (b) (c)

Fig. 2 Variance of 0.1 impulse noise image processing results
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The above figures show that when the variance reaches 0.3, the performance of
ABDND-based algorithm is better than traditional median filtering algorithm. And
when the variance is less than 0.1, the performance of the two algorithms is very
good. So in order to compare the advantages of the two algorithms, the MSE and
PSNR of filtered images should be calculated and the results are shown in Table 1.

As can be seen from Table 1, MSE values of the ABDND-based algorithm are
generally less than that of the traditional median filtering algorithm and PSNR
values of the ABDND-based algorithm are generally larger than that of the tradi-
tional median filtering algorithm. With the increase of impulse noise density, the
MSE values are increasing and the PSNR values are decreasing, which shows that
the performance of the two algorithms is decreasing in the high-density impulse
noise environment, but the increasing trend of MSE values and the decreasing trend
of PSNR values of ABDND-based algorithm are relatively stable.

The result of the experimental analysis shows the performance of the
ABDND-based algorithm is superior to the traditional median filtering algorithm.

3.2 The Single Gaussian Noise Filtering

The performance of traditional mean filtering algorithm and improved mean fil-
tering algorithm are compared through the following images with different

(a) (b) (c)

Fig. 3 Variance of 0.3 impulse noise image processing results

Table 1 Single impulse noise image objective indicators

Noise
variance

MSE PSNR (dB)

Median
filtering

ABDND
algorithm

Median
filtering

ABDND
algorithm

0.02 15.8431 4.0666 60.2148 66.1209

0.05 16.8585 6.5489 59.9450 64.0515

0.1 20.1430 11.0911 59.1720 61.7635

0.15 34.0506 15.5597 56.8919 60.2932

0.2 68.5622 19.9735 53.8524 59.2087

0.3 315.2698 32.4516 47.2264 57.1008
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Gaussian noise densities, and the filtering results are shown in Figs. 4 and 5, where
(a) is the noise image, (b) is the mean filtering algorithm-filtered image, (c) is the
improved mean filtering algorithm-filtered image.

The above figures show the performance of the improved mean filtering algo-
rithm and the traditional mean filtering algorithm is not very different. So in order to
compare the advantages of the algorithms, the MSE and PSNR of the filtered
images should be calculated and the results are shown in Table 2.

As can be seen from Table 2, MSE values of the improved algorithm are greatly
smaller than that of the mean filtering algorithm and the PSNR values of the
improved algorithm are generally larger than that of the median filtering algorithm.
With the increase of noise density, PSNR values of the two algorithms are

(a) (b) (c)

Fig. 4 Variance of 0.1 Gaussian white noise image processing results

(a) (b) (c)

Fig. 5 Variance of 0.5 Gaussian white noise image processing results

Table 2 Objective indicators of single Gaussian noise image

Noise
variance

MSE PSNR (dB)

Mean
filtering

Improved
algorithm

Mean
filtering

Improved
algorithm

0.02 3.72 � 104 82.7378 26.5017 53.0326

0.05 157.8989 26.5027 50.7387

0.1 428.3777 26.5041 45.8949

0.15 834.7455 26.5051 42.9977

0.2 1.33 � 103 26.5059 40.9606

0.5 5.39 � 103 26.5077 34.8975
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decreasing and MSE values are increasing, which shows that the filtering perfor-
mance of the two algorithms are decreasing in the high-density Gaussian noise
environment, but the increasing trend of the MSE values and the decreasing trend of
PSNR values of the improved mean filtering algorithm are relatively stable.

The result shows that the performance of the improved mean filtering algorithm
is superior to the traditional mean filtering algorithm.

3.3 The Hybrid Noise Filtering

Based on Matlab platform, the traditional mean filtering algorithm, median filtering
algorithm, and hybrid filtering algorithm are, respectively, used to suppress the
Gaussian-impulse hybrid noise with different densities, and the filtering results are
shown in Figs. 6 and 7, where (a) is the noise image, (b) is the median filtering
algorithm filtered image, (c) is the mean filtering algorithm filtered image, and (d) is
the hybrid filtering algorithm filtered image.

The above figures show the denoising performance of the three filtering algo-
rithms is not very different for the hybrid noise. So in order to compare the
advantages of the three filtering algorithms, the filtered images are calculated and
the results are shown in Table 3.

As can be seen from Table 3, the MSE values of the hybrid filtering algorithm
are smaller than that of the traditional median filtering algorithm and mean filtering
algorithm, and the PSNR value of the hybrid filtering algorithm is larger than that of
the traditional median filtering algorithm and mean filtering algorithm. With the
increase of the hybrid noise density, the PSNR values of the three algorithms are
decreasing and the MSE values are increasing, which show that the filtering per-
formance of the three algorithms is decreasing in the high-density noise environ-
ment, but the trend of MSE and PSNR values of the hybrid noise filtering algorithm
are relatively stable.

(a) (b)

(c) (d)

Fig. 6 The filtering results of
hybrid noise image (variance
of impulse noise is 0.02, and
variance of Gaussian noise is
0.05)
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In summary, the above shows that the performance of the hybrid filtering
algorithm proposed in this paper is superior to the traditional median filtering
algorithm and mean filtering algorithm.

4 Conclusions

This paper proposed a hybrid noise filtering algorithm that the ABDND-based
filtering algorithm and improved mean filtering algorithm are progressively used to
filter out the hybrid noise. And the experimental results show the algorithm pro-
posed in this paper is more effective than the traditional median filtering algorithm
and mean filtering algorithm to filter out the pantograph image noise, which is very
important for a pantograph state image detection method.

Acknowledgements This work is supported by national key R&D program of China
(2017YFB1201201).

Table 3 Hybrid noise image objective indicators

Noise variance MSE PSNR (dB)

Impulse Gaussian Median
filtering

Mean
filtering

Hybrid
filtering

Median
filtering

Mean
filtering

Hybrid
filtering

0.02 0.02 140.88 3.73 � 104 95.46 46.72 22.50 48.41

0.05 0.02 147.03 3.7257 � 104 123.03 46.54 22.50 47.31

0.02 0.05 247.06 3.7246 � 104 164.57 44.28 22.50 46.04

0.05 0.05 253.28 3.725 � 104 172.43 44.17 22.50 45.84

0.10 0.10 607.01 3.7244 � 104 437.36 40.99 22.50 41.80

(a) (b) (c)

Fig. 7 The filtering results of hybrid noise image (variance of impulse noise is 0.05, and variance
of Gaussian noise is 0.02)
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An Effective Railway Dynamic Invader
Detection and Tracking Method

Qun Wang, Xiaofeng Li and Limin Jia

Abstract In this paper, an effective railway dynamic invader detection and
tracking method is proposed, which can be used to detect and track dynamic
invader that appears in the vicinity of the railway track. Generally, this method can
be divided into three stages, namely, intrusion region division, object detection, and
invader tracking. In the first stage, we propose a novel algorithm, combining
morphological processing and progressive probabilistic Hough transform, to extract
the railway track, and a set of structure elements are designed to enhance the
extraction effect. Based on the result of extraction, the intrusion region, the vicinity
of the railway track can be divided to reduce the amount of computation later. In the
second stage, we adopt visual background extractor to detect the object. And in
the last stage, Kernelized correlation filters is used to track the invader, the object
in the intrusion region. The results of the experiment based on actual railway scene
show that the method this paper presents has excellent performance.

Keywords Railway dynamic invader � Track extraction � Object detection
Invader tracking � Kernelized correlation filters

1 Introduction

Railway invader is a crucial concern for the safety of train operation and there are
many related studies at home and abroad in recent years [1]. The intrusion detection
in the railway scene based on the image sequence processing and analysis is studied
in [2]. By adopting edge detection to detect the candidate obstacle areas, a Support
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Vector Machine (SVM) is trained to classify the areas and verify the true obstacles.
An embedded algorithm of intrusion obstacle detection is proposed combining
obstacle classification with moving behavior analysis in [3], using SVM and
Kalman filter [4]. Hough transform to detect the area of interest, where a systematic
search is done for finding and delimiting possible obstacles is used. The presented
detection in [5] is based on the optical flow estimation and classification of the flow
vectors by K-means clustering algorithm [6]. A novel feature based on local shape
context descriptor for the object detection on railway tracks is described.

All the mentioned algorithms focus on object detection, but the real-time per-
formance is barely satisfactory and they do not consider the invader tracking. In this
paper, we present an effective railway dynamic invader detection and tracking
method, the theoretical framework of which is illustrated in Fig. 1. The formulation
is generic and has been tested in actual railway scene.

First, we propose a novel algorithm to extract the railway track, which works in
two steps using morphological processing and PPHT respectively. Here, we design
a set of structure elements to enhance the extraction effect. In order to reduce
computation, we divide the intrusion region by calculating the straight line equation
of track extraction result.

Second, we adopt ViBe to detect objects, which introduces the random selection
mechanism into background modeling and updating for the first time. Compared
with Hybrid Gauss and the optical flow, ViBe has higher modeling speed, higher
detection precision, and better environmental applicability [7].

Finally, we use KCF to track the invader. The KCF has significant superiority in
two aspects. One is that it makes the best of circulant matrices and discrete Fourier
transform, reducing both storage and computation by several orders of magnitude,
the other is that it adopts kernel trick to achieve fast detection.

2 Intrusion Region Division

The railway track extraction method proposed in this paper consists of two steps:
(1) Morphological processing and (2) Progressive probabilistic Hough transform.

Intrusion region division 

Object detection Visual Background Extractor (ViBe) foreground extraction algorithm

Invader tracking Kernelized Correlation Filters (KCF) fast tracking algorithm

Morphological processing based on multi-structure elements
Progressive Probabilistic Hough Transform (PPHT)

 

Fig. 1 The theoretical framework of the proposed method
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2.1 Morphological Processing

In the process of railway track extraction, it is necessary to distinguish the tracks
from sleepers, gravels, and other noise rapidly without losing the edge information
of the track. However, Sobel, Prewitt, Robert, Canny, and other traditional edge
detection operators are based on the discontinuity of the gray value, easily affected
by sleepers and gravels, resulting in nontarget edges [8].

Using large structure elements can remove large-scale noise points, but the
details of the image is lost, and using small structure elements can detect and extract
the detail of the image edge, but be susceptible to large-scale noise interference [9].
So we design four structure elements of different size as follows:

S1 ¼

0 0 0 1 0 0 0

0 0 0 1 0 0 0

0 0 0 1 0 0 0

0 0 0 1 0 0 0

1 1 1 1 1 1 1

0 0 0 1 0 0 0

0 0 0 1 0 0 0

0 0 0 1 0 0 0

0 0 0 1 0 0 0

2
66666666666666664

3
77777777777777775

S2 ¼

0 0 1 0 0

0 0 1 0 0

0 0 1 0 0

0 0 1 0 0

1 1 1 1 1

0 0 1 0 0

0 0 1 0 0

0 0 1 0 0

0 0 1 0 0

2
66666666666666664

3
77777777777777775

S3 ¼

0 1 0

0 1 0

0 1 0

1 1 1

0 1 0

0 1 0

0 1 0

2
666666666664

3
777777777775

S4 ¼
0 1 0

1 1 1

0 1 0

2
64

3
75: ð1Þ

And we design three extraction operators for morphological processing.

OP1 ¼ f � S2ð Þ � S4 � f � S4ð ÞHS4
OP2 ¼ f � S3
OP3 ¼ f � S3ð ÞHS3½ � � S1 � f � S1ð Þ � S1

ð2Þ

Here, � is expansion operation, H is corrosion operation, � is open operation,
and � is close operation.

Then based on the morphological result, we use threshold processing to extract
the position of the track. The results are shown in Fig. 2.

(a) (b) (c)

Fig. 2 a The original image, b the result of morphological processing, c the result of threshold
processing
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2.2 Progressive Probabilistic Hough Transform

Hough transform (HT) is usually used to detect lines and circles, and the core
formula of HT is

q ¼ x cos hð Þþ y sin hð Þ: ð3Þ

Here, q is the length between the origin and the pedal of the detected line and h
is the angle of its perpendicular line [10].

Compared to the standard Hough transform, PPHT has two advantages. One is
that it only selects part of edge points for processing, greatly reducing the amount of
computation and memory required, the other is that the method can detect the
endpoints of straight lines, exactly positioning the lines in the image.

Let the parameter T stand for a pair of k; hð Þ, and the highest peak means T with
the most voting points. The algorithm PPHT proceeds as shown in Fig. 3.

We perform PPTH on the result of threshold processing, getting the exact
location of the track. Then, we calculate the straight line equation of track extraction
result and divide the intrusion region successfully. The result is shown in Fig. 4.

Update the accumulator with the selected pixel 

Check if the highest peak is higher than threshold

Find all lines with the parameter T specified by the peak 

Find the longest segment of lines and remove them from input image

Check if the line segment is longer 
than the minimum length

Add it to the output list

Remove the selected pixel from input image

Check if the input image is empty

End

Selected a single pixel from the input image

Start

Yes

No

Yes

Yes

No

No

Fig. 3 The flowchart of PPTH
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3 Object Detection

Visual background extractor (ViBe) is a technique for motion detection, which has
good performance in both computation speed and detection rate. In this part, we use
ViBe to detect an object, which consists of three steps [11].

(1) Pixel model

Each background pixel x is modeled by a collection of N background sample values
taken in previous frames, vi is background sample value with index i.

M xð Þ ¼ v1; v2; . . .; vnf g ð4Þ

Then, pixel value v xð Þ will be compared to the closest values within a sphere
SR v xð Þð Þ. v xð Þ is then classified as background if the collection of model samples
M xð Þ is larger than or equal to a given threshold. As illustrated in Fig. 5.

(2) Background model initialization

Assume that t ¼ 0 indexes the first frame and that NG xð Þ is a spatial neighborhood
of a pixel location x, therefore

M0 xð Þ ¼ v0 y j y 2 NG xð Þð Þ� �
: ð5Þ

(a) (b) (c)

Fig. 4 a The result of threshold, b the result of PPHT, c the divided intrusion region

SR(v(x))

v(x)

1v

2v
3v

4v
5v

6v 1C

2C

R

Fig. 5 Comparison of a pixel
value with a set of samples in
a 2D space C1;C2ð Þ
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Here, locations y are chosen randomly.

(3) Updating the background model

The probability of a sample present in the model at the time t being preserved after
the update of the pixel model is given by ðN � 1Þ=N. Assuming time continuity and
the absence of memory in the selection procedure, we can derive the following
probability.

P t; tþ dtð Þ ¼ N � 1
N

� � tþ dtð Þ�t

: ð6Þ

In our experiments, the ViBe algorithm can accurately detect the person in the
field of view. The results are shown in Fig. 6.

4 Invader Tacking

The core idea of KCF tracking algorithm is to use the cyclic shift coding dense
sampling process to get the circulant matrix used to train the classifier [12].

Kernel trick is used to calculate the correlation coefficient between the classifier
and the search area of the input image, selecting the point of the maximum cor-
relation coefficient to update target position. As the resulting data matrix is circu-
lant, it can be diagonalized with the discrete Fourier transform, reducing both
storage and computation by several orders of magnitude [13].

4.1 Nonlinear Classifier Based on Ridge Regression Model

Ridge regression is an improved least squares model, which admits a simple
closed-form solution as follows:

min
w

X
i

f xið Þ � yið Þ2 þ k wk k2: ð7Þ

Fig. 6 The input images and the results of object detection using ViBe algorithm
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Where k is a regularization parameter that controls over-fitting, and the mini-
mizer has a closed form, which is given by Rifkin et al. [14].

Map w to high-dimensional space and introduce kernel functions, we get the
nonlinear classifier as follows:

ba ¼ bybkxx þ k
: ð8Þ

Where bkxx is the first row of the kernel matrix K ¼ C kxxð Þ.

4.2 Fast Tracking Using Nonlinear Classifier

Using the nonlinear classifier to track the object, that is, the sample is mapped by
the kernel function, the classifier response is as follows:

f zð Þ ¼ wTz ¼
Xn
i¼1

aik z; xið Þ: ð9Þ

Here, z is the area to be detected, and xi is training samples.
In the video, a person goes from right to left and then returns to the start position.

Throughout the process, the algorithm can track the person accurately. The result of
invader tracking is shown as in Fig. 7.

Fig. 7 The results of invader tracking using KCF
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5 Conclusion

This paper presents an effective railway dynamic invader detection and tracking
method, and we have done experiments on the videos captured by a fixed camera in
actual railway scene. The track extraction algorithm we proposed takes full
advantage of morphological processing and PPHT, avoiding the low accuracy
caused by sleepers, gravels, and other noise. And the use of ViBe and KCF
improves the real-time performance of the method.

The experiments show that the track extraction algorithm has excellent perfor-
mance in railway track extraction. Meanwhile, the ViBe and KCF have achieved
very good results in the experiments. The method can guarantee both high accuracy
and real-time performance in dynamic invader detection and tracking.
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Fault Diagnosis and Countermeasure
for the Pantograph Automatic Lowering
Under the Condition of Dual-Locomotive
Running

Xiao Feng Zhong, De Chang Liu, Ping Luo and Hai Yi Zhou

Abstract A pantograph automatic lowering fault that occurred during
dual-locomotive running was discussed, and signal interruption was found to be the
direct reason. According to the theory of transmission lines, and combining with the
freight environments, particularly, the connecting method of locomotives, this
paper points out that the poor contact in the equipment of Wire Train Bus
(WTB) was the root cause. Through the theoretical research and field investigation,
the major factors that might cause a similar fault were researched, and the fault
phenomenon was explained comprehensively. It also provides important reference
value for improving WTB’s reliability and reducing the possibility of pantograph
automatic lowering.

Keywords Wire Train Bus (WTB) � Dual-locomotive running
Pantograph automatic lowering � Failure diagnosis

1 Introduction

Since April 2015, the type HXD1C locomotives had been put into service in the
railway line from Nanning to Kunming. According to the freight environment that
includes large slope, lots of tunnel, and small radius, a pair of type HXD1C loco-
motive was zero distance connected in running state. The local locomotive controls
the connected one by a single transmission line. In practical use, the transmission
signal often breakdown and then the pantograph automatically lowers and the
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locomotives were forced to stop urgently. It seriously influenced the normal order
of freight traffic. Therefore, it is necessary to do some field investigation and
analyze the root causes of the pantograph automatic lowering.

2 Causes Analysis

2.1 Electrical Principle of Dual-Locomotive Running

In electrical principle [1], between the local locomotive and the connected one, the
single transmission line was responsible for transmitting control signals. The driver
in local locomotive controlled the whole operation and was in charge of monitoring
and emergency handling. In network principle, the transmission line works in the
upper layer of Train Communication Network (TCN), always called Wire Train
Bus (WTB). The wires were redundancy designed, from the local Gateway
Module’s (GWM’s) X1 and X3 interface, connected to another GWM. The wires
can be divided into three classes: (1) control line, (2) telephone line, and
(3) emergency braking and sanding line. The electrical principle is shown in Fig. 1.

2.2 Control Signal Interrupt

The dual-locomotive control electrical principle diagram shows that the control
signal goes from Gateway Model (GWM) to Vehicle Control Module (VCM) and
Event Recording Module (ERM) through Multifunction Vehicle Bus (MVB). In
every 50 ms, the control parameters and state parameters can be recorded.
Therefore, by analyzing the event record, the direct reason of pantograph automatic

Fig. 1 Electrical principle of dual-locomotive running
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lowering may be determined [2–4]. First of all, the connected locomotive does not
need to turn on the electric switch in running, that is, there is no manpower
occupation. The connected occupation signal was from the local locomotive, such
as the GWM’s X1 or X3 interface. Before the pantograph automatic lowering, the
main breaker will trigger, and then the main circuit breaker and the pantograph will
be in the “blockade” state [5–8]. Based on the network data analysis, we found that
before the main circuit breaker trigger, the signal of “driver’s cab occupied” dis-
appear suddenly. So we come to the conclusion that the signal interruption was the
direct reason for the pantograph automatic lowering fault. For example, at 9:26 on
March 4, 2016, the connected locomotive 0539 (local 0550), the pantograph
automatic lowering when the locomotive run through Xitun Station. The network
data analysis, shown in Fig. 2, fully verifies the conclusions above.

2.3 Al-locomotive Connector Failure

As analyzed before, the direct cause of pantograph automatic lowering was signal
interrupting. However, the fundamental reason lied in the connection components,
including the failure of the connection line, connection socket, and internal com-
ponents, mainly reflected in the following points:

(1) The tail connection plugs loose, internal wiring of winding extrusion.
(2) Ratchet buckle failure, slipping.
(3) Rubber aging or lost.

Fig. 2 Network data analysis
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(4) Plug or socket pin indenting.
(5) Shortening, oxidation, water, or dust.
(6) Type or location is not consistent, easily loose.

The specific failure modes are shown in Fig. 3.

3 Countermeasures

3.1 Formulate a Scheme for Connection Parts Overhauling

In accordance with the failure modes of the connection parts, the special over-
hauling scheme of the relevant components such as the connection socket and the
connection line should be formulated as follows:

(1) Check the rubber no breakage and the inner wire harness is not exposed.
(2) Rubber both ends of the clamp.
(3) Check the pins no rust, oxidation, shortening phenomenon.
(4) Press the contact pin firmly.
(5) Check the rubber pad no aging phenomenon, or change it.
(6) Check the locking mechanism is good and the button is flexible.
(7) Spray the needle and surrounding stains with an insulating detergent.
(8) Check the ring ratchet lock hermetical or not.
(9) Check the installation of each pin is firm.

(10) Check the retaining ring installation in place, no loosening.

a. Tail loosening b. Ratchet buckle failure c. Apron aging or loss

d. Shortening e. Contact inlet oxidation f. Type or position incon-
sistency

Fig. 3 Failure modes of connection parts
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(11) Check the wires are correct and the conduction is good.
(12) Check the pinhole no shrinkage, oxidation, corrosion phenomenon.
(13) Take a complete test.

3.2 Perform Special Maintenance Process

3.2.1 Overhaul and Maintenance

In the repair process, the connection line should be strictly inspected according to
the overhaul scope. In the one-trip inspection, the inspection and maintenance of the
connection line should be taken as the key work, especially for the locomotive with
the fault of pantograph automatic lowering. The inspection team should check and
report the operation, and the repair team should deal with it in a timely manner. If it
is unable to be handled, the connection line should be replaced and tested, and the
replaced one shall be maintained by the professional team. The requirements of the
inspection and repair process are shown in Fig. 4.

a. No sharp part b. No oxidation, shortening

c. No invalid rubber pad d. The button must be flexible

Fig. 4 Overhaul and maintenance
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3.2.2 Optimizing the Use Method

Both transmission line and connector are extremely vulnerable to breakage, and be
used to transmit accurate data without any error. So it is imperative to optimize the
use of methods to properly connect and carry out complete tests after maintenance;
the process is shown in Fig. 5.

(1) The transmission line was forbidden to tow or toss.
(2) The transmission line was forbidden to instruments with hammer, stone, or

other percussion connection when it was installed and dismantled.
(3) The installation of transmission line requires fastening in place.
(4) After dismantling the transmission line, reset the socket cover and lock it to

prevent the inlet water from entering the socket.
(5) If the line or socket was damaged, it must be recorded in the running diary and

reported to professional team when the driver was off duty.
(6) The transmission line should be placed in a uniform position.
(7) The transmission line socket in warehouse should be bandaged and protected,

kept clean and tidy.

3.3 Optimized and Improved Projects

In the renovation process, three projects have been completed. First, the reform of
the position of the socket: installation from the high to the low to facilitate the
installation and disassembly, and the transmission line can be hung on the front wall
of the middle ring, thus avoiding the bad contact caused by the vibration of the
connecting wire. Second, unified type of socket: a model for unified connection of
sockets and plug connections to prevent pairing errors. Third, transmission line
reconstruction: it changes double-line control mode to increase signal redundancy,
which is to install a divider, and divide the original two channels into four channels.

a. Check the socket pinhole’s 
state

b. Check the cover plate’state c. Carry out complete tests

Fig. 5 Improved use method
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4 Conclusions

Through the analysis of data and theory, a conclusion was that the fault of
dual-locomotive pantograph automatic lowering was directly caused by transmis-
sion signal interrupt. By field investigation, combined with the actual production, a
series of measures were developed, as standardizing the maintenance method of
transmission line and socket. Meanwhile, lots of improved project had been carried
out, as optimizing and transforming connection line and socket. By the practice of
half year, the fault of pantograph automatic lowering had been obviously reduced.
According to incomplete statistics, between July 2015 and December, an average of
15 faults occurred every month. After a series of remediation, as of June 2016,
it reduced to less than four faults a month and had achieved remarkable results.
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Simulation and Scheme Study on Braking
Process of Urban Rail Transit

Xian Zhang, Yanhui Wang and Boyan Hao

Abstract In this paper, through the design of train braking process algorithm based
on traction calculation, we compiled the Matlab program to realize the simulation of
train braking process, studied the train braking of urban rail system and relevant
problems, and set different calculation conditions for line and train, and carried out
several simulation examples. The results can be used for analysis of train traction,
braking speed, train mass, and other factors on the braking capacity of the train, and
can also provide reference for the related engineers in the design and operation of
the subway.

Keywords Urban rail transit � Brake � Simulation

1 Introduction

In the course of operation, the outside world will exert external force on urban rail
transit, including train braking force, train resistance, and traction. In this paper,
based on the summary of the running contents of the train, the computer program is
compiled to solve the braking process of the train and simulate the braking con-
dition of the train under different operating conditions.

With the help of braking simulation of urban rail transit vehicles, we can speed
up the subway, improve the operation efficiency, and ensure the energy con-
sumption and safe operation. Therefore, under the premise of ensuring the safety of
train operation, it is important for train operation calculation and train braking
simulation to realize the high-speed operation of the subway train, the energy
supply, and the reduction of air pollution.
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In recent years, with the development and deepening of computer application
technology, train brake calculation methods have been greatly improved, which
saves the computing time and improves the technical level and calculation
efficiency.

2 Model Establishment

2.1 Theoretical Basis of Train Braking Calculation

2.1.1 Train Running Resistance W

The train running resistance is the force that hinders the train’s operation and
contrary to the direction of the train. It is usually expressed by W. Because of
different causes, resistance can be divided into two kinds: basic resistance and
additional resistance.

The basic resistance is the force accompanying the movement of the train. The
force of the train is complicated, mainly including the resistance of the vehicle to
contact the air during travel, the resistance between the wheel and the rail, the
resistance of the friction between the vehicle components, and so on. However,
many of the factors that affect the resistance of the train are difficult to measure,
such as air resistance and friction between bearings. Therefore, in these complex
factors, most of the empirical formula is used to calculate the basic resistance of the
train. The basic resistance experience formula in China is as follows [1]:

w0 ¼ 2:7551þ 0:014vþ 0:0075v2; ð1Þ

where v represents the speed of the train.
Additional resistance is the force that the train receives under special conditions.

For example, when the train passes through the tunnel, on the curve, on the lower
ramp, and so on, additional resistance will be exerted. Additional resistance gen-
erally takes into account additional resistance of tunnel, additional resistance of
curve, and additional resistance of ramp. However, there is no definite formula for
additional resistance caused by climatic condition.

Therefore, when calculating the total running resistance of a train, the following
parts are usually included [2]:

(1) Basic resistance:

W0 ¼ pw0
0 þGw00

0

� �
g� 10�3 ðkNÞ; ð2Þ
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where w0
0 and w00

0 are the basic resistances of locomotive and vehicle, p stands for
locomotive calculated weight, G is locomotive traction weight, and g is gravity. It
comes from empirical formulas.

(2) The total resistance of a train at its operation

The following formulas are derived by mathematical and mechanical theory:

W ¼ W0 þ pþGð Þijg� 10�3 ðkNÞ; ð3Þ

where ij represents the starting point plus slope.

(3) The total unit resistance of a train at its operation

The following formulas are derived from the traction technical specifications:

w ¼ w0 þ ij ðN=kNÞ: ð4Þ

2.1.2 Train Braking Force B

The train braking force is the additional force that can be adjusted by the driver
when the train needs to brake or decelerate during the running process.

The friction braking of train includes shoe brake and disc brake. The pressure
K of each brake block of the train can be calculated according to the following
formula [3]:

K ¼ pd2z pzgzcznz
4nk � 106

; ð5Þ

where dz is the automatic cylinder diameter of train, pz is the air pressure, gz is the
transfer efficiency, cz is the braking ratio, nz is the number of brake cylinders, and nk
is the number of brake shoe. When the train starts the power b rake, the motor of the
train is equivalent to the generator, which converts kinetic energy into electric
energy. At this point, it is obvious that the kinetic energy of the train will decrease,
but the mass of the train is a physical attribute of the train and will not change in
general [4].

2.2 Resultant Force of the Train

2.2.1 Resultant Force

When the train driving in the downhill, it will be affected by its gravity decline
component. We analyze the force condition of the train at this time, if the train
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resistance and braking force in the direction of the parallel direction of the slope of
the absolute value are less than the gravity component; the train will accelerate, and
at this time the resultant force is positive. The resultant force at this time can be
expressed in the following form [5]:

C ¼ � W þBð Þ ¼ f vð Þ: ð6Þ

We specify a force which equals to the direction of the train as a positive force
for the train, such as traction. Conversely, it is called negative force, such as
running resistance and braking force. The direction of the force is different, and the
impact on the train will be different.

2.2.2 Unit Resultant Force

The unit resultant force can be expressed by the following formula:

c ¼ C � 1000
P

mm þ P
mtð Þg : ð7Þ

The denominator of the upper formula is the total gravity of the train, which
should be calculated according to the actual situation [6].

2.3 Train Motion Principle

The mass of the train in operation can be expressed by pressing type:

m ¼ G
g

1þ rð Þ � 1000; ð8Þ

where r represents the ratio of the turning part of the train to the total mass of the
train, (r + 1) is the coefficient of train mass, and r usually takes 0.06 in calculations.

Through the above formula, we can obtain the acceleration value of the train as
follows:

a ¼ C
G
� g
1060

: ð9Þ
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3 Design and Realization of Braking Simulation System
for Urban Rail Transit

3.1 System Function Analysis

According to the research requirements, the traction calculation and simulation
system designed in this paper have several functions, such as data entry, data
visualization, and results presentation [7].

3.2 Simulation System

The system consists of three parts: input, calculation, and output (Fig. 1).

3.2.1 System Input

The input speed, braking speed, traction quality, grouping, adding ramp, and
simulation button are inputs by the interface.

3.2.2 Calculation and Simulation

Through the train braking process in Simulink, a simulation model is built (Fig. 2).

Fig. 1 System structure
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The equation of resistance is

w0 ¼ 2:7551þ 0:014vþ 0:0075v2: ð10Þ

The drag equation is modeled as follows (Fig. 3):

3.2.3 Output

Then, the system output V–T diagrams, S–T diagrams, S–V diagrams, and V–
S diagrams containing T, V, and S, where T represents the time/s, V represents the
velocity/m/s, and the S represents the distance/m.

According to the simulation model, the V–T diagram is obtained, the horizontal
axis is T/s, and the vertical axis is speed V/km/h, as shown in Fig. 4.

According to the simulation model, the S–T diagram is obtained. The horizontal
axis is T/s, and the longitudinal axis is the braking distance S/m, as shown in Fig. 5.

Fig. 2 Simulink simulation model

Fig. 3 Resistance equation calculation model
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According to the simulation model, the S–V diagram is obtained, the horizontal
axis is speed V/km/h, and the vertical axis is speed S/m, as shown in Fig. 6.

According to the simulation model, the V–S diagram is obtained, the horizontal
axis is the braking distance S/m, and the vertical axis is speed V/km/h, as shown in
Fig. 7.

Fig. 4 S–T chart

Fig. 5 V–T chart
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4 Empirical Study and Result

In the case of emergency braking, the influences of train traction mass, initial
braking speed, and ramp on train braking process are analyzed.

(1) the initial braking speeds of train are 100, 90, 70, and 45 km/h.
(2) train traction masses are 34*0, 34*3, 34*20, 38*0, 38*3, and 38*20 (train

weight * load).
(3) the additional ramps of the train take −5,0, 2, 5, 10, 20, and 35.

Fig. 6 S–V chart

Fig. 7 V–S chart
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4.1 Influence of Initial Braking Time on Emergency
Braking Simulation

Run the simulation system to get the results shown in Table 1.
As can be seen from the above table, whether it is in the no-load condition or

full-load conditions, train braking time and braking distance increase with the initial
braking speed. The greater the initial velocity, the faster the braking distance
increases, while the braking time increases slowly.

4.2 Influence of Train Traction Mass on Emergency
Braking Simulation

Run the simulation system to get the results shown in Table 2.
It can be seen that the change of train traction mass has little influence on train

braking distance. On the whole, the greater the traction mass is, the greater the
braking distance of train is.

Table 1 Simulation results of emergency braking for braking

Brake first speed Traction mass Plus ramps Braking time Braking distance

100 34*0 (aw0) 0 38.1 285.19

90 34*0 (aw0) 0 33.6 223.32

70 34*0 (aw0) 0 24.3 120.34

45 34*0 (aw0) 0 15.3 48.23

100 34*3 10 41.1 306.23

90 34*3 10 34.3 241.6

70 34*3 10 26.1 130.02

45 34*3 10 16.5 52.24

Table 2 Train traction mass for emergency braking simulation results

Brake first speed Traction mass Plus ramps Braking time Braking distance

90 34*0 (aw0) 10 29.7 197.9

90 34*3 (aw1) 10 31.8 209.8

90 34*20 (aw2) 10 42.6 275.7

90 38*20 (aw2) 10 44.7 290.6
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5 Conclusion

On the basis of train traction calculation, this paper establishes the brake simulation
system of urban rail train by GUI and Simulink in Matlab. The system reflects the
braking characteristics of the urban rail train [8]. Through the system test, it is
confirmed that the system basically meets the design requirements. The simulation
data and the simulation curve of this system can reflect the change of the speed of
the urban rail train and the change of the braking force at different times. The main
achievements of this paper are as follows:

(1) The dynamic mechanical model of the braking process is built through the
related data of the urban rail train.

(2) The simulation program of braking simulation for urban rail train is realized by
Matlab.

(3) Use the system to simulate the braking process of the urban rail train under the
different conditions of trains and lines. Through the actual example, we can get
the result that when the train is below 70 km/h, the train can have better
emergency braking effect; the greater the traction quality, the greater the
braking distance of the train; and so on.
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Study of the Destruction Resistance
of Urban Rail Network Based on Random
and Intentional Attack

Boyan Hao, Yanhui Wang, Xian Zhang and Huiru Zhang

Abstract In complex environments, urban rail transit stations are susceptible to
various factors that cause station function loss. Therefore, how to evaluate and
quantify the key nodes in the network and solve the fluctuation of the whole
network capacity under the intentional and random attacks has become an important
issue. In this paper, the method of evaluating important nodes is defined according
to the complex network index, and the efficiency of the road network under different
attack rules is solved. According to the experimental results, the Beijing railway
network was evaluated. It was found that the urban rail network had strong resis-
tance under single-point attack, and it was very vulnerable under coordinated attack.

Keyword Urban rail transit � Resistance research � Random and intentional attack

1 Introduction

Urban rail transit plays an important role in urban transportation operation; how-
ever, complex environmental factors such as natural disasters, equipment failure,
terrorist attacks, etc. will seriously threaten the operation of the train safety and
transport quality [1]. Due to the network transport, the failure of some nodes will
have a great impact on the whole network transportation capacity, which makes it
necessary and urgent to evaluate the destruction resistance of urban rail network in
the case of deliberate or random attack on urban rail transit network.

In complex network theory, scale-free network is a kind of complex network.
A scale-free network is a network whose degree distribution follows a power law, at
least asymptotically [2]. The existence of this critical node (known as the “hub”)
makes the scaleless network have a strong ability to withstand unexpected failures,
but it is fragile in face of synergistic attacks [3].
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This paper studies the resistance of urban rail network. Based on Beijing subway
data, we first identify the key nodes in the subway network. Then, the attack rule is
established to solve the maximum efficiency of network after random attack.
Finally, loss of Beijing Metro subway network transport capacity is calculated,
which will provide a theoretical basis for subway safety operations.

2 Research Object Analysis

2.1 Network Parameter Calculation

In urban rail transit, the node represents the station. There will be an edge between
any two nodes if passengers can transfer from one site to another along the line [4].

Let G ¼ V ;Eh i be a network with n nodes, where V and E are the node set and
edge set of the network. vi i ¼ 1; 2 � � � nð Þ represents the node, and eij represents the
edge linking node vi and vj. The adjacency matrix of G is an nth square matrix with
the following properties:

Aij ¼ 0; eij 62 EðGÞ
1; eij 2 EðGÞ

�
ð1Þ

Then, we can describe the reachability of the subway line by the adjacency
matrix formed by 0 and 1.

The degree ki of node vi describes the number of edges in the network which are
connected to node i.

ki ¼
X
j2N

aij; ð2Þ

where aij is a nonzero element in adjacency matrix A; N is the number of nodes in
the network (Figs. 1 and 2).

The station with the degree of 1 is the terminus, the station with the degree of 2
is the ordinary station, the degrees are 3, 4, and 5 that are the multiline transfer
station (Table 1).

2.2 Key Node Identify

The node betweenness is the shortest path through the node v in the network, which
reflects the influence of the node on the whole network [5]. The betweenness
expression of node v is

CBðvÞ ¼
X
i 6¼j2V

dijðvÞ
dij

; ð3Þ
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Fig. 1 Distribution of node degree in Beijing Metro network

Fig. 2 Probability distribution of node degree in network

Table 1 Beijing subway network parameters

Parameter name Beijing subway Parameter name Beijing subway

Line length (L/km) 574 Transfer node 46

Number of lines 19 Total edge 299

Number of nodes 288 Ordinary edge 148

Ordinary nodes 205 Important edge 96

Important node 61 Maximum number of transfers 4

Tail node 15
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where dij is the shortest path number between nodes i and j; dijðvÞ is the number of
shortest path, which passes through the node v between i and j (Fig. 3).

The figure above shows the shortest distance between Xizhimen subway station
and other 272 stations. The figure of Pingguoyuan station is obviously different.
The shortest path between Xizhimen and other stations are smaller than
Pingguoyuan’s, which indicate that the connection of Xizhimen station is better. It
has a higher degree of convenience and importance in the whole network.

Find the average number of the shortest path for each station, and draw it using
the bar function. As can be seen from Fig. 4, the shortest number of stations is more
convenient to transfer to other stations and occupies an important position in the
entire network. By calculation, node Chegongzhuang station has the shortest
average path.

Fig. 3 The shortest distance between Pingguoyuan Station and other nodes of the road network
(left), the shortest distance between Xizhimen Station, and other nodes of the road network (right)

Fig. 4 The shortest path
average between nodes
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3 Analysis of Urban Rail Damage Based on Attack Rules

3.1 The Efficiency of Road Network Under Deliberate
Attack Rules

Define the rules of deliberate attack: maximum degree node attack, that is, from the
initial state, the largest node will be removed from the network; after deleting the
node, all the network features will be recalculated; so continue to delete nodes. And
the nodes in the network are deleted from the network one by one.

E ¼ 2
NðN � 1Þ

XJ
j¼1

XI

i¼1

1
dij

ð4Þ

dij represents the shortest path between nodes i and j; N represents the total
number of nodes in the network. Suppose when dij ¼ 1, 1

dij
¼ 0.

Remove the largest node from the network: Max (P1) = 5, Xizhimen station, the
matrix = 271 * 271;

Remove the node of the four sites: 36 points removed, the matrix = 235 * 235;
Remove the node of the three sites: 3 points removed, the matrix = 232 * 232;
Remove the node of the two sites: 122 points removed, the matrix = 110 * 110;
Remove the node of the one site: 22 points removed, the matrix = 88 * 88;
Then, the network efficiency under deliberately attack can be described as shown

in Fig. 5 (Table 2).

Fig. 5 Deliberately attacking
network efficiency
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3.2 Maximum Connectivity Graphs Under Random
Attack Rules

Random attack rules: from the initial state, randomly delete a node in the network.
Afterward, the node is deleted, and the network will be recalculated all the topo-
logical performance. Then, we repeat the random deletion of nodes in the network,
and the nodes in the network are deleted from the network one by one.

Maximal connected graph: when the network is attacked, a lot of crash nodes are
generated in the network, so the area of the network decreases as well, and the
network may be divided into two or more unconnected subnets [6]. The region with
the most nodes is called the largest connected subgraph. The most common dia-
gram, LCC, is defined as

LCC ¼ S
S0

; ð5Þ

where S0 is the initial area of the network, that is, the number of nodes before the
network is attacked, and S is the number of nodes in the largest connected subgraph
in the network. Then, the network efficiency under random attack can be described
by Fig. 6.

Table 2 Deliberately attacking network efficiency

Removed number 5 4 3 2 1

Network efficiency 30.2202 0.2008 0.1814 0.0018 0

Fig. 6 Random attacking
network efficiency
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3.3 Loss of Urban Rail Transport Function
Under Attack Rules

We abstract the complex network of the subway into an undirected graph
G ¼ V ;Eh i, assuming that each node in the network is operating normally in the
initial state, assuming that their initial functions are 1, and assuming that the
transport functions of both the isolated node and the crash node are 0. When
the node vi is removed from the network, it is assumed that the deletion is the mth
deletion.

FLN ¼
XN

j¼1;j 6¼i

FLðvjÞ ð6Þ

Then, the loss of network function under random attack can be described as
shown in Fig. 7.

4 Conclusion

According to the results of the above analysis, to effectively maintain the subway
transport function, the most important thing is to first ensure the existing subway
stations, especially the key operation of the subway station.

The subway station is dense and the train running speed is high. If an accident
occurred, it is difficult for passengers to escape, and the rescue is very difficult [7].

Fig. 7 Loss of network
function
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In the aspects of transport organization, Metro departments should implement
centralized scheduling, unified command, and traffic organization according to the
operation diagram. In the aspects of business, the relevant professionals such as
lines, tunnels, vehicles, power supply, communication and signal, the station
electrical and mechanical equipment, and fire protection system should guarantee a
good state and normal operation; in safety assurance, it should rely mainly on the
traffic organization and equipment to ensure the normal operation of the traffic
between the necessary and correct traffic by road. In order to ensure the safe
operation of the subway train punctuality, centralized scheduling, and unified
command, in principle, traffic organization, equipment, vehicle maintenance,
equipment operation management, and safety guarantee are regulated by a series of
rules and regulations [8].

Acknowledgements The authors gratefully acknowledge the support from “Key Research Project
of Safety Assurance Technology of Urban Rail System” under China National “13th Five-Year
Plan” (Grant No. 2016YFB1200402).
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Method of Health State Assessment
for Satellite Power System Based on Fuzzy
Judgment and Variable Weight Layered
Evaluation

Pei Zhen Wang, Lei Wang, Ruichang Qiu, Lijun Diao and Yujia Guo

Abstract In order to improve the reliability and safety of satellite power system,
the concept of health management is introduced to the research of health state
assessment about satellite power supply. Considering the complex characteristics of
satellite power system, a health state assessment method based on fuzzy judgment
and variable weight layered evaluation is proposed and applied to the assessment of
satellite power system. First, the fuzzy comprehensive evaluation method is used to
quantify the influence degree of fault modes on the system and obtain the objective
corresponding health degree. The method also combines analytic hierarchy process
(AHP) with variable weight synthesis to solve variable weights and calculate health
degree of the system step by step, which conducts real-time health state assessment
for satellite power system. And then, the calculation results are divided into healthy,
good, attentive, deteriorative, and morbid 5 levels to characterize the health states of
the evaluation object. Finally, the applicability and validity of the method are
verified by the concrete calculation example.

Keywords Satellite power system � Health state assessment � Fuzzy comprehen-
sive judgment � Analytic hierarchy process (AHP) � Variable weight synthesis

1 Introduction

To meet the security requirements of satellite systems and to provide reliability,
maintainability, and supportability, satellite power system requires advanced health
management techniques. Health state assessment is an important part of the overall
health management system architecture and one of the key technologies to ensure
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in-orbit reliable and stable operation of the spacecraft [1]. The core of the health
state assessment technique is the assessment method, commonly including model
method, analytic hierarchy process (AHP), fuzzy comprehensive judgment, artifi-
cial neural network (ANN), and Bayesian network (BN) [2]. Due to the charac-
teristics of long life expectancy, high reliability requirement, and less failure
samples about satellite power system and the features of complexity and confi-
dentiality for its operating principle [3], the health state assessment method of fuzzy
judgment and variable weight layered evaluation is proposed on the basis of fuzzy
comprehensive judgment, AHP and variable weight synthesis. Considering the
typical fault modes of satellite power supply and the typical attributes of each fault
mode, the fault mode health degrees of underlying components are calculated and
the superior system health degree is obtained further. The method is applicable to
the actual situation of the random fault occurrence and has a good adaptability to
the satellite power system.

2 Working Principle and Typical Fault Modes
of Satellite Power System

The topological structure of “S3R (Sequential Switching Shunt Regulator) + BCR
(Battery Charge Regulator) + BDR (Battery Discharge Regulator)” fully modulated
bus circuit of satellite power system is shown in Fig. 1 [4].

Satellite power system is mainly composed of three parts, including power
controller, solar array, and storage battery. The power controller modulates the bus

Solar Array

S3R Module Power Controller

Fully Modulated Bus

Charge
Control

Discharge
Control

Load

BCR BDR

Bus
Capacitance

Array

Storage
Battery

Fig. 1 Topological structure of “S3R + BCR + BDR” fully modulated bus circuit of satellite
power system
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voltage to remain stable. The solar array generates electricity. And the storage
battery stores energy. In addition, the three parallel links of storage battery are
composed of three single batteries in parallel. Above all, the typical fault modes of
satellite power system are shown in Table 1 [5].

3 A Health State Assessment Method Based on Fuzzy
Judgment and Variable Weight Layered Evaluation

The health state assessment method based on fuzzy judgment and variable weight
layered evaluation is proposed and applied to the assessment of satellite power
system. There contain nine steps in the evaluation process, which is shown
below [6].

Step 1: Building the factor set
The factor set is a collection of health influence factors for the study object,

which is denoted by

U ¼ u1; u2; . . .; ui; . . .; unf g; ð1Þ

where ui denotes the ith health influence factor.
Step 2: Establishing the evaluation set
The evaluation set is a collection of health levels for the assessment object,

which is shown as

Table 1 Components and typical fault modes of satellite power system

Subsystem Subassembly Serial
number

Fault modes

Power
controller

S3R 1 S3R shunt circuit shorting

2 S3R shunt circuit opening

MEA (main error
amplifier)

3 MEA internal failure

BEA (battery error
amplifier)

4 BEA internal failure

BCR 5 Single/multiple BCR charging
fail

BDR 6 Single/multiple BDR
discharging fail

Solar array Subarray 7 Open circuit of subarray/
substring

Storage
battery

Three parallel links 8 Single battery opening

9 Single battery shorting
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V ¼ v1; v2; . . .; vj; . . .; vm
� �

; ð2Þ

where vj denotes the jth health level.
Step 3: Establishing the fuzzy factor evaluation matrix
In the analysis process of fuzzy comprehensive evaluation for fault mode k, the

rkij is set to be the membership of health influence factor ui for health level vj.
The commonly used evaluation method is to set up an evaluation group of h

experts, each member evaluates only one health level vj for each health influence
factor uki . If there are h

k
ij people evaluate that u

k
i belongs to vj in the h members, the

membership set of uki is obtained as below:

Rk
i ¼

hki1
h
;
hki2
h
; � � � ; h

k
im

h

� �
¼ rki1; r

k
i2; � � � ; rkim

� �
Xm
j¼1

rkij ¼ 1

9>>>=
>>>;

ð3Þ

And then, the fuzzy factor evaluation matrix of fault mode k is described as

Rk ¼ Rk
1 Rk

2 � � � Rk
n

� �T¼
rk11 rk12 � � � rk1m
rk21 rk22 � � � rk2m
..
. ..

. ..
.

rkn1 rkn2 � � � rknm

2
6664

3
7775
n�m

ð4Þ

Step 4: Using AHP to determine the weight of each influence factor
The factor weight set of fault mode k is obtained by using AHP [7, 8], which is

shown as

Wk ¼ wk
1;w

k
2; . . .;w

k
n

� � ð5Þ

The Wk meets the conditions of 0\wk
i\1 and

Pn
i¼1 w

k
i ¼ 1.

Step 5: Carrying out the first-level fuzzy comprehensive evaluation of fault
mode k

The fuzzy comprehensive evaluation vector Bk is expressed by the following
formula:

Bk ¼ WkRk ¼ wk
1 wk

2 � � � wk
n

� � �
rk11 rk12 � � � rk1m
rk21 rk22 � � � rk2m
..
. ..

. � � � ..
.

rkn1 rkn2 � � � rknm

2
6664

3
7775 ð6Þ
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Step 6: Determining the comprehensive health level
The fuzzy comprehensive evaluation vector Bk is changed to a value Ck using

gravity method, which presents the comprehensive health level of fault mode k. The
Ck is calculated as below:

Ck ¼
Pm

j¼1 ðbj � v1ÞPm
j¼1 bj

¼ BK � VT ð7Þ

Step 7: Calculating the subassembly-level health degree based on the compre-
hensive health level of each fault mode

The comprehensive health level Ck is changed to the health degree HMk , which
is as below:

HMk ¼
Pm

j¼1 ðbj � v1ÞPm
j¼1 bj

,
Vmax ¼ Bk � VT=Vmax ð8Þ

Vmax ¼ max ðv1; v2; . . .; vmÞ ð9Þ

After the training of algorithm and the experience of satellite power system
experts, the calculation results are divided into healthy, good, attentive, deteriora-
tive, and morbid 5 levels. The divided standards of health degree are shown in
Table 2.

Due to some subassemblies influenced by more than one fault mode, the AHP is
used to determine the weight ratio of each fault mode for the corresponding
subassembly.

Assuming that the subassembly l is affected bym fault modes, the weight set of the
subassembly l is obtained as Wl ¼ fwl

1;w
l
2; . . .;w

l
mg by AHP, which meets the con-

ditions of 0\m\n and 0\wl
m\1. As a result of thewl

1;w
l
2; . . .;w

l
m are static values,

they cannot dynamically change with the influence degree of each fault mode in the
actual status. In order to solve the problem, the variable weight synthesis is introduced
to the static weight of AHP to transform constant weights into variable weights.

The variable weight synthesis makes use of balanced functions to achieve the
goal of changing weights [9]. The variable weight formula is as below:

Table 2 Divided standards
of health degree

Health state Health degree

Healthy 0.95–1

Good 0.85–0.95

Attentive 0.70–0.85

Deteriorative 0.60–0.70

Morbid 0–0.60
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Wl
i ðHM1; . . .;HMm;wl

1; . . .;w
l
mÞ ¼ wl

i � ðHMiÞa�1

,Xm
k¼1

wl
k � ðHMkÞa�1; ð10Þ

where Wl
i is one of the variable weights of subassembly l and the HM1; . . .;HMm

correspond to the health degrees of fault modes. The að0\a� 1Þ is variable weight
coefficient [10].

From the above, the health degree of subassembly l is shown as

HMl ¼ Wl0 � ½HM1 HM2 . . . HMm �T ð11Þ

The Wl0 is the variable weight set of subassembly l, which is expressed as
Wl0 ¼ fWl

1;W
l
2; . . .;W

l
mg.

Step 8: Calculating the subsystem-level health degree based on multilevel fuzzy
comprehensive evaluation

Repeating steps 1 through 6, the second-level fuzzy comprehensive evaluation of
subsystem z carries out on the basis of first-level fuzzy comprehensive evaluation of
subassemblies.

The factor set of subsystem z is represented as Eq. (12):

Uz ¼ fsubassembly 1; subassembly 2; . . .; subassembly lg ð12Þ

The evaluation set V is invariable.
And then, the fuzzy factor evaluation matrix of subsystem z is obtained as

Rz ¼ ½B10 B20 . . . Bl0 �T . The variable weight set Wz0 of subsystem z is got
using AHP and variable weight synthesis. It means the weight ratio of each
subassembly-level health degree for the subsystem z health degree. From the above,
the health degree of subsystem z is shown as

HMz ¼ Wz0 � ½HM1 HM2 . . . HMl �T ð13Þ

In this formula, HM1;HM2; . . .;HMl are the health degrees of subassemblies
that are obtained in step 7.

Step 9: Getting the system-level health degree
According to the second-level fuzzy comprehensive evaluation of step 8, the

importance of subsystems is classified on the basis of the comprehensive health
level of each subsystem. The variable weight set Ws0 of system s is got using AHP
and variable weight synthesis. It means the weight ratio of each subsystem-level
health degree for the system s health degree. In conclusion, the health degree of
system s is

HMs ¼ Ws0 � ½HM1 HM2 . . . HMz �T ð14Þ
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In this formula, HM1;HM2; . . .;HMz are the health degrees of subsystems that
are obtained in step 8.

Through the above steps, combining with the working principle and structure
characteristics of the satellite power system, its health assessment system hierar-
chical structure is established as shown in Fig. 2. In the figure, the data are constant
weights of influence factors at all levels. The method realizes the calculation of fault
mode, subassembly-level, subsystem-level, and system-level health degrees.

4 Concrete Assessment Example

In order to verify the validity and applicability of the abovementioned method, the
concrete example that makes use of these steps is calculated. According to the
example, the 3 three-parallel links of storage battery 1 occur in short-circuit fault
and the other components are normally operating; the calculation results of
subassembly-level, subsystem-level, and system-level health degrees are acquired
to evaluate current system health states.

The health influence factors set of fault mode 9 is

U ¼ fault probability; severity; ease or complexity of detectionf g

And the evaluation set of fault mode 9 is V ¼ 5; 4; 3; 2; 1f g.
To classify the levels of each influence factor, the standards of factor levels

classification are shown in Table 3.

satellite power 
system

Power
Controller

Solar Array
Storage 
Battery

MEA BCRBEA BDRS3R
Subarray

Storage 
Battery1

Storage 
Battery2

S3R
shunt
circuit 

shorting

S3R
shunt
circuit 

opening

MEA internal 

failure

BEA internal 

failure

charging fail

discharging fail

Open circuit of 

subarray

Single
battery 

shorting

0.8571 0.1429

0.5192 0.2678 0.0897 0.0897 0.0335

0.5917 0.3332 0.0751

system-level

subsystem-level

subassembly-level

fault mode

Fig. 2 Satellite power supply health assessment system hierarchical structure
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In the condition of the 3 three-parallel links of storage battery 1 occurr in
short-circuit fault, the fault probability is calculated by the handbook GJBZ
299C-2006 [11]. Referring to Table 3, the fuzzy factor evaluation matrix R9 is
established as

R9 ¼
0:86 0:14 0 0 0
0 0:50 0:50 0 0
0 0:70 0:30 0 0

2
4

3
5

Using AHP to determine the weight of each influence factor, the factor weight
set of fault mode 9 is obtained as

W9 ¼ 0:2426 0:6694 0:0880½ �

Afterward, the fuzzy comprehensive evaluation vector B9 is acquired as

B9 ¼ 0:2086 0:4303 0:3611 0 0½ �

Further, the comprehensive health level C9 is got. Its value is 3.8475.
In the end, the calculation results of subassembly-level, subsystem-level, and

system-level health degrees are acquired as in Table 4.

Table 3 Factor levels’ classification table

Influence factors Levels

5 4 3 2 1

Fault probability
(u1)

Impossibly
occurring

Rarely
occurring

Occasionally
occurring

Possibly
occurring

Frequently
occurring

Severity (u2) Almost no
risk

Slight risk Moderate
risk

Serious risk Disastrous
risk

Ease or
complexity of
detection (u3)

Directly
detecting

Preceding
detecting

Easily
detecting

Comparatively
difficultly
detecting

Incapably
detecting

Table 4 Health degrees of each level in satellite power system

System Health
degree

Subsystems Health
degrees

Subassemblies Health
degrees

Satellite power
system

0.8522 Power
controller

1 S3R 1

MEA 1

BEA 1

BCR 1

BDR 1

Solar array 1 Subarray 1

Storage
battery

0.7695 Three parallel
links

0.7695
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According to Tables 3 and 4, the health state of satellite power system belongs
to “Good”, and the health state of subsystem storage battery belongs to “Attentive”.
Although the system has not been seriously affected by storage battery 1
three-parallel links short-circuit fault which has not resulted in a serious decline in
system power supply capacity, the output voltage of storage battery 1 decreases and
the output current increases in the process of constant power output, which leads to
accelerating the aging process of the whole storage battery. The capacity of storage
battery 1 reduces, which results in that the depth of discharge of storage battery 2
increases. And then, the reliability of system has declined. Therefore, the ground
controller of satellite power system has to enhance the monitoring of storage bat-
tery, preferentially maintain it and adjust the spacecraft operation, and load
scheduling to the reduction of capacity.

5 Conclusion

In this paper, a method of health state assessment for satellite power system based
on fuzzy judgment and variable weight layered evaluation is proposed to obtain the
health degree to quantify the health status of the system. Combining with the
working principle and structural characteristics of the satellite power system, the
hierarchical structure of the health assessment system is constructed and the health
degree calculation algorithm which adapts to the characteristics of satellite power
supply is obtained in the thesis. What is more, the validity and applicability of the
method are verified by the concrete example.

The method objectively realizes the health state assessment for satellite power
supply. And the calculation results of health degrees can dynamically adapt to the
random state changes for satellite power system in orbit. It is of great significance to
the health management of satellite power system.
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Intrusion Detection for High-Speed
Railway Perimeter Obstacle

Qinghong Liu, Yong Qin, Zhengyu Xie, Tangwen Yang
and Gaoyun An

Abstract Perimeter intrusion detection is one of the most important conditions for
high-speed railway safety. The research and application of perimeter intrusion
detection are first introduced, including an infrared detector, pulse electronic fence,
vibration cable/fiber optic cable, intelligent video analysis, etc. Then, we analyze
the application of video surveillance in perimeter intrusion detection, point out the
difficulties of video surveillance for the day- and nighttime, and summarize the
popular methods of the intruding object recognition and the intruding behavior
analysis. Finally, we put forward the future research direction of perimeter intrusion
detection for high-speed railway.

Keywords High-speed railway � Perimeter intrusion detection � Video
surveillance

1 Introduction

With the fast advancements of the high-speed railway technology, the perimeter
security is becoming the most important thing to the operating safety of bullet train.
The operation safety of high-speed railway has attracted much attention, and the
intrusion of obstacle seriously threatens the safety of the railway. Such as people,
animals, rocks, and other obstacles which invaded into the boundaries of
high-speed railway will bring a huge threat to high-speed railway operation order
and safety, and even cause huge loss of human life and property. At present,

Q. Liu (&) � Y. Qin � Z. Xie
State Key Laboratory of Rail Traffic Control and Safety, School of Traffic and Transportation,
Beijing Jiaotong University, Shangyuan Village No. 3, Haidian District, Beijing 100044,
China
e-mail: 15114218@bjtu.edu.cn

T. Yang � G. An
School of Computer and Information Technology, Beijing Jiaotong University,
Shangyuan Village No. 3, Haidian District, Beijing 100044, China

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_47

465



countries in the world study various kinds of railway perimeter intrusion detection
methods including fiber optic cable, ultrasonic, laser, infrared, and video surveil-
lance, and which play very important roles in ensuring the safety of railway
operation. In order to reduce and eliminate the high-speed railway accidents caused
by obstacle intrusion, the perimeter intrusion detection is still the hotspot among the
worldwide researchers.

2 Research Status of Intrusion Detection in High-Speed
Railway

At present, the intrusion behaviors that threaten the safety of high -speed/
ordinary-speed railway mainly include unauthorized entry limits and destruction of
important facilities behavior as shown in Fig. 1a, b [1], and Fig. 1c, d from the
Internet.

In addition to the traditional manual monitoring and physical monitoring, the
common perimeter intrusion detection includes infrared detector, pulse electronic
fence, vibration cable/fiber optic cable, intelligent video analysis, etc.

The train operation management automation system, which is composed of fiber
optic cable sensors used in Japan Shinkansen railway implements the monitoring of
obstacle intrusion by railway [2, 3]. Spain Juan Jesús García using infrared sensor

Destroy the metal fence Destroy the cement fence

Climb over the fence Perimeter Intrusion stones(c)

(a)

(d)

(b)

Fig. 1 The different intrusion of the railway
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to achieve the size of more than 0.5 � 0.5 � 0.5 m obstacle detection which is
installed on both sides of the railway [4]. Czech Zdenek Šilar proposed an obstacle
detection using [5] optical flow method and clustering algorithm for the railroad
crossing. Catalano [6] proposed an optical fiber intrusion detection system for
railway security. The sensing system is composed of a rubber mat with FBG strain
sensors integrated on the lower surface of the mat. It is installed and tested by a
large square of approximately 20 m2 at the Enter Autonomo Volturno
(EAV) railway in Naples, Italy. Uribe [7] put forward a method of railway obstacle
detection to check for obstacle intrusion with the Hough transform. In China, Tong
Wang of China Academy of Railway Sciences [8] proposed the obstacle detection
program combined with dual cable sensor and video surveillance to achieve pas-
senger line obstacle intrusion detection. Wuhan University of Technology, Li [9]
proposed a railway slope protective netting detection technology based on fiber
grating sensor, and it determined the problem of obstacle intrusion according to the
analysis of sensor response and the relationship between obstacle and other issues.
Beijing Jiaotong University has studied the machine vision detection technology of
obstacle intrusion. According to the geometric features of intruding objects, SVM is
used to classify the intruding objects, and the Kalman filter is used to track the
target [10–12]. Lei [10] extracted the size parameter information for classifying
railroad turnouts, transponders, and obstacle, and used color index parameters for
classification shadows. Shi [11] designed the automatic detection system, which is
based on machine vision and embedded technology. It used FPGA and ARM chip
to complete hardware platform of the image acquisition, and for early warning the
trend of obstacle intrusion. Wang [12] proposed a hardware implementation of the
railway obstacle detection algorithm based on FPGA. Central South University,
Wang [13] proposed an intrusion detection to railway lines based on machine vision
inspection technology and affine geometry principle, which provides technical
support for railway system. China Jiliang University, Hou [14] used principal
component analysis to classify video objects in induction thermal imaging.

The intelligent detection of video surveillance has the characteristics of a high
degree of intelligence, flexible application, wide application range, and high
recognition accuracy. Therefore, the intrusion detection based on video surveillance
image intelligent identification technology has become the main development
direction of high-speed railway intrusion detection.

3 Research Status of Railway Perimeter Intrusion
Detection Based on Video Surveillance

The existing video monitoring system for high-speed railway lines in China can
provide storage, viewing, with preliminary video analysis, and identification ability.
But it has low identification accuracy and easy to be disturbed by the complex
environment of the existence of large number of false alarms. It also cannot be used
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in complex scenes and night. Therefore, the focus of video surveillance is to break
through the video target detection methods under these extreme conditions and
improve the image quality. It has great research value in the field of intelligent
identification of high-speed railway perimeter video surveillance.

3.1 Daytime High-Speed Railway Perimeter Video
Surveillance

In the daytime, the difficulty of high-speed video surveillance is that the poor
natural environment (wind, rain, snow, fog, haze) leads to degradation of image
quality, low accuracy of video object detection and low efficiency. Such as haze
reduces the brightness and contrast of the image resulting in the distant objects
being blurred. Rain and snow directly obscure objects in the foreground resulting in
the near object to be indistinct.

(1) There are two classes of research methods on the haze/fog removal for video
image: the restoration method based on the physical model and the image
enhancement method [15]. He [16] proposed a fog removal algorithm based on the
dark channel priority, and calculated the propagation function by minimum filtering
estimate, and finally obtained the fog-free image. In the image enhancement based
on nonphysical model, Wang [17] proposed an image fog removal algorithm based
on bilateral filtering,and the resulting image is clear and natural. Zhang [18] used
Gaussian filtering and corrosion to optimize the transmission image and enhance
processing for the removal fog of image by the Gamma transformation and contrast
enhancement method. The effect of local image processing is not ideal. Ting [19]
proposed an image fog removal algorithm to process the thin fog image based on
dark prior and the retinex theory. (2) Research on rain removal for video images,
Krishnan [20] proposed an algorithm for detecting the gradient of the brightness of
the raindrops pixel. Fu [21] detects and removes the high-frequency part of the rain
image from the perspective of the frequency domain, with using background
information as low-frequency information and raindrops as high-frequency infor-
mation characteristics. Kang [22] also utilized image frequency domain charac-
teristics to decompose the high-frequency part based on morphological component
analysis, and finally realize image rain removal. Jia [23] proposed a near-field
enhancement algorithm to identify rain or snow pixels in the near field view for
snow, fog, heavy rain, and used the far-field enhancement algorithm to restore
images. Barnum [24] detects and removes image raindrops in the image frequency
domain by the fuzzy Gauss model. (3) Research on snow removal for video images,
Shen [25] identifies the characteristics of snow through a series of filters, and
achieve snowflake pixels extraction. Hase [26] proposed a snowfield degradation
image enhancement algorithm in the time domain, and selected the midpoint of the
luminance of the multi-frame image instead of the pixel in the processing frame.
And Xu [27] detects and removes snow images based on the kinetic models and
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photometric model in the video image. The difference is that Pei [28] proposed a
method of removing rain and snow in images based on saturation and visibility
characteristics, which not only removes most of the rain and snow but also pre-
serves the details of the image. Sun [29] proposed the rain and snow removal
algorithm based on the Snake model, by defining the external energy function,
which can accurate positioning of the boundaries of rain and snow.

3.2 Nighttime High-Speed Railway Perimeter Video
Surveillance

At present, the main nighttime video surveillance equipment used in railway
includes infrared LED camera [30], laser night vision instrument [31], and thermal
imaging camera [32], as shown in Table 1. These three kinds of equipment have
their own characteristics. The monitoring distance of infrared LED camera is short,
and many factors may lead to the false alarms, such as jitter, occlusion, virtual coke,
light and shadow changes, mosquitoes, rain and snow, haze, etc. The monitoring
distance of laser night vision is long. It was usually used to patrol but not conducive
to automatic identification. Thermal imaging cameras can monitor a wide range.
The target can be found in a timely manner, but cannot identify the clothing, facial
features of intruding object, while the resolution is low and easy to be affected by
extreme environmental temperature.

Infrared target detection is mainly based on the background modeling method
and the feature extraction method. Because the detection method based on the target
feature is close to the human visual recognition, Infrared target detection becomes
the hotspot in the field of infrared image processing. The target information in the
infrared image is mainly concentrated in the contour, shape, brightness. But it is
extremely lack of color, texture, and other characteristics. Dalal [33] used a local

Table 1 Nighttime video surveillance equipment comparison

Technology type Laser night vision Thermal imaging
camera

Infrared LED
camera

Imaging principle Active
near-infrared beam
reflection

Passive
environmental
thermal radiation

Active
near-infrared light
reflection

Monitoring distance
(m)

1500 0–1500 150

Automatic
identification
distance (m)

– 0–400 0–100

Rainy days, fog, and
haze use

General Not affected General

Key device life (h) 10,000 50,000 10,000
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histogram of oriented gradient (HOG) as the image feature classification. Ulhaq
[34] presented a color video fusion method based on automated color morphing to
give natural day-like color appearance for nighttime video surveillance applications.
Chen [35] put forward the improved shape context (ISC) method based on the
traditional shape context descriptor (SCD). Most of the objects in nature will occur
nonrigid deformation, because they won the ability to exercise. Felzenszwalb [36]
proposed the target multiscale deformable parts model (DPM), which inherited the
advantages of HOG features and SVM classifiers. Ren [37] believes that HOG
features were artificially designed in previous HOG feature detection methods. For
this purpose, a histogram of sparse code (HSC) based on sparse representation
learning theory was proposed. In addition, some researchers have developed
specifically method for pedestrian characteristics of infrared images, such as
intensity self-specificity (ISS) [38], and histogram of local intensity differences
(HLID) [39]. As a single feature description of the target information is limited, and
combined with multiple features description of the image target detection is the
development trend. HeFei University of Technology, Hu [40] proposed infrared
pedestrian detection algorithm based on multiple features extraction, and combined
HOG with ISS classification, by using the trained SVM intrusion detection. On the
basis of that [40], Hu [41] added the integral channel feature (ICF) of multi-feature
fusion infrared image pedestrian detection method.

3.3 Object Identification and Behavior Analysis

The traditional behavior identification methods mainly include hidden Markov
model (HMM), dynamic Bayesian network (DBN) [42, 43], artificial neural net-
work (ANN) [44] and SVM. In recent years, the object identification and behavior
analysis based on Deep Learning have become the focus of research in this field.
The behavior identification based on the deep learning methods includes unsu-
pervised learning, convolutional neural network(CNN), recurrent neural network
(RNN), and other extension models: (1) Based on the two-stream depth feature
fusion method, Simonyan [45] proposed the concept of two stream, using frame
image and optical flow image as CNN input and get very good output. Because the
two streams cannot be of very good use for long time information, Wang [46] put
forward the idea of segmentation, the video is divided into the former, middle and
back three segments, each pass through two streams and then fusion results. Wu
[47] at first used CNN extraction features, including RGB optical flow and spec-
trum image, and then through LSTM (long short-term memory) fusion. Moreover,
Sharma [48] further introduced the attention mechanism into the LSTM based on
behavior recognition algorithm, which has achieved the key moving target recog-
nition in the video. (2) Based on the CNN, Tran [49] divides the video into multiple
fragment containing 16 frames as input to the network. CNN input is generally
pictures, for the video input. Bilen [50] tries to use pictures to represent video
information, and the RGB video processes rank pooling as a CNN input.
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4 Conclusion and Outlook

Video surveillance is “eyes” to discover the perimeter intrusion effectively and
intuitively. The perimeter intrusion behavior can be identified automatically with
pattern automatic identification technology. With China technical norms of railway
video surveillance released such as “[2013] No. 71”, “[2015] No. 233” and “[2016]
No. 18”, so it marks that the video surveillance is become more important in
railway.

Traditional methods for high-speed railway perimeter intrusion detection have a
high requirement on the environment or light conditions of the video, and it is
difficult to adapt to the behavior analysis under the open non-constraint condition.
And, the feature extraction method is designed by artificial prior design. The
perimeter intrusion behavior analysis method based on the deep learning does not
need to manually design the feature extraction method, and can be trained and
studied on the video data to get the most effective representation method. However,
the speed of the deep learning method is slow and the amount of sample data is
huge. How to extract key information accurately and quickly from the massive
video data is the trend of the future research and development about algorithms and
hardware. How to overcome the environmental interference factors to reduce false
alarm is an important and difficult point for the future research of intrusion
detection.
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Research into Thermal Response Time
Fault Diagnosis of Temperature Sensor
in High-Speed EMU

Xuguang Lin, Wenjun Wang, Bin Li, Jianwei Miao and Yantong Liu

Abstract High-speed EMU temperature sensors are used to detect important
parameters such as temperature on the train. The thermal response time of the
temperature sensor is the main factor affecting the temperature measurement.
The failure of the thermal response time will lead to the failure or false positives of
the vehicle temperature sensor, which will cause the speed limit and stop, which
will seriously affect the railway operation order. This paper focuses on the thermal
response time of the temperature sensor of the high-speed EMU and analyzes
the dissection and simulation of the temperature sensor. The results show that the
reason for the failure of the thermal response time is that the sensor probe into the
air leads to the thermal resistance becomes larger, reduces the heat transfer speed,
and finally makes the thermal response time longer. Finally, according to the
diagnostic analysis, results put forward the corresponding measures.

Keywords High-speed EMU � Temperature sensor � Thermal response time
Fault diagnosis

1 Introduction

High-speed EMU temperature sensor is used to detect and monitor the train tem-
perature and other important parameters to ensure that the train is running in the
normal state or the best condition. Therefore, to ensure the reliability of vehicle
temperature sensor, the stability of its track train operation and safety has a very
important significance.
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Common vehicle temperature sensor failure, including platinum thermal resis-
tance performance damage caused by temperature jump, electrical connector pin,
and wire connection failure, thermal response time failure, sensor insulation, or
breakdown occurs. Commonly used sensor fault detection methods include tem-
perature tolerance test, thermal response time test, high-temperature vibration test,
and protection level test. The thermal response time of the temperature sensor is the
main factor affecting the temperature measurement speed point, and it is also an
important parameter to measure the performance of vehicle temperature sensor
[1–3]. Thermal response time failure will lead to vehicle temperature sensor that
cannot keep up with high-speed train temperature change speed lag, resulting in
failure or false positives, resulting in speed and parking, seriously affecting China’s
railway operation order. Therefore, it is very meaningful to study the thermal
response time of the temperature sensor. This paper focuses on the failure of the
thermal sensor time test, the temperature sensor for anatomy, and this numerical
simulation calculation, analysis of the causes of failure, and follow-up measures [4].

2 Temperature Response Failure of Temperature Sensor

2.1 Thermal Response Time Fault Phenomenon

From a domestic joint venture plant products sampling a number of temperature
sensors for testing, in which a temperature sensor through the data acquisition
system to test the thermal response time 3 times to take the average. The thermostat
tank is filled with water, the temperature sensor temperature part into the ther-
mostat, while opening the data acquisition system began to record the thermal
response time curve. Set the initial temperature of 20 °C, the temperature step value
of not more than 10 °C. Record the sensor resistance change to 90% of the thermal
response time. Each test result for the average deviation should be within ±10%
[5], requiring that thermal response time is not more than 12 s. It is found that the
thermal response time recorded by the data acquisition system is smoothed by
digital filter and can be used to calculate the thermal response time directly. It is
found that the test result is unqualified and the average thermal response time is
more than 12 s. The data are shown in Table 1.

Table 1 Test results of the fault sensor thermal response time

Number of times First time Second time Third time Average
value

Channel 1 2 1 2 1 2 1 2

Thermal response time(s) 14.45 14.36 14.20 14.05 14.22 14.21 14.29 12.26

Result Unqualified
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2.2 Analysis of Thermal Response Time

In high-speed EMU temperature sensor using platinum thermal resistance for
temperature sensing, platinum resistance of the resistance value increases with the
temperature rise. Platinum resistance connection wire is welded together, and
high-temperature heat shrink tubing on the resistance pin shrinkage protection is
used. It will be sealed after the resistance of the sensor into the forefront of the
probe, in order to achieve the role of sealing protection and the application of
potting plastic potting resistance potting treatment [6]. And then, it uses the seizure
machine for sleeve and clamp hose crimping. And then according to the wiring
diagram, into the insulator. The sensor probe material is made of stainless steel, and
the internal potting is used in silicone. After the thermal response time test results
failed, the fault pieces were dissected. Analysis of the fault sensor will be worn off
the end of the protective tube, visible protection tube at the bottom of filling full.
Remove the protective tube from the outside of the platinum thermal resistor, and
the gap between the thermally and platinum resistors is filled with the sealant.
Remove the protective tube from the outside of the platinum thermal resistor, and
the gap between the thermally and platinum resistors is filled with the sealant.

Continue to grind out the rest of the protective pipe, and the clearance between
the heat shrinkable tube and the inner wall of the protective tube is also filled with
sealant. However, there are obvious black oxides on the inner wall of the protective
tube and the sealing surface. Through the micrometer, it can be measured that the
distance between the cavity and the inner wall of the sensor probe is about 0.3 mm,
suspected to be in the air. The oxide is derived from the inner wall of the protective
tube, and it is initially determined that the oxide is a ferroferric oxide, which is
caused by the oxidation of the stainless steel and air in the inner wall of the
protective tube. The black oxide on the surface of the potting surface is presented in
Fig. 1.

In order to verify the above judgment, reproduction of test pieces for testing and
verification. The replacement of the new protective tube (no black oxide on the
wall) temperature sensor to re-thermal response time test, the test results are
qualified, the specific data in Table 2.

After the temperature sensor was dissected and tested again, the temperature
sensor test results of the replacement protection tube were found to meet the thermal

Fig. 1 Black oxide on the
surface of the potting surface
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response time requirements. The analysis suggests that the black oxide in the inner
wall of the protective tube is ferroferric oxide, which is the protection of the inner
wall of the stainless steel and air generated by the oxidation reaction, and the heat
response time failure is due to protection of the tube wall in the air thermal con-
ductivity that is very low, reducing the heat transfer speed, and ultimately lead to
longer thermal response time.

3 Fault Analysis Based on Time Distribution
Characteristic of Temperature Sensor

3.1 Normal Temperature Sensor Time Distribution
Characteristics

In order to verify that the thermal response time is not qualified, the reason is that
the air in the inner wall of the protective tube is caused. The simulation model is
calculated. Because the liquid in the thermostat is flowing, the general liquid is
water, so the heat transfer coefficient of the external surface and the liquid is the
convective heat transfer coefficient. To analyze the cause of temperature sensor
thermal response time failure, convective heat transfer coefficient is required. The
convection heat transfer coefficient [7] is determined by the simulation analysis and
the normal temperature sensor.

The simulation takes the normal temperature sensor as the research object, and
the main structural parameters of the sensor are shown in Table 3.

From Table 2, it can be obtained that without failure of the vehicle temperature
sensor thermal response time is about 11 s or so. Through the thermal response
time, test can be seen that the initial temperature is 20 °C, the temperature step is set
to 9 °C, according to the thermal response time calculated and temperature rise is

Table 2 Test results of the normal sensor thermal response time

Number of times First time Second time Third time Average
value

Channel 1 2 1 2 1 2 1 2

Thermal response time(s) 11.40 11.20 11.46 11.10 10.93 11.21 11.26 11.17

Result Qualified

Table 3 Specific technical
parameters of vehicle
temperature sensing

Units Parameter Stainless
steel

Silica gel

kg/m3 Density 7930 1900

J/(kgK) Specific heat capacity 500 270

W/(mK) Thermal conductivity 16 1.5
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reached at 28.1 °C. Vehicle temperature sensor from 20 °C up to 28.1 °C, through
the temperature sensor structure and the main parameters and simulation calcula-
tions [8], the convective heat transfer coefficient h is shown in Table 4.

From the data obtained in the simulation, when the convective heat transfer
coefficient is h = 180, a temperature sensor for vehicles is at about 11S, and the
temperature rise from 20 to 28.15 °C. The test results are in accordance with the test
data of normal temperature sensor, so the heat transfer coefficient is h = 180
convection between the temperature sensor and the liquid. The specific temperature
sensor with time changes in the simulation figure, shown in Fig. 2.

3.2 Time Distribution Characteristic of Fault Temperature
Sensor

Through the previous dissection of the fault temperature sensor, the initial judgment
is that the black oxide is the tri-iron oxide, which is generated by the oxidation of
the inner wall of the protective tube and the air. Therefore, the parameters of the
probe location of the fault temperature sensor are not only silica gel and stainless
steel [9] but also air. The specific parameters are shown in Table 5.

As can be seen from Table 5, the thermal conductivity of iron oxide is very
large, because the greater the thermal conductivity, the faster the heat transfer rate,
the shorter the thermal response time. So it is possible to eliminate the cause of the
failure of the thermal response time due to the iron oxide. However, since the black
oxide is iron oxide, it is possible to determine that the air is mixed in the potting
liquid. Since the thermal conductivity of the air is low from Table 4, the presence of
air causes the thermal resistance to become large, so that the thermal response time
lengthens, in order to verify that the thermal response time becomes longer due to

Fig. 2 Normal temperature
sensor temperature changes
over time

Table 5 Faulty vehicle temperature sensing specific technical parameters

Units Parameter Stainless steel Silica gel Fe3O4 Air

kg/m3 Density 7930 1900 5180 1.225

J/(kgK) Specific heat capacity 500 270 618 1006.43

W/(mK) Thermal conductivity 16 1.5 5 0.0242
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air mixing. According to the specific technical parameters of the faulty vehicle
temperature and the convective heat transfer coefficient h obtained before, when the
temperature rises from 20 to 28.1 °C, the simulation is carried out to obtain the fault
temperature sensor when the temperature rises to about 28.1 °C thermal response
time, as shown in Table 6.

As can be seen from Table 6, the thermal response time of the fault temperature
sensor is calculated from about 20 °C to about 28.1 °C by simulation. The thermal
response time is about 14–15 s. Specific fault temperature sensor temperature
changes with time curve shown in Fig. 3.

By the simulation calculation results, the temperature sensor whether thermal
response time for about 14–15 s, compared with before test data consistent, so to
determine the cause of temperature sensors thermal response time breakdown
because of heat shrinkable tube between the sensor and potting glue into the air,
thermal resistance due to the presence of air, reduced the heat transfer rate, even-
tually led to the thermal response time.

Table 6 Normal temperature
sensor temperature versus
time

Time (s) h = 180

0 293.15 20.00

1 293.89 20.74

2 294.82 21.67

3 295.74 2.59

4 296.60 23.45

5 297.36 24.21

6 298.03 24.88

7 298.61 25.46

8 299.11 25.96

9 299.55 26.40

10 299.92 26.77

11 300.24 27.09

12 300.52 27.37

13 300.75 27.60

14 300.95 27.80

15 301.12 27.97

Fig. 3 Fault temperature
sensor temperature changes
with time
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4 Fault Temperature Sensor Handling Measures

It is recommended that the manufacturer inspects the protective tube parts of the
follow-up vehicle temperature sensor to check whether the inner wall of the pro-
tective tube has a foreign matter inspection project, strictly controls the quality of
the parts, and performs 100% thermal response time test on all products and
products. In the process of sensor potting, to avoid improper operation of the staff
lead to air into the sensor probe wall potting glue, each process is completed by the
staff after the confirmation and then enters the next process.

5 Conclusion

In this paper, it is found that the thermal response time of a certain temperature
sensor is unqualified. The reason for the failure of the thermal response time is
determined by the dissection and simulation of the sensor. The reason that the
thermal response time is not qualified is that the presence of air causes the heat
resistance to increase and the heat transfer rate is reduced, resulting in a longer
thermal response time. The fault of thermal response time is proposed to the
manufacturer, and the reliability, availability, and safety of the vehicle temperature
sensor are improved to ensure the safe operation of the high-speed train group.
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Super-Gaussian Random Vibration
Test Inductive Method Based
on Measured Data

Peng Wang, Hua Deng, Liuqing Xiao and Guotao Liu

Abstract Toward the situation that the traditional inductive method is not suitable
for super-Gaussian data, this paper presents an inductive method of super-Gaussian
vibration data of locomotive equipment according to the actual measured data of
Lanxin line and the actual operation situation. By verifying the measured vibration
data, it is found that the data shows a steady random supergrid characteristic. The
test conditions of body installation equipment of locomotive under super-Gaussian
random vibration are put forward by analyzing the inductive values and the kurtosis
value, which solves the problem of using the measured vibration data to compute
the simulation conditions of the super-Gaussian random vibration environment.

Keywords Measured data � Data induction � Rolling stock equipment
Super-Gaussian vibration � Vibration test

1 Introduction

Vibration environment is a significant factor that affected the operation, RAMS
(reliability, availability, maintainability, and safety) and life expectancy of loco-
motive equipment. Therefore, the vibration simulation of the equipment according
to the actual situation has an irreplaceable role in inspecting and testing product’s
quality and ensuring the RAMS of the vehicle.

At present, Chinese locomotive equipment vibration test standard GB /T 21563
[1] (idt IEC 61373) gives the Gaussian random vibration conditions, but vibration
environment data of some special line shows significant super-high characteristics.
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Since the Gauss vibration (kurtosis is 3) exceeds 3 times of RMS value that is only
0.27% of the time, the super-Gauss vibration with kurtosis of 7 exceeds 3 times of
RMS value that is up to 1.5%, and most of the product’s fatigue damage is caused
by a peak acceleration of 2–4 times the root mean square (RMS). In this station,
Gauss vibration will significantly reduce the actual use of fatigue damage of the
equipment. So it is necessary to measure the vibration in specific line and then
construct a more realistic super-Gaussian random vibration environment. At pre-
sent, the commonly used vibration data induction methods include the extreme
envelope method and the statistical tolerance method [2–4]. The extreme envelope
method is too harsh. The statistical tolerance method proposed by GJB /Z 126 [4] is
a leap in the induction of vibration data from the extreme envelope to the statistical
method. But this method is only applicable to Gaussian vibration. Therefore, it is
necessary to redevelop the suitable induction method of super-Gaussian vibration
data for the locomotive equipment.

2 Vibration Environment Measurement

2.1 Test Line

Lanzhou West–Urumqi West is selected as the measured line on which the similar
locomotive equipment has a high failure rate. Test line contains 10 stations (9 line
intervals). The running speed is 60–120 km/h, which is tested for three cycles, and
the total test mileage is about 5800 km.

2.2 Measuring Point Arrangement

In GB/T 21563, the test levels are divided into 1 class body mounted, 2 bogie
installation, and 3 axle installation, according to the installation location area of the
locomotive equipment. Referring to the rule of area division of GB/T 21563, the
test sets 12 measuring points in the 1 class body mounting area of locomotive.
The measuring points are distributed in the typical body mounting area such as the
driver’s cab, the mechanical room, the roof, the car bottom, and the side
wall. Meanwhile, this article defines the locomotive running direction as X
(longitudinal direction), the left and right directions of the running direction as Y
(horizontal direction), and the up and down directions of the running direction as Z
(vertical direction).
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3 Test of the Measured Data

The 100G raw data is obtained by testing, and its stationarity, periodicity, ergodic,
and normality are tested before processing the measured data.

3.1 Stationary Test

First, the measured vibration data of 8000 s is randomly divided into 40 segments,
and the standard deviation of each segment is calculated and arranged in chrono-
logical order: 0.61838, 0.30188, 0.66049, 0.54905, 0.67923, and 0.62726. The
average value of the 40 standard deviations is 0.639578, greater than the average
value counts “+”, and less than the average counts “−”. The number of statistics
rounds is 19. By checking the round distribution table, we know that when a is
equal to 0.05, its confidence interval is (14, 27). So the measured data meets the
stationarity assumption and passes through the stationary test.

3.2 Periodic Test

The purpose of the periodic test is to determine whether the measured vibration data
contains the periodic components in order to separate them. Physical test, visual
inspection, probability density analysis or autocorrelation analysis, self-spectral
density analysis, and variance test are the commonly used test method [2]; this
paper adopts the probability density analysis method.

The probability density functions of random, sinusoidal, and random superim-
posed sinusoidal data are bell-shaped, bowl-shaped, and saddle [5–7]. Since the
probability density function of the measured vibration data (shown in Fig. 1,
k = 5.421) is bell-shaped, it can be seen that it has randomness.

Fig. 1 Probability density
function of measured
vibration data (bilinear
coordinates)
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3.3 Normality Test

The probability density function analysis method, the chi-square goodness-of-fit
test method, and the partial peak state test method are normality (Gaussian) test
methods, and this paper adopts the last method. The kurtosis value of the random
variable x can be obtained from Eq. (1):

k ¼ E x� EðxÞ½ �4

E x� EðxÞ2
h in o2 ð1Þ

The kurtosis value k is 3 when the random variable x follows the Gaussian
distribution. When the k is greater than 3, it is super-Gaussian distribution.

The random vibration data is taken randomly, and the kurtosis is calculated by
formula (1), and the value k is equal to 5.421 (the probability density function is
shown in Fig. 1). It can be seen that the measured vibration data is obviously
hyper-Gauss distribution.

4 Power Spectral Density Calculation

The time-domain data should be converted into frequency-domain data, and the
power spectral density (PSD) of each set of data should be calculated. In this paper,
the PSD is calculated using the efficient Welch method [5, 8] (shown in Fig. 2).

In Fig. 2, xi(n) is a section of data of length of i, here i = n/k.
By calculating the average PSD of each segment, the estimation value P(w) of

PSD is obtained, as shown in Eq. (2)

PðxÞ ¼ 1
KU

XK
k¼1

PkðxÞ ð2Þ

Here, PkðxÞ ¼ 1
i

Pi
n¼1 x

N
k ðnÞ �WðnÞ � e�jxn

�� ��2, k presents the overlapping seg-

ments, U ¼ 1
i

Pi�1
n¼0 W

2ðnÞ

Fig. 2 Welch method to estimate the PSD
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5 Induction of Measured Data

A large number of vibration measurement data and analysis results can reflect the
comprehensive true vibration characteristics of a certain type of equipment only
after proper inductive processing [9, 10]. However, the current extreme value
envelope method and the statistical tolerance method do not suit for super-Gaussian
vibration data [2–4]. Therefore, a method for data induction of super-Gaussian
vibration for locomotive equipment is proposed as follows.

5.1 The Induction of the Measured Data at the Same Point
on the Same Road Section

According to the Welch method, the PSD of the multiple measured of the same
point is calculated, and then the PSD is summarized by the linear average method
according to formula (3):

G fð Þ ¼ 1
n
Xn
i¼1

Gi fð Þ ð3Þ

Here, n presents the number of measurements on the same road section,
Gi(f) presents the i-th measured PSD at the frequency f, and Giðf Þ presents the
average value of the measured PSD at the frequency f.

5.2 Data Induction of Several Measured Points on the Same
Installation Area on the Same Road Section

The inductive method is defined as follows: r measuring points are arranged in the
same installation area at the same road section, and then the r PSDs are arranged on
the same frequency axis. At the same frequency point, the corresponding PSD
values are G1;G2. . .Gr. G and S are defined as follows:

G ¼ 1
r
Xr

i¼1

Gi ð4Þ

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r � 1

Xr

i¼1

Gi � G
� �2s

ð5Þ
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Here, Gi is the measured PSD of the i-th point at the same installation area on a
certain frequency, G is the average value of r measurement points’ PSD at the same
installation area on a certain frequency, S is the standard deviation of r measure-
ment points’ PSD at the same installation area on a certain frequency, and r is the
number of measured point at the same installation area.

According to the confidence coefficient a, the upper confidence limit of the
average value of measured PSD is obtained as follows:

Where 1 − a is the specified confidence coefficient, here a = 0.1, tr�1;a=2 is the
value found by the degree of freedom r and b from the t distribution.

The values of Gu
1�a at each frequency point can be obtained by Eq. (6).

Arranging all Gu
1�a on the frequency axis yields an inductive PSD that contains

information about the r measurement data in the same installation area:

Gu
1�a ¼ Gþ S� tr�1;a=2ffiffi

r
p ð6Þ

5.3 Measurement Data Induction at the Same Installation
Area on Different Road Sections

The operating mileage of the locomotive equipment corresponds to its service life.
Therefore, when the measured data are inducted, the proportion of the measured
data should be determined according to the mileage of the section, that is, the longer
the mileage of the section, the greater the proportion in the induction data.

For this reason, the weighted square method can be used to induct the measured
data of multiple road sections in the same installation area. The total test line (such
as Lanzhou West–Urumqi West) is separated into m segments by station (such as
Lanzhou West–Wuwei South for one). M measured PSD can be obtained on the
total test line according to the methods put forward in Sects. 5.1 and 5.2. Then, the
measured PSD is arranged on the same frequency axis, and the corresponding PSD
value G1, G2 … Gm at a certain frequency point can be obtained. G1, G2 … Gm can
be inducted into Eq. (7)

GL ¼
Xm
i¼1

ciGi ð7Þ

Here, ci is the weighted coefficient of the road section I, ci ¼ li=L,
Pm

i¼1 ci ¼ 1,
li is the mileage of the i-th section of the test line (such as Lanzhou West–Wuwei
South) (km), L is the total mileage of test line (such as Lanzhou West–Urumqi

488 P. Wang et al.



West) (km), GL is the PSD induced by measured data of M sections at a certain
frequency point, Gi is the PSD induced by measured data of a certain section at a
certain frequency point, and m is the number of segments of the test lines.

The GL value at each frequency point can be obtained by Eq. (7). An inducted
PSD can be obtained by arranging all the values on the frequency axis. The PSD
contains the data of the m sections in the same installation area, and the longer the
mileage of a certain section, the larger the proportion of the measured data in the
summarized PSD.

5.4 Kurtosis Statistics of Measured Data

In engineering, kurtosis is used to describe the super-Gauss random process, and
kurtosis is defined by Eq. (1). It can be seen that kurtosis is a parameter that
describes the characteristics of amplitude probability density curve of random
process [11, 12].

In kurtosis statistics, the typical measured data of X, Y, and Z directions can be
extracted, respectively, and kurtosis values are obtained by formula (1), respec-
tively, and then the average value of kurtosis of X, Y, and Z directions is calculated.

5.5 Construction of Measured Super-Gauss Random
Vibration PSD

According to the method in Sects. 5.1–5.3, a number of measured data is induced
into one PSD, and the average kurtosis value is calculated by the method of
Sect. 5.4. Then, the super-Gauss random vibration test condition of the locomotive
equipment with X, Y, and Z directions is built.

6 Engineering Examples

The measured Lanzhou West–Urumqi West line can be divided into nine sections, a
total of three tests. 12 measuring points are arranged in the installation area of 1
class body mounted. Before the induction of the measured data, the measured data
is tested with smoothness, randomness, the state of history, and super-Gaussian
properties according to the method in Chap. 4, and the PSD of the measured data is
calculated by Welch method.
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6.1 Induction of the Measured Data at the Same Point
on the Same Road Section

According to the linear average method in Sect. 5.1, the PSD of the X, Y, and
Z directions of each measurement point is inducted, and the PSD of each mea-
surement at a certain point is shown in Fig. 3.

6.2 Induction of Several Measured Points on the Same
Installation Area on the Same Road Section

According to the method in Sect. 5.2, the measured data of X, Y, and Z directions of
12 measuring points in 1 class body mounted are inducted. The PSD of the
X-direction of the measured data from the Lanzhou West to Wuwei South is shown
in Fig. 4.

6.3 Induction at the Same Installation Area on Different
Road Sections

The measured line is divided into nine sections, and the mileage of each section and
weighted coefficients calculated by Eq. (7) are shown in Table 1.

Using the weighted coefficients in Table 1, the X, Y, and Z data of 1 class body
mounted in nine sections are inducted according to the weighted average method in
Sect. 5.3, the Z-direction PSD of the nine sections of the measured data is shown in
Fig. 5.

(a) PSD of each measurement             (b) inducted PSD of each measurements 

Fig. 3 PSD of the data of each measurement at a certain point
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(a) PSD of each measuring point data          (b) inducted PSD of each measuring point data 

Fig. 4 Inducted PSD of X-direction of 1 class body mounted in Lanzhou West–Wuwei South
section

Table 1 Mileage and weighting factors for each section

Number Station Mileage/km Weighted coefficients (c)

1 Lanzhou West Wuwei South 277 0.142

2 Wuwei South Zhangye 257 0.132

3 Zhangye Jiayuguan 223 0.114

4 Jiayuguan Yumen 132 0.068

5 Yumen Liu Yuan 165 0.085

6 Liu Yuan Hami 321 0.165

7 Hami Shanshan 263 0.135

8 Shanshan Turpan 148 0.076

9 Turpan Urumqi West 162 0.083

10 Total / 1948 1.000

(a) PSD of the measured data of 9 sections (b) inducted PSD of the measured data of 9 sections 

Fig. 5 The Z-direction PSD of the nine sections of the measured data
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6.4 Statistics of Kurtosis Values of Measured Data

Many groups of measured time-domain data are extracted from nine sections, and
the kurtosis is calculated using LMS Test Lab software according to Eq. 1. The
result is shown in Table 2, the average kurtosis values of X, Y, and Z directions are
6.48, 6.58, and 6.81, respectively.

6.5 Construction of Measured Super-Gauss Random
Vibration PSD

The PSD of X, Y, and Z directions is deduced according to the method in
Sects. 6.1–6.3, then the average kurtosis value �k is obtained, as shown in Table 2;
finally, PSD of the measured super-Gauss random vibration of locomotive equip-
ment is constructed, as shown in Figs. 6, 7, and 8.

Table 2 Kurtosis statistics

Data number Direction Kurtosis value k Average kurtosis �k

01 X 6.46459 6.48

02 6.26224

03 6.38436

04 6.46459

05 6.43592

06 6.86638

07 Y 7.85564 6.58

08 6.33004

09 7.07417

10 7.24693

11 5.54652

12 5.4207

13 Z 6.29286 6.81

14 6.95777

15 5.70755

16 6.56908

17 7.41236

18 7.92011
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(a) PSD of measured X - direction             (b) Kurtosis - time curve (k=6.48) 

Fig. 6 PSD of measured X-direction of super-Gaussian vibration

(a) PSD of measured Y - direction            (b) Kurtosis - time curve (k=6.58) 

Fig. 7 PSD of measured Y-direction of super-Gaussian vibration

(a) PSD of measured Z - direction             (b) Kurtosis - time curve (k=6.58) 

Fig. 8 PSD of measured Z-direction of super-Gaussian vibration

Super-Gaussian Random Vibration Test Inductive … 493



7 Conclusion

There are three commonly used methods to determine the test conditions of
vibration environment, such as standard regulation, the data estimation of the
similar products, and the induction of the measured data. It is recommended to use
the last method to induct the test conditions [13, 14]; therefore, the induction
method plays a vital role in the formulation of test conditions. At present, the
locomotive equipment is usually tested by GB/T 21563, and few measured data is
used to induce the vibration test conditions, and the vibration data of super-Gauss is
seldom induced. Based on the measured vibration data of locomotive and the actual
running situation of locomotive equipment on Lanxin line, this paper puts forward
the induction method of super-Gaussian random vibration data of locomotive
equipment, sets up the conditions of super-Gaussian vibration test, and puts forward
an engineering solution for setting up the simulation environment of super-Gauss
random vibration using the measured data of locomotive equipment, and it has a
good engineering application value.
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RAM Assessment of CTCS-1 ATP Based
on Enhanced Bayesian Network

Yue Xu and Zhongtian Liu

Abstract China Railway Corporation proposes the upgrading and updating plan of
general speed train (train running speed under 160 km/h) to improve the outdated
status of general speed railway. The new CTCS-1 Automatic Train Protection
(ATP) system will be safer, more reliable and advanced than the existing train
control system. In this paper, enhanced Bayesian Network (BN) is first used in
CTCS-1 ATP RAM assessment, which is mainly used to analyze the structure of
two different ATPs and establish the corresponding enhanced BN models. Finally,
the Reliability, Availability, and Maintainability (RAM) of these two different
ATPs are obtained and analyzed through enhanced BN simulation model. The
assessment results show that the RAM indicators of CTCS-1 modular redundancy
ATP and system redundancy ATP can satisfy the requirements of Chinese train
control system requirement specifications, but the RAM indicators of CTCS-1
modular redundancy ATP are better than CTCS-1 system redundancy ATP.

Keywords Enhanced Bayesian network � CTCS-1 ATP � RAM

1 Introduction

In order to realize the full autonomy of train control system key technology, China
Railway Corporation puts forward a major issue of upgrading general speed train
control equipment: CTCS-1 Train Control System Key Technology Research [1].
To make sure the reliability and safety of ATP, the participants of CTCS-1 research
project, such as China Academy of Railway Sciences, CRSC company, Hollysys
company, use different redundancy design schemes to meet its reliability and
security requirements. CTCS-1 ATP equipment will adopt modular, distributed
design, and its Safety Integrity Level (SIL) is required to achieve SIL4 [2, 3].
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The existing literature on reliability of CTCS is mainly focused on CTCS-2 and
CTCS-3 train control equipment. However, reliability research of CTCS-1 train
control system is still blank in China, and this paper takes CTCS-1 ATP as the
research object, using enhanced Bayesian Network (BN) to model CTCS-1 modular
redundancy ATP and system redundancy ATP, applying enhanced BN to establish
ATP models and evaluating these two different kinds of ATP RAM indicators,
assessing whether the RAM indicators of these two redundancy schemes can meet
current train control system requirement specification, and which scheme is better.

In this paper, brief introduction of enhanced BN and CTCS-1 ATP system is
introduced first. Second, establishing CTCS-1 ATP system redundancy reliability
block diagram and CTCS-1 ATP modular redundancy reliability block diagram.
Third, the RAM indicators of these two different ATPs are acquired, and the results
are compared with current train control system requirement specification, and
finally estimating whether these two schemes can meet the specification require-
ments, and assessing which schemes is better.

2 Enhanced Bayesian Network Modeling Theory

There are two modeling methods of enhanced BN: direct establishment method and
model transformation method. Direct establishment method can be used to build
enhanced BN model when system structure and relationship between modules are
known, reliability block diagrams can be established according to system structure,
and then system-enhanced BN model can be built on the base of reliability block
diagrams. However, for some large complex systems, the structure has many levels,
and dependency relationship between modules is not clear, so the model built
through direct establishment method may be not correct, finally resulting in sub-
sequent analysis error. Therefore, for some complex large-scale systems, it is
necessary to establish its enhanced BN model through model transformation
method according to the existing model when the internal structure and modules
dependency relationship are not known. As CTCS-1 ATP structure diagram can be
obtained through Integral Technical Scheme of CTCS-1 Train Control System,
therefore, its enhanced BN model is built through direct establishment method.

3 Structure of CTCS-1 ATP

CTCS-1 ATP is a new-generation ATP equipment of general speed train, and its
components are shown in Fig. 1. According to Integral Technical Scheme of
CTCS-1 Train Control System [4], Track Circuit Reader (TCR) & TCR-Antenna
(TCR-Ant), Balise Transition Module (BTM) & BTM-Antenna (BTM-Ant),
Speed-Distance Unit (SDU), GSM for Railway (GSM-R) & GSM-R Antenna
(GSM-R Ant), CTCS-1 Control Module (C1-CM) and CTCS-0 Control Module
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(C0-CM) are all associated with train safety operation, and they are all
safety-critical units. Driver Machine Interface (DMI) and SDU do not provide
information for generating monitoring and control curve, they are non-safety-
critical units. For safety-critical units, they need hot standby configuration; for
non-safety-critical units, they are configured through cold standby pattern.

4 Establishment of CTCS-1 ATP-Enhanced BN Model

4.1 Establishment of CTCS-1 Enhanced BN Model

4.1.1 Establishment of CTCS-1 ATP Reliability Block Diagram

At present, CTCS-1 ATP mainly adopts modular redundancy and system redun-
dancy schemes to ensure the reliability and safety of ATP. In order to assess the
reliability of these two ATP schemes, corresponding enhanced BN model is
established on the basis of the reliability block diagrams below, and the reliability
evaluation is carried out upon ATP-enhanced BN model.

Building CTCS-1 Modular Redundancy ATP Reliability Block Diagram

In modular redundancy system, modules are the basic units to configure ATP, and
for safety-critical modules, they are configured through hot standby pattern; finally,
different modules are connected in series and parallel. The reliability block diagram
is built according to CTCS-1 modular redundancy ATP, and it is shown in Fig. 2.
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Fig. 1 Structure diagram of CTCS-1 ATP
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Building CTCS-1 System Redundancy ATP Reliability Block Diagram

CTCS-1 system redundancy ATP also includes two parts: Main control module and
peripheral equipment module. Differently, basic units of main control module are
connected in series first, and then the series structure is configured through hot
standby pattern. Peripheral equipment module is configured in the same way, and
finally, main control module and peripheral equipment module are connected in
series. CTCS-1 system redundancy ATP reliability diagram is shown in Fig. 3.

4.1.2 Establishment of CTCS-1 ATP-Enhanced BN Model

CTCS-1 modular redundancy ATP-enhanced BN model and system redundancy
ATP-enhanced BN models are established according to reliability block diagrams
shown in Figs. 2 and 3, and system redundancy ATP-enhanced BN models are
shown in Figs. 4 and 5.
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4.2 RAM Evaluation of CTCS-1 ATP

CTCS-1 train control system requirement specification is still in development;
therefore, RAM indicators of CTCS-1 ATP cannot be assessed according to
CTCS-1 system requirement specification now. As electronic components of
CTCS-3 and CTCS-1 ATP are basically the same, and their reliability indexes and
software architecture are similar, Hollysys company and CRSC company are
developing CTCS-1 ATP based on CTCS-3 ATP hardware platform; therefore,
CTCS-3 train control System Requirement Specification (SRS) can be used as
CTCS-1 ATP RAM indicators assessment criteria. The RAM indicators discussed
here are Mean Time between Failure (MTBF), Mean Time to Repair (MTTR),
availability, reliability, failure rate k, and repair rate l. ATP RAM requirements of
Chinese train control system requirement specification [5, 6] are shown as follows:
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1. MTBF� 105 h;
2. A� 99:99%
3. MTTR� 10 h

The average lifetime of train control equipment is in accordance with expo-
nential distribution, so reliability of basic unit is R = e−kt, MTBF = 1/k, and
MTTR = 1/l. Basic unit RAM indicators are calculated using the following
formulas:

Reliability R ¼ e�kt ð1Þ

Availability A� MTBF
MTBFþMTTR

¼ k
kþ l

ð2Þ

Unavailability U ¼ 1� A ¼ 1� k
kþ l

¼ l
kþ l

ð3Þ

MTTR MTTR ¼ MTBF
A

¼ MTBF ð4Þ

Basic unit reliability indexes are shown in Table 1. Reliability parameters of
basic units used in this section (k and l) are from DI “Research on the Evaluation
Method for the RAM Goals of CTCS-3” [5]. Reliability, unavailability, and MTTR
of basic units are calculated according to the existing reliability parameters k and l.
Cold standby units of basic units marked by “*” cannot work immediately, when
the working unit fails, so it is considered as mono-system, while the hot standby
units can be enabled immediately when the working part breakdown; it is con-
sidered as dual system. Basic units of reliability parameters are shown in Table 1.

Table 1 Basic units reliability index (t = 2�104 h)

Basic unit (x = 1,2) k/h−1 l/h−1 R U MTTR (h)

DMI* 5.00 � 10−6 2 0.9048 2.50 � 10−8 0.5

SDUx 2.50 � 10−9 0.25 0.9999 1.00 � 10−8 4

BTM-CU 2.00 � 10−6 2 0.9607 1.00 � 10−6 0.5

BTM-Ant* 7.00 � 10−8 0.25 0.9986 2.80 � 10−7 4

TIUx 2.10 � 10−5 2 0.7993 1.05 � 10−5 0.5

TCRx 2.30 � 10−6 2 0.9550 1.15 � 10−6 0.5

TCR-Antx 7.50 � 10−8 0.25 0.9985 3.00 � 10−7 4

C1-CUx 1.49 � 10−5 2 0.7423 7.45 � 10−6 0.5

VRSx 1.20 � 10−5 2 0.7866 6.00 � 10−6 0.5

GSM-RAntx 1.45 � 10−8 2 0.9997 7.25 � 10−6 0.5

C0-CUx 1.20 � 10−5 2 0.7866 6.00 � 10−6 0.5

* Cold standby unit
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Mathematical model of system-level reliability:

PðA ¼ 0Þ ¼
Xn

i¼1

PðEi ¼ 0Þ � PðA ¼ 0jEi ¼ 0Þ ð5Þ

In the formula above, “0” stands for the normal state, “1” stands for the failure
state, P(Ei = 0) represents the availability of basic unit in normal state,
PðA ¼ 0jEi ¼ 0Þ represents the availability of CTCS-1 ATP when Ei in normal
state, and P(A = 0) is the overall availability of CTCS-1 ATP. Formula 5 is the
Bayesian probability formula, and it is a bottom-up causal reasoning mathematical
model, from which the overall availability of CTCS-1 ATP can be acquired.

MSBNX is a simulation software based on BN theory; it supports node state
definition and definition of logical relationship between adjacent nodes and defi-
nition of root node prior probability; and it has bidirectional reasoning function. In
this paper, Microsoft MSBNX software is used to simulate CTCS-1 ATP-enhanced
BN model, and RAM assessment is also conducted by MSBNX.

4.2.1 RAM Indicators Calculation of CTCS-1 Modular
Redundancy ATP

The simulation result in Fig. 6 shows the availability of CTCS-1 modular redun-
dancy ATP:

Availability : A ¼ 99:9996%

Fig. 6 Simulation and availability calculation of CTCS-1 modular redundancy ATP model in
MSBNX
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Similarly, input reliability R of basic units in ATP simulation model and the
reliability of modular redundancy ATP can be obtained:

Reliability : R ¼ 0:8275

Modular redundancy ATP failure rate k can be obtained through formula (1):
Failure rate:

k ¼ � lnR
t

¼ � ln 0:8189
2� 104

¼ 9:98� 10�6

MTBF ¼ 1=k ¼ 1:06� 105ðhÞ

As A = 99.9996%, MTBF = 1.06 � 105, and

A ¼ MTBF
MTBFþMTTR

MTTR ¼ MTBF
A

�MTBF

So MTTR of CTCS-1 ATP can be obtained: MTTR = 0.42 h.

4.2.2 RAM Indicators Calculation of CTCS-1 System
Redundancy ATP

CTCS-1 system redundancy ATP model can also be simulated in MSBNX based on
Fig. 5. The simulation and calculation diagram is not shown here due to the length
of the article.

Availability of CTCS-1 system redundancy ATP is

Availability : A ¼ 99:9996%

Similarly, input reliability of basic units in ATP simulation model and the reliability
of system redundancy ATP can be obtained:

Reliability : R ¼ 0:8189

Modular redundancy ATP failure rate is obtained through formula (1):

Failure rate : k ¼ lnR
t

¼ � ln 0:8189
2� 104

¼ 9:98� 10�6

MTBF ¼ 1=k ¼ 1:06� 105ðhÞ
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As values of A and MTBF have been acquired, and A = MTBF/(MTBF + MTTR),
so we can get MTTR of CTCS-1 system redundancy ATP:

MTTR ¼ 0:4 h:

4.2.3 RAM Indicators Comparison Between Two Different
Redundancy ATP

RAM indicators comparison result among CTCS-1 modular redundancy ATP,
system redundancy ATP, and CTCS system requirement specification are displayed
in Table 2; we can see that RAM indicators of CTCS-1 modular ATP and system
redundancy ATP can meet the requirements of current CTCS requirement speci-
fication, and some indicators are much better than the required values. From
Table 2, MTBF and reliability values of modular redundancy ATP are greater than
that of system redundancy ATP, but their availability values are equal. It is known
that maintainability of CTCS-1 two different ATPs is basically the same, and they
are much less than the request 10 h. Overall, CTCS-1 modular redundancy ATP
design scheme is more excellent in RAM aspect.

5 Conclusion

Fault logic gates are introduced to enhanced BN on basis of traditional BN, which
enable enhanced BN keep the property of Fault Tree; therefore, CTCS-1
ATP-enhanced BN model can be established according to the corresponding reli-
ability block diagrams. CTCS-1 modular redundancy ATP and system redundancy

Table 2 RAM indicators comparison between CTSCS-1 modular and system redundancy ATP

SRS RAM
requirements

Modular redundancy
ATP RAM indicators

System redundancy
ATP RAM
indicators

Meet
specification
requirements

Which is
better

MTBF� 105 h 1.06 � 105 h 1.00 � 105 h Yes Modular
redundancy
ATP

A� 99:99% 99.9996% 99.9996% Yes Identical

MTTR� 10 h 0.424 h 0.4 Yes Basically
same

R 0.8275 0.8189 — Modular
redundancy
ATP

k 9.49 � 10−6 9.98 � 10−6 — Modular
redundancy
ATP
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ATP models are simulated with the help of Microsoft Bayesian simulation tool
MSBNX; meanwhile, RAM indicators of these two different ATPs are calculated.
Main conclusions of this paper are as follows:

1. Evaluation results show that the availability of CTCS-1 modular redundancy
ATP and system redundancy ATP is identical, and MTTR values of these two
ATPs are much smaller than the request 10 h; their maintainability is basically
the same, but CTCS-1 modular redundancy ATP reliability indicators such as
MTBF and failure rate are better than that of system redundancy ATP. Although
these two different ATPs RAM indicators can satisfy the requirement of CTCS
train control system requirement specification, in comparison, CTCS-1 modular
redundancy ATP RAM indicators are much better.

2. Inverse inference of CTCS-1 ATP-enhanced BN model is conducted with the
help of MSBNX, and it is found that conditional failure rate of peripheral cold
standby module is much higher than that of other modules, which is a potential
cause of CTCS-1 ATP failure. Specifically, DMI and BTM-Processor condi-
tional failure rates are higher; they are the weak link of CTCS-1 modular
redundancy ATP and system redundancy ATP. It is suggested that designers
should configure DMI through hot standby pattern and configure
BTM-Processor via chip-level hot standby pattern so that the RAM indicators of
CTCS-1 ATP can be optimized.
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A Novel Online Measuring System
for Wheel Size Based on Laser
Displacement Method

Yong Zhang and Changgeng Wang

Abstract A new wheel size online detection system for subway vehicle based on
laser displacement method is introduced to solve problems such as large workload
and low accuracy of manual measurement for metro wheelset. This paper describes
the system structure, proposes the design of hardware and software, and expounds
the principle of using laser displacement sensor to realize the measurement of the
thickness of wheel flange, height of wheel flange, and wheel diameter parameters.
In order to verify the usability of the system, the field round test and the vehicle test
are carried out, and the measurement results between the online system and
workman are compared. The results show that the detection system has the
advantages of accurate measurement and good consistency, and can replace the
existing manual measurement to meet the requirements of wheel size measurement.

Keywords Metro � Wheel size � Laser displacement � Online measurement

1 Introduction

As the coupling component of train and the track, urban rail train wheels carry the
entire weight of vehicle and ensure the safe train operation [1]. The wheels sustain
the impact and pressure of wheelset-track contact when the vehicle is running.
Wheel flange wear increases seriously especially when the vehicle is crossing the
connection part of track as well as turning and braking. It will pose a threat to the
safe operation and ride comfort of vehicle when the wear exceeds a certain limit [2].
So it is of great significance to obtain the vehicle wheel parameters accurately and
quickly.

The detection method of wheel size mainly includes contact measurement and
noncontact measurement. Contact measurement apparatus include the fourth
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checker [3, 4] and electronic type laser measuring instrument [5]. It mainly depends
on manual operation of workers. With the disadvantage of high labor intensity, long
maintenance time, and low efficiency, the method is easy to bring in hidden trouble
[6]. To overcome the blemish of contact measurement, many domestic and abroad
institutions develop various un-contact measure systems. The institutions in
America Japan, Australia, etc. [7–9], have developed an online measuring system
based on light section image method. The system contains laser source, CCD
camera, wheel detector, auto train identification system, and air cleaner. When the
system works, the CCD camera shots the line laser projecting on the wheel at high
speed, the wheel size will obtain after filtering, lining and extract the centreline of
image. Some institution domestic (Zhengzhou University of Light Industry and
Beijing Jiaotong University) [10–12] also adopted similar principle to develop
online detection system for wheel size which has been put into application in some
bullet train and metro corporation. However, the system is hard to meet the high
reliability of wheelset measurement, because of complex structure and poor
anti-interference performance. Some domestic research institutes have carried out
laser displacement sensors wheelset measurement, but it is limited to laboratory
studies, and has not yet formed the actual product [13, 14]. An Italian company
achieves accurate measurement of wheelset by using eight laser vision sensors and
error compensation technology. But the cost is quite expensive. A Swiss company
[15] achieves the auto measurement of tread parameter and diameter. But the cost is
too high, besides, the system needs to replace the track into nonbearing guide rail
which does not meet domestic safety requirements.

With the rapid development of society and computer technology, the manual
measurement of high labor intensity and low measurement precision will be
eliminated, light screenshots of complex structure and poor anti-interference ability
as the method will gradually withdraw from the stage of history. Online measuring
system based on laser displacement sensor of new generation with high precision
and strong anti-interference ability certainly will be a trend in the future.

2 Design of Online Measurement System for Wheels

The online measuring system consists of three parts. As shown in Fig. 1. Detection
sensor located in the trackside, data acquisition device located in equipment room,
and data processing device located in the control room. First trackside sensor
converts wheel size and field control signals into electrical signals by data acqui-
sition device. Then, the digital signal is transferred to server in control room by
optical fiber transmission. Finally, the results including wheel size obtained by
algorithm processing and vehicle number will be published by Web server.

The trackside detection sensor includes laser displacement sensor, axial position
sensor, and auto equipment identification (AEI). The installation layout is shown in
Fig. 2. When the vehicle passes through the axial position sensor P1, the auto
equipment identification is activated. At the same time, the laser displacement
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sensor starts preheating. When the train passes through AEI, the radio frequency
identification tag system automatically reads the vehicle, thus completing the
identification function. When the train passes through the axial sensor P2, the shield
window of the laser sensor is opened, the laser displacement sensor is ready to
collect wheel size. When the wheels passes through the detection area which the
laser displacement sensor were placed one by one. The laser displacement sensor
start the measurement of wheel dimension. L1–L4 and R1–R4 displacement’s laser
sensor finish wheel dimension data acquisition. When the last wheel leaves axial
position sensor P3, the system shuts AEI, shied window and laser displacement
sensor down, waiting for the next measurement.

The development of system software uses C++ development tools. To achieve
the function of online system, the system contains data collection, data storage, data
processing, data display, and data transmission. (1) The data acquisition module
achieve the data collection of various kind by controlling and communicating
between data acquisition card and AEI. (2) The data storage module stores the data
acquired by data acquisition module and processed wheel size in the form of
documents. (3) Data processing module fuses and processes sensor data and AEI
signals to get the wheel parameters. (4) The data display the thickness of wheel
flange, height of wheel flange, and wheel flange thickness by man–machine
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interface (5) Data transmission module sends the processed results to the Web
server (Fig. 3).

3 Function Principle of Online Measuring System
for Wheelset

Wheel size online detection system adopts the laser triangulation method, mainly to
realize the measurement of the thickness of wheel flange, height of wheel flange,
and wheel diameter.

3.1 Measurement Principle of Wheel Flange Parameters

The height of wheel flange and the thickness of wheel flange are obtained primarily
by the laser displacement sensors L3, L4. As shown in Fig. 4, the two laser dis-
placement sensors are mounted on both sides of the track at an angle and distance,
and the two laser displacement sensors emit the laser surface coplanar. Due to the
occlusion of the wheel flange, the individual laser displacement sensor can only
obtain partial information of the tread contours. The outer laser displacement sensor
L4 cannot acquire the information on the inner side of the wheel, and the inner laser
displacement sensor L3 cannot acquire the inner side information of the rim.
Therefore, it is necessary to combine the measurement results of the two laser
displacement sensors L3 and L4 on the inner and outer sides to obtain complete
tread contour line information. The fusion diagram of the two laser displacement
sensors is shown in Fig. 5.
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chart
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The tread data is obtained by the two laser displacement sensors L3, L4 (take left
wheel as example), then the tread contour is converged by coordinate transfor-
mation which is shown in Fig. 6. Select the key measurement points such as the
vertex of the wheel flange n, the reference point of the thickness of wheel flange m,
and the tread base point a, so that the height of wheel flange and the thickness of
wheel flange are calculated according to the wheel flange parameter definition.

Fig. 4 Wheel flange size measurement schematic diagram

(a)Overallschematic diagram        (b)Partial enlarged schematic diagram 

Fig. 5 Laser displacement sensor fusion schematic diagram
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3.2 Measurement Principle of Wheel Diameter Parameters

The wheel diameter parameters are mainly obtained by laser displacement sensors
L1, L2, L3. As shown in Fig. 7, three laser displacement sensors are respectively
installed in orbit inside at a certain angle and distance, L1 and L3 are mirror
symmetric. When the wheel enters the valid detection interval of the laser dis-
placement sensor, three laser displacement sensors separately measure the three
vertices of the outer edge of the wheel D1, D2, D3. According to the coordinate
transformation and three-point co-circle method, it is easy to determine the diameter
of the outer edge of the wheel, and then subtract twice the height of wheel flange to
get the wheel diameter value.

70mm

10mm

 thickness of wheel flange

height of wheel flange

l
a

m

n

wheel diameter

b2m
m

Qr

Fig. 6 Tread and key point
schematic diagram

(a)Wheel diameter measurement schematic diagram 

(b)Wheel flange three vertex measurement schematic diagram 

Fig. 7 Wheel diameter
measurement schematic
diagram
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4 Test and Verification

Wheel size online detection system is installed in the red sand depot of Guangzhou
Metro Corporation. In order to verify the availability of the system, wheel test and
vehicle passing test have been carried out.

4.1 Wheel Test

The wheel test is to place a single wheel on the track, uniform speed push the wheel
through the detection system, and carry on artificial measurement. In this experi-
ment, A, B two rounds were measured five times. Test results are shown in Table 1,
this table comes from the test report, which is issued by the Guangdong Institute of
Metrology.

The maximum and minimum values of the height of wheel flange in the system
five measurements are 0.11 and 0.09 mm, the difference between the thickness of
wheel flange are 0.04 and 0.09 mm, the difference between the wheel diameter are
0.36 and 0.27 mm. The system can meet the requirement of consistency. Five times
average measurement data is with manual measurement average values, the dif-
ference between the height of wheel flange are 0.03 and 0.03 mm, the difference
between the thickness of wheel flange are 0.05 and 0.04 mm, the difference
between the wheel diameter are 0.13 and 0.20 mm. The measurement accuracy of
the system can meet the requirements of the scene.

Table 1 The total entropy calculation results of each grouping experiment
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4.2 Vehicle Passing Testing

Vehicle passing test refers to the actual train at low speed through the wheeled size
online detection system. In this experiment, eight rounds of the same train were
tested six times, test results are shown in Table 2.

The experimental results show that the system meets the requirements of the
actual field detection accuracy and replace the traditional manual detection.

5 Conclusion

This paper introduces a new wheel size online measurement system, gives the
design of the system, expounds the principle of system measurement, and analyzes
in detail the field test and test. The experimental results show that the system has
high consistency and accuracy, and can meet the needs of the wheel size mea-
surement. It can be used as a new technology and system to replace traditional
manual measurement and light screen image measurement. The wheel size online
detection system is installed in the library. The train speed is limited, the speed is
only 0–5 km/h. The further propose is that the system is installed in the entry
section line and improves the speed to 30 km/h.
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Sub-problems Interaction Analysis-Based
Three-Level Decomposition Algorithm
for Real-Time Train Scheduling
and Routing Problems in Railway Stations

Lijie Bai, Thomas Bourdeaud’huy, Emmanuel Castelain, Qi Zhang
and Ziyuan Liu

Abstract The management of rail traffic in stations requires careful scheduling to
fit to the existing infrastructure, while avoiding conflicts between large numbers of
trains and satisfying safety or business policy and objectives. The train scheduling
and routing problem studied includes four tasks: scheduling, routing, platforming
and conflict resolution. We propose a three-level decomposition method based on
the interactional relationship among four tasks mentioned above to enhance the
computational efficiency. This method is tested on full-day timetable obtained from
a real-world station.

Keywords Train routing � Train scheduling � Conflict resolution
Decomposition method

1 Introduction

A railway station with complex entering and leaving routes network is a busy
system with increasing patterns of train services that require accurate scheduling
and routing to adapt to the limited infrastructures. At peak hours, the infrastructure
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is operated nearly at capacity margins. When unexpected disturbances and dis-
ruptions affect the normal course of daily operations, dispatchers need to regenerate
a feasible timetable by rerouting, delaying or even cancelling some trains to reduce
the propagation of delay.

D’Ariano [1] has developed a real-time dispatching system, called ROMA, to
automatically recover disturbances. ROMA is able to automatically control traffic,
evaluating the detailed effects of train reordering [2] and local rerouting [3] actions,
while taking into account minimum distance headway between consecutive trains
and the corresponding variability of train dynamics [4–6]. Corman et al. [7] focus
on the real-time CDR (conflict detection and resolution) problem through junctions
and proposes a constraint programming formulation for the combined routing and
sequencing problem. Caprara [8] develops two new routing neighbourhoods of
different size in order to search for more effective routings and studies their
structural properties in a tabu search scheme. Caprara [9] and Cacchiani et al. [10]
treat train platforming problem considered for the case of multiple routes where
platform times can vary in a discrete interval. Bai et al. [11] propose an integer
linear programming model (ILP) for the TTP in railway node.

This paper studies the scheduling and routing problem at the operational level
faced by railway station managers to generate a conflict-free non-cyclic timetable
which consists of two sets of circulations. One set is made of commercial circu-
lations given by regional levels. The other set corresponds to technical circulations
(shunting) added by the railway station managers to prepare or repair the trains.

The problem that we address in this paper is NP-hard and can be stated as
follows. Given the layout of a railway station, arrival and departure times, as well as
the destination and origin of trains, we aim to schedule the technical circulations
within the allowable deviations and to route as many as possible trains through the
station. The blocking trains should be pointed out if a solution for all trains cannot
be found. The solution must ensure that no pair of trains is conflicting over routes
and tracks, while allowing the coupling and uncoupling of trains at tracks and
respecting their preferences of platforms.

To solve our problem, we update the timetable under rolling-horizon framework
to adapt to the dynamic railway traffic, as stated in our previews article. To com-
plete the update calculation in short time, we propose sub-problems interaction
analysis-based three-level decomposition algorithm.

2 Problem Formalization

A railway station contains a set Le of lines located outside the home signals at the
entrance of the station, a set Li of lines next to the platforms and a set of switches.

A route p 2 P li;leð Þ contains a set of ordered switches p ¼ sp1; s
p
2; . . .; s

p
pj j

h i
which

connects a platform line li with a section line le. The traffic in the railway station is
defined by a set of trains T. Every train t contains a set of ordered movements
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Mt ¼ mt
1;m

t
2; . . .;m

t
Mtj j

h i
� M. The index of a movement represents its chrono-

logical order, for example mt
1 occurs before mt

2.
Four types of movements are defined depending on their commercial or tech-

nical nature and their direction as shown in Table 1. The set of movements M is
divided thus into four subsets M ¼ MCL [MTL [MCE [MTE.

A train t contains at least two movements ½mt
1;m

t
2�: one entering movement

(from section line to platform line) and one leaving movement (from platform line
to section line). The reference arrival and departure times of trains, given by
administrative levels and station manager, are represented by reference starting and
ending times of their movements [arefm ,brefm ]. While ensuring the minimum opera-
tional time on tracks implicitly given by the ideal timetable, a deviation interval
Ldev is permitted for the technical circulations depending on the direction. The
relationship between the reference time and flexible adjustment time interval
[aflexm ,bflexm ] is resumed in Table 2.

Speed variation dynamics of trains running in stations is not taken into account.
Occupation of routing resources is detailed in Fig. 1. The route occupied is locked
until the train leaves the last switch of the route am; bm½ �. Route locking time is fixed
as Sm;p according to the train length, route length and speed limitation on routes.
The track reserved is locked from the train entering the station until the track totally
released At;Bt½ �.

Table 1 Movements
classification

Commercial Technical

Leaving MCL MTL

Entering MCE MTE

Table 2 Flexible adjustment
time interval of movements

Type of movements aflexm bflexm

MCL [MCE arefm brefm

MTL arefm brefm þLdev

MTE arefm − Ldev brefm

Fig. 1 Occupation of routing
resources

Sub-problems Interaction Analysis-Based Three-Level … 519



In our problem, the coupling and uncoupling operations of trains at tracks are
taken into account. The choice of tracks for trains depends on the trains’ characters,
passenger service and usual practices in stations. We provide a set of tracks LPref

t in
priority order for each train which combines the length compatibility and the
direction preference.

The ideal timetables, including reference times and section lines, are generally
conflicting, while we struggle to route all trains through the station. In order to resolve
these conflicts, we are allowed to modify (anticipate or delay) the technical move-
ments within flexible adjustment time interval ½aflexm ; bflexm �, to alleviate the conflicts on
paths, but it causes the increase of stopping time at tracks. In some complex and busy
stations, a conflict-free timetable is not guaranteed. So trains cancellation is per-
mitted, ensuring that a feasible solution is always obtained. The objective function is
to minimize the number of trains cancelled. The detailed mathematical model can be
found in our previous paper. In this paper, we try to improve the computational
efficiency by implementing three-level decomposition algorithm.

3 Three-Level Decomposition Algorithm

The problem described in our paper consists of three parts of decision: scheduling,
routing and cancellation. The cancellation decision is supported by both scheduling
and routing decisions. A wise combination of scheduling and routing decisions can
efficaciously reduce the number of trains cancelled. However, the combination of
scheduling and routing decisions represents a huge solutions search space. In order
to reduce the calculation complexity, we divide the problem into two parts:
scheduling-cancellation sub-problem and routing-cancellation sub-problem, so as to
avoid the huge amount of combinations between scheduling and routing variables.
At the same time, the correlation between the two sub-problems cannot be ignored.
In this case, a three-level decomposition method shown in Fig. 2 is designed as a
circle mechanism to satisfy the demand of independence and cooperation between
scheduling and routing in the resolution process.

Fig. 2 Architecture of closed-loop iterative three-level framework
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In each level, we propose a mixed integer linear programming (MILP) model or
an integer linear programming (ILP) model to describe the sub-problems. Level I,
modelled as ILP, solves the routing-cancellation sub-problem with the given
scheduling decision. Level II, modelled as MILP, is responsible for the smooth
cooperation between the two sub-problems. Succeeding the given scheduling
decision and the cancellation decision solved in Level I, Level II reroute the trains
to maximize the margin of scheduling decisions for trains cancelled in Level I.
Level III, modelled as MILP, succeeds the routing decision solved in Level II and
reschedule the trains to minimize the number of trains cancelled.

Three-level decomposition method simplifies the whole problem in two ways.
On one hand, the huge amount of combinations between scheduling and routing
decisions are avoided. In each sub-problem, the solution search space is narrowed.
On the other hand, the cooperation relationship between routing and scheduling is
recovered by Level II which tries to reroute trains and movements with the can-
cellation decision solved in Level I, so as to maximize the scheduling margin for
Level III.

4 Experiments and Results

To observe the performance of three-level decomposition algorithm, we solve a
full-day timetable containing 247 trains more than 500 movements in a real-world
station with 15 platform lines, 10 section lines and 310 routes as shown in Fig. 3.
The same instance is tested in our previous paper [11]. The feasible timetable is
generated with 9 trains cancelled by cumulative sliding window algorithm. The
solve time is 2496 s. In this paper, we use three-level method to solve the full-day
problem. Maximum iteration of three-level method is set to10.

The computational results are obtained by using CPLEX version 12.6 on a 64
bits computer under Linux with Intel i5-2520 M CPU at 2.5 GHz and 8 GB
memory RAM. The calculation time is limited to 500 s.

Fig. 3 Railway station
topology
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The results are displayed in Fig. 4. The double-ordinate chart represents the
solution and the solve time of each iteration. The abscissa is the iteration count. The
solve time is read on the right ordinate. The calculation of one loop can be com-
pleted in 2–8 s. The calculations in three levels are stopped by the optimal solution
while GAP is 0%. Number of trains cancelled in Level III is read on the left
ordinate. The best solution found at the 5th iteration is 6 trains cancelled. We can
see that three-level method greatly reduces the solve time from 2496 to 30 s. And
the number of trains cancelled is 6 trains instead of 9 trains. Compared with results
of our previous paper [11], both of quality of solution and computational efficiency
are improved greatly.

5 Conclusion

In this paper, we present the train scheduling and routing problem through a railway
station. To ensure the feasibility of timetable, cancellation of trains is permitted to
eliminate insolvable conflicts. Three-level decomposition algorithm based on
sub-problems interaction analysis efficiently improves the performance of adapting
timetable in railway stations. The complete algorithm can be easily applied to
different railway stations.

In further work, more real cases in different railway stations will be collected and
studied to evaluate the efficiency of the complete algorithm.

Acknowledgements We would like to thank the anonymous reviewers for their helpful and
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Fig. 4 Recovery of full-day
timetable by three-level
method
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Train Operation Intervals Optimization
Based on a Group Dynamics Model

Xuelei Meng, Bin Zhang and Limin Jia

Abstract Train operation interval is a most important parameter in the railway
management work and train dispatching work. It also determines the capacity of the
railway sections. In this paper, a train interval optimization model based on group
dynamics theory is proposed. It takes the potential energy of the artificial potential
field as the optimization object, which is defined with the train operation interval.
And the train operation rules, especially the intervals between arrivals and depar-
tures, are designed as the constraints of the model. An immune clone algorithm is
designed to solve the model. A computing case is presented, and we got the optimal
intervals of trains on the timetable. The computing case proves the effectiveness of
the approach. This paper presents a new method to design train intervals for
timetable designers and dispatchers.

Keywords Train operation � Intervals � Group dynamics model

1 Introduction

Group dynamics is a new science and is closely related with the current research of
complex systems. We get the general rule groups through the analysis on individual
behavior, the influence between the individuals and the overall characteristics of the
groups.
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At present, the research of group dynamics theory and group dynamics is getting
more and more attention from the researchers. And its application in engineering
fields is being studied extensively.

The scholars have built several important models to study the group dynamics,
such as the Boid Model (BM). The main idea of BM is the velocity matching and
collision rule to reach the coordinate status in the condition of lacking global
information and central control. Thus, the train dispatching and control problem can
be described with the BM. The trains are taken as the group with dynamics, and we
should analyze each train movement and the influence between them. Then, we
master the characteristics of the train group and give the optimal dispatching
strategy and the scheme.

The dynamics theory is more and more utilized in engineering problems.
Barreiro-Gomez et al. proposed a novel methodology for solving constrained
optimization problems in a distributed way inspired by population dynamics [1].
Schwarz et al. did simulation experiments to show that maintenance of the
upgraded infrastructure, the scope of upgrading efforts, and timing (early vs. late
investments) affected infrastructure quality [2]. João et al. presented a robust
approach to the planning of regional wastewater systems under population
dynamics uncertainty [3].

And there are much fuzziness and uncertainty in the engineering computation,
which leads to various computing results and different decision consequence. The
decision-makers also have subjective preference in their work, which is usually
uncertain. It is quite difficult to describe the uncertainty factors in engineering
computing fields. It is typical in the train dispatching work. Different dispatchers
have different decision preference when dispatching the trains. Some dispatchers
prefer to ensure the high on schedule rate of all the trains, other prefer to reduce the
total delay time of all the trains. We present a method to describe the fuzzy pref-
erence in dispatching work in this paper.

A boundary station refers to a station which is a demarcation point of two
dispatching railway sections. In China, the dispatchers want to hand over as much
as possible trains to the neighbor dispatching section before 18 o’clock every day. It
is because of the economic interest of the related railway bureaus. We must find an
equilibrium point for the railway bureaus to receive and send trains on the boundary
stations.

When solving the engineering computing problem with the group dynamics
theory, the reference vector is the base of decision. The reference vector is attained
according to the opinion on the problem to be solved and various rules of the
decision-makers.

P
wi ¼ 1, where xi is the weight of the ith optimization objective

in the opinion of a decision-maker.
According to the group dynamics, all of the individuals in a system are in a

potential energy field.
Using the fluid mechanics and thermodynamics laws to describe the traffic flow

reality, Nakrachi presented a new second order model, which represented different
traffic flow phases. The conditions for transition between phases became clear [4].
Nakrachi et al. proposed a new expression of pressure and a second-order model,
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which suggested solutions to a number of problems yet to be resolved [5]. Tao et al.
took the actions in driving process as the interaction of the efficiency and safety [6].
Shahabpoora addressed group walking management problem by studying the
dynamic properties of the combined human structure system [7]. We have studied
the dynamic characteristics in recent years [8, 9]. We used an improved cellular
automata model to analyze the train flow chaos by statistics on the distances
between the neighbor trains and a Poincare section [9].

The status of an individual is influenced by the potential energy field and the
potential energy field is also influenced by the individual. The rule can be mapped
to the train dispatching work. The stations can be seen as intelligent individuals
which can analyze the status of themselves and exchange information with each
other. Then, they can select the optimal control strategy.

The potential energy can be defined with the number of the trains which will
arrive at the station and the train arriving intervals. The high over high potential
energy means overmuch trains and too small intervals between two trains’ arrival
and departure. Thus, the station cannot receive and send trains on time. On the
contrary, small potential energy intends the small number of trains in a period of
time, which is a waste of capability of the station. This paper tries to design train
intervals based on the group dynamics model.

2 Model Construction

The model is to determine the number of the trains and the intervals between trains.
The objective is to reduce the potential energy of the boundary station.

E ¼ min
XN
i¼1

q� n2i þ l� C �
Xn2i
a¼1

1
Tarrival
a;1;i

þ 1

Tdeparture
a;1;i

 !8<
:

9=
; ð1Þ

The constraints are generated according to the capacity to receive and send trains
of the station, the capacity of the railway section.

(1) Intervals between arrivals

Tarrival
a;1;i � Ii

Tarrival
a;1;i � Tarrival

i

Tarrival
a;1;i � Twait

i

Tarrival
a;1;i � T

Tarrival
a;1;i � ni � 1ð Þ� T

8>>>>><
>>>>>:

ð2Þ
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(2) Intervals between departures

Tdeparture
a;1;i � Ii

Tdeparture
a;1;i � Tplanned;departure

i

Tdeparture
a;1;i � T

Tdeparture
a;1;i � ni � 1ð Þ� T

8>>>><
>>>>:

ð3Þ

E Potential energy of a boundary station

N Number of the connecting directions of a boundary station

q Fuzzy preference on number of trains

l Fuzzy preference on intervals between trains

ai Number of trains of the ith connecting direction, i = 1, 2, …, N

C Tune parameter for interval between trains

T A period of time in the study

Ii Minimal interval between trains on the ith direction, i = 1, 2, …, N

tarrivali The planned arrival interval between trains on the ith direction, i = 1, 2, …, N

tdeparturei
The planned departure interval between trains on the ith direction, i = 1, 2, …, N

twaiti Waiting time of the trains of ith direction

ni The number of planned arriving trains of ith direction

Tarrival
i The adjusted arrival interval between trains on the ith direction, i = 1, 2, …,

N (decision variable)

Tdeparture
i

The adjusted departure interval between trains on the ith direction, i = 1, 2, …,
capacity to receive and sendN (decision variable)

In the upper level model, the intervals between the trains are the decision
variables. Then, they are transmitted into the lower level model as the constraints.
The objective of the lower level model is defined as follows.

T garrivala;b;i ; gdeparturea;b;i

� �
¼ min

XN
i¼1

Xa
a¼1

Xb
b¼1

Wa;b garrivala;b;i � gplanned;departurea;b;i

� �n

þWa;b garrivala;b;i � gplanned;departurea;b;i

� �o ð4Þ

The constraints of the lower level model are listed as follows:

(1) Intervals between trains

garrivalaþ 1;b;i � garrivala;b;i � Tarrival
a;b;i

gdepartureaþ 1;b;i � gdeparturea;b;i � Tdeparture
a;b;i

(
ð5Þ
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(2) Operation time in sections

garrivala;bþ 1;i � gdeparturea;b;i � Tdeparture
a;b!bþ 1;i

garrivala;bþ 1;i � gdeparturea;b;i � Trun

(
ð6Þ

(3) Dwelling time at stations

gdeparturea;b;i � garrivala;b;i � Twait
a;b;i ð7Þ

(4) Intervals between departures

gdepartureaþ 1;b;i � gdeparturea;b;i � tdeparturea;b;i ð8Þ

(5) Intervals between arrivals

garrivalaþ 1;b;i � garrivala;b;i � tarrivala;b;i ð9Þ

(6) The earliest departure of the passenger trains

gdeparturea;b;i � Flag1� t�a;b;i ð10Þ

(7) The number of the arrival and departure tracks

slb � N gdeparturea;b;i � garrivala;b;i � Twait
a;b;i

� �
� 1 ð11Þ

3 ICA for Optimizing the Arrival and Departure Intervals

(1) Immune clone algorithm

Immune Clone Algorithm (ICA) is a new kind of IA, which hires the propor-
tional replication operator and mutation operator. It is different from IA in that it
generates some variant individuals to improve the local search ability and maintain
the diversity of the individuals.

We can see that the ICA includes the following steps: particle swarm initial-
ization, group antibody clone, antibody variation, and selection. The key step is
group antibody clone, which decides the number of the antibody clone individuals.
The steps will be continued until we get the sufficiently accurate results. Then, we
will transfer the computing results to the engineering plan.
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(2) ICA for optimizing the intervals between trains model

It is obvious that the essence of optimizing the potential energy of the boundary
station is to optimize the interval between trains.

Step 1: Initialization
To decide the initial antigens (They determine the optimizing objective and the

constraints). To generate the immune body with random number generation. Then,

Tarrival;0
a;1;i and Tdeparture;0

a;1;i are generated. Then, a set P0 Tarrival;0
a;1;i ; Tdeparture;0

a;1;i

� �
is gen-

erated with M members.

g Tarrival
a;1;i ; Tdeparture

a;1;i

� �
¼ 1

ð1þ 1=
ffiffiffiffiffiffiffiffiffiffiffi
n� 1

p ÞH ð12Þ

Step 2: To calculate the affinity of the antibody individuals

For each V0 Tarrival;0
a;1;i ; Tdeparture;0

a;1;i

� �
2 P0 Tarrival;0

a;1;i ; Tdeparture;0
a;1;i

� �
, to calculate the

affinity g Tarrival
a;1;i ; Tdeparture

a;1;i

� �
. To generate the clone group C Tarrival;0

a;1;i ; Tdeparture;0
a;1;i

� �
.

The function of affinity is

g Tarrival
a;1;i ; Tdeparture

a;1;i

� �
¼ 1

ð1þ 1=
ffiffiffiffiffiffiffiffiffiffiffi
n� 1

p ÞH ; ð13Þ

where H is a constant between 0 and 1

Step 3: To select n antibody individuals from the group C Tarrival;0
a;1;i ;Tdeparture;0

a;1;i

� �
.

The rule is to select the antibody individuals with highest affinity. Then, the anti-

body set V Tarrival0
a;1;i ; Tdeparture0

a;1;i

� �
is generated.

Step 4: To clone the antibody with highest affinity
To clone the n antibody individuals which are selected at the previous step. Then

to decide the optimal intervals through evaluating the number of the antibody

individuals—f Tarrival0
a;1;i ; Tdeparture0

a;1;i

� �
. Thus, the scale of the antibody is enlarged. If

f Tarrival0
a;1;i ; Tdeparture0

a;1;i

� �
[ f Tarrival;0

a;1;i ; Tdeparture;0
a;1;i

� �
, then to replace

V0 Tarrival;0
a;1;i ; Tdeparture;0

a;1;i

� �
with V Tarrival0

a;1;i ; Tdeparture0
a;1;i

� �
.

Step 5: To mutate the antibody individuals with the single-point method to
update the antibody group.

Step 6: To calculate the affinity of the antibody individuals. Set n ¼ nþ 1 and go
to Step 4.

Step 7: To decide whether to stop the calculation loop. To judge whether the
number of loop times reaches to M (M is settled to be the maximal loop times). If
yes, stop the calculation, go to Step 8. If no, go to Step 2.

Step 8: To output the optimal solution Tarrival:�
a;1;i and Tdeparture;�

a;1;i .
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4 Computing Case and Results Analysis

We took a section from a main railway line of China. There are ten stations and nine
railway subsections in the dispatching section. We cut a part, from 8 to 12 o’clock
from the daily train operation timetable, which is shown in Fig. 1. Then, we
materialized the model proposed in Sect. 2 by setting the related parameters in the
model, according to the planned timetable, assuming that some delays had occur-
red. Then, we solved the model with the ICA designed in Sect. 3.

Figure 1 is the planned timetable from Station 1 to Station 10 during the period
from 8 to 12 o’clock. According to the method presented in this paper, we mate-
rialized the optimizing model and design the ICA to solve the model. The desti-
nation is to minimize the potential field energy. Set q ¼ 0:5, l ¼ 0:5, C ¼ 1000,
ni ¼ 29� 2 ¼ 58, the computing result is that the optimal arrival interval is 12 min
and the departure interval is 12 min.

5 Conclusion

This paper proposes a feasible, effective approach to solve the train operation
interval optimization problems in railway transportation. We first present a model
for optimizing the train operation interval based on the group dynamics theory. The
object is to reduce the potential energy exerted on station by trains. An immune
clone algorithm is designed to solve the model and the detailed steps to solve the
model are given. The computing results are turned into optimal intervals between
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Fig. 1 Timetable from Beijing to Zhengzhou during 8 o’clock and 12 o’clock
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trains when they arrive at a station from the same direction and departure from a
station toward a same direction. Future study should be focused on the train
rescheduling according to the optimized train operation intervals.
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Study on Energy Saving of Multi-vehicle
Operation Based on Genetic Optimization
Algorithm

Xuejin Wang, Xiangxiang Zhou, Yong Zhang and Zongyi Xing

Abstract Aiming at the multi-vehicle energy-saving problem of a metro train, this
paper presents a research method of multi-vehicle operation energy saving based on
genetic algorithm. First, the process of braking energy transfer in multi-train
operation is analyzed. Second, taking the least energy consumption, and travel time
as the targets, all-day trains, and the high/low peak traffic as the constraints, a
multi-vehicle energy-saving model based on a multi-vehicle operation energy
saving is established. Finally, the genetic algorithm is used to obtain the optimal
stopping time and starting interval, and the total energy consumption, train energy
consumption, and line loss are calculated. At the same time, the multi-vehicle
energy-saving simulation is carried out by using the short-term of four sections of
Rong Jingdong Street Station to Yizhuang Bridge Station of Beijing Yizhuang
Line, and it also optimized the stopping time and the starting interval.

Keywords Urban rail transit � Regenerative braking energy � Genetic algorithm
Multi-vehicle energy saving

1 Introduction

Urban rail transit system is a complex multi-target and multi-vehicle dynamic
system. There are frequent energy exchanges during the train operation process [1].
When the bicycle is running, the train only considers the situation of the interval
operation, regardless of the influence of other vehicles and the impact of the parking
time at each station [2], while the braking energy recycling is the most important
part of train energy saving. Therefore, the energy-saving research on multi-train
operation is of great practical significance to improve energy efficiency.
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Domestic and foreign experts have made a certain study on the train energy
saving optimization. Liu [3] took Guangzhou Metro Line 1 as an example and
analyzed the energy consumption of the train during the running of the positive line.
The process of regenerative braking energy utilization was studied. It indicates that
the traffic density is large and the efficiency of braking energy recycling is very
impressive. Zhao [4] introduced the concept of passenger satisfaction. He studied
the global energy consumption by changing the train departure interval. The
optimal scheme was plotted as a run grab by him. Wang [5] established a single-line
and multi-train scheduling model with energy consumption cost, carbon emissions,
and train running time as the optimization target, who used the multi-objective
fuzzy optimization algorithm to solve the optimization target. Zhao [6] studied the
optimization principle of interstation run time based on the rich time allocation
scheme, and took the total energy consumption as the objective function, the rea-
sonable time to optimize the rich time, which optimized the wealthy time. The
above research has made great contributions to the multi-vehicle energy-saving
operation, but there are still some defects in versatility and convergent speed.

Aiming at the shortcomings of the above research, this paper presents a
multi-vehicle energy-saving research method based on genetic optimization algo-
rithm. This paper studies the principle of multi-train braking energy utilization,
establishes the multi-vehicle multi-objective optimization model, and makes the
multi-vehicle energy-saving simulation based on the four sections from
Rongzhuang East Railway Station to Yizhuang Bridge Station in Yizhuang line.
Verify the rationality and correctness of the model, and provide effective guidance
for multi-train energy-saving operation.

2 Multi-vehicle Energy Utilization Principle

Multi-vehicle energy saving can be divided into the train braking energy recycling
in the same direction and the train braking energy recycling [7] in the opposite
direction. Traveling in the same direction, the two trains are far apart when they are
driving in the same direction, which is generally in different power supply range.
There will be a lot of line loss when braking energy is conveyed between long
distance, resulting in braking energy cannot be effectively used. Therefore, this
article only discusses the situation that the trains are in the opposite direction. There
are two types of the situation. One situation is that the upstream train is braking,
while the downstream train is pulled, which is shown in Fig. 1. Another situation is
that the upstream train is pulled, while the downstream train is braking, which is
shown in Fig. 2.

That one is the upstream train brake downstream traction, as shown in Fig. 1;
one is the train traction down the train, as shown in Fig. 2. The distance between
train braking energy utilization is closer, in which they are generally in the same
power supply station, the rate of the braking energy utilization is higher.

534 X. Wang et al.



3 Multi-vehicle Operation Constraints and Optimization
Objective Function

3.1 Multi-vehicle Operation Constraints

Consider the various factors that may affect the operation of multiple-vehicle, we
can select several important constraints such as departure interval, dwell time,
travel time, and safety distance.

3.1.1 Departure Interval Constraint

Since the “speed–distance” curve is fixed for each train, the greatest impact on train
operation is the departure interval, too large or too small departure interval can
cause serious consequences. According to the characteristics of passenger flow, the
day is mainly divided into morning and evening lower peak, the second peak,
morning and evening peak, and normal peak. The specific situation is shown in
Fig. 3. The departure time interval is defined as Htrough in the morning and evening
lower peak during 6:00–7:00 and 22:00–24:00; The departure interval is defined as
Hnormal in the normal peak of daytime; The departure time interval is defined as
Hpeak1 in the morning and evening peak during 7:00–9:00 and 17:00–19:00; The
departure time interval is defined as Hpeak2 in the morning second peak during
9:00–10:00; Units are seconds.

According to the line of the operation of the plan, the smallest and the maximum
departure time interval are defined as Hmin and Hmax; Size relationships are:

ttrace\Hmin\Hpeak1\Hpeak2\Hnormal\Htrough\Hmax ð1Þ

Station A

i

i+1

Fig. 1 Up brake and down
traction in the opposite
direction

Station A i

i+1

Fig. 2 Up traction and down
brake in the opposite direction
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In addition, the logarithm of train travel all day is NUMpair, which is a fixed
value. NUMpair is:

Tpeak1
Hpeak1

� �
þ Tpeak2

Hpeak2

� �
þ Tnormal

Hnormal

� �
þ Ttrough

Htrough

� �
¼ NUMpair; ð2Þ

where Tpeak
Hpeak

h i
indicates that Tpeak

Hpeak
is rounded; Tpeak1 is the total running time in the

morning and evening peak; Tpeak2 is the total running time in the second peak;
Tnormal is the total running time in the normal peak during daytime; Ttrough is the
total running time in the morning and evening lower peak.

3.1.2 Each Station Residence Time Constraint

Train stop time consists of three parts: the opening time, passengers on and off time,
and closing time [8]. The longer the stop time, the stronger the traffic capacity of the
station. Stop time is short, which will cause the travel time for passengers to their
destinations become longer, and may cause the accident of pushing. Therefore, the
stop time of each station is initially limited according to the average annual traffic,
and the stop time range for each station is made, and the stop time is required to be
an integral multiple of 5 s. Station number is 1, 2, 3,…, i,…, N. The corresponding
stop time for each station pair is D1;D2;D3; . . .;Di; . . .DN ; The lower limit of the
stop time for the i station is Di

min, The upper limit of the stop time for the i station is
Di

max. The stop time constraint for each station is:

Di
min �Di �Di

max

Di%5 ¼ 0; ð3Þ

where % means to take the spare operation.

Fig. 3 Stop time and start interval diagram
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3.2 Multi-vehicle Optimization Objective Function

3.2.1 Multi-vehicle Running Energy Consumption Target

In the urban rail transit system, the train not only consumes electricity but also
consumes energy [9] because of the presence of resistance in the catenary and rail.
Especially in the line running peak, the line loss is also relatively larger due to the
larger load and the larger supply current. Therefore, the goal of multi-vehicle
running energy consumption should take into account the loss of the line and the
energy consumption of the train. Take the total amount of energy issued by all
tractions substation as the goal, and all the traction substations are numbered
P ¼ P1;P2;P3; . . .;Pi; . . .;PN½ �. The voltage and current of the station Pi are UPi

and IPi , and the corresponding energy consumption is

Emulti ¼
XN
1

EPi ð4Þ

3.2.2 Multi-vehicle Travel Time Target

Multi-vehicle travel time refers to the sum of all the time from the originating
station to the departure from the terminal. Excessive travel time indicates a possible
delay in the line [10]. In day-to-day management, there is a little error between the
allowing actual travel time and the specified operation time. The stop time of the
train in the line is D ¼ D1;D2; . . .;Di; . . .;DN½ �, and the running time of the train in
each interval is t ¼ t1�2; t2�3; . . .ti� 1þ 1ð Þ; . . .; t N�1ð Þ�N

� �
. The travel time target of

the train is:

Ttravel ¼ Dþ t ¼
XN
i¼1

Di þ tið Þ ð5Þ

3.3 Multi-objective Optimization Model for Multi-vehicle
Operation

The goal of this paper is to establish an optimal timetable that needs to meet:

(1) The peak and non-peak departure intervals are separately optimized, and the
peak operating time is changed within ±10 s, and the non-peak departure
interval is changed within ±30 s.

(2) Change the stop time within ±5 s.
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(3) One-way running time, all-day running time, and other configurations remain
unchanged.

(4) The optimization process also takes into account the optimization of the train
running energy consumption and the optimization of regenerative braking
energy, and calculate the equilibrium point of the two, in order to achieve the
overall (substation) energy optimal.

According to the constraints and optimization objectives of multi-train operation,
the following multi-train optimization model is established:

min Emulti;DTf g

s:t: :

Di
min �Di �Di

max
Tpeak1
Hpeak1

h i
þ Tpeak2

Hpeak2

h i
þ Tnormal

Hnormal

h i
þ Ttrough

Htrough

h i
¼ NUMpair

Hmin\Hpeak1\Hpeak2\Hnormal\Htrough\Hmax

Di 2 N�;Hpeak1;Hpeak2;Hnormal;Htrough 2 N�

8>>><
>>>:

; ð6Þ

where D ¼ D1;D2;D3; . . .;Di; . . .DN½ �, N is the total number of stations.
DT ¼ Ttable � Ttravelj j.

4 Model Solving Based on Genetic Algorithm

In the multi-train optimization model, it is necessary to establish a full-line oper-
ating schedule.

Timetable consists of two aspects, one is the single train in the station of the stop
time, the other is between the train interval [11]. In this paper, the genetic algorithm
is used to solve the multi-vehicle operation optimization. In this paper, genetic
algorithm is used to solve the multi-vehicle operation optimization. The stop time
and the departure interval are shown in Fig. 3.

Use the genetic algorithm to optimize the timetable as follows:
Encoding: Based on the number of stations in the actual line and the stop time

series, use the genetic algorithm to optimize the timetable as follows:

(1) Encoding: Based on the number of stations in the actual line, the stop time
and the departure interval are integrated coding as D ¼ D1;D2;D3; . . .;½
Di; . . .DN � and H ¼ Hpeak1;Hpeak2;Hnormal;Htrough

� �
. That is to define the

genetic algorithm for the chromosome as C ¼ D1;D2;D3; . . .;½
Di; . . .DN ;Hpeak1;Hpeak2; Hnormal;Htrough�. According to the actual needs, stop
time is mostly in 30–60 s. The departure interval H is in the peak period of
about 120–300 s and in a low peak period of about 180–600 s. The length of
the gene was determined, and 50 individuals were randomly selected to form
a population.
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(2) The 50 groups of solutions in population are respectively introduced into the
objective function to obtain the timetable of the whole day. Calculate the
day-to-day energy consumption of the train, substation load data, and train
travel time. The result of the operation is substituted into the fitness function to
calculate the fitness value of each group.

(3) According to the fitness value, the 50 groups of the populations were sorted and
the genetic operation was carried out to obtain a new generation of 50 groups of
new feasible solutions, where the ratio of crossover and mutation is 0.8 and
0.005, respectively.

(4) Repeat Steps (2) and (3) until the feasible solutions that are calculated satisfy
one of two following conditions:

① The best fitness values of the two generations are within 0.001.
② The total number of population does not exceed 50 generations.

In order to meet the need that the smaller the energy consumption, the smaller
the travel time difference, the following fitness function is used to study the
multi-vehicle genetic optimization algorithm:

(5) and H ¼ Hpeak1;Hpeak2;Hnormal;Htrough
� �

the departure interval of each station
are integrated coding. That is to define the genetic algorithm for the chromo-
some as C ¼ D1;D2;D3; . . .;Di; . . .DN ;Hpeak1;Hpeak2;Hnormal;Htrough

� �
.

According to the actual needs, stop time is mostly in 30–60 s. The departure
interval H is in the peak period of about 120–300 s and in a low peak period of
about 180–600 s. The length of the gene was determined, and 50 individuals
were randomly selected to form a population.

(6) The 50 groups of solutions in population are respectively introduced into the
objective function to obtain the timetable of the whole day. Calculate the
day-to-day energy consumption of the train, substation load data, and train
travel time. The result of the operation is substituted into the fitness function to
calculate the fitness value of each group.

(7) According to the fitness value, the 50 groups of the populations were sorted and
the genetic operation was carried out to obtain a new generation of 50 groups of
new feasible solutions, where the ratio of crossover and mutation is 0.8 and
0.005, respectively.

(8) Repeat Steps (2) and (3) until the feasible solutions that are calculated satisfy
one of two following conditions:

① The best fitness values of the two generations are within 0.001.
② The total number of population does not exceed 50 generations.

In order to meet the need that the smaller the energy consumption, the smaller
the travel time difference, the following fitness function is used to study the
multi-vehicle genetic optimization algorithm:
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fit ¼ A� Emulti

B
þ D

Dt2 þC
; ð7Þ

where, A, B, C, and D are constant coefficients.

5 Simulation Analysis

5.1 Simulation Background

In order to verify the accuracy of the multi-vehicle energy-saving calculation model
[12], this paper takes “Rongjing Dongjie–Wanyuan Street–Yizhuang Culture
Park–Yizhuang Bridge” to simulate the three intervals. Traction substation and stop
time of each station from Yizhuang line Rongjing East Street to Yizhuang Bridge
are shown in Table 1.

Yizhuang line is powered by the third rail power supply. Rated voltage level of the
third power is 750 V. The third track unit resistivity is 0.125 X/km, while rail
resistance takes 0.02 X/km. According to the bicycle running energy-saving simu-
lation model, the distance curve and power curve of the train in three intervals are
obtained as the input of multi-vehicle operation. Each station has a stop time
adjustment of ±5 s or remains unchanged. The simulation run time is set to 2 h. The
first hour of departure is between 420 and 450 s, and the second hour starts between
540 and 570.

5.2 Simulation Results

First, when the first-hour departure interval [13] is 450 and the second-hour
departure interval is 550, the stop time is [40,30,35,30]. Only 1/4 of the overlap can
achieve the effective use of brake energy pairs. In the use of multi-vehicle running
energy-saving optimization, the front end of the optimal solution is that the train
departure interval is adjusted to 463 s in the first hour, which is adjusted to 556 s in
the second hour, and stop time is adjusted to [35,35,40,25]. In 2 h of simulation

Table 1 The substation location and stop time from Rongjing East Street to Wanyuan Street

Station Rongjing East
Street

Wanyuan
Street

Yizhuang
Cultural Park

Yizhuang
Bridge

The substation
location/km

0 1280 2818 3811

The original stop
time/s

40 30 35 30
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time, 3/4 can produce the effective use of braking energy. The energy consumption
of the interval before and after the optimization is shown in Table 2.

As the simulation interval is shorter, less restricted, multicar energy-saving
optimization simulation effect is obvious. Before and after the timetable opti-
mization, the running time of 442 s remains unchanged, the energy consumption of
the train decreases by about 7.87%, the line loss decreases by about 29.21%, and
the energy consumption of the whole line decreases by 8.23%. Optimized, due to
the current in the line does not fluctuate within a wide range, line loss decreased
more, and the train can effectively use the braking energy, reducing the overall loss.

6 Conclusion

This paper presents a multi-vehicle energy-saving study based on genetic opti-
mization algorithm, and solves the multi-objective optimization problem of
multi-vehicle operation according to the principle of train braking energy utiliza-
tion. Choose four sections from the Rongdong East Street Station to Yizhuang
Bridge Station in Yizhuang line as a short line. Optimize the stop time and start
interval through the multi-vehicle energy-saving simulation in this short line. The
simulation results show that the optimization model and genetic algorithm can
improve the energy consumption of the whole line by adjusting the stop time and
the starting interval. The optimization model and the genetic algorithm in the
multi-vehicle energy-saving calculation are reasonable and correct.
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A Simulation Research for Fare Collection
Equipments on Tiyuchang Station in Xi’an
Subway

Guang Li and Chaosheng Wu

Abstract The Automatic Fare Collection (AFC) system is a kind of infrastructures
for urban rail transit and is widely used in the subway system around the world. It is
an important problem to determine the setting number of AFC equipments. While
setting too little equipments, there will be congestion and may cause security
problem. And setting too many will bring waste. This paper uses simulation method
to study this problem for Tiyuchang station of Xi’an subway. It uses its own
queuing simulation software for AFC equipments to analyze the passenger data of
Tiyuchang station and gives suggestion based on simulation results.

Keywords Fare collection equipment � Urban mass transit � Subway
Simulation

1 Introduction

Urban rail transit is a popular urban traffic form in big cities around the world. It has
many advantages like large traffic volume, energy saving, and so on. The past
decade is a high-speed development period for urban rail transit in China Mainland
[1]. The subway has become popular in China.

The Automatic Fare Collection (AFC) system [2, 3] is a very important com-
ponent for modern urban rail transit. An AFC system is an automated version of
manual fare collection. It is usually the basis for integrated ticketing. There are two
main parts of the AFC system, which are the AFC station equipment and the
computer system. In Chinese subway system, there are mainly two kinds of AFC
station equipments. They are the automatic ticket gate machines and automatic
ticket vending machines. They support automation of the ticket work and can
replace human operator. The ticket data will be collected by the AFC station
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equipments in the normal working process. And these data will be transferred,
saved, and analyzed by the computer system.

It is an important problem to decide the setting number of the AFC station
equipments. Obviously, setting too many AFC equipment will cause equipment
idling and waster. But while setting too few, the phenomenon of passengers waiting
in the line will be serious. It will produce passenger congestion, increasing the time
spending for travel, giving passengers a bad experience and bring great security
risk.

The AFC station equipments’ reasonable number is closely related with the
station passenger traffic. The AFC station equipments form a queuing system. And
computer simulation [4, 5] is always used to study it. Because every station has its
own unique passenger traffic, it should study and decide the reasonable number of
the AFC station equipments for every station, respectively.

This paper studies this problem for the Tiyuchang station of Xi’an subway. It
collected the passenger data by field observation. And simulation is done by using
its own software. According to the simulation result, it gives suggestion for the
setting of the AFC station equipment in Tiyuchang station.

The computer simulation means a simulation, which runs on computers. The
purpose of a computer simulation is to reproduce a complex system’s behavior. It is
a useful tool and can be used in many fields, like electronic engineering [6],
astronomy [7], manufacturing system [8], and so on.

Queuing system is a typical complex system that always needs simulation. It can
appear in many fields, like logistics [9], traffic [10], aviation [11], and so on. This
paper uses queuing simulation to study AFC station equipment setting.

This paper organized its rest part as follows. The queuing simulation method and
software this paper used are described in Sect. 2. Section 3 describes the data this
paper used and the simulation result. Section 4 presents conclusions.

2 Queuing Simulation Method and Software

This paper designed and developed its own queuing simulation software and used it
to study the AFC equipment setting problem of Tiyuchang station of Xi’an subway.

In most urban rail transit systems in China, including Xi’an subway, queuing can
appear in both the outbound process and the inbound process.

In the outbound process, the passengers get off the train and go to ticket gate
machine directly. The queuing in the outbound process may appear at the ticket gate
machine only.

In outbound process, when the train stops at the station, a group of outbound
passengers will appear. There will be no outbound passengers at other times. That
means, in subway, the outbound passengers are sudden passenger flow. The
busyness and idleness will appear alternately at the ticket gate machine.
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As shown in Fig. 1, the typical inbound process in China is much more complex.
The passengers need to pass through the security checking apparatus, the ticket
vending machines, and the ticket gate machines. At all these three kinds equipment,
there may be queues. If the passengers do not carry luggage, they can skip over
security checking apparatus. If the passengers have stored value card, they can skip
over ticket vending machines.

Unlike outbound process, passenger traffic is not sudden passenger flow in
inbound process. Its change is more gentle and regular. In working days, the
passengers are very few in the early morning and increase gradually. It will reach a
peak when it is time to go school or work. The passengers will decrease after the
early peak and will increase again in the afternoon. It will reach another peak when
it is time to go home from school or work. After late peak, the passengers decrease
again. It will have very few passengers in the late at night.

Our queuing simulation software concentrates on analyzing the inbound process.
As shown before, the outbound process is simple and the outbound passenger traffic
is typical burst passenger traffic. So, there is little valuable to analyze the outbound
process.

There are mainly three parts in a queuing process. They are service law of the
help desk, queuing discipline, and input process.

In this paper, the service law of the help desk means how much time the desk
needs to serve a passenger. This paper observes the actual AFC operation to get it.

Having luggage?

security checking 
apparatus

ticket gate machine

ticket vending 
machine

Having value 
card?

Yes

Yes

No

No

Fig. 1 The Xi’an subway’s
inbound process
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The queuing discipline means the criterion which the passengers must adhere to. In
this paper, it is the first come first service (FCFS) and the waiting criterion. The
waiting criterion means if a passenger comes, he will wait in his queue. He will not
change to another queue to wait. He also will not go away no matter how much time
he needs to wait. The FCFS criterion means the earlier a passenger coming, the
earlier he will be served. The input process means the law the passengers coming.
This paper gets it through field observations.

The behavior of passengers is shown in Fig. 2. Each service desk corresponds to
a queue. When a new passenger is coming, he selects a shortest queue to join. Then,
he checks if there are other passengers before him in this queue. If there are, he
waits and checks again. If there are no such passengers, he checks if the help desk
corresponding to him is busy. If the help desk is busy, he waits and checks again. If
not, he goes to this desk and accepts its service.

This paper’s software uses event-driven policies. The software defined some
events. And it just waits until an event happened. Then, it does some processing
according to the happening events. There are two kinds of events in this software.
They are leaving event and arriving event. A leaving event is happen when a
passenger finished service and leave the help desk. An arriving event is happen
when a new passenger is coming and adding into the queuing system. Only when
event happened, the queuing system will change accordingly.

This paper’s software is programmed by R language [12], which is free and has a
good performance.

Is there 
passengers 

before ?

accepts service

wait
Help desk is 

busy ?

No

No

Yes

Yes

select a queue and 
join it

wait

Fig. 2 Passenger behavior in
queuing system
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3 Data and Simulation Results

This paper studies the AFC equipment setting problem for the Tiyuchang station of
Xi’an subway. It collected data from field observation, and used its own queuing
simulation software. According to simulation result, it gives suggestion to improve
the current setting. As shown above, this paper concentrates on the inbound
process.

Figure 3 shows the current setting of AFC equipment in Tiyuchang station. This
station has four gateways: A, B, C, and D. On A–D side, there are seven ticket
vending machines, one security checking apparatus, four inbound ticket gate
machines, and six outbound ticket gate machines. On B–C side, there are six ticket
vending machines, one security checking apparatus, three inbound ticket gate
machines, and five outbound ticket gate machines.

Obviously, the number of the security checking apparatus is small. In fact, the
security checking apparatus is insufficient. It is often serious queuing before the
security checking apparatus when the traffic is slightly larger. But because the space
is not enough, it is difficult to add new security checking apparatus. So, the ticket
vending machines and the ticket gate machines are the research focus of this paper.

Around Tiyuchang station, there are mainly residential area and the Shaanxi
provincial stadium. This stadium often holds large-scale activities, like concert or
sports competition. Traffic generated from residential area has a relatively strong
regularity. The stadium usually almost does not generate passenger flow, but will
generate big huge passenger flow when there is large-scale activity.

security 
checking 
apparatus 1 2 3ticket vending machine

ticket gate machine

A

D

B

C

1 65432
1 2 3 4

1 65432 7

ticket gate machine

ticket vending machine

security 
checking 
apparatus

1

5

4

3

2

1

5

4

3

2

6

ticket gate machine ticket gate machine

Fig. 3 The current setting of AFC equipments in the Tiyuchang station
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After observation of several large-scale activities, this paper finds that existing
equipment cannot respond the large sudden passenger flow well. The bottleneck is
still the security checking apparatus. The queuing waiting before the security
checking apparatus is very seriously when there is big huge passenger flow and
often needs many policemen to maintain order. It is not suitable to add the number
of security checking apparatus for solving this problem. There is not enough space
for more security checking apparatus as shown above. And, in order to prevent
waste, the equipments cannot setting to adapt the large sudden passenger flow,
because it does not often appear. So, the simulation in this paper does not consider
the sudden passenger flow.

Figure 4 shows the observation data. Three kinds of data have been collected.
They are the intervals of passengers arriving and time spent for one passenger of
ticket gate machines and ticket vending machines. The data is collected in morning
peak of a working day in 2016. And there is no large event in the Shaanxi
provincial stadium that morning. According to field observation, data of A–D side
and B–C side has no obvious difference if there is no large event. So, this paper
used data of B–C side only. About one-third of passengers do not carry luggage and
do not need security checking. About two-third of the passengers have stored value
cards and do not need ticket vending machines.

Tables 1 and 2 showed the simulation results for different number of ticket
vending machines and ticket gate machines respectively. In this experiment, the

Fig. 4 The observation data. a Shows the intervals of passengers arriving. b Shows time spent by
ticket gate machines for one passenger. c Shows time spent by ticket vending machines for one
passenger. The data unit is seconds

Table 1 The simulation result for ticket vending machine

Equipments’
number

Equipment
utilization rate

Average wait
time (s)

Rate of passengers need
waiting

3 0.96 111.04 0.95

4 0.92 48.61 0.90

5 0.85 21.05 0.79

6 0.58 3.01 0.26
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number of equipments not stated in tables is consistent with the current actual
situation.

According to the simulation result, it can be seen that the appropriate number of
the ticket vending machine and the ticket gate machine is about 5 and 3, respec-
tively. The existing setting number is enough. And in fact, it slightly sets too many
AFC equipments.

The reason of setting so many equipments should be considering the sudden
passenger flow from the Shaanxi provincial stadium. It can be seen that the A–D
side has more AFC equipments than the B–C side as shown in Fig. 3. This paper
thinks it has the same reason because the A–D side is closer to the stadium. But as
shown before, the bottleneck is the security checking apparatus and it is difficult to
add because the space is not enough. So, this paper thinks there is no need to set a
little many AFC equipments if the security checking apparatus cannot be added. If
there is no plan to add the security checking apparatus, this paper suggests
removing one and two ticket vending machines for B–C side and A–D side,
respectively, and removing one inbound ticket gate machines for A–D side.

4 Conclusion

In the modern subway system, the AFC station equipments are popular. It is an
important problem to decide the setting number of them, because setting too much
will cause wasting and too few will cause crowding. It is obvious that the passenger
traffic decided the AFC equipments’ reasonable number mainly. The passenger
traffic is different from one station to another. So for each station, it is necessary to
study this problem, respectively.

This paper uses queuing simulation method to study this problem for Tiyuchang
station in the Xi’an subway. It used its own simulation software and collected data
by field observation. According to the simulation result, it gives the suggestion of
the AFC equipment setting for Tiyuchang station of Xi’an subway.
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Table 2 The simulation result for ticket gate machine

Equipments’
number

Equipment
utilization rate

Average wait
time (s)

Rate of passengers need
waiting

2 0.98 51.12 0.98

3 0.85 1.55 0.59

4 0.65 0.13 0.10
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An Integer Programming Model
of Reinvestment Strategy Based Project
Portfolio Selection and Scheduling
with Constrained Resource

Baolong Wang

Abstract Selecting an appropriate series of projects among numerous candidates
and assigning start and finish time for every selected project under the constraints of
limited resource does matter in the project management. With the introduction of
annual budget and time value of capital, the proposed problem becomes more
complex. In this paper, an integer programming model is proposed and constructed
to model the situation of selecting and scheduling suitable project portfolio at the
same time with constrained resource, in which reinvestment strategy is also applied
in the process. In reality, annual budget is time-dependent, so it is necessary to take
time value of capital into account during the modeling process. The use of rein-
vestment strategy means that the profit earned by accomplished projects is put into
the resource pool to finance more projects to be selected and executed in order to
make the total profit of project portfolio maximal. During the modeling progress,
others constraints are also considered, like project interrelationship, to represent
closely practical situations.

Keywords Integer programming � Project interrelationship � Project portfolio
Selection and scheduling � Reinvestment strategy

1 Introduction

Since the introduction of project management from the foreign, it has become an
important tool in the daily operation of organization or enterprise. Its wide appli-
cation also reveals its huge value in the practice. Within the enterprises, whether the
daily work or the production operation are both regarded as a whole project to deal
with, like business operation. At first, the project management for single project
does make a big difference in the enterprises and organizations over decades.
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However, as the global market becomes more and more complex and the compe-
tition more and more drastic, the tool of single project management shows its
weakness in coping with multiple projects. So the multi-project management begins
to attract the interest of practitioners and scholars. Usually, during a given time
horizon does exist many alternative projects, called available projects or investment
opportunities, to be considered and selected for an organization or a company. But
the resource of an organization usually is not infinite, so it is not possible to choose
all ones to invest simultaneously, which means that it is necessary to select a right
series of projects, also called project portfolio, to execute to realize the objects of
organization strategy. Considering the fact that 26% of information technology
projects are finished punctually meeting the given budget [1], this makes big effect
on the realization of organization strategy in the long term. All in all, the research
and application of portfolio management theory will lead the field of project
management to a more wide application, and has a potential space in the operation
of the organizations and other institutions.

2 Literature Review

Project portfolio is a series of projects which are collected as a fixed group to assure
the realization of organizations’ strategy objectives, and these projects consume the
same resource from a certain organization during a given time period, among which
many kinds of constraints may exist in the proposed situation. Selecting a suitable
project portfolio and separately assigning a starting and finishing time for every
chosen project is another form of resource-constrained project scheduling problems
(RCPSP), which has wide application in many kinds of situations, like project
management and financial management. Project portfolio selection and scheduling
problem (PPSSP) is the kind of organization optimization problem in which several
projects are composed into an optimal portfolio to meet the organization strategy by
determining appropriate project elements and reasonably assigning every project
element with a starting and finishing time within the planned time horizon. The
element of chosen project portfolio may differ in many aspects, like the total
consumed resource, the time limit, and even the relationship between them, and its
like. Mostly, it is the best to choose all or most of the alternative projects and
execute them simultaneously to assure the maximal produced profits, but the
amount of resource within an organization is usually limited or constrained, it is
necessary to choose the optimal portfolio and determine the start–finish time for
every selected one. So the return or profit produced by completed projects can be
made good use of and can be reinvested to finance other ones and alleviate the load
of the organization to a certain extent. Consequently, the execution rank and the use
of reinvestment strategy matter in the organizing process of project management.

The concept and theory of portfolio occurred in the field of financial investment
and were used to evaluate the earn and the corresponding risk for every potential
asset, being the base of modern portfolio [2]. Further researches were conducted by
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McFarlan, which combined the concepts of portfolio and project management by
considering individual and overall risk to make a better choice, laying the foundation
of modern portfolio selection system [3]. As another form of RCPSP, the research of
PPSSP has attributed many interests form scholars and practitioners for decades.
Subsequently, a great progress is made about the development of project portfolio
theory; and many extensions have enriched the original project portfolio theory and
practice, like deterministic and static circumstances [4]. In addition to the traditional
methods of evaluating and selecting projects, like AHP and PERT, more mathe-
matical programming ways were developed to cope with more complex optimization
models because of other kinds of constraint. Based on the constructed PPSSP and its
variants, some resolution methods have been developed to solve the optimization
models. Lean and Six Sigma method is constructed to select suitable projects [5]. As
the problems become more complex, the flexible heuristic methods, like priority rule,
have gradually taken place of mathematical programming, like zero-one program-
ming [6, 7]. A branch and bound algorithm is also proposed to solve RCPSP [8].

The proposed PPSSP is analyzed under the circumstance of limited resource,
like annual budget, by making full use of constrained conditions in order to realize
the proposed object. During the model formulation, the strategy of reinvestment is
also taken into account. So which projects are carried out first will make a big
difference on optimal project portfolio selection and scheduling, as well as the final
proposed objectives. To represent the practical situations, the capital time value,
relationships among projects are also incorporated into the optimization model.
A deadline is given to assure that all selected projects should be selected completed
within the certain periods.

3 Problem Description and Modeling

During a certain time horizon, there are numerous and available projects with
comparable property for an organization to make decision of investment, that is,
selecting a suitable project portfolio and determining the detailed starting–finishing
time for each element of the portfolio to ensure the realization of organization
strategy. Many kinds of resource can be transformed to capital. Necessary capital
may reach by one time or multiple periods during a planned time intervals, like the
3-year plan of an organization or company. Here, it is assumed that the budget
reaches by many times to closely reflect the practice. And, usually the budget
cannot finance all selected project to execute at the same time. In other words, the
project element of proposed portfolio has to be launched or started in certain order
to meet the given conditions. So the proposed PPSSP under certain above con-
siderations comes to be a problem which has to be tackled with by practitioners and
scholars. In addition, when a project is completed, it would generate fixed earning
within a certain period of time, all of which may be constant or various, but it is
usually a fixed value. The start-up fund is generally supported by first-year budget.
The budget needed by following projects is composed of the balance of previous
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input, newly reaching budget and the earn from completed ones. Except for the kind
of resource which can be transformed to be money, there is the category resource
which can just be provided with a certain every periods, called renewable resource.
Within a certain period of time, it is supplied by a fixed amount every period
interval. With the purpose of simplification and brief, the fixed value of resource
amount is assumed to be constant; the budget provision necessary for a whole
project is put into the project by once; once a project is started, it cannot be ceased
until the whole project is completed; if a project is selected, it will be commenced at
the beginning time, not the middle or the end; we suppose that the profit from
previous completed project is constant and produced at the end time of every period
within the period of profit, and is produced a year later when the project is done.

On the basis of above description, this article proposes a mathematical opti-
mization model to realize the optimal total profit of the given problems under
consideration.

Parameter introduction:

N the number of available projects, i = 1, 2 … N;
T1 the given time period of accomplishing project, meaning that all selected

projects must be accomplished within T1;
T2 the time periods of budget reaching;
Mj the budget during period j, occurring at the moment j − 1 (j = 1, 2… T2);
Hi the return period of project i;
a the rate of discount;
Pik the annual earn of completed project i within period k under immediate launch

of project i;
Qi investment cost of project i if it starts immediately at the initial moment;
Di the implement duration of project i;
St the series of started projects before or on period t, St ¼ i 0\Yi� tjf g;
Ft the series of accomplished projects before the moment t,

Ft ¼ i Yi � 1þDi � tjf g.
Xi a binary decision variable,

where Xi ¼
1 if project i is included in the portfolio

0 if project i is excluded in the portfolio

(
;

Yi an integer decision variable, representing the starting time of project i,

where Yi ¼
PI if project i is selected in the portfolio

0 if project i is excluded in the portfolio

(
,

PI is an integer more than 0;

Before the modeling, it is necessary to define some relationships among alter-
native projects to represent closely the realistic conditions: partial exclusivity (E) and
precedence constraint (P). Accordingly, E denotes that at most one of each pair with
partial exclusivity relationship can be selected; P means that one project is com-
pleted, the other, belonging to the pair with precedence constraint, can start.

An integer programming model for PPSSP under considerations is formulated as
follows:
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Maximize Z ¼
XN
i¼1

Xi

XDi þHi

k¼Di þ 1

Pike�ak � Qi

 ! !
ð1Þ

Subject to

X
i2St

XiQieaðYi�1Þ
� �

�
Xmin T2;tf g

j¼1

Mj þ
X
i2Ft�1

Xt
k¼Yi þDi

XiPikeaðYi�1Þt ¼ 1; 2; . . .;T1 ð2Þ

Xi þXj � 1 ði; jÞ 2 E ð3Þ

Yi þDi � Yj ði; jÞ 2 P ð4Þ

Yi � 1þDi � T1 i ¼ 1; 2; . . .;N ð5Þ

Yi ¼ 1; 2; . . .; T1 i ¼ 1; 2; . . .;N ð6Þ

Xi ¼ 0; 1 i ¼ 1; 2; . . .;N ð7Þ

Equation (1) is defined as the objective function to maximize total profit of
optimal project portfolio. Equation (2) denotes that the required investment must
meet the provision of available resource, consisting of reaching budget and return
generated by completed projects. Equation (3) presents the set of partial exclusivity
relationship between each pair of projects. Equation (4) presents the set of prece-
dence constraint between each pair of projects. Equation (5) means that all selected
projects need to be finished within given time period. Equations (6) and (7) show
decision variable Yi is an integer and project i, if selected, must start before T1, and
Xi is a binary variable for project selection.

Above, an integer programming model is constructed according the proposed
situation. Considering all the decision variables are Boolean and Integer, the
problem is not very complex, so it can be optimally solved by standard optimization
technology. Many commercial softwares for integer programming technique can
solve the proposed problems to obtain global optimal solution and ensure its
precision.

4 Case Analysis

Within the chapter, a simple case of project selection and scheduling is taken out to
illustrate the detailed application of above model. Besides, new product R&D can
also be applied as another case of this paper.

To simply operation progress, we assume that annual profit of a project is the
same after its completion, i.e., Pik = Pi. The project attributes consist of project
cost, duration, annual profit, and profit duration, which are shown in Table 1.
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Let the discount rate, a = 10%. And the given deadline, T1 = 5, is set to make sure
selected projects completed within the planned time horizon.

Annual budget reaches by multiple periods are shown in Table 2, accordingly,
T2 = 4. Besides, interrelationship among projects is also considered, including
partial exclusivity and precedence constraint, where P5 and P6 belong to the set of
partial exclusivity relationship, and P5 can start if P4 has been completed.

For simplicity, the result of optimal selection and schedule under reinvestment
strategy is called as Scenario I. Scenario II is defined as the same to Scenario I
without reinvestment strategy. The difference of optimal selection and schedule
under two scenarios can be analyzed in detail, such as optimal project portfolio,
total profit, the element of optimal portfolio and its relative starting and finishing
time, and the change trend of cumulative profit

Here, standard optimization technology is applied to solve the mathematical
models optimally. The optimal selection and scheduling under Scenario I are shown
in Fig. 1, where P1, P3, P4, P5, P7, P8, and P10 are included in the portfolio.
Correspondingly, P4 commences at period t = 1; P1 and P10 at t = 2; P3 and P7 at
t = 3; P8 at t = 4; P5 at t = 5 separately. For Scenario II, the optimal resolution is
shown in Fig. 2, where P3, P4, P5, P7, P8, and P10 are included in the final project
portfolio, and P4 and P10 commence at t = 1; P8 at t = 2; and P3 and P5 at t = 3;
P7 at t = 4. More other information, like the starting–finishing time, can also be
obtained. By contrasting Figs. 1 and 2, the conclusion is that reinvestment strategy
not only makes a big difference on optimal portfolio selection but it also affects
portfolio schedule. For example, P1 is included into the optimal portfolio under

Table 1 Sample information of project attributes

Project
name i

Project cost($)
Qi

Project duration
(y) Di

Annual profit
($) Pi

Profit duration
(y) Hi

P1 9 Ma 3 5 M 4

P2 8 M 4 4 M 5

P3 6 M 2 3 M 6

P4 3 M 1 2 M 4

P5 3 M 1 2 M 3

P6 4 M 2 2 M 6

P7 4 M 2 1 M 8

P8 8 M 2 3 M 7

P9 9 M 3 5 M 4

P10 2 M 1 1 M 6
aThe symbol of M means a million dollars

Table 2 Annual budget
Limit (unit Million Dollars)

Year First Second Third Fourth

Annual budget 8 Ma 9 M 8 M 9 M
aThe symbol of M means a million dollars
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Scenario I and excluded in Scenario II. As shown in Fig. 3, the total return is
$18,429,000 for Scenario I and $15,521,000 for Scenario II. The use of reinvest-
ment strategy increases the total profit by 18.75%. The increment of revenue can be
considered as the profit of additional project P1 by the use of reinvestment strategy.
As shown in Fig. 3, the implement of reinvestment strategy provides more chance
for projects to be selected and executed in order to maximize the final profit under
the circumstance of same budget. In summary, the introduction of reinvestment
strategy is reasonable and profitable for the selection and scheduling of optimal
project portfolio under the constraint of limited resource. It not only finances more
projects to be executed but improves the efficiency of capital remarkably.

Fig. 1 Optimal selection and schedule for Scenario I

Fig. 2 Optimal selection and schedule for Scenario II
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5 Conclusion

An integer programming optimization model of reinvestment strategy-based project
portfolio selection and scheduling with constrained resource is constructed to
resolve optimally combinatorial optimization problems in the field of project
management in this paper. Under the considered circumstance, annual budget
reaches by multiple periods, that is, time-dependent; capital time value and rela-
tionships among project elements are also considered in order to closely reflect
practical situations. The fund, a special category of resource, is consumed at the
starting of a project and generated at the finishing time of the project. The special
property of the fund provides more possibility to be reused and reinvested into other
projects, so it finance more projects to be selected and incorporated into the final
project portfolio. A simple case with two different scenarios confirms the appli-
cation of proposed optimization model. In the paper, the optimal results of two
scenarios of with and without reinvestment strategy are made an analytic com-
parison to demonstrate the effect of reinvestment strategy, which relieve the pres-
sure of constrained resource, fund other projects, and then make overall profit of
optimal project portfolio increase, enriching the research of theory and practice in
project management field.

Fig. 3 Cumulative profit under both scenarios
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Track Assignment Adjustment Problem
in Complex Railway Passenger Stations

Yinggui Zhang, Min An and Li Wang

Abstract Track assignment plans are often adjusted for the purpose of safety and
the minimum delay in real-time conditions, especially in busy complex railway
passenger stations. First, taken trains as nodes, tracks as colors, a graph coloring
model is designed with the objective function of the minimum total weighting
delay. Then, a heuristics algorithm based on the two-stage solution method is put
forward. Finally, a simple case is used to demonstrate the effectiveness and high
efficiency of the proposed methodology based on graph coloring theory about how
to solve the track assignment adjustment problem.

Keyword Track assignment � Adjustment problem � Railway passenger stations
Graph coloring model � Heuristic algorithm

1 Introduction

In recent years, the rapid development of high-speed railway network and its
integration with existing passenger railway networks enhance the intricacy of track
assignment problem in busy complex passenger stations, which has sustained high
density in arrivals and departures, complexity in station layout and variety in train
types. In real-time conditions, railway dispatchers sometimes have to adjust the
given track assignment plans made in advance immediately due to various reasons,
i.e., train early or delay, train accidents, which may further impact the given
timetable of the whole railway network. However, track assignment adjustment
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problem is to make the reasonable track arrangements for all train passing through
these complex railway passenger stations safely in real-time conditions.

An integrated approach is generally hopeless for real-world instances due to the
complexity of train timetabling problem and train platforming problem [1], also
namely track assignment problem, and track assignment adjustment problem
studied in this paper can be categorized into the real-time level [2]. Many scholars
have concentrated on studying track assignment problem with various objectives
(i.e., delay) and constraints in different situations [3–5]. Also, Lusby and Samà et al.
studied the real-time junction train routing and scheduling problems [6, 7]. It should
be noted that less computation time for making reasonable track assignment
adjustment plans is crucial for railway passenger transport safety organization.
Since the reassignment of tracks to trains is time-critical in real-time level, heuristic
approaches can be permitted to run in limited iterations in order to meet the time
requirement [8]. In this paper, we will design a graph coloring model, in which
trains are regarded as nodes and tracks are viewed as colors for track assignment
adjustment problem in complex railway passenger stations. Also, we will design a
heuristic algorithm to make reasonable track assignment adjustment plans within
limited computation time to guarantee trains running on schedule.

The remainder of the paper is organized as follows. Taken the minimum total
weighting delay as the objective function, a graph coloring model is built in Sect. 2.
Section 3 designs a heuristics algorithm based on the two-stage solution method.
A simple case is discussed in Sect. 4, and the paper concludes with a summary and
discussion of some extensions for further research in Sect. 5.

2 Graph Coloring Model

The core task of track assignment adjustment problem is to find a feasible and safe
track for each train with the constraint of mapping relationship between tracks and
trains in the real-time situation, which can be gained from rail operations rules and
regulations in railway passenger stations. Let G ¼ V;E;Cð Þ express an undirected
graph for the track assignment adjustment problem. Nodes are also trains passing
through a passenger station in certain period, V ¼ v1; v2; . . .; vi; . . .; vj; . . .; vn

� �
(n is the total number of trains). These nodes can be covered by various different
colors (tracks in the real world), and thus C ¼ c1; c2; . . .; ck; . . .; cmf g (m is the total
number of tracks in the station). Also, there is an optional coloring set Ci to
describe the mapping relationship between tracks and trains for each train. For any
pair of trains vi and vj, if there is a time conflict phenomenon, calculated by arrival
or departure time in given timetable and station operations requirements, an edge eij
exists between them, which means that these trains cannot be reassigned the same
potential possible tracks at the same time and two conflicting routes during the same
period for safety reasons. Routes releasing and occupying safely are crucial for
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transport safety. There may be several routes connecting with each track in the
station interlocking system. Thus, for adjacent nodes, there is a color taboo pairs
set, each pair of which cannot be colored on these adjacent nodes at the same time
due to potential trains and routes conflicts. In this way, the track assignment
adjustment problem can be turned into a graph coloring problem.

Next, we will discuss about how to design edges and color taboo pairs sets. Let
xi and yi denote the scheduled arrival and departure time respectively from the
original timetable, x0i and y0i denote the actual arrival and departure time, respec-
tively. Considering station operations safety requirements, there are standard ser-
vice times in the rail arrival–departure layout for originating passenger trains and
terminating passenger trains, which can be expressed as ssf and szd . Besides, let sjc,
sfc, stg, scrk and sxh denote the general arrival routes occupied time, the general
departure routes occupied time, the nonstop passing through time, the general
routes occupied time between the arrival–departure layout, and passenger technical
station or other layouts, the general signaling time opening in advance (min).

According to different train services and technical operational processes, pas-
senger trains can be classified into originating passenger trains (ORPTs), termi-
nating passenger trains (TEPTs), turnaround passenger trains (TUPTs), and through
passenger trains (THPTs). Specifically, THPTs can be classified into nonstop
through passenger trains (NSTHPTs) and stop through passenger trains (STHPTs)
according to whether or not they will stop at the station. The initial actual arrival
and departure time of the train vi can be calculated by Eqs. (1) and (2).

x0i ¼
yi � ssf for ORPT
xi for others

�
ð1Þ

y0i ¼
xi þ szd for TEPT
xi for NSTHPT
yi for others

8<
: ð2Þ

For any two trains or nodes vi and vj, if x0i � r; y0i þ r
� �\ x0j � r; y0j þ r

h i
6¼ £

(namely as tracks conflicts pre-judgement formula), the edge between nodes vi and
vi exists (r is a safe time allowance, minutes).

In addition, we can calculate much more precisely about the starting occupied
time si and the releasing time ri of tracks which are reassigned by trains, which can
be rewritten as Eqs. (3) and (4), respectively.

si ¼
yi � ssf � scrk � sxh for ORPT
x0i � sjc � sxh for TEPT
x0i � sjc � sxh for TUPT and STHPT
x0i � sxh for NSTHPT

8>><
>>:

ð3Þ
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ri ¼
y0i þ sfc for ORPT
xi þ szd þ scrk for TEPT
y0i þ sfc for TUPT and STHPT
x0i þ stg for NSTHPT

8>><
>>:

ð4Þ

When the train vi and vj arrive at or depart from the track ck and ck0 through the
selected routes Rik and Rjk0 , and if these two different operation routes conflict with
each other during the time period si; ri½ � or sj; rj

� �
, they should be prohibited col-

oring on these nodes for trains safety running, namely color taboo pairs sets �T,
whose element can be expressed as vi; ck;Rikð Þ; vj; ck0 ;Rjk0

� �� �
.

Let xik denote whether the node vi is covered by the color ck (which also means
whether the train is reassigned on the track or not), and it is a decision parameter. If
the node is colored by ck , then xik ¼ 1; otherwise, xik ¼ 0. Also, let ei denote the
earliness of the actual arrival time (its tardiness of the actual arrival time can be
reflected by the tardiness of its actual departure time), and let ti denote the tardiness
of the actual departure time (In general, passenger train cannot be allowed to leave
the station before its scheduled departure time due to service requirements), which
can be calculated by Eqs. (5) and (6), respectively.

ei ¼ xi � x0i; ei [ 0 ð5Þ

ti ¼ y0i � yi; ti [ 0 ð6Þ

In order to avoid or alleviate the influences caused by delayed trains in certain
stations on the whole network, it is better to use the minimum total weighting delay
as the objective function to guarantee train running on schedule as much as pos-
sible, which can be expressed by (train weighing xi) Eq. (7).

f ðGÞ ¼
Xn
i¼1

xi ei þ atið Þð Þ; ð7Þ

where a a[ 1ð Þ is the weight for the departure time of trains’ tardiness (Compared
with the earliness, tardiness is much easier to cause other delays in other stations in
the whole network), and if xik ¼ 0 8k; ck 2 Cið Þ, ei ¼ þ1, ti ¼ þ1.

Thus, a mathematics optimal model with the objective function of minimum
total weighting delay for track assignment adjustment problem can be written as

Min f ðGÞ ¼
Xn
i¼1

xi ei þ atið Þð Þ ð8Þ
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s.t.

X
8k;ck2Ci

xik � 1 8i ð9Þ

X
8i

xikðtÞ� 1 8k; 8t ð10Þ

xik þ xjk � 1 8k; 8eij ð11Þ

xik þ xjk0 � 1 8k 6¼ k0; 8eij; vi; ck;Rikð Þ; vj; ck0 ;Rjk0
� �� � 2 �T ð12Þ

xik ¼ 1 or 0 8k; 8i ð13Þ

Formula (9) expresses that each node can be only covered by one color at most
within the optional coloring set (one train can occupy one track at most according to
their mapping relationship). Formal (10) means that each color can be used by one
node at most at any time (one track can be occupied by one train at most at any
time). Formal (11) demonstrates two adjacent nodes can be only covered by one
color. Formal (12) shows that adjacent nodes can be covered with the constraint of
the color taboo pairs set (the routes safety constraints of track assignment adjust-
ment problem). Equation (13) is the value constraint of decision parameters.

3 Heuristic Algorithm Design

Track assignment adjustment problem in railway passenger stations is a real-time
level problem, and the reassignment of tracks to trains is time-critical in real-time
level. We can adopt a heuristic approach to solve such problem and meet the
time requirement in limited iterations at the same time. A two-stage solution
method is introduced in this paper. The first stage is to try to find an initial solution
and gain much smaller values of the objective function with the help of appropriate
rules. Then, the second stage is dedicated to solve some potential conflict trains and
find a reasonable solution on basis of the results generated from the first stage. As a
result, the proposed heuristic algorithm can be described as follows.

Step 1: Initiation. Input timetable, track and routes data, i.e., xi, yi, xi of the train
vi, track ck and mapping relationship between trains and tracks Ci. Input various
operation time standard parameters such as ssf , szd , sjc, sfc, stg, scrk, sxh and a safe
time allowance r, and tardiness weighing a, and so on.

Step 2: Parameter calculations. Calculate the initial actual arrival and departure
time (x0i; y

0
i) by Eqs. (1) and (2) respectively, and the starting occupied and release

time (si; ri) by Eqs. (3) and (4), respectively, and the earliness and tardiness ei; ti by
Eqs. (5) and (6). xik ¼ 0, the unassigned trains set J ¼ £.
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Step 3: Undirected graph construction. Taken trains as nodes, tracks as colors,
mapping relationship as optional coloring sets, an undirected graph G can be
designed with the tracks conflicts pre-judgement formula proposed in Sect. 2.

Step 4: Color taboo pairs set design. For any two trains and two different tracks,
each possible route should be checked and taken into consideration for safety
reasons. If they conflicts, thus, �T ¼ vi; ck;Rikð Þ; vj; ck0 ;Rjk0

� �� �
.

Step 5: Prescheduling. With the rules of biggest weighting train first, smallest
limitation (the number of optional colors for certain train) train first and train
scheduled arrival time first in and first out at the same time, a new arrangement
order of these nodes or trains can be gained as V0 ¼ v01; v

0
2; . . .; v

0
i; . . .; v

0
n

� �
, in

which xi �xiþ 1, Cij j � Ciþ 1j j, and xi � xiþ 1 i ¼ 1; 2; . . .; n� 1ð Þ.
Step 6: Coloring procedures. Color each node in the undirected graph according

to the new order V0: For any node or train vi, a color ck can be selected from its
optional coloring set Ci on basis of the following rules: (i) the color ck has not been
colored on its adjacent nodes during the period si; ri½ �; (ii) according to the color
taboo pairs set �T, the node vi can be colored by ck only when there are no other
taboo colors selected in its adjacent nodes before; (iii) ck 2 Ci; (iv) select the
original track in its original track assignment plan as much as possible. If there is no
feasible and safe color available for such node, then J ¼ J[ vif g.

Step 7: Judgement and recoloring. If J ¼ £, go to Step 8. Otherwise, adjust the
actual arrival or departure time or reassign or exchange different tracks for unas-
signed trains or conflict trains, and then go to Step 2 (the second stage).

Step 8: Results output. Calculate the total weighting delay by Eq. (7). And then
output all results, i.e., occupied tracks, platforms and routes, and their starting
occupied and releasing time, actual arrival and departure time, and function values.

Without Step 7, the proposed algorithm can be viewed as the first stage one.
Solution improving strategies such as adjust the actual arrival or departure time for
these unassigned trains, and exchange or reassign tracks for conflict trains are
introduced in Step 7 and it can be named as the second stage one. Its main purpose
is to find a reasonable solution as quickly as possible to meet the time requirement
in limited iterations. However, if there is enough time for railway dispatchers to
adjust track assignment plans, we can also use other methods, i.e., using the
methodology put forward in the Ref [4].

4 Case Study

In the real-time condition in someday at a busy and complex railway passenger
station, there is a delayed train, whose new actual arrival time has been gained by
the railway dispatcher in advance. There may be six trains that are needed to be
adjusted in the next 30 min in the station. In order to avoid or alleviate other trains’
tardiness caused by the delayed train, how to adjust these trains to make them pass
through the station safely on schedule as more as possible?
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Figures 1 and 2 show their original track assignment plans and graph coloring
results respectively. With the proposed methodology in this paper, the new track
assignment adjustment plan and its graph coloring result for these trains can be
gained, which are shown in Figs. 3 and 4 respectively.

As shown in Figs. 3 and 4, the train v2 has delayed (t2 min). Since there are
conflicts between the arrival route of the train v2 and the arrival route of train v4, the
train v2 can arrive at the given track c3 safely when the train v4 has stopped by the
track c4. Also, we should note that the train v5 must be readjusted to other tracks
from its origin scheduled stopping track c3, because there is no enough safe time
allowance between the train v2 and v5 if they stop at the track c3 at the same time.
Since the train v5 conflicts with the train v4 on c4 and the train v6 on c1 according to
the color taboo pairs set, it should be adjusted to the track c2 (reassigning tracks for
conflict trains). In such way, there is no tardiness of the train v5 (e5 = 0, t5 = 0) and
it can run on schedule. Most trains can run on schedule except for the delayed train
v2. The value of objective function can be calculated by w2t2’. Also, original delay
t2 is much more serious than the new delay t2’ with the new adjustment plan

c1

c2

c3

c4

v1

v2

v3

v4

v5

v6Fig. 1 Track assignment
original plans

v1

v2

v3

v4
v5

v6

Fig. 2 Graph coloring
original results

  

v1

v2

v3

v4

v5

v6

t 2

t 2'

c1

c2

c3

c4

Fig. 3 Track assignment
adjustment plan
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(adjusting the actual departure time and reducing its operation time to some extent
of delayed trains), which means the delay degree of the train v2 has further alle-
viated at the railway station. It can be concluded that the track assignment
adjustment plan can take the same tracks as many as possible compared to its track
assignment original plan, which can help dispatchers to organize railway operations
much more easily. From above analysis, the proposed methodology based on graph
coloring theory can solve the problem effectively and efficiently.

5 Conclusion

In this paper, a graph coloring model and its mathematic optimal model with the
minimum total weighting delay are proposed to describe the track assignment
adjustment problem in busy and complex railway passenger stations. Also, a
heuristic algorithm for such problem is designed. Case analysis results show that the
proposed methodology can make a reasonable track assignment adjustment plan as
quickly as possible which can meet the time requirement in limited iterations in the
real-time conditions. However, since a train delay can lead to other trains’ delay and
such delay can also widespread among the whole railway network, it is better to
take both track assignment adjustment problem in railway passenger stations in the
real-time level and timetable rescheduling in the network level into considerations
at the same time, which is our next research work.
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Study on Dynamic Characteristics
of Metro Stray Current Based on CDEGS

Mingjie Liu, Sheng Lin, Liping Zhao, Xiaohong Lin and Liang Chen

Abstract In this paper, a stray current dynamic distribution model was established
by Current Distribution, Electromagnetic Field, Grounding and Soil Structure
Analysis (CDEGS) software. The rectangle cut-and-cover model is based on a
practical construction in Shijiazhuang Metro Line 3. It showed the dynamic dis-
tribution of conductor-to-earth voltage and stray current under constant-current-
strategy condition and target-speed-strategy condition. The traction current of the
former one is changeless, but the later one should take into account passenger
comfort and operational efficiency. The simulation results give several conclusions:
Traction operation strategy and locomotive position have great impacts on the
distribution of voltage and current. Through the analysis of various parameters,
some efficient measures can be used to avoid the overvoltage condition and serious
metal corrosion.

Keywords Stray current � CDEGS � Target-speed-strategy � Corrosion

1 Introduction

The rapid development of metro system has contributed significantly to resident
travel. However, the mass density operation has also brought numerous problems,
e.g., metal corrosion problem. Since the rail itself have finite resistance and poor
insulation from the earth, parts of traction current leak from the rail into the soil and
finally flow back to the negative side of the traction substation, which is called
“stray current” [1]. This part of nontarget current even affects the main transformer
of urban power grid, which will result in direct current magnetic bias phenomenon.
Thus, the research on stray current has a vital significance of the protection of the
metro system and the surrounding metal devices.
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Constructing a suitable tunnel model is the prerequisite for analyzing the stray
current. At present, the research models of stray current in metro system can be
divided into three forms, such as “rail-earth” two-layer structure, “rail-current
drainage net (CDN)-earth” three-layer structure and “rail-CDN-structural
metal-earth” four-layer structure [2, 3]. This paper will choose the four-layer net-
work model to research the stray current.

Instead of analytical method, CDEGS produced by Safe Engineering Services &
technologies Itd. (SES) [4] is a convenient tool for the operational simulation. This
paper introduces a new way to research the stray current by modeling on CDEGS.
By observing the current and conductor-to-earth voltage, it reveals the distribution
of dynamic stray current. Finally, this research proposes a useful method for
judging the corrosion degree at different locations, so the corresponding solutions
can be used for maintenance and repair.

2 Impact of Stray Current and the Modeling

2.1 Original Stray Current

DC 750 V/1500 V voltage is mostly applied to the metro traction power system.
The current flows from overhead line system and pantograph to the locomotive,
then into the steel rail and finally back to the negative of the DC rectifier. Because
running rail is not completely insulated from the earth, there is a potential difference
between them. Some stray current leaks from the rail to soil before returning back to
the rail or the anode of traction substation [5, 6].

In order to reduce the negative influence of stray current, CDN is usually laid
under the rails to provide circulation path for it. Another way of minimizing the
negative impact is increasing the resistivity between rails and soil. It is usually more
than 15 Ω � km. Normally this can be achieved by lying insulation pads under the
rails [7]. While as time goes by, the resistivity will drop to 3 Ω � km or even lower
due to the attachment of large dirt and dust. It significantly affects the resistivity of
insulation pads.

2.2 Metro Tunnel Modeling

The rectangle structure model is built using Frequency Domain Grounding Analysis
(MALZ) in CDEGS. This model is more suitable for assessing the dynamic stray
current in cut-and-cover project. It contains rails, CDN, and structural metals.
Table 1 shows the basic parameters of each section based on actual project data
and, Fig. 1 shows the metro construction model.
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In CDEGS, the resistivity of insulating pads must be converted to a coating of a
given resistivity that is placed uniformly along the rails. A rail coating resistivity of
450,000 Ω � km is equivalent to an insulating pad resistivity of 15 Ω � km [8].

In this paper, the continuous power supply current curve will be divided into
multiple intervals depending on the running conditions and current changes.
A continuous simulation will be divided into numerous static processes. Except for
the numerical difference, the distribution of stray current on CDN and structural
metal is basically the same, so this paper only analyzes the distribution of CDN.

3 Constant Current Strategy

In order to observe the variation in rail parameters, before considering the actual
operation strategies, we presume that the traction current on the rail is equal at any
position. In this section, the supply current is 2000 A constantly in bilateral power
supply system.

Table 1 The parameters of components

Parameter Value

Track length and power supply 2 km single track with a traction substation at either end

Rail Resistance 40 m Ω/km

Radius 0.035 m

Amount 2 lines

Drain net conductor Resistance 660 m Ω/km

Radius 0.008 m

Amount 6 lines

Structural metal Resistance 320 m Ω/km

Radius 0.01 m

Amount 20 lines

Insulation pad resistivity 450,000 Ω � km
Soil model resistivity Inner (air): 1 � e18 Ω � km

Middle (concrete): 2000 Ω � km
Outer (soil): 200 Ω � km

Rail
Current 
drain net

Structural 
metal

0.8m 1.3m

1.4m

0.6m

0.6m

4m

Inner

Middle
Outer

0.3m 0.5m

Fig. 1 Metro tunnel
modeling
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Figures 2 and 3 show the current and the voltage of unilateral rail and the
outermost conductor of CDN when the locomotive is in different sites. Among
them, each dashed line represents the result of entire conductor in each simulation.
Assume that the direction of current flows to the left end or out of the conductor is
positive.

From Fig. 2a, it is obvious that the longitudinal current of the rail in bilateral
power supply system is not a smooth curve but there exists a mutation at the
locomotive location. The amount of the traction current from both sides depends on
the distance between them. However, the current is always equal to 2000 A.
Figure 2b shows that the rail-to-earth voltage reaches its maximum positive value at
the locomotive location on each curve. By contrast, the values of both ends are
negative and almost equal. Another difference to the longitudinal current in Fig. 2a
is that the voltage curve in this picture is continuous without obvious drops.

According to Fig. 3a, b, for the longitudinal current of drain net conductor
(DNC), there exists a valley between two distinct peaks. In fact, the path of the
valley coincides with the time–distance curve of the locomotive. The maximum
values of stray current on both sides of the DNC do not appear at the same time but
in the vicinity of 700 and 1300 m, respectively, when locomotive runs to the center
of the rail. While the total current of the whole DNC reaches its maximum value
when locomotive runs to the middle of the rail.

Considering the change of DNC-to-earth voltage in Fig. 3c, the voltage near the
locomotive is smoother than that in Fig. 2b. Different from the rail, the voltage at
the end of the DNC is not absolutely negative if locomotive approaches the traction
substation on that side.
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Fig. 2 Rail simulation results
under constant current
strategy. a Current of rail.
b Rail-to-earth voltage

(a) 

(b)  (c) 

Fig. 3 DNC simulation
results under constant current
state. a Current of DNC (3-D
diagram). b Current of DNC
(projection diagram).
c DNC-to-earth voltage
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4 Target-Speed-Strategy

4.1 Time–Current Curve

In this paper, the part power supply sections of Shijiazhuang Metro Line 3 is a good
case which combines three independent stations (Xisan Village, Aquatic Park, and
Bolin Village). DC traction power system (DCTPS), a traction calculation software
produced by Southwest Jiaotong University [9], is a convenient tool to calculate the
time–current curve and time–distance curve. Thus, the distance–current curve can
be obtained. By filtering the characteristic points in the last curve, the injection
currents at each point on the rail can be used as the inputs to CDEGS to complete
the dynamic stray current simulation.

According to the simulation of the DCTPS, current–time curve and time–speed
curve under target-speed-running strategy are shown in Fig. 4. This strategy is
defined by setting a target speed interval for those locomotives, where the range is
50–75 km/h in this case.

The whole movement process consists of three statuses: acceleration, coasting,
and braking. At the beginning, the locomotive speed increases slowly. Then by
controlling the traction current, the locomotive runs in the speed limit interval until
it close to the next station. Concerning the passenger comfort and operational
efficiency, the reverse current will slow down the locomotive. The green points in
Fig. 4 indicate the current mutation. These points will be brought into CDEGS as
input parameters so that a constant movement will be divided into finite
independent static simulations.

4.2 Stray Current Distribution Under Target-Speed-Strategy

After integrating simulation results in CDEGS, Figs. 5 and 6 show the current and
conductor-to-earth voltage of the rail and the DNC, respectively.

Different from the constant current condition, the practical working condition is
more complicated. Due to the discontinuity of the supply current for the locomo-
tive, the currents of the rail and the DNC are also intermittent. Sometimes the
traction currents at two moments are not equal, but the total stray current is almost
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Fig. 4 Current–time curve
and velocity–time curve
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the same. This condition also proves that locomotive position has great influence on
the output of the transformer and the distribution of stray current.

Rail-to-earth voltage is the reflection of leakage current density. The maximum
voltage is near 1400 m of the rail at 129ths in Fig. 5b and at the left end of the DNC
at 173ths in Fig. 6b. In fact, if the rail-to-earth voltage is higher than 90 V under the
normal circumstances, the overvoltage protection device requires work to avoid
electric shock or corrosion [10].

When locomotive operates in the state of acceleration or breaking, the large
traction current will directly aggravate the leakage of stray current and bring intense
fluctuation. Experience proves that no damage occurs on the tracks over a period of
25 years if the average stray current per unit length does not exceed the value of
2.5 mA/m [5].

Figure 7 shows the leakage current per unit length and the cumulative leakage
charges versus time curves of seven observation points at the DNC under once
complete operation.

According to the corrosion theory, when charge flows out of the DNC, it will
cause metal corrosion. At this time, the leakage current is usually positive. The
amount of charge flowing out of DNC is the integral of the positive leakage current
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Fig. 5 Rail simulation results
under target-speed-strategy.
a Current of rail.
b Rail-to-earth voltage

(a) (b)Fig. 6 DNC simulation
results under
target-speed-strategy.
a Current of DNC.
b DNC-to-earth voltage
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versus time and it is proportional to the amount of metal corrosion. In Fig. 7, the red
curve is the integral of the positive value of the blue curve versus time. Compared
with other five points, positions at 0 and 2900 m are more vulnerable to corrosion.
The same method can be used for other conductors.

In this way, the amount of corrosion at each point of the conductor can be
calculated. Then combined with different operating strategies and daily train dia-
gram, we can estimate the life of the rail.

5 Conclusion

In this paper, we proposed a metro stray current distribution model using CDEGS
and analyzed the influence of stray current. The research of constant current
strategy showed that locomotive position has a great impact on the output of the
substations on both sides. Furthermore, the supply current will, in turn, affect the
distribution of stray current combing locomotive position. The total amount of stray
current leaking into the soil reaches its maximum value at the moment that the
locomotive runs to the center of the rail. At this time, the stray current of DNC is the
largest and the absorption rate is about 96%. The maximum value of rail-to-earth
voltage is always at the locomotive position. DNC is the same. However, the trend
of rail current is opposite to that of DNC. These phenomena are more prominent in
the actual process. According to the analysis of target-speed-running strategy, some
measures should be taken to prevent the conductor from exceeding the voltage
threshold, and help them to avoid being corroded through calculating the accu-
mulated leakage charges at each point. These necessary methods will contribute to
the metro safe operation.
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Analysis of Influencing Factors of Energy
Saving and Emission Reduction
for Railway Transportation of China

Liang Sun, Huiting Guo, Li Wang, Liang Chen, Jianhua Chen,
Mei Liu and Wei Bao

Abstract The current status of energy saving and environment protection in rail-
way sector is analyzed in this paper. The passenger transport-related energy con-
sumption has degraded dramatically, and the freight-related energy consumption on
the decline in general, but the energy consumption per unit grows slightly in last
two years, due to the shrinking of rail freight volume. Then, the key effective factors
of energy saving and environment protection are presented from the aspects of key
facilities and equipment and operation management. Finally, based on the devel-
opment status of China railway, some new technologies and measures of energy
saving and environment protection in four perspectives are proposed, such as life
cycle management of railway system, lightweight cabin design and manufacture,
comprehensive energy consumption control and energy recycle, and high-efficiency
operation.

Keywords Railway transportation � Energy saving � Emission reduction
Evaluation index system

1 Introduction

As the most sustainable way of transportation, railway transit has been seen as the
main artery of the national economy and the backbone of modern city operation, the
development of Chinese social economy and national security have been fully
supported by which. Recently, China’s railway network has been increased rapidly,
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this also leading the trend of high-speed railway construction in the world. End of
2016, China’s rail operational mileage has been reached 124,000 km, among this,
the mileage of high-speed train has been reached 22,000 km, exceeds 60% of the
worldwide mileage. According to the medium and long-term Plan for rail network
(2016–2015), till 2020, Chinese rail network mileage will be reached 150,000 km,
and the mileage of high-speed train will be reached 30,000 km, 80% more
megacities will be covered. Till 2025, rail network mileage will be reached
175,000 km, and the mileage of High-speed train will be reached 38,000 km, more
area will be covered, and the structure of network will be optimized more, and the
role of backbone will appear more outstandingly. Optimizing the wide range
national rail network, building up the modern high-speed rail network, creating
integrated and comprehensive transportation junction will be the key contents for
the construction of Chinese rail transportation infrastructure in the next
10–15 years.

Under the background of a wide range of network running, the energy con-
sumption of railway transportation has been paid more and more attention to.
Fernández-Rodríguez et al. designed the robust and energy-efficient ATO speed
profiles of metropolitan lines considering trainload variations and delays [1]. Huang
et al. proposed an improved ant colony optimization methodology for energy
optimization of train operation [2]. Hamid et al. presented a single train trajectory
optimization method to minimize overall energy consumption. It then explores how
errors in train position data affect the total consumed energy of railway trains, with
regard to the tractive force due to gradient when following the optimized trajectory.
Also, a genetic algorithm was used to optimize the train speed profile in [3]. Hu
et al. investigated the voltage profiles and harmonic impacts of high-speed trains on
the traction power supply system and primary utility system, and studied
power-quality impact assessment models, methods, and applications using train
timetable [4, 5].

The main energy consumption factors of railway were also analyzed by some
scholars. Shi et al. carried out analysis on the influence of energy consumption from
time, station, line, area, such as vehicles, equipment, season 7 elements, and
established the evaluation system of energy consumption [6]. Wang et al. analyzed
the energy consumption influence and measures of the line design, technology such
as driving speed selection, marshaling technology, strategy, and application of new
technology [7]. Sun et al. established the gray correlation degree model in order to
quantitatively determine the factor of energy consumption intensity, based on the
identification of the factors of railway passenger transport energy consumption [8].
De et al. gave an innovative optimization framework for the definition of
energy-efficient speed profiles within rail traffic by means of supply design models
[9], taking into account the operational requirements of the services, such as trains
scheduling, absence of or small allowance for delays, and respect for buffer times
for passenger transfer at connecting stations.

The current status of energy saving and environment protection in railway is
analyzed. Some key factors of energy saving and environment protection are pre-
sent from the aspects of key facilities and equipment and operation management.
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Finally, some new technologies and measures of energy saving and environment
protection are proposed based on the development status of China railway.

2 Energy Consumption Analysis of Rail Transportation

Compared to other types of transportation, rail transportation has the incomparable
advantages in the aspect of sustainability development, such as, first, low energy
consumption, counts per passenger-kilometer as the unit, the energy consumption
of road transit is 2.3 times than railway, and the air transit is 7 times more than the
railway. Second, low environmental pollution, counts per passenger-kilometer as
the unit, the emission of air pollutants of road transit is 10–20 times than railway,
and the air transit is 100 times than railway. Third, low accident rate, the accident
rate of bus service is 2 times more than railway, and cars are 20–30 than the
railway. Fourth, lowland occupation, under the same transport volume, the land
occupation of road transit is 3.5 times than railway. Fifth, low noise, the noise effect
to the city of rail is lower than both road transit and aviation. Sixth, high trans-
portation capacity, the single carrying capacity of the railway is bigger, and the
departure density is larger, also with a better ability of integrated transit than the
other ways of transportation. Seventh, better adaptability to the environment,
the railway will be affected less by external factors, such as weather and traffic jam,
etc., could be operated around the clock, has a higher on-time rate. Eighth, low cost
of construction, the railway is cost-effective on traveling.

Refer to national railway statistical bulletin of the year 2003–2016, we can get the
energy consumption data of railway transportation of China, which including the
passenger capacity (102 million person), the passenger turnover (trillion
person-kilometers), the freight capacity (102 million tons), the freight turnover
(trillion ton-kilometers), the operating mileage (10 thousand kilometers), the elec-
trification mileage (10 thousand kilometers), the comprehensive energy consump-
tion per unit transportation workload (tons of standard coal/million converted
ton-kilometers), and the data of the sulfur dioxide emission (10 thousand tons). All
these items can be represented by B, C, D, E, F, G, H, and I, respectively, shown in
Table 1. The losing data about sulfur dioxide emissions between 2003 and 2006 can
be obtained by energy consumption prediction regression model according to [10].

Based on the passenger turnover and freight turnover, we get the energy con-
sumption per unit, shown in Table 2 and Fig. 1.

It can be found that the ratio of comprehensive energy consumption to passenger
turnover and the ratio of sulfur dioxide emission to passenger turnover decrease
dramatically from 2003 to 2016, while the ratio of comprehensive energy con-
sumption to freight turnover and the ratio of sulfur dioxide emission to freight
turnover are generally a downward trend, but they increased slightly in the past two
years.

Analysis of Influencing Factors of Energy Saving and … 581



Along with the electrification reconstruction of national railway, and the
development of high-speed railway, and the growth of passenger turnover, the
energy consumption of passenger transit is downgraded rapidly. Although
the freight-related energy consumption on the decline in general, the energy con-
sumption per unit has been increased slightly in last two years, due to the shrinking
of rail freight volume.

Table 1 Energy consumption and related factors of railway

Year B C D E F G H I

2003 9.73 0.48 22.35 1.71 7.30 1.88 7.32 4.38

2004 11.18 0.57 24.81 1.91 7.44 1.93 6.65 4.54

2005 11.56 0.61 26.83 2.05 7.54 2.02 6.48 4.61

2006 12.57 0.66 28.71 2.17 7.70 2.44 6.12 4.85

2007 13.17 0.72 31.45 2.4 7.80 2.55 5.78 4.36

2008 14.61 0.78 32.59 2.48 8.00 2.80 5.6 4.23

2009 15.25 0.79 33.2 2.49 8.60 3.60 5.3 4.02

2010 16.76 0.87 36.42 2.76 9.12 4.25 5.01 4.03

2011 18.62 0.96 39.32 2.95 9.33 4.61 4.76 4.01

2012 18.93 0.98 39.04 2.92 9.76 5.10 4.74 3.78

2013 21.06 1.06 39.66 2.92 10.31 5.58 4.66 3.53

2014 23.05 1.12 38.13 2.75 11.20 6.50 4.55 3.17

2015 25.35 1.20 33.58 2.37 12.10 7.40 4.68 2.88

2016 28.14 1.26 33.32 2.38 12.40 8.00 4.71 2.39

Table 2 Energy consumption ratio

Years H/C H/E I/C I/E H/(C+E) I/(C+E)

2003 15.2500 4.2807 9.1250 2.5614 3.3425 2.0000

2004 11.6667 3.4817 7.9649 2.3770 2.6815 1.8306

2005 10.6230 3.1610 7.5574 2.2488 2.4361 1.7331

2006 9.2727 2.8203 7.3485 2.2350 2.1625 1.7138

2007 8.0278 2.4083 6.0556 1.8167 1.8526 1.3974

2008 7.1795 2.2581 5.4231 1.7056 1.7178 1.2975

2009 6.7089 2.1285 5.0886 1.6145 1.6159 1.2256

2010 5.7586 1.8152 4.6322 1.4601 1.3802 1.1102

2011 4.9583 1.6136 4.1771 1.3593 1.2174 1.0256

2012 4.8367 1.6233 3.8571 1.2945 1.2154 0.9692

2013 4.3962 1.5959 3.3302 1.2089 1.1709 0.8869

2014 4.0625 1.6545 2.8304 1.1527 1.1757 0.8191

2015 3.9000 1.9747 2.4000 1.2152 1.3109 0.8067

2016 3.7381 1.9790 1.8968 1.0042 1.2940 0.6566
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3 Factors Analysis of Energy Saving and Emission
Reduction

With the rapid development of national high-speed railway in China, the scale of
railway station enlarges constantly. Although the railway freight turnover declines
continuously during last three years, the demand of the railway passengers increases
substantially. The energy consumption of railway is only next to water trans-
portation ranked fourth in the five kinds of transportations. The main factor of the
energy consumption of railway is to accomplish the various types of train opera-
tions for the demand of passengers and freights. Meanwhile, factors, such as the
level of the transportation operation management and the level of the transportation
equipment technic, can affect the railway energy consumption too.

(i) Effect of the train operation. The energy consumption in the process of the
train operation is due to various resistances of the train, the circuit conditions,
the braking, and the acceleration system of the train and another kind of train
operation mainly. There are two kinds of resistances of the train operation:
the mechanical resistance and the aerodynamic resistance. The mechanical
resistance contains the bearing drag resistance, the wheel rolling resistance,
the wheel slip resistance, and the shock and vibration resistance. The aero-
dynamic resistance mainly caused by the relative movement of the ambient
air due to the train operation, which is relative to the speed, the shape, and
the size of the train. It is considering that the basic resistance of the train
operation is directly proportional to the square of the train speed generally,
which means, the higher the speed is, the greatest of the driving resistance
and the higher of energy consumption will be. Moreover, the circuit con-
dition is an important factor for energy consumption. The large line slope and
huge line transformation can not only cause the energy consumption to
overcome the gravity of the trains but also increase the shock and vibration
resistance. The emergencies often cause the waste of energy, such as the

Fig. 1 Energy consumption ratio
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temporary parking and limited speed due to the emergency equipment fail-
ures or the boundary intrusion. To keep the safety of the train operation, the
drivers need to operate the acceleration and the braking system frequently,
which can cause more waste of energy.

(ii) Effect of the management level of the transportation operation. In the con-
dition of the fixed transportation capacity, if the number of transport pro-
duction was higher, then the energy consumption of per unit production is
lower, which means the efficiency of the transportation operation manage-
ment is higher. However, the transportation organization management con-
tains the transportation operation models, the operation scheme, the
operation plan, the maintenance plan, the crew plan, and contents of each
level. For the freight transportation, it involves the loading plan, the freight
plan, the shunting plan, and other contents. The transportation operation
scheme with high efficiency can take full advantage of the network trans-
portation capacity. In the same condition, improving the passenger turnover
and the freight turnover can reduce the energy consumption of per unit
transportation capacity efficiently.

(iii) Effect of the technical level of the transport equipment. The technology level
of China’s railway transportation equipment has improved a lot compared to
the past. The electrified railway has taken over 60% of the national railway.
The energy consumption can be affected by the efficiency of the key tech-
nical equipment, such as all kinds of basic signal devices, the operation
blocking system, the station chain system, the traction control system, and
the train control system.

4 Strategies for Energy Saving and Emission Reduction

Along with the promoting of system construction and operation for a high-speed
train and intercity fast line, the management of Chinese railway operation has
transformed from line independent operation to network operation. For promoting
the overall efficiency level of Chinese railway, the development of new technology
in energy saving and emission reduction should be paid a tension on. Four per-
spectives are described in this section, life cycle management of railway system,
lightweight cabin design and manufacture, comprehensive energy consumption
control and energy recycle, and high-efficiency operation management.

(i) Energy consumption control technology within life cycle. From design,
construction, operation, maintenance and disposal 5 stages of the railway
system, the systematic energy consumption and carbon emission in life cycle
perspective should be calculated, and the specific calculation method for
each stage shall be established, the lowest energy consumption and emission
throughout the full life cycle could be achieved.
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(ii) Design and manufacture technology for lightweight cabin. The air resistance
could be reduced by optimizing cabin shape design, and the energy con-
sumption of operation could be lowered effectively. The main energy con-
sumption being used is to overcome the air resistance while train operation.
By optimizing the shape design, using aluminum alloy and composite
material and all kinds of lightweight structure, in order to relieve the cabin
weight, the mechanical resistance of train operation could be reduced.

(iii) Hybrid power technology. By studying electricity and diesel dual-power
mode, the electricity-drive mode train could be applied on the truck line, and
the diesel mode could be used in branch line that without a circuit, the
exchange of passenger will be reduced, the travel speed will be increased,
and the travel time will be shorter.

(iv) Energy comprehensive control technology. By applying smart technology,
aiming the best energy saving as the target, according to the train operational
line condition, climate condition, passenger flow volume, etc., the compre-
hensive control on the train traction, air conditioning, lighting, door switch,
energy recovery and storage, etc., should be applied, the maximum energy
saving could be achieved.

(v) Energy recovery technology. Under considering the braking safety require-
ment of the railway, the methods on friction braking, regenerative braking,
eddy-current braking, resistance braking will be studied continually, and the
energy recovery technology on energy dissipation type, energy reclaiming
type and energy storage type will be also studied. Under rational matching,
the optimal status will be achieved within the whole system.

(vi) High-performance operation management technology. The low energy con-
sumption operation management mode which is suitable for China should be
built up. By arranging the different level of speed high-speed train, the
passenger attendance rate could be raised. By operating an express train on
normal speed railway, fulfilling the transportation market for scattered and
small packages, and developing fast freight services, developing high-speed
train express service, the freight turnover will be increased. By studying
cargo train transport planning technic, cargo real-time tracking, and dispatch
control technics, trunk line railway and cargo fast receive-delivery coordi-
nation and other technics, the level of energy consumption and emission
could be lower during the train operation.

5 Conclusions

The energy consumption of passenger transit is downgraded rapidly compared with
the freight-related in recent years, due to the continuous growth of passenger
turnover and decline of the freight volume. The construction of high-speed freight
railway will resolve the problem in the future. Furthermore, some new technologies
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and strategies for energy saving and emission reduction for railway transportation
should be developed along with the high-speed railway network infrastructure.
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Study on the Method of Passenger
Transport Organization in Peak-Hour
of Railway Station

Yuyang Nie and Xiaoning Zhu

Abstract In recent years, the passenger capacity of the railway continues to soar,
increasing the pressure of passenger transport organizations. Although many sta-
tions would increase passenger capacity by building a new equipment and facilities,
the effect is still not satisfactory, if the new technology and equipment can be
applied at the same time, and we give full consideration to the characteristics of
passenger flow, concern about improving passenger transport efficiency, then the
passenger capacity can be enlarged greatly. This essay aims to find out take
effective organizational methods to disperse the streamline of people to avoid the
peak-hour crowding and introduces the concept of the peak-hour crowding, and
passenger flow characteristics. And then, the passenger streamline organization and
passenger capacity of equipment were discussed and studied. It focuses on the
composition of passenger and characteristics of peak-hour crowding in domestic
railway station. And analyze how to computing station equipment capacity, the way
to optimize the management of passenger streamline in peak-hour.

Keywords Railway station � Peak-hour of transportation � Organization of
passengers � Streamline of passenger

1 Introduction

Passenger flow is that based on the passenger’s own travel needs to choose their
own vehicles, within a certain time and space for the purpose of moving the
location [1]. Passenger flow peak is in a certain period of time, passenger flow
increase rapidly, so ordinary passenger organization method cannot meet the
requirements of passenger travel, it should find effective organization method, to
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maximize station equipment capacity [2]. The work of the passenger station is the
key to improving the competitiveness of the other modes of transport.

For the large station is relatively crowded in peak-hour, so the passenger
capacity of the train station facing a serve test. Therefore, it is the key to improve
the efficiency of passenger transportation and alleviate the pressure of capacity of
the station.

2 Passenger Flow Characteristics in Peak-Hour

Peak passenger flow is a special form of passenger, is in a special period of time,
such as the Chinese New Year holiday, winter and summer vacation period, and is a
large-scale passenger flow. We can classify passenger flow into Spring Festival
passenger flow, summer transport passenger flow, holiday flow and other different
categories. Because the number of passengers required to transport is huge and the
period of time is very short so there are some other passenger flow characteristics
compare with normal passenger flow.

The traditional peak passenger flow generally occurs during the Spring Festival,
but with the masses of people’s quality of life greatly improved, the people’s
consumption concept has changed dramatically, the growing demand for travel is
growing rapidly. So the peak-hour is also become frequent, which means more
challenges to passenger organization.

2.1 The Composition of Peak Passenger Flow

In general, for the peak passenger flow from its composition structure can be
classified into five types of passenger flow [3]:

(1) Student passenger flow, the beginning and end of the summer and summer
vacation and the beginning and end of each festival are the students when the
passenger flow occurs.

(2) Migrant workers passenger flow, with the pace of economic construction faster
and faster, a large number of rural population come into the city to work, during
the Spring Festival holiday, most migrant workers commute to the city and
town.

(3) Tourist flow, travel passenger flow, including group travel and personal travel,
as well as the travel agencies organized by travel agency.

(4) Business passenger flow, thanks to the rapid development of high-speed rail,
high-speed rail became an indispensable choice for the businessmen.
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2.2 Passenger Flow Characteristics in Peak-Hour

(1) The concentration of passenger travel time

Peak passenger flow is generally concentrated in the Spring Festival and Labor
Day and the National Day and other long holidays, and there is a strong regularity,
such as the peak transportation before the Spring Festival and the peak trans-
portation after the Spring Festival, National Day, before and after the Labor Day are
when the peak passenger flow occurs.

(2) The travel pressure of passenger

The station is very crowded at the peak-time, so generally make passenger
anxious, they eager to quickly leave the station, especially for those who carry
valuables asset, they are more worried about the safety of their property. So they are
likely to have serious psychological problems and other excessive behavior.

(3) All-weather

When in the peak-hour passenger flow, the transport capacity is generally unable
to meet the requirements of passenger, most passengers must spend a lot of money
to buy tickets, and often stay in the station for a long time.

(4) Guidance

Because the transport capacity cannot be stored, it is easy to have a shortage of
transport capacity. At this time the government can call the passengers through the
news media choose a reasonable time to travel.

(5) Travelers carry more luggage

Ordinary passengers are usually only with ordinary daily necessities, but as to a
particular holiday people tend to carry gift, specialty or travel supplies, it is
increased the risk of the luggage Loss, criminal cases may increase.

3 Passenger Station Transport Organization
in Peak-Hour

3.1 The Facility of Station

The passenger train station is the station responsible for the management of the
passenger transport service and is the closest link between the passenger and the
railway, and the railway Legal rights and obligations arise when passengers arrive
at the station and disappear after the passenger leaves the station. Passenger station
consists of station room, station and station square.
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(1) Station room. There are specifically for the passenger services of the room, but
also specifically for the management of office space, as well as for the package,
mail room.

Passenger station should be in the city’s traffic network, to facilitate the transfer
of passengers. All types of streamlines must ensure that each other does not
interfere with others. The station should be practical and beautiful and show the
local style characteristics, but also have good ventilation and lighting, and have a
good heating equipment and air conditioning equipment.

(2) Station. Station is a place for passenger technology operations, it consists of
lines, platforms, canopy, crossline equipment and other components.

(3) Station Square. Consist of the roadway, parking and passenger activities and
other areas. Station square can also be used as a temporary rally place. In order
to ensure the safety and convenience of passengers and vehicles, the con-
struction of the station should be closely coordinated with the city planning.

3.2 Analysis of the Capacity of Passenger Station

Analysis of Capacity of waiting room
The waiting room is the place that passenger staying for longtime in the terminal.

And there should have a convenient and fast access between station entrance and
ticket gate.

The layout of the waiting room is usually divided into two forms:

(1) Centralized waiting way: that is a large number of passengers waiting at the
same time, this way is convenient and simple. The utilization rate is relatively
high. It is also the most basic and most common way. However, if the pas-
senger flow is large, you want to maintain the normal waiting order is not very
realistic, it is very likely to have a negative effect on the passenger’s waiting
time.

(2) Subline waiting way: This arrangement is the opposite with the first, the pur-
pose is to divert passengers to ease the pressure of a single waiting port. So the
terminal with relatively large passenger flow will use this arrangement.

The main factors that affect the capacity of waiting rooms are as follows:

(1) The highest number of passengers gathered, which is the key to the waiting
room waiting capacity.

(2) The area of the waiting room.
(3) The average occupancy area of each passenger.
(4) The average time of staying in the waiting room of each passenger.

(3) and (4) are related not only related to the nature of the passenger flow, the
peak period, and the improvement of the passenger’s facilities, but also related to
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whether the layout of the premises is reasonable and whether the ticket gate is
efficient or not. So according to the specific circumstances of the station to get
waiting room capacity is the method we should take.

The capacity of waiting room:

N ¼ H ð1Þ

N ¼
X

n ¼
Xn

i¼1

Hai ð2Þ

N, n The capacity of waiting room that required in unit time;
H The maximum number of passengers gathered at the station;
ai The number of passengers in each waiting room accounts for the maximum

number of people gathered at the station.

The equality of capacity of waiting room now available:

N ¼ M
W

ð3Þ

N ¼
X

n ¼
Xm

w
ð4Þ

N, n The ability of waiting room, waiting room that required in unit time now
available;

M, m The area of waiting room;
W, w The index of area of waiting room. The following table values are

recommended.

Usually, the index of area for individuals in each waiting room is as follows
(Table 1).

3.3 The Analysis of Crossline Equipment Capacity

Crossline equipment is the connection between the platform and the path. For the
accurate calculation of the capacity, the device must be a one-way operation, and
not allowed to have the opposite cross flow.

The main factors affecting the ability to crossline equipment are as follows:

(1) The width of a walkway. The ability for crossline equipment is usually seen as
the sum of the ability of several walking channels, and the width of each

Table 1 The index of area for individuals in each waiting room

Normal Group Soft seat Mother and infant Solider Disabled VIP

1.1 1.1 2.0 2.0 1.1 1.3 3.0
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walkway and the passenger status (such as whether the empty hand, with no
objects, push things, etc.) are closely linked;

(2) Passenger travel speed. Passenger arrival and departure speed are not exactly
the same, the passengers who arrive at the station are often eager to get on the
train, and because passengers from all directions rushed to the station so its
density of crowd is small, and the stride of passengers who departure from
station is more casual, slower.

(3) The area be taken by the passenger in the walkway. At the time of the station,
the crowd gathered from the various directions to the station, and the distance
between the passengers to passengers was different.

It is noteworthy that according to the terrain the travel speed of passengers on the
crossline equipment to be divided into several cases to discuss. For example, in the
flat or on the slope, the passenger speed has a significant difference.

Crossline equipment capacity calculation method:

N ¼ A
t

ð5Þ

N Crossline equipment required capacity per minute;
T The time of arrival or departure of a train of passenger crossing the line

equipment, min;
A Within t minutes, the number of passengers of one train enters into the line

equipment.

Crossline equipment existing capacity:

N ¼
XB

b
� n ð6Þ

N Crossline equipment available capacity per minute;
B The width of crossline equipment;
b Width of a walkway;
n Passenger passing capacity of a pedestrian passage per minute.

3.4 The Analysis of the Capacity of Entrance and Exit

Table 2 take manual selling as a prerequisite; this table represents the status of most
of the passenger station ticket-check ability [4].

Calculation the ability of exits and entrances
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N ¼ A

t
ð7Þ

N The ability of exits and entrances required throughput per minute;
t The time standard of release a train of passenger;
A The number of passengers in a train or trains during the t period.

The ability of exits and entrances at now:

N ¼ m � n ð8Þ

N The ability of exits and entrances at now per minute;
m The number of exits and entrances;
n The ability of each exits and entrances at now.

3.5 The Ability of Selling in Wicket

The ticket organization is related to selling method, and the degree of proficiency of
the conductor, the level of the main equipment of the ticket window of the station,
and the number of tickets for the purchase of passengers and the specification of the
ticket work. In the way of manual ticketing, Table 3 [5] is basically in line with the
reality.

The selling ability of booking office:

N ¼ A � a ð9Þ

N The selling ability of booking office required per day;
A The highest number of passengers on the month;
a The percentage of ticket number accounted for the number of transportation.

The selling ability of booking office at now:

Table 2 The index of the ticket checking ability of entrance and exit

Category Unit Capacity
range

Median value of
capacity

Ticket-check ability of
entrance

Person/
minute

30–40 35

Ticket-check ability of exit Person/
minute

32–42 37

Free-pass ability of exit Person/
minute

45–50 47
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N ¼ m � n � T ð10Þ

N The selling ability of booking office at now;
m The number of wicket;
n The average selling ability of each wicket;
T Daily selling hour.

4 Study on the Streamline Organization of Peak-Hour

4.1 Streamline Profile

In the station, passenger luggage movement and many distribution activities were
produced by certain flow process and flow lines. The layout design of passenger
transport equipment should be based on the relief of the streamline circulation, as far
as possible to reduce the possibility of crossing each other. Reasonable organization
can effectively alleviate the pressure of streamline organization, accelerate the cir-
culation efficiency of passengers. Passenger organizations need to study the charac-
teristics of various types of streamlines, to strengthen streamline management [6].

During the peak-hour, passengers were crowded together in station, which
makes capacity of station up to a maximum level. In order to successfully complete
the task of passenger transport, we need to summarize the rules of the various types
of streamline. The flow line of the passenger station can be divided into the entrance
streamline and the exit streamline, and the streamline can be divided into three
types: the passenger streamline, the package flow line and the vehicle streamline.

4.2 The Categories of Streamline

The flow line of the passenger station can be divided into the entrance streamline
and the exit streamline, and the streamline can be divided into three types: the
passenger streamline, the package flow line and the vehicle streamline.

Entrance streamline:
Since the flow of people from all directions gathered, so the streamline of

passenger is relatively random. The incoming passenger streamlines are divided
into the following types by passenger type [7]:

(1) Ordinary passenger streamline: This is a key component of the entrance
streamline, which is characterized by a large number of passengers.

(2) Special passenger streamline: because passengers often have a lot of incon-
veniences, in the large passenger station have maternal waiting room and
special services for special passengers.
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(3) Transit passenger streamline: different passenger transit procedures in accor-
dance with the length of transfer.

(4) Suburban passenger streamline: the average passenger commute time is short,
so it would not cause much pressure for the passenger organization.

(5) VIP streamline: large train station in order to allow guests to have a good
experience will be set up VIP room.

In the station streamline, such as passengers have bought tickets or have checked
items, you can directly get on the train. This can simplify the passenger’s entry
procedures, save passengers time, but also reduce passenger interference. The key is
to reduce the number of passengers at the highest gathering, greatly easing the load
of the passenger station. So the way to strengthen the presale tickets and baggage
and other business work is very helpful for passenger organizations.

Exit streamline:
Exit passenger streamline has a relatively density. Exit streamlines should be

smooth and fast, passengers must immediately out of the station, and scattered,
which requires the station to keep the channel smoothly. If not it may cause con-
gestion, it is likely to have mutual interference between, greatly interfere with the
normal conduct of passenger organizations.

Vehicle streamline:
The vehicle streamline refers to the streamlines of the bus vehicles, the

streamlines of the postal vehicles, the streamline of the special vehicles, the
streamline of the taxi vehicles and other social vehicles, as well as non-motor
vehicles.

4.3 Streamline Organization Principles and the Basic Way
of Passenger Flow Optimization

(1) Organizational principles

There should avoid interfere between the streamlines. We should separate the
entrance streamline and exit streamline, it is worth noting that the package line
should be separated from the postal streamline. In addition, in order to ensure the
normal transport order, it must separate the arrival package line and the departure
package line.

(2) Passenger flow line optimization

Passenger flow line optimization of passengers and passengers in the station,
transit passengers, railway and other modes of transport in the flow line opti-
mization, as well as the optimization of passenger guide signs, etc. Streamline
organization optimization aims to shorten the passenger walking distance from the
station to the train, the possibility of reducing the mutual interference between the
various types of streamline, and to prevent clogging, streamline detour. And then to
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provide convenience to other types of passengers. In order to facilitate the transfer
of passengers and to save valuable time, it is necessary to achieve a reasonable
passenger streamline design, the focus is to reduce passenger transit time. If not, the
streamline design will appear a lot of interference. Streamline cross interference will
lead to massive congestion, even easily lead to conflict between passengers,
increase the passenger organization work difficulty. When make the passenger
streamline design should pay attention to shorten the passenger walking time, and
take into account all kinds of interference caused by streamline.

(3) The basic method to disperse passenger streamline

The easing of the traffic line of the passenger station is mainly divided into three
basic ways: the flow line is uncrossed on the plane, the flow line is uncrossed in
space, and the streamline is uncrossed in plane and space simultaneously [8]. The
flow line is uncrossed on the plane refers to the station and the layout of a variety of
passenger equipment make the streamline uncrossed.

The flow line is uncrossed on the plane refers to the entrance streamline to go the
second floor, exit passenger streamline to go ground floor.

And the streamline is uncrossed in plane and space simultaneously is the mixture
of the plane and the space. This combines the advantages of them. It is not only
separate streams but also can shorten the streamline distance. So most of the pas-
senger station take this method.

In addition to the use of the abovementioned three-dimensional methods, we
also use the following ways to uncross the streamline:

Cross-out method. It means to remove the intersection of the streamline gen-
erated in peak-hour from station to prevent the streamline too close.

Physical cutting method. It means we separated variety of streamlines by
physical means such as viaducts, tunnels and other methods to reduce the crosscut,
you can also use the notice to guide the various types of flow direction to deal with
crosscutting problems, such as the import and export we should set different guide
board. There is a simple way is to directly use the fence to cut the flow.

Source control method. It means by controlling the flow of a variety of
streamlines to ease the flow line cross. Specific measures can be taken: increase the
size of presale tickets to reduce the proportion of passengers directly to the station
ticket to ease the load on the station; in addition to the government can also forbid a
variety of public transport to reach the square, reduce the idler flow.

The above methods have a good effect on the streamline optimization during the
peak-hour, so most of the passenger stations have adopted these control methods.

5 Conclusion

This paper introduces the concept of peak passenger flow, and then discusses the
streamline organization and passenger capacity of passenger terminal.
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(1) Analyze the composition and characteristics of the passenger streamline in
peak-hour, and introduced the passenger organization in the peak-hour. Beside
we conclude the various types of formulation for calculation of station equip-
ment capacity.

(2) Introduced the classification of various types of streamlines, and make a
summary of different types of streamline. We make some methods for opti-
mization of passenger streamline. And we analyze the main features of various
streamlines
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Bayesian Network Inference on Departure
Time Choice Behavior

Xian Li, Haiying Li, Linqiao Qin and Xinyue Xu

Abstract Departure time choice behavior plays an important role in travel decision
for metro passengers during morning peak hours. Different from statistical models,
this paper proposed Bayesian networks (BNs) to model the departure time choices
of metro passengers. The structure of BNs is learned through K2 algorithm and its
parameters are estimated by maximum likelihood estimation (MLE) method using
the stated preference (SP) survey data. Main results are obtained as follows:
(1) passengers can accept departure earlier than usual in the range of 0–20 min;
(2) passengers will prefer to choose departure earlier if they enjoy a 20% or more
discount on metro fare; and (3) passengers are willing to departure at usual time
with slight crowding while they prefer to departure earlier under serious crowding.
These findings contribute to making strategies for passenger flow control and safety
operation for metro stations.

Keywords Departure time choice � Bayesian network � Peak-hour congestion
Metro passengers

1 Introduction

Passenger congestion has caused a safety operation problem during morning peak
hours in metro stations. Capacity improvement is indeed an effective way to solve
the problem. However, it is an impossible task at present because of its long
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construction period, high cost, and physical restrictions of stations [1]. An alter-
native way is to motivate passengers to change their departure time and ultimately
decrease the travel demand during peak hours [2]. A lot of studies have analyzed
departure time choice behavior based on discrete choice model such as multinomial
logit (MNL) [3], nested logit (NL) [4], mixed logit (ML) [5], and probit model [6].
Bajwa et al. [5] analyzed the departure time choice of car and rail commuters using
NL, cross-nested logit (CNL), and ML model, which concluded that accounting for
the random taste heterogeneity in the model can improve its performance. Habib
et al. [3] analyzed the joint choice of trip timing and mode choice based on MNL,
using the 2001 travel survey data in Greater Toronto Area. The results indicated that
the estimated model can capture the peak spreading phenomenon and be applied in
the future. Thorhauge et al. [2] accounted for the Theory of Planned Behaviour and
analyzed the departure time choice of drivers and public transport commuters based
on the structural equation model and MNL, which drew a conclusion that fixed
starting times at work has a strong effect on departure time choice.

Another approach to analyze travel choice behavior is machine learning such as
decision tree models, neural network models, and BN. Machine learning focuses on
connection of data, instead of the constraints with linear structure by discrete choice
model [7]. One of the major advantages for BN is the intuitive and graphical rep-
resentation of the causal relationships between data, which allows better under-
standing [8]. Thus, the BN is employed to model passengers’ departure time choices
based on SP survey data in this study. BN is a factorization of a probability distri-
bution along a directed acyclic graph, which has been successfully applied in the
field of artificial intelligence, reliability theory, system security, and bioinformatics.

This article is organized as follows: Sect. 2 presents a brief introduction on BN;
Sect. 3 provides a new modeling approach that utilizes BN for departure time
choice inference of metro passengers, where the structure and parameter learning of
BN are dynamically determined. Detailed discussion on metro passengers’ pref-
erences under different attribute levels is presented in Sect. 4. Then conclusions are
drawn in Sect. 5, as well as future research.

2 Theoretical Background of Bayesian Network

This section presents a brief introduction about BN. BN is one of the members for
probabilistic graphical models and belongs to the directed graphical model. A usual
definition of BN is BN ¼ ðX;G;PÞ, where
• X is a set of discrete variables with finite different values.
• G ¼ ðV ;EÞ is an acyclic and directed graph with a set of nodes V and a set of

edges E.
• P is the set of conditional probability distributions corresponding to each

variable in set X.
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Let x1; x2; . . .; xn be an enumeration of all the nodes in X and let pi be the set of
parents of a node xi, the joint probability distribution of BN can be expressed as
follows:

Pðx1; . . .; xnÞ ¼
Yn

i¼1

Pðxi j piÞ ð1Þ

where Pðxi j piÞ represents the conditional probability distribution of node i.
BN learning includes two basic aspects: structure learning and parameter

learning. K2 algorithm is a greedy search algorithm which can rapidly reconstruct a
moderately complex belief network using a small number of cases. This algorithm
is used for structure learning, whose steps are given as follows:

Step 1 Generate an ordering set with n nodes by assumptions;
Step 2 Input a database D containing m cases;
Step 3 Traverse from node 1 to node n and determine the parent node set of

each node according to Pði; piÞ:
Step 3:1 Let maximum number of the parent node be u;
Step 3:2 Set pi ¼ £ and search for the probable parent node for node

i ð1\i� nÞ;
Step 3:3 If pij j\u, select one node before node i into pi and

calculate the Pnewði; piÞ by formula (2);
Step 3:4 If Pnewði; piÞ[Poldði; piÞ, set Poldði; piÞ ¼ Pnewði; piÞ and

repeat Step 3.2–Step 3.3; otherwise, search for next node
ðiþ 1Þ.

Step 4 Output the parent node set of each node.

Pði; piÞ¼
Yqi

j¼1

ðri � 1Þ!
ðNij þ ri � 1Þ!

Yri

k¼1

Nijk! ð2Þ

where Nijk is the number of cases in D where node i has ri values,
Nij¼

Pri
k¼1 Nijk; qi is the number of parent for node i.

On the other hand, MLE is used for parameter learning, which is calculated as
follows:

Lðxi j piÞ ¼
Xn

i¼1

log½Pðxi j piÞ� ð3Þ
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3 Bayesian Network Departure Time Choice Inference

3.1 Data Collection and Variable Definition

The sample data used in this paper was collected through SP survey in Beijing
metro stations from November to December in 2016. In the stated preference
experiment, four factors including metro fare, departure time change, travel time
saving, and crowding of metro stations were selected as scenario attributes analyzed
by the Technique for Order Performance by Similarity to Ideal Solution method.
One of the scenario choice sets in the survey questionnaire is illustrated in Fig. 1.
The images in Table 1 were obtained from passengers flow survey from April to
June in 2016 approved by Beijing Subway.

Informed consent was obtained from 522 participants approved by ethics
committee of Beijing Jiaotong University. Finally, a total number of 1044 obser-
vations were collected, as well as the socioeconomic attributes of passengers such
as gender and age. In order to verify the effectiveness and representativeness of the
data collected, the gender and age distributions are compared with the 2010 census
data as shown in Fig. 2. The variables used in this study are defined in Table 1.

3.2 Structure Learning and Parameter Learning of BN

There are five nodes in the structure learning result, including departure time
change, travel time saving, metro fare, crowding, and departure time choice. By the
BNT toolbox, the maximum number of parent node is set as two for each node, and
adopt K2 algorithm to structure learning. The structure learning result of BN is
given in Fig. 3, which shows that departure time choice is dependent on departure
time change, metro fare, and crowding. Nonetheless, travel time saving has an
indirect connection with departure time choice through crowding.

As for parameter learning, MLE is employed to calculate the posterior proba-
bility distribution. Further, receiver operating characteristic (ROC) curve is used to
compare BN with MNL based on a small number of observations. Because the false
positive and true positive rates of ROC curves are insensitive to the class

Fig. 1 A scenario choice set
in survey questionnaire
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Table 1 Variables description and definition

Description Design code for levels of attributes

Travel time saving 1 for full fare; 2 for 10%; 3 for 15%; 4 for 20%

Metro fare 1 for full fare; 2 for 10% discount

3 for 20% discount; 4 for 30% discount

Departure time change 1 for departure at usual time

2/−2 for departure 15 min earlier/later than usual

3/−3 for departure 20 min earlier/later than usual

4/−4 for departure 25 min earlier/later than usual

Crowding 1 for 2 for

3 for 4 for

Departure time choice 1 for departure at usual time

2 for departure earlier than usual

3 for departure later than usual

Fig. 2 Socioeconomic variable distribution: a gender and b age
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distribution, it is a proper measure for evaluating predictive models. The area under
the ROC curve ranges from 0.5 to 1, with larger values representing higher system
performance. The result shows predicting precision of BN is better than MNL as
shown in Fig. 4.

4 Result Analysis

This section analyzes metro passengers’ preferences for choosing departure time
under different attribute levels. The conditional probability distribution is calculated
by formula (1) on the basis of BN structure.

The conditional probability distribution of departure time choice is illustrated in
Fig. 5. An obvious characteristic is that passengers prefer to choose departure
earlier or at usual time instead of departure later than usual, which may be the

Departure time 
change

Metro fare

Travel time 
saving

Crowding
Departure time 

choice

Fig. 3 Structure learning
result of BN

Fig. 4 Prediction
comparison between BN and
MNL
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reason that most passengers are restricted by the working or school time. When
passengers face a scenario with departure 25 min earlier, they tend to choose
departure at usual time compared with departure 15 or 20 min earlier. A possible
explanation is that passengers do not own much time, and departure earlier means
that they have to pay more time cost.

In conclusion, most passengers accept departure earlier no more than 20 min and
rarely choose departure later than usual.

In terms of metro fare, its conditional probability distribution of departure time
choice is illustrated in Fig. 6. When passengers are confronted with 20 or 30%
discount on metro fare, they tend to choose departure earlier than usual. But if the
discount is less than 10%, passengers are likely to departure at usual time.
Therefore, if there is a discount more than 20% on metro fare, some passengers will
change their departure time, decrease travel demand during morning peak hours.

As for crowding, its conditional probability distribution of departure time choice
is shown in Fig. 7. The result indicates that passengers prefer to choose depart at
usual time when the crowding is not very serious. This is reasonable because they

Fig. 5 Conditional probability distribution of departure time choice for departure time change

Fig. 6 Conditional probability distribution of departure time choice for metro fare
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may have a chance of getting a seat. Instead, when the crowding becomes serious,
passengers incline to departure earlier than usual.

In short, if there is a discount above 20% on metro fare before peak hours, it will
be useful to decrease passengers’ travel demand and release congestion in metro
stations.

5 Conclusion

In this study, BN is proposed to analyze the departure time choice of metro pas-
sengers. K2 algorithm and MLE are, respectively, used for structure and parameter
learning of BN, with the help of the SP data collected in metro stations. Finally,
passengers’ preference toward departure time choice under different attribute levels
is discussed.

Main findings of this study are summarized as follows:

1. Passengers can suffer from departure earlier than usual in the range of 0 to
20 min; on the contrary, passengers are unwilling to departure later than usual.

2. Passengers will prefer to choose departure earlier if they enjoy a 20% or more
discount on metro fare.

3. Passengers are willing to departure at usual time with slight crowding while they
prefer to departure earlier under serious crowding.

The results of this paper can be applied to make strategies for passenger flow
control and safety operation in metro stations. In the future studies, other factors
including weather and incidents will be considered further.

Acknowledgements The authors gratefully acknowledge the support provided by the national
key research project “Key techniques of medium-speed maglev transportation system” (Grant
No.2016YFB1200601) in China.

Fig. 7 Conditional probability distribution of departure time choice for crowding
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Metro Station Facility Layout
Optimization Model Based on the Level
of Service Reliability

Qingwen Jia, Jianrui Miao and Xu Chen

Abstract Facility layout in metro stations is closely related to the facility utiliza-
tion, level of service (LOS), and even the pedestrian safety. Aiming at this problem,
the concept of reliability is incorporated, and followed by the definition of LOS
reliability of single facility, single streamline, and whole station. Among these,
pedestrian flow arrival characteristic and facility heterogeneity are considered. Then
a facility layout optimization model based on the LOS reliability is proposed, and
the decision tree cycle algorithm combining simulation is used to solve the prob-
lem. Finally, a case study of Zhichunlu Station in Beijing metro is presented to
validate the effectiveness of the proposed model. Compared with reality, the opti-
mization scheme can improve the performance of the station significantly including
its operation efficiency and security.

Keywords Reliability � Level of service � Facility layout optimization
Metro station

1 Introduction

Existing metro stations are suffering from low service reliabilities due to the uneven
passenger demand during the daily operation [1, 2]. It is urgent to solve this
problem by practical strategies such as the facility layout optimization. The core of
the facility layout problem (FLP) in metro stations is finding a configuration of
pedestrian facilities to optimize specific goals within given constraints [3],
including the best number of each facility and the corresponding physical
parameters.
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Existing related studies are divided into mathematical and simulation method.
On the one hand, mathematical methods will be complicated and inefficient under
the complex situations with more constraints [4], such as the LOS restriction of
each streamline during rush hours. On the other hand, simulation methodology has
become a popular method for providing visual pedestrian movement process and
addressing different scenarios efficiently [5]. However, seldom simulation-based
model focuses on the reliability of the pedestrian facility, which is directly related to
the security of metro stations.

Fortunately, many researchers incorporate the concept of reliability into the road
traffic system of transportation field [6]. Existing researches mainly focus on the
reliability of the road traffic system from the macroscopic point of view [7].
However, seldom attention has been paid to FLP considering reliability in metro
stations from a microscopic view.

This paper first introduces the concept of reliability into the LOS evaluation of
pedestrian facility in metro stations, and defines the LOS reliability of single
facility, single streamline and whole station on the consideration of pedestrian flow
arrival characteristic and facility heterogeneity. Then a facility layout optimization
model with the objective of maximal LOS reliability is proposed, and the decision
tree cycle algorithm is used to solve the problem and provide possible optimization
schemes. Finally, a case study of Zhichunlu Station is presented to illustrate the
effectiveness of the proposed model. The main contributions of this paper are as
follows: (1) the incorporation and definition of LOS reliability in metro stations;
(2) specific facility layout optimization model and its solving algorithm.

2 Definition of the LOS Reliability

In this section, LOS reliability of the single facility, single streamline, and whole
station is defined in sequence.

2.1 LOS Reliability of the Single Facility

According to the definition of reliability [8], LOS reliability of the single facility is
defined as the probability of its LOS achieving the expected level in a given time
period, which is computed as

R xð Þ ¼ P M\Qð Þ ¼ P M � Q\0ð Þ ¼ Nx
M�Q\0

Nx
total

; ð1Þ

where RðxÞ is LOS reliability of the facility x, M is the actual LOS evaluation index
of the facility x, Q indicates the upper bound of the expected LOS of the facility,
Nx
M�Q\0 denotes the occurring frequency of the event M � Q\0 in a given time
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period, and Nx
total is the total number of the arrival pedestrian at facility x during the

given time period.
According to [9], pedestrian facilities can be classified into service facilities Xs

and walkways Xw. A detailed index and its level classification of each kind of
facility are shown in Table 1.

2.2 LOS Reliability of the Single Streamline

LOS reliability of the single pedestrian streamline is the probability that LOS of
pedestrian streamline reaches the expected LOS during the given time period.
Although streamlines can be divided into inbound Yin, outbound Yout, and transfer
Ytr streamlines according to the origin and destination of pedestrians, they have the
same component (i.e., origin point, destination point, series-connected routes and
parallel-connected routes). In Fig. 1, an example of the inbound streamline is
presented. Here, /ðlÞ represents the route set of each streamline l, and FðrÞ rep-
resents the facility set of each route r 2 /ðlÞ. For the series- and parallel-connected
facilities, the LOS reliability is calculated according to formula (2) and (3),
respectively [8]. Then, the final LOS reliability can be calculated using formula (4).

RSS lð Þ ¼
Y

X2FðrÞ
R Xð Þ ð2Þ

RSS lð Þ ¼ 1�
Y

X2FðrÞ
1� R Xð Þð Þ ð3Þ

Table 1 Detailed index and level classification of facilities in metro stations

Facility
type

Facility
name

Index
M

A B C D E

Service
facility

SCM qx [0, 5] (5, 10] (10, 20] (20, 30] (30, ∞)

TVM [0, 3] (3, 5] (5, 10] (10, 20] (20, ∞)

AFG [0, 2] (2, 4] (4, 7] (7, 10] (10, ∞)

Walkway Corridor dx [0,
0.43]

(0.43,
0.71]

(0.71,
1.43]

(1.43, 2] (2, ∞)

Stair [0,
0.71]

(0.71,
1.11]

(1.11,
1.83]

(1.83,
2.5]

(2.5,
∞)

Escalator [0,
0.62]

(0.62,
1.24]

(1.24,
1.86]

(1.86,
2.46]

(2.46,
∞)

Note SCM means security checking machine; TVM denotes ticket vending machine; AFG represents
automatic fare gate; qx denotes average queue length (person); dx represents pedestrian flow density
(person/m2)
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RSS Yinð Þ ¼ 1� 1�
Y

X2Fðr1ÞnXnþ 1

R Xð Þ
2
4

3
5 � 1�

Y
X2Fðr2ÞnXnþ 1

R Xð Þ
2
4

3
5

8<
:

9=
; � R Xnþ 1ð Þ

ð4Þ

2.3 LOS Reliability of the Whole Station

LOS reliability of the whole station is the probability that LOS of the station
reaches the expected LOS during the given time period, which can be calculated
according to the LOS reliability of each streamline. Considering the difference
between the different kinds of streamlines, three weight parameters (i.e.,cin, cout,
and ctr, are related to the percentage of each kind of pedestrian flow) are proposed.
Then, the LOS reliability of the whole station RSðSÞ can be calculated as follows:

RSðSÞ ¼ cin � RSS Yinð Þþ cout � RSS Youtð Þþ ctr � RSS Ytrð Þ: ð5Þ

3 Modeling and Solving Algorithm

3.1 Facility Layout Optimization Model

On the basis of the definition of LOS reliability, a facility layout optimization model
is proposed, and the main idea is maximizing the LOS reliability of the whole
station under the constraint of that each streamline l reaches the expected LOS (i.e.,
C-level) [9]. According to the optimal reliability theory [8], both the number of
service facilities (c ¼ fcxjx 2 Xsg) and width of walkways (w ¼ fwyjy 2 Xwg) are
regarded as decision variables. The detailed facility layout optimization model is
formulated as follows:

MaxRS Sð Þ ¼ cin � RSS Yinð Þþ cout � RSS Youtð Þþ ctr � RSS Ytrð Þ ð6Þ

s:t: RSS lð Þ� dl; l2Yin [ Yout [ Ytr ð7Þ

Route r2

Route r1

Streamline Yin

X1 Xm

Xm+1 Xn

Xn+1
Origin Destination

Fig. 1 Inbound streamline in
metro stations
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clowx � cx � cupperx ; 8x 2 Xs ð8Þ

wlow
y �wy �wupper

y ; 8y 2 Xw; ð9Þ

where dl is the threshold of LOS reliability of each streamline l; RSS lð Þ is calculated
by formula (2)–(4) for the streamline l;clowx and cupperx is the lower and upper bound
of the number of the service facility x, respectively; wlow

y and wupper
y represents the

lower and upper bound of the width of walkway y, respectively.

3.2 Solving Algorithm

Due to the nonlinear constraints of formula (7), it is difficult to solve the problem
with a numerical algorithm. Therefore, the decision tree cycle algorithm combining
simulation is proposed. The detailed process is as follows (see Fig. 2):

Step 1: Facility assignment

The existing facility layout ðc0;w0Þ is regarded as the initial assignment scheme,
which should satisfy the total number constraint and walkway width constraint [i.e.,
formula (8)–(9)]. Here, Z0 is the value of LOS reliability for the initial scheme
ðc0;w0Þ; hi ¼ ðZi � Zi�1Þ=Zi�1; i[ 0 is the rate of change of LOS reliability, i is
the cycle time, and its initial value is 0.

Step 1: Facility assignment
Total number constraint (Equation (8))
Walkway width constraint (Equation (9))

Step 2: Reliability calculation based on simulation
Single facility reliability
Streamline reliability
Station reliability

Step 4: Update strategies
Increase facilities number by 1:
Widen walkway by 0.5m:

Find out bottlenecks
 (the lowest       )

End
Yes (Branch 1)

No
(Branch 2)

Start

( )R x
( )RSS l

( )RS S

( )R x

1 1i i
x xc c+ = +

1 0.5i i
y yw w+ = +

i
ZZ δ≥

0.05?iθ ≤or
Step3:

0 1θ =0i =

1i i= +

Fig. 2 Solving process of the problem
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Step 2: Reliability calculation

Run the station simulation with AnyLogic and calculate the LOS reliability Zi

according to formula (2)–(5).

Step 3: Optimization process

Two termination conditions are considered in this process, including the LOS
reliability Zi which reaches the anticipated level dz ¼ 0:9ð Þ and the rate of change hi
is less than 0.05. Then, a decision tree cycle algorithm is applied to the optimization
process. Each decision point leads to two branches:

Branch 1: if any one condition is reached, the algorithm terminates.
Branch 2: if not, there must be a bottleneck facility set Bi, Bi � Xs [Xw, that is, the

aggregation of the facilities with lower LOS reliability.
Step 4: Update strategy

Step 4:1: If there is only one kind of facility in the bottleneck set Bi, two facilities
x1 and x2 are randomly selected from Bi, and set ciþ 1

x1 ¼ cix1 þ 1, ciþ 1
x2 ¼

cix2 þ 1 ðor wiþ 1
x1 ¼ wi

x1 þ 0:5, wiþ 1
x2 ¼ wi

x2 þ 0:5Þ: Then a new strategy
ciþ 1 (or wiþ 1) is generated, and go to Step 2 after setting i = i + 1.

Step 4:2: If not, one service facility x and one walkway y are randomly selected
from the facility set Bi in turn; then, set ciþ 1

x ¼ cix þ 1 and
wiþ 1
y ¼ wi

y þ 0:5. Finally, a new strategy ðciþ 1;wiþ 1Þ is generated, and
go to Step 2 after setting i = i + 1.

4 Case Study

Zhichunlu Station hall in Beijing metro is regarded as the research object (see
Fig. 3). There are seven origin/destination (OD) points that are represented as P1 to
P7 and ten pedestrian facilities. Seven video recorders were fixed at these points
between 8:30 and 9:00 am on March 18, 2016, and then 10,402 passengers’ data
was collected.

Fig. 3 Layout of the station hall of Line 10 at Zhichunlu Station in Beijing metro
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4.1 Model Application

To calculate the LOS reliability of the station, a Monte Carlo simulation using the
collected data was conducted by AnyLogic. The parameters cin ¼ 0:58 and cout ¼
0:42 were selected, which are determined by the volume ratio of each kind of
streamline. According to Sect. 3, LOS reliability of the station hall is lower than 0.9
when the expected LOS is at C-level, then Branch 2 of the decision node is selected.
Moreover, the bottleneck set B0 includes SCM, Stair-1, Stair-2, and Corridor-1
(marked by ellipses in Fig. 4). Then, according to Step 4.2, following measures are
proposed (optimization scheme 1):

(1) c1x ¼ c0x þ 1 (x = SCM), adding one SCM;
(2) w1

y ¼ w0
y þ 0:5 (y = Corridor-1), increasing the width of Corridor-1 by 0.5 m.

Then the algorithm is jumped to Step 2. LOS reliability of the station hall is still
lower than 0.9 due to the insufficient capacities of Stair-1 and Stair-2, which are
included in bottleneck set B1. As there is no service facility in B1, Step 4.1 is
conducted, and further optimization is needed (optimization scheme 2):

(1) w2
y1 ¼ w1

y1 þ 0:5 (y1 = Stair-1), increasing the width of Stair-1 by 0.5 m;

(2) w2
y2 ¼ w1

y2 þ 0:5(y2 = Stair-2), increasing the width of Stair-2 by 0.5 m.

The scenario of optimization scheme 2 is shown in Fig. 5. The station hall LOS
reliability reached to 0.9597 on the constraint of expected LOS, which is better than
other scenarios (see Fig. 6). Therefore, the optimization goal is achieved, and the
algorithm ends.

4.2 Result Analysis

To validate the effectiveness of the proposed model, station LOS reliabilities of the
optimization scheme 1 and optimization scheme 2 are compared with that of
original scheme in sequence.

Fig. 4 Simulation scenario of original scheme
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From Fig. 6, we can conclude that the station LOS reliability of the optimization
scheme 1 is always smaller than that of the original scheme, which means the
original facility layout is better. The main reason is that the optimization scheme
neglects the bottlenecks of Stair-1 and Stair-2, resulting in these facilities becoming
less reliable under the condition of increasing pedestrian flow volume. Therefore,
the optimization scheme 2 is proposed later.

Similarly, we can get the conclusion that the station LOS reliability of the
optimization scheme 2 is bigger than that of the original scheme in most cases
except for the B-level, which means the facility optimization model and its solving
algorithm are useful in most cases. With respect to the abnormal case (i.e. the
B-level), detailed reasons are analyzed as follows: the width of Corridor-1 is
increased, and meanwhile that of Corridor-2 is reduced, so the bottleneck is
transferred from Corridor-1 to Corridor-2, resulting in the LOS reliability is also at a
lower level. Aiming at this problem, the efficient solution is reducing the magnitude
of the change of the width in each optimization step. Currently, the magnitude of
the change is 0.5 m, and it should be adjusted in the future research.

Fig. 5 Simulation scenario of optimization scheme 2

Fig. 6 LOS reliability of the
station hall in three schemes
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5 Conclusions and Future Research

Aiming at FLP, the concept of reliability is incorporated, followed by the definition
of LOS reliability of the single facility, single streamline, and the whole station. On
the basis of LOS reliability definition, a facility layout optimization model is
proposed with the objective of maximal station LOS reliability, followed by the
decision tree cycle algorithm combining simulation. In the case study, two opti-
mization schemes are proposed and compared with the original scheme. Overall,
LOS reliability can accurately reflect the usage of the facilities and can be regarded
as an important evaluation index, and the proposed algorithm can provide efficient
optimization schemes.

Current research has laid a good foundation for the application of reliability in
the field of pedestrian traffic. Future work is necessary to compare the performance
of LOS reliability with that of other indexes such as the average time of mustering
and evacuation.
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Monte Carlo Simulation Method Used
in Reliability Evaluation of Railway
Overhead Contact Line

Jianfeng Xu, Yuan Zhong and Shibin Gao

Abstract This paper presents an application of Monte Carlo Simulation method for
reliability evaluation of the railway overhead contact line system by establishing a
repairable system model with four components placed in series. Weibull distribu-
tion is adopted to characterize the failure rate of system component. Multinomial
distribution is adopted to characterize the occurrence probability of different failure
mode of system component. The parameters of probability distribution are obtained
from failure data collected in the maintenance of actual overhead contact line
system. The system reliability indices are calculated by Monte Carlo simulation
method. The simulation result is acceptable compared to the result obtained from
Markov analysis method.

Keywords Overhead contact line � Reliability � Monte Carlo simulation
Repairable system

1 Introduction

Electric traction has the function of safely transporting people and/or goods with the
aid of the traction power supply system. The objective of the traction power supply
system is to ensure uninterrupted, reliable, and safe operation of the electric traction
vehicle.

Overhead contact line installations form the traction power feeding system and
must provide uninterrupted traction at the pantographs of the traction vehicles. The
overhead contact line installation is an outdoor large-scale distributed system,
which interacts with traction vehicles and numerous environmental factors and is
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not installed redundantly for economic and technical reasons; therefore, the required
high reliability, high availability of the contact line system is a big challenge for
maintenance operation [1, 2].

The following maintenance strategies are adopted by overhead contact line
system maintainer of China railway to optimally assure its function:

Corrective maintenance, i.e. replacement or repair of the failed component;
Preventive(periodic) maintenance, i.e. regular inspections and possibly repair based
on a structured maintenance plan;
Condition-based maintenance, i.e. performance of the repair action upon detection
of the degraded conditions of the system.

Therefore, overhead contact line system is a repairable system. The ability of
overhead contact line system to fulfill its operational function can be characterized
by the index of system availability. The instantaneous availability is defined as the
probability that the system is operating at time t. For systems under periodic
maintenance such as overhead contact line system, steady-state availability is not
defined, instead, the average availability over a given period of time is introduced as
an indicator of performance. It represents the expected proportion of time that the
system is operating in the considered period of time.

There has been considerable interest in the method of evaluating the reliability
and availability of overhead contact line system. Wan et al. [3] modeled the reli-
ability of the overhead contact line system by fault tree analysis. Based on credi-
bility theory, Yang et al. [4] evaluated the reliability of electrified railway catenary
system by probabilistic fuzzy functions. Wan [5] and Wang [6] built a mathematical
analysis model for the reliability of the catenary system by Markov analysis method
and derived the resolution result of some important reliability indices. However, the
Markov analysis method suffers from one major disadvantage. It is necessary to
assume constant probabilities or rates for all occurrences (failures and repairs). It is
also necessary to assume that events are statistically independent. These assump-
tions are hardly ever valid in real life.

Monte Carlo Simulation (MCS) method is a powerful modelling tool for the
analysis of complex systems, due to its capability of achieving a closer adherence to
reality. The advantage of the MCS approach comes from the fact that it allows
taking into account, in a realistic manner, the many phenomena that can occur,
without additional complications in the modelling and in the solution procedure [7].

In this paper, a repairable system with 4 components placed in series is adopted
to model the reliability of overhead contact line system. Monte Carlo method is
applied to simulate the state transition of the system from the starting time to the
final time of interest. The simulation results show not only numerical system indices
such as reliability, availability and average failure time but also the evolution
history of the system life.
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2 Reliability Model of the Overhead Contact Line System

2.1 Fault Tree Analysis of Overhead Contact Line System

Liu et al. [8] analyses the failure mode of the overhead contact line system via fault
tree analysis (FTA) technique. FTA result of the overhead contact line system is
shown in Fig. 1. The overhead contact line system is composed of four compo-
nents: pole and foundation, support device, positioning device and suspension. Any
component failure causes the top event (failure of overhead contact line system).

2.2 Failure Rate of System Components

Consider the overhead contact line system is composed of four independent com-
ponents: pole and foundation, support device, positioning device and suspension.
The system is represented by a four components series reliability model, i.e. the
failure of any of the components will result in failure of the system. The failure rate
of the overhead contact line system is the sum of the failure rate of four compo-
nents, i.e.

kR ¼ k1 þ k2 þ k3 þ k4; ð1Þ

where k1; k2; k3; k4 represent the failure rates of pole and foundation, support
device, positioning device, and suspension component, respectively, and kR is the
failure rate of the overhead contact line system.

Fig. 1 FTA result of
overhead contact line system
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Consider the two-parameter Weibull distribution function is most frequently
used in metal material fatigue design and testing and the overhead contact line
system is mostly composed by metal parts, the two-parameter Weibull distribution
function is adopted to model the failure characters of the components of the
overhead contact line system. The Weibull distribution with shape parameter and
scale parameter has density function given by

f tð Þ ¼ m
g

t
g

� �m�1
exp � t

g

� �mh i
m� 0; g� 0 : ð2Þ

The reliability of a Weibull distributed component is defined by

R tð Þ ¼ exp � t
g

� �mh i
m� 0; g� 0 ; ð3Þ

where m is the shape parameter and g is the scale parameter of Weibull distribution.
Each component of the overhead contact line system has its specific parameters of
the Weibull distribution. The parameters are calculated according to the actual
failure data of the overhead contact line system.

The failure rate of the Weibull distributed component is defined by

k tð Þ ¼ f tð Þ
R tð Þ ¼ m

g
t
g

� �m�1
m� 0; g� 0 : ð4Þ

Then the failure rate of the overhead contact line system can be calculated by the
sum of four components as follows:

kR tð Þ ¼ k1 þ k2 þ k3 þ k4

¼ m1

g1

t
g1

� �m1�1

þ m2

g2

t
g2

� �m2�1

þ m3

g3

t
g3

� �m3�1

þ m4

g4

t
g4

� �m4�1

;
ð5Þ

where m1 is the shape parameter of ith component, gi is scale parameter of ith
component i ¼ 1; 2; 3; 4ð Þ.

2.3 Repair Rate of System Component

The ability of a repairable system to fulfill its operational function depends not only
on reliability but also on the maintainability of the system. The ease with which
repairs and other maintenance work can be carried out determines a system’s
maintainability.

Consider the repair of the overhead contact line system is carried out mostly by
replacement of the failed parts, the repair time of a failed component is defined as
working hours of the maintenance staff used to replace the failed part. As shown in
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Table 1, each component of the overhead contact line system has its own failure
modes. Different failure modes need different repair time.

Assuming there are k failure modes for one component of the overhead contact
line system and the probability of the component failed due to certain failure mode
is multinomial distributed, i.e. if the probability of certain failure mode i occurs is
pi i ¼ 1 . . . kð Þ , then p1 þ p2 þ . . . þ pk ¼ 1. The multinomial distribution of the
failure modes of one component can be calculated according to the actual failure
data of the overhead contact line system.

3 Monte Carlo Simulation (MCS) Method

The common task of the application of Monte Carlo Simulation (MCS) method in
system reliability analysis is to calculate the probability of the events of interest,
e.g. the system availability to function state and the mean of the random variable of
interest such as mean time of repair.

Take the calculation of the probability of the events of interest, for example
assuming the probability of the event A occurs P Að Þ equals p (p is to be deter-
mined), p can be calculated by steps (1)–(3):

(1) Assume in N times independent random sampling, the count of the event A of
interest is nA.

Table 1 Failure mode summary of 2009–2011 in Changsha

Failure mode Number of
failure

Failure category Avg. repair time
(h)

Positioning tube
shedding

8 Positioning device
failure

1

Positioning tube rupture 6 1

Positioning wire clip
failure

3 0.5

Insulator breakdown 22 Support device failure 3

Transition tube rupture 3 2

Insulator flashover 3 3

Positioning ring failure 3 3

Pole fracture 7 Pole and foundation
failure

8

Structure tilt 4 8

Catenary breakage 8 Suspension failure 6

Catenary burned down 5 6

Contact line breakage 4 4

Dropper breakage 3 0.5

Wire clip fracture 4 0.5
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Let random variable xi be the count of event A in ith sampling, i.e.

xi ¼ 0 eventA occurs in ith sampling
1 eventA doesn't occur in ith sampling:

�
ð6Þ

(2) Calculate the occurrence frequency of event A in N times independent random
sampling fN by

fN ¼ nA
N

¼ 1
N

XN
i¼1

xi: ð7Þ

(3) When N is sufficiently large, the estimation of the probability of event A
occurs is

p ¼ nA
N

¼ 1
N

X1
i¼1

xi: ð8Þ

Random sampling on the computer is to generate random number obeying a
cumulative distribution function of a specific probability distribution. Among all the
distributions, the uniform distribution in the interval [0,1), denoted as U(0,1), plays
a role of fundamental importance since sampling from this distribution allows
obtaining random variable sample obeying any other distribution.

Let continuous function F xð Þ be the cumulative distribution function of a ran-
dom variable x and r ¼ F xð Þ, then random variable r is uniform distributed in the
interval [0,1).

Let F�1 rð Þ be the inverse transform of F xð Þ, we can obtain the value x ¼ F�1 rð Þ
which obeys the cumulative distribution function F xð Þ, where r is sampled in
uniform distribution in the interval [0,1).

Using the sampling method of inverse transform discussed above, the Monte
Carlo Simulation of reliability model of the overhead contact line system discussed
in 1.2 is performed as follows:

(1) Assume mission time of the simulation is T at the beginning the simulation time
t ¼ 0, the overhead contact system is in operational state

(2) Sample the time at which a failure occurs for 4 components of the system
obeying Weibull distribution; Let the minimal value of the 4 samples be the
time tf at which the system transits to failure state; determine the failed com-
ponent i; simulation time t increased by tf .

(3) Sample the multinomial distribution of the failure modes of the failed com-
ponent i, determine the specific failure mode and corresponding repair time tr,
simulation time t increased by tf .

(4) Repeat step (2) and (3) until simulation time is reached to T.
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4 Simulation Data and Result

4.1 Simulation Data

Liu et al. [8] summarizes the failure data of the overhead contact line system of
2009–2011 in Changsha.

The parameters of the Weibull distribution of four components of overhead
contact line system is calculated according to failure data in Table 1. The results are
listed in Table 2.

According to failure data in Table 1, we calculate the frequency of the failure
occurrence. Then the multinomial distribution of the failure modes of the system
components is calculated and corresponding repair time of the failure mode is
allocated. The results are listed in Table 3.

The reliability of four components of overhead contact line system can be cal-
culated by formula (3), as shown in Fig. 2.

4.2 Simulation Result

Monte Carlo simulation was performed in a mission time of 8760 h for 2000 times.
The reliability indices of overhead contact line system obtained in simulation are
shown in Table 4.

Table 2 Fitting parameters of Weibull distribution

System component Shape parameter m Scale parameter g

Pole and foundation 1.1984 2786.2

Support device 1.0943 942.93

Positioning device 1.2803 4205.9

suspension 1.019 1445.8

Table 3 Probability rate of failure and repair time

System component Multinomial distribution Repair time (h)

Pole and foundation (1) (only one failure mode) (8)

Support device (0.71, 0.81, 0.9, 1) (3, 2, 3, 3)

Positioning device (0.82, 1) (1, 0.5)

Suspension (0.54, 0.71, 0.83, 1) (6, 4, 0.5, 0.5)
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The average availability of the considered overhead contact line system is 0.992
which is comparable to the result obtained from Markov analysis method in [5, 6].

The system availability can be improved by optimizing the maintenance task and
reducing repair time. For example, if the repair time of failure modes of system
components is reduced as following: Pole and foundation: (6); Support device: (2,
1, 2, 2); Positioning device: (1, 0.5); Suspension: (4, 3, 0.5, 0.5), the simulation
result shows that system availability is improved to 0.994.

The estimation of the instantaneous failure rate of the overhead contact line
system is shown in Fig. 3, which is calculated by the frequency of the failure occurs
within 24 h.

Fig. 2 Reliability of overhead contact line system components

Table 4 Reliability indices
of overhead contact line
system

Reliability index Simulation
result

Std. of result

Avg. availability 0.992

Avg. failure times 19 4

Avg. unavailable time (h) 70 17
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5 Conclusion

In this paper, we proposed an application of Monte Carlo Simulation
(MCS) method for reliability evaluation of the railway overhead contact line sys-
tem. Comparing to Markov analysis method, MCS method does not need some
simplifying assumptions of the system model, allows the adoption of the probability
distribution of the failure rate or repair rate other than exponential distribution, thus
can be applied in the modeling of complex engineering systems.
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Optimization Study on Operation Plan
of Intercity Trains Based on Minimization
of Total Social Cost in Intercity Passenger
Corridor

Yu-ling Ye, Yun-fei Zhou and Lu-qi Yang

Abstract By taking operating cost and transportation external cost into consider-
ation, a bi-level programming model is established, with which the upper level aims
at the minimum social cost and the lower level is modeled by traffic flow assign-
ment in intercity passenger corridor. A Simulated Annealing (SA) algorithm is used
in the solution of the bi-level model to figure out sharing rate of all kinds of
transportation modes and operating plans of trains. With an example in the end, this
paper contrasts and analyzes the variation trend of the minimum total social cost
under different operating frequencies of intercity trains to conduct a sensitivity
analysis on the operating plan.

Keywords Bi-level programming model � Operation plan � Total social cost

1 Introduction

Many scholars did researches on the railway operating plan. To explore how the
factors affect operating plan, Iljoon [1] has studied the competitive relationship
among multiple transport modes based on network model and verified it by an
example of NW–SW corridor in Korea. Huang and Peng [2] established the allo-
cation model of passenger trains flow for the condition of elastic demand using
Logit model.

To make the benefits of enterprise maximized, Shi et al. [3] deemed that pas-
senger flow would be affected by train’s operating plan. Aimed at the minimized
cost, Alberto et al. [4] established a mixed integer programming model through
passenger maximization and operating cost minimization to study passenger train’s
operating plan. Goossens et al. [5] studied the problem of formulating operating
plans for trains which had different dwell plans. From another angle, Li et al. [6]

Y. Ye (&) � Y. Zhou � L. Yang
Key Laboratory of Road and Traffic Engineering of the Ministry of Education,
Tongji University, NO. 4800 Cao An Road Jiading District, Shanghai, China
e-mail: yyling71@163.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_64

629



designed a serious of evaluation indicators of transport efficiency, quality and
service level, and then built a fuzzy optimization model of the multi-objective
decision-making for the CTC (comprehensive transportation corridor) combined
capacity.

At present, the study of intercity railway’s operation plan and operation fre-
quency chooses the maximum benefits as its objectives. So, in this paper, we
choose the minimum social total cost as optimal objectives and then establishes a
bi-level programming model to research the influences of the operation frequency
of intercity railway on passenger flow distribution in intercity transport corridors.

2 The Passenger Volume Distribution Model

2.1 Virtual Transportation Network

The path of traffic modes in the transportation corridor is regarded as a trans-
portation corridor virtual network which consisted of two basic elements, the nodes
and the links section. In the network, the nodes represent the cities, and the links
represent the corresponding modes of transportation between the cities.

Let G = (N, A)be a transportation network, the symbols are defined as follows:

N the set of network nodes which includes station nodes, trains departure nodes,
and stop nodes;

A the set of network arcs which includes Getting-on-the-Train arcs,
Getting-off-the-Train arcs, Train-Running arcs, and Dwell arcs;

a a link in the network, a 2 A;
W the set of all OD pairs in network;
w OD pairs in the network,w 2 W ;

2.2 Traffic Assignment Model Based

Different transport modes in the corridor have their own routes, a route should be
chosen when we choose a mode, we take travel cost function as power function
form as follows:

cwk ¼ f qwk
� � ¼ g qwk

� �� Vw
k ; ð1Þ

Vw
k ¼ h1P

w
k þ h2T

w
k þ h3TW

w
k þ h4SS

w
k þ h5S

w
k : ð2Þ

The assumptions of the model are as follows:

• Do not consider the situation of transfer;
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• Do not consider the capacity of intercity bus temporarily, also, it can adjust
operation plan timely according to dynamic volume of passenger flow;

• Suppose that ordinary railway takes the “stop by stop” operation plan, and its
capacity is able to meet passengers’ travel demand.

Based on user equilibrium principle, we establish the traffic assignment model of
transport corridor as follows:

min qwk
� � ¼ X

w2W

X
k2K

Zqwk
Cw
k dx ð3Þ

s.t.

X
k

qwk ¼ dw w 2 W ; ð4Þ

qwk � 0 k 2 K; w 2 W : ð5Þ

Constraint (4) means passenger flow in OD pairs is fixed. And in OD pairs, the
total passenger flow of all kinds of transportation mode is equal to the passenger’s
demand. Constraint (5) means passenger flow is non-negative.

2.3 The Impedance Functions

The impedance function of getting-on links includes the time of passengers entering
the station and waiting for the train. The waiting time is related to train departure
frequency, so we assume it is half the train departure interval.

Ta1 ¼ a taon þwt
� �

: ð6Þ

The impedance function of train-running links includes the tickets price (de-
pending on tariff rates and travel distance), running time, congestion tolls, and stop
impedance.

Ta2 ¼ DaP
a
l þxtarunðqa=UaÞh þ a tarun þ tastop

� �
: ð7Þ

The impedance function of getting-off links includes the average departure time
(including the time of lining up and out of the station).

Ta2 ¼ ataoff ð8Þ
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3 Bi-level Programming Model of Operation Plan

3.1 The Establishment of the Bi-level Programming Model

As the objective function is to pursue the minimum total social cost, the upper level
programming model is shown as the follows:

minY ¼ Rr þRb þRc þRe ¼
X
b

X
l

f bl s
b
l b

b
l Crh þ

X
w

Cbs
w
b q

w
b =db

þ
X
w

qwc Ccs
w=dc þ

X
w

Ecq
w
c s

w=dc þ frsrbrCr;
ð9Þ

s.t.

X
l

X
b

f bl �Nhi i 2 n; ð10Þ

X
l

X
b

f bl �Nei i 2 n; ð11Þ

qei ¼
X
ei2w

qwG i 2 m; ð12Þ

qei �
X
b

X
l2L

f bl A
b
l i 2 m; ð13Þ

qeibl � f bl A
b
l i 2 m; ð14Þ

f bl � 0: ð15Þ

In this model,
Constraint (10) means the amount of trains departing from a station cannot

exceed its departure capability Nhi .
Constraint (11) means the amount of trains passing a section cannot exceed its

traffic capability Nei .
Constraint (12) means the passenger flow of section ei equals the sum of pas-

senger flow between OD points which passes this section.
Constraint (13) means the sum of each section’s passenger flow cannot be more

than the total rated seats of trains passing this section.
Constraint (14) means the number of passengers of the intercity train which is of

rank b and in route l cannot exceed its carrying capacity.
Constraint (15) is a non-negativity restriction of operating frequency.
The lower level model is passenger flow distribution model, the first model is an

allocation model based on user equilibrium. It is used to figure out passenger
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sharing rate of each traffic mode. The second one is used to divide passenger flow
into trains of different ranks in different routes

3.2 The Simulated Annealing (SA) Algorithm

SA simulates annealing process of solid [7]. An annealing schedule is given to
control algorithm process. When control parameter anneals slowly to almost 0, a
relative global optimal solution of combination optimization problem comes into
being. The SA algorithm of the model is designed as follows:

1. Generation of solution space

In the model, the decision variables are operating route l l 2 Lð Þ and frequency f bl of
b rank trains. l can be obtained by the set of starting and terminal stations.

2. Generation of new solution

Due to the operating frequency of trains must be a natural number, the new solution
can be made up by adding 1 to an element in the previous matrix randomly.

3. Objective function

We use the objective function of upper level programming as the goal function.

4. Choosing initial solution

SA does not depend much on initial solution, it is better to think of constraint
condition when we choose an initial solution.

5. Acceptance criterion

We adopt metropolis criterion.

6. Way to control temperature

The algorithm will stop if control parameter T declines to the preset value.

4 An Example

4.1 Case Background and Relevant Data

There are 4 stations along an intercity railway, A and D are two big cities in the
intercity corridor which are the start and terminal point of the line. C is a
medium-sized city and B is a small city. There are four traffic modes in the
transportation corridor which are intercity trains, common rail, bus, car, among
them, there are three intercity train grades. The distance between cities and the
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hourly passenger flow between OD pairs are shown in (Fig. 1; Table 1). In the
paper, we assume that the distance between cities is the travel length of expressway
and railway.

The tariff rates, travel speed, waiting time, safety, and convenience of different
transportation are shown in Table 2. (The tariff rates and travel speed are estimated
according to the actual value of Shanghai–Hangzhou corridor.)

The relevant time standard and other parameters are shown in Table 3.

4.2 Result Analysis

4.2.1 Optimum Operating Frequency

Based on the data of line condition, operation plan, train ranks, etc., we use the SA
to calculate operating frequency of different ranks for intercity trains. The results of
the sharing rate of all transport modes is shown in Fig. 1.

Considering the external cost’s internalization, the model takes the external cost
of cars into account, so we can see that the users of cars transfer into other transport
modes due to the increase of cars’ generalized transport cost.

Fig. 1 Comparison between sharing rate of all transport modes in transport corridor
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When the objective is the minimum total social cost, the optimal operating
frequency of the through trains, skip-stop trains, and stop by stop trains should be 3,
4, and 3 trains per hour.

4.2.2 The Sensitivity Analysis of Operating Frequency

To simplify the model, we just take the trains as studying objects to analyze the
relations between intercity train operating frequency and total social cost. The
concrete situations are shown in Fig. 2.

It can be seen from Fig. 2 that when the social cost is minimum, the operating
frequency of intercity trains is 5 trains per hour. But the best operating frequency of
intercity trains is 4 trains per hour when railway enterprises want the most benefits,

Table 1 The hourly passenger flow between OD pairs (person-time/hour)

A B C D

A 0 9000 15,000 24,000 48,000

B 0 3000 6000 9000

C 0 15,000 15,000

D 0 0

9000 48,000 45,000 72,000

Table 2 Relevant parameters of some transport modes

Transport
modes

Basic tariff
rate (RMB/
km)

Travel
speed
(km/h)

Total time of
entering and exiting
station (min)

Waiting
time
(min)

Safety Convenience

Intercity
railway

0.6 200 Table 3 Formula
(12)

1 1

Ordinary
railway

0.4 60 40 15 0.9 0.36

Bus 0.2 80 30 10 0.7 0.43

Car 1 80 0 0 0.8 0.6

Table 3 The relevant time standard

Station Entering time (min) Exiting time (min) Dwelling time (min)

A 25 22 5

B 10 10 3

C 15 12 3

D 25 22 5

Optimization Study on Operation Plan of Intercity Trains … 635



so it is one more train per hour under the target of the maximum railway enterprise
benefits.

The following conclusions can be drawn from the above results:

• When the number of service frequency of intercity railway is less than 5, the
total social cost decreases as the frequency increases. When the number of
service frequency of intercity railway is more than 5, the total social cost
increases as the frequency increases.

• While the total social cost is minimal, the benefits of railway enterprise can not
be maximal. When the number of service frequency is 5, railway enterprise
benefits will decrease.

• Hence, in order for that two objectives to achieve the optimal value at the same
time, the government departments need to push appropriate preferential policies
and make up for the sacrifices made by railway enterprise to minimize the total
social cost.

5 Conclusions

In this paper, we establish a bi-level programming model. Its upper level model
targets at the minimal total social cost. Its lower level is a model of equilibrium
passenger flow of different transport modes in transport corridor. We adopt
Simulated Annealing Algorithm to obtain the sharing rate of different transport
mode, the passenger flow and operating frequency of different rank trains. Verified
by an example, we compare and analyze the variation trend of the minimum total
social cost under different operating frequencies of intercity trains. Through anal-
ysis, we can know that reasonable intercity railway frequency can effectively reduce

Fig. 2 Relationship between intercity railway operating frequency and total social cost
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the external cost of the whole transport corridor. Therefore, at the decision point,
government departments should slant toward intercity railway which has more
social benefits, and provide certain subsidies and preferential policies to make up
for the sacrificial benefits of the railway enterprise.
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High-Speed Railway Timetable
Rescheduling Method: A Bi-level
Integrated Programming Approach

Huiru Zhang, Limin Jia, Li Wang, Yong Qin and Min An

Abstract China’s railway has experienced a large-scale development in the recent
years. Making up for delay time considering the energy efficiency when the train is
delayed, which can satisfy the travel demand for passengers and save rail energy
costs at the same time, will become the focus of future research on the railway.
A bi-level programming optimization model is proposed in this paper. In the upper
layer, the high-speed railway timetable is adjusted under unexpected interferences,
and then the energy saving is optimized in the lower layer. A real-world case study
is presented to illustrate the validity of the model and algorithm.

Keywords Railway transportation � Integrated timetable � Energy saving

1 Introduction

High-speed lines are attracting more and more passenger flow because of the high
train speed and frequency and better service. However, the risk exists at all times
and passengers have to face the possibility of different degrees of trains delay. With
the development of train control technology, it is more and more practical to
consider the energy consumption while rescheduling the timetable.
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Train operation adjustment is a large-scale combination of optimization, which
needs to consider a lot of factors. A linear programming model has been designed to
determine the optimal avoidance station and the cross station [1]. The minimum
difference between the actual timetable and the original timetable has been taken as
the optimization target [2]. In general, the factors that are considered for the train
operation adjustment include the total late time, the number of late trains, the late
rate, etc [3, 4].

In recent years, some scholars began to explore the design of energy-saving
timetable. Energy-saving timetable can be achieved by optimizing the stopping time
at the station and the coasting time in the interval [5]. A comprehensive timetable
can be formed through the optimization of timetable and the speed curve between
adjacent stations [6]. The current energy-saving timetable is mainly aimed at urban
rail transit, while scholars also have proved the effectiveness of energy-saving
timetable in high-speed railway applications [7–9].

Currently, the primary goal of the late train operation adjustment is to reduce the
delayed time, so the energy consumed is almost neglected in this process. In this
paper, a bi-level model based on high-speed railway timetable optimization is
proposed under the delayed condition. In the rest of this paper, the problem of the
timetable rescheduling of the upper layer model and the energy saving of the lower
layer model will be described in the bi-level model. In the following section, the
solving algorithm will be introduced. A case study of Wuhan to Guangzhou
high-speed railway will be illustrated in the section of case study and the conclusion
of the results are in the final section.

2 The Bi-level Model

2.1 Timetable Rescheduling Problem

The purpose of this part is to adjust the train movements to be consistent with the
original timetable as much as possible within a certain range of constraints.

(1) The Decision Variables

ai;j is the new arrival time of train i at station j after adjustment. di;j is the new
departure time. delayi;j is the delay, that is, the difference in the arrival time between
the adjusted and the original one. If the departure time of train i is earlier than train i
′ in the original timetable, then Toriginal

i;i0;j ¼ 1, otherwise Toriginal
i;i0;j ¼ 0. If the departure

time of train i is changed later, then T reschedule
i;i0;j ¼ 1, otherwise T reschedule

i;i0;j ¼ 0. If train

i occupies track l, then kli;j ¼ 1, otherwise kli;j ¼ 0.
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(2) The optimization objective

Take a line with m trains and n stations as an example, and the goal of the model
is to minimize the total delay time:

min zd ¼
Xm
i¼1

fi �
Xn
j¼1

delayi;j

 !
: ð1Þ

zd is the total delay time and fi is the cost per unit time delay for train i.

(3) The Constraints

seci;j is the minimum running time of train i on section [j, j + 1]. stai;j is the
minimum dwell time at station j. N is a large enough natural number. ssecj is the
headway of section [j, j + 1]. sstaj is the headway between two adjacent trains at
station j. xj is the track number of station j.

(a) Section running time restrictions:

ai;jþ 1 � di;j � seci;j ð2Þ

(b) Station dwell time restrictions:

di;j � ai;j � stai;j ð3Þ

(c) Section headway restrictions:

ðdi0;j � di;jÞþNð1� Toriginal
i;i0;j Þ� ssecj � Toriginal

i;i0;j ð4Þ

ðdi;j � di0;jÞþNð1� T reschedule
i;i0;j Þ� ssecj � T reschedule

i;i0;j ð5Þ

(d) Station headway restrictions:

kli;j þ kli0;j � ðToriginal
i;i0;j þ T reschedule

i;i0;j Þ\1 ð6Þ

ðai0;j � ai;jÞþNð1� Toriginal
i;i0;j Þ� sstaj � Toriginal

i;i0;j ð7Þ
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ðai;j � ai0;jÞþNð1� T reschedule
i;i0;j Þ� sstaj � T reschedule

i;i0;j ð8Þ

(e) Track restrictions:

Xwj

l¼1

kli;j ¼ 1 ð9Þ

2.2 Energy-Saving Problem

The purpose of this part is to optimize the energy efficiency of the train timetable.
The energy consumption is taken as the optimization target.

(1) The Decision Variables

tk is the optimal operation time of train in section k. vky is train constant speed. tkd
is train coasting time. Skf , S

k
y , S

k
d , and Skb are train acceleration, cruising, coasting and

braking distance in section k respectively. EiðtkÞ is the energy consumption.

(2) The optimization objective

min ze ¼ min
X
i2I

X
k2K

EiðtkÞ; ð10Þ

EiðtkÞ ¼
Ztk

0

kf ðtÞ � vðtÞ � FðtÞdt: ð11Þ

k is running section and K is running section set. i is train and I is train set. ze is
energy consumption. kf ðtÞ is traction coefficient, kf 2 ½0; 1�. vðtÞ is speed.
(3) The Constraints

kb is braking force coefficient. kb 2 f0; 1g. M is train quality. W is running
resistance, here we only consider the basic resistance. tkf , t

k
y , and tqb is train accel-

eration, cruising, and braking time respectively. S is the total distance. V0 is initial
speed. VT is final speed and Vmax is maximum speed allowed. tmin

k and tmax
k are the

minimum and maximum limits. T is the total running time after the upper model is
adjusted.
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(a) Force restrictions:

kf F � kbB�W ¼ M � ðdvðtÞ=dtÞ ð12Þ

(b) Distance restrictions:

S ¼P S�;

S� ¼ Rt
�

0
vðtÞdt:

8<
: ð13Þ

When S� ¼ Skf , then t� ¼ tkf ; similarly, when S� ¼ Skd , t
� ¼ tkd; when S� ¼ Skb,

t� ¼ tkb; when S� ¼ Sky , t
� ¼ tky , and the formula is equivalent to Sky ¼ vky � tky .

(c) Speed restrictions:

V0 ¼ 0
VT ¼ 0
v�Vmax:

8<
: ð14Þ

(d) Time restrictions:

tk ¼
P

tk�; tk� 2 tkf ; t
k
y ; t

k
d; t

k
b

h i
tmin
k � tk � tmax

kP
k2K

tk ¼ T:

8>><
>>:

ð15Þ

(e) Tracking interval restrictions:

The purpose of the restrictions is to ensure that the departure and arrival time of
adjacent train i and train i′ satisfies the minimum tracking interval in the station, and
the running time satisfies the minimum tracking interval in section. The specific
expression of the tracking interval is the same as the upper layer.

3 Solving Algorithm

An iterative loops algorithm is designed to solve the model. First, the arrival and
departure time is adjusted by the upper layer. Second, the time is optimized by
lower layer. Third, the result is returned back to the upper layer to check the
constraints. So it is iterated, and is expected to converge to an optimized solution.
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Step 1: The adjustment of the arrival, departure, and stop time.

Step 1.1: Read the file, and get train, station, line, and late information.
Step 1.2: Select the Wuhan to Guangzhou railway data, and sort the train.
Step 1.3: Adjust the timetable according to the constraints using Ilog Cplex.
Step 1.4: Get the arrival and departure time after the train is adjusted.

Step 2: Energy-saving optimization

Step 2.1: Calculate the shortest running time of all trains.
Step 2.2: Calculate the spare time between the adjusted and shortest time.
Step 2.3: Distribute the spare time little by little using MATLAB.

Step 2.3.1: Divide the total spare time into small portions.
Step 2.3.2: Each section adds the same amount of spare time.
Step 2.3.3: Select the section with the most energy reduction to add the small
amount of spare time, and time in other section is unchanged.

Step 2.4: Get optimized train arrival and departure time.

Step 3: Check whether the result meets the constraints of the upper layer.

Step 3.1: If all the constraints are met, go to step 4.
Step 3.2: Otherwise, go to step 1.3.

Step 4: Output the integrated timetable.

Step 4: Output the integrated timetable.

4 Case Study

The total length of the railway line is 1069 km, and includes 16 stations. Select the
data from 9 to 11 o’clock, and there are 11 trains. Sorting them by start time is G77,
G1109, G1111, G1143, G1007, G551, G93, G1113, G541, G1011, and G1115.
Since the high-speed line is a double track, we only consider the direction from
Wuhan to Guangzhou without loss of generality.

In this paper, a very short delay is studied. Because the timetable only contains 2
hours, so more serious delay is not considered.

4.1 The Delay Adjustment

In this section, the delay time is set to within 5 min. To simplify the analysis
process, the delay of G1115 is not considered, because it is the last train.

Observe the train timetable: (a) The average departure time interval is 4 min, so
the delay is easy to spread. (b) After three times overtaking, G93 became the fifth
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train to reach the terminal station, so a small delay in G93 will have a great impact
on other trains. In the case study, the delay time of G77, G1143, and G93 is set 3, 5,
and 2 min, respectively.

All the trains are in accordance with the original timetable to reach the terminal
station, of which arrival and departure time of 5 intermediate stations has changed,
as shown in Fig. 1, and the total time delayed on intermediate stations is 652 s. The
search time of the algorithm is 0.17 s, which shows the feasibility of the algorithm
(Table 1).

The impact of the delay on G1143 is the largest, and G1143 stops in Guangzhou
North for nearly 400 s. The increase in dwelling time is to make G93 to overtake.
Then, the result is input to the lower layer to further optimize.

Fig. 1 Change of the dwell time after a very short delay

Table 1 Train delay after optimization

The nature, search
time, and value of zd

Delay on
terminal stations
(s)

Number of affected
intermediate stations

Delay on
intermediate
stations (s)

Optimal, 0.17 s, 972.0 0 5 652

High-Speed Railway Timetable Rescheduling Method … 645



4.2 Energy-Saving Optimization

Table 2 shows the energy consumption value of each train under different time
conditions. Here we take the train drive system energy conversion efficiency as
g ¼ 0:9. Experience has indicated that the eight groups of CRH series EMU trains
running 1069 km will consume 8018 kw h electric energy. Based on this data, after
energy-saving optimization, the whole line can save energy 2744.210 kw h,
accounting for 3.1% of the total energy, and the energy-saving effect is obvious.

5 Conclusion

This paper presents a bi-level integrated programming approach on high-speed
railway timetable rescheduling, which is designed to optimize the timetable under
the delayed condition. The upper layer reschedules the timetable by considering the
minimum delay time and the constraints, so that the train movement can be con-
sistent with the original schedule as much as possible. In the lower layer, the energy
efficiency is optimized under the constraints by the small-scale adjustment of the
arrival and departure time at intermediate stations. Taking the actual operation data
of Wuhan to Guangzhou high-speed railway as an example, the case study is carried
out on a different degree of time delay, and the results verify the feasibility of the
model and algorithm.

Acknowledgments This study is funded by the National Key Research and Development
Programme of China (2016YFB1200401), National Natural Science Foundation of China
(71701010), the Fundamental Research Funds for the Central Universities (2017JBM033), and
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(RCS2017K001 & RCS2016ZT016).

Table 2 Train energy consumption comparison table

Train
number

*EECOT
(kw h)

*ECEST
(kw h)

Train
number

*EECOT
(kw h)

*ECEST
(kw h)

G77 8018 7948.141 G93 8018 7835.567

G1109 8018 7847.609 G1113 8018 7507.501

G1111 8018 7703.140 G541 8018 7912.983

G1143 8018 7803.907 G1011 8018 7754.668

G1007 8018 7871.933 G1115 8018 7658.879

G551 8018 7609.463 – – –

*TEC(kw h): *EECOT-88198,
*ECEST-85453.790

*ESPCEV: 3.1%

EECOT Experienced Energy Consumption of the Original Timetable (kw h), ECEST Energy
Consumption of the Energy-Saving Timetable (kw h), TEC Total Energy Consumption (kw h),
ESPCEV Energy-Saving Percentage Compared to Experience Value
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Characteristic Analysis of High-Speed
Railway Network in China

Dan Guo, Yong Qin, Li Wang and Min An

Abstract The high-speed railway has been developed rapidly, and the topological
structure and transportation organization of the railway network have changed
greatly. In this paper, China’s high-speed railway is taken as the research object and
train flow network is established. Indexes are calculated from the perspective of the
network and transportation organization. The comprehensive evaluation index is
determined with TOPSIS method to identify key indicators of the station. The
example identifies not only the provincial capital stations, but also the stations with
small scale but critical position affecting the whole network transportation service
capacity. The research of high-speed railway network property contributes to
forming the transport organization strategy, which makes the network service
feature more robust and helps for the optimization of railway network
infrastructure.
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1 Introduction

With the implementation of the “medium and long-term railway network planning”,
the development of railway in China has made remarkable achievements, which has
played an important role in promoting economic and social development. How to
improve the reliability and survivability of the high-speed railway network becomes
the key problem in the field of high-speed railway research.

In recent years, more and more research on complex network theory has been
made. With the discovery of small-world network characteristics and the scale-free
network characteristics, the research and application of complex network theory in
various fields have become more extensive. Wang [1] put forward the method of
calibrating the important nodes and analyzed the survivability of the railway net-
work [2]. Jiang [3] and Zhang [4] established the railway geography network model
and the railway transportation network model. They both used the network global
efficiency as the reliability index of the railway network, and simulated the emer-
gencies to verify the network reliability. Wang et al. [5] proposed the catastrophe
model to describe the dynamic change process of the railway system security, so as
to establish the system risk structure and propose recommendations for the safety of
rail systems. Guidotti et al. [6] proposed a method to quantify the network relia-
bility probability based on the existing (diameter and efficiency) and new (eccentric
and heterogeneous) connectivity methods, considering the weight of the edges and
nodes and the auxiliary nodes. Zhou et al. [7] introduced a method of building
direct weighted accident causal network, which was based on the complex network
and accident event chain. Dunn et al. [8] described a new method for quantifying
the reliability of complex systems using network theory. Zhang et al. [9] proposed a
method to extract the central network in urban rail transit, analyzed its character-
istics and verified the feasibility and effectiveness of the method. Deng [10] pro-
posed a new framework based on network theory and FMECA method. The
vulnerability of the subway system was studied by using the network theory and the
FMECA risk matrix method.

Most of the existing research focuses on urban rail transit or road traffic, but the
results on high-speed railway system are less. Based on the theory of complex
network, this paper established a high-speed railway train flow network from the
perspective of geography accessibility and transportation organization. We ana-
lyzed the topological properties of the high-speed railway network in China by
calculating indexes such as the degree, clustering coefficient, and average network
distance which represent the static statistical characteristics of the network. And the
centrality metric is used to identify the key stations in the traffic flow network, so as
to provide a reference for improving the reliability of high-speed railway operation
network.
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2 Construction of High-Speed Railway Train Flow
Network

We establish the train network with the specific method as follows: the stations that
a train originates, stops, or finally arrives at are regarded as a “node”. There are
connections between two nodes as long as the same train stops at the two stations,
that is, we take the train flow between two stations as the lines in the network, and
the number of trains which stop at the two stations as weight. The network can be
represented by an undirected weighted graph. An example is as follows:

Take A, B, C, D as four sites on a railway line, and train D1001 stops at A, B, C,
D, D1002 stops at A, C, D. Line AB, AC, AD, BC, BD, and CD are connected by
train D1001, and line AC, AD, CD are connected by the train D1002. Duplicate
edges are not drawn anymore, but the weight of the line plus one. High-speed rail
train flow network reflects the traffic flow connection between two stations (Fig. 1).

Train flow network is based on physical connection, and the station has specific
geographical coordinates. Traffic connections between the two stations are premised
on the existence of actual tracks between them, and train traffic frequency, travel
interval, train type refer to the statistics of passenger flow volume and freight
volume. Therefore, the traffic flow network is a network which embodies the
physical connection, OD demand, and transportation organization strategy.

DCBA
1 1 2

2 2

1

Fig. 1 Sketch map of train flow network

Fig. 2 Sketch map of
high-speed railway geography
network structure in China
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The “long-term railway network plan (2016)” proposed that China has formed a
“four vertical and four horizontal” high-speed railway network (Fig. 2). On this
foundation, expansion of high-speed railway lines that are supported by passenger
flow, standard compliant and accord with development can form a high-speed
railway network with the “eight vertical and eight horizontal” as the backbone.

China high-speed railway is defined as follows: it is a passenger-dedicated
railway, and CRH trains are newly designed to run at a speed of 250 km/h
(including reserved), its initial operating speed is not less than 200 km/h. Therefore,
this paper mainly considers the following three trains: high-speed train (G), intercity
train (C), and CRH trains that run on the existing lines (D). The train is running in
pairs in the high-speed railway transport organization, so the high-speed railway
network is simplified as an undirected network on the basis of not affecting the
network characteristics. In this section, we use the timetable data of October 10,
2015 to extract the high-speed railway station and train traffic flow information. An
undirected weighted network with 487 nodes and 14,194 edges is obtained
according to the traffic flow network construction method mentioned above as
shown in Fig. 3.

3 Characteristics Analysis of Traffic Flow Network
of High-Speed Railway

3.1 Topology Characteristics of Network

In this paper, Pajek and R are used to realize the calculation. The number of
unreachable pairs in China traffic flow network is 26,872, and the average distance
between reachable pairs is 2.28338. The most distant vertices are Dongguan and
Pixian, and distance is 6. The Watts–Strogatz clustering coefficient is 0.72677851
and network clustering coefficient (transitivity) is 0.53988206.

Fig. 3 Sketch map of
high-speed railway train flow
network structure
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3.2 Characteristics Analysis of Stations

(1) Parameter definition

In order to clarify the key station identification indicators more clearly, the
parameters involved are defined as follows:

V is the set of nodes in the network, which is the collection of all stations that trains
originate, stop, or finally arrive at in the high-speed railway traffic flow network.
E is the set of edges in the network, which is the collection of all traffic flow edges
in the high-speed railway traffic flow network.
wij is the weight coefficient of traffic flow, which represents the number of trains
passing through the station vi and vj the station at the same time.
O is the set of originating stations and D is the set of final arrival stations.
R is a collection of all feasible paths in the network. Rod is a set of feasible paths
from a node o to d in the network. o 2 O, d 2 D, and R ¼ [Rod rod. is one of the
feasible paths in the network from node o to node d.
SR is a collection of all shortest paths in the network. SRod is a set of shortest paths
from a node o to d in the network. o 2 O, d 2 D and SR ¼ [ SRod. srod is one of
the shortest paths in the network from node o to node d.

(2) Degree distribution of stations

By calculating the station degree of the traffic flow network model of high-speed
railway, the station degree distribution is plotted as shown in Fig. 4. In 2015, the
highest degree of a node in the high-speed railway network was 247, and the
average degree is 58.29158111, indicating that an average station can be transferred
to 58 stations without changing. Only 17.5% of stations whose degree is greater
than 100 and only 3.7% of the stations whose degree is greater than 150. This

Fig. 4 Degree distribution
for high-speed railway traffic
flow network
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shows that most stations in the high-speed railway network have a low degree of
distribution and relatively centralized.

(3) Cluster coefficient distribution of stations

The average cluster coefficient of high-speed railway traffic flow network is
0.723463 throughout the calculation, and Fig. 5 shows the distribution of cluster
coefficient for high-speed railway traffic flow network. Traffic flow network shows
high aggregation characteristics. The relationship between cluster coefficient and
degree of each node was shown in Fig. 6. The data reflect that the connection
degree of adjacent stations is high, and most stations whose clustering coefficient is
1. The general trend showed that stations with a lower degree have a smaller
clustering coefficient, and the two are of negative correlation.

(4) Traffic intensity

Fig. 5 Distribution of cluster
coefficient

Fig. 6 Distribution of cluster
coefficient versus traffic
intensity
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The concept of traffic intensity is presented as formula (1) which is as follows:

Si ¼
X

j

wij: ð1Þ

wij is the number of trains passing through the station vi and the station vj at the
same time, it is also the weight of the edge eij. Since the high-speed railway traffic
flow network is undirected, we only consider one-way traffic intensity, which
reflects the number of stations that a passenger can reach directly from the station
without transferring to other stations and the service capacity and frequency of the
station. The greater the traffic intensity, the better the accessibility of the station. It
has a wider range of path options. The traffic intensity can be understood as the
degree centrality considering the train flow.

(5) Traffic closeness centrality

We define traffic closeness centrality as formula (2) which is as follows:

CF ið Þ ¼

P
d2D;d 6¼i

P
srid2SRid

f sridð Þ

N � 1
: ð2Þ

f sridð Þ represents the traffic flow of shortest path srid . The shortest path is usually
defined as the path which includes the least nodes between the two nodes, but in the
high-speed railway traffic flow network, the traffic flow should be taken into
account. Therefore, a new definition of the shortest path is proposed as shown in (3)
and (4).

SRod ¼ rod max

Prod

k¼1
wk

rodj j

��������

8
>><

>>:

9
>>=

>>;
: ð3Þ

f sridð Þ ¼
Psridj j

k¼1
wk

sridj j : ð4Þ

wk represents the traffic flow in a section of the path, that is, the weight of an
edge in the path. rodj j indicates the actual topology path length of the path rod.
Similarly, sridj j indicates the actual topology path length of the path srid.

In the high-speed railway traffic flow network, the traffic closeness centrality of
stations reflects the speed of transmission for failure or emergency resources when
the station is the origin of faults or emergency resources. It also describes the
average flow that it can transmit from the central station to other stations (not only
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adjacent stations). The higher the traffic closeness centrality of the station, the
spread of information or resources will be faster, and the station is more important.

(6) Traffic betweenness centrality

We define traffic betweenness centrality as shown in formula (5) which is as
follows:

BF ið Þ ¼

P
o;dð Þ2 O;Dð Þ

P
srod2SRod

f srodð Þ � ui srodð Þ½ �
P

o;dð Þ2 O;Dð Þ

P
srod2SRod

f srodð Þ : ð5Þ

When the shortest path srod passes through the station i, ui srodð Þ ¼ 1, otherwise
ui srodð Þ ¼ 0. Define f srodð Þ in the same way as in traffic closeness centrality, it
represents the traffic flow of srod.

Traffic betweenness centrality reflects the size of the impact of the station. In the
high-speed railway traffic flow network, higher traffic betweenness centrality
indicates that the station can control more information or resources in network
transmission, and the station is more important. Controlling the station whose traffic
betweenness centrality is larger in the event of an emergency in the network can
reduce the range of failure.

(7) Eigenvector centrality

Eigenvector centrality is a measure of the influence of a node in a network. It
assigns relative scores to all nodes in the network based on the concept that con-
nections to high-scoring nodes contribute more to the score of the node in question
than equal connections to low-scoring nodes. We use the adjacency matrix to find
eigenvector centrality.

For a given graph G ¼ ðV ;EÞ let A ¼ ðai;jÞ be the adjacency matrix, i.e., ai;j ¼ 1
if the vertex i is linked to vertex j, and ai;j ¼ 0 otherwise. The centrality score of the
vertex i can be defined as

xi ¼ 1
k

X

j2MðiÞ
xj ¼ 1

k

X

j2G
ai;jxj; ð6Þ

where M vð Þ is a set of the neighbors of i and k is a constant. With a small
rearrangement, this can be rewritten in vector notation as the eigenvector equation
Ax ¼ kx.

The four indexes of each station in the high-speed railway train flow network are
calculated. In order to integrate the four indexes, the TOPSIS method was used to
evaluate each station and the top 10 nodes of each index drawn in Table 1 repre-
sents ranking. B represents traffic intensity ranking. C represents traffic intensity.
D represents traffic closeness centrality Ranking. E represents traffic closeness
centrality. F represents traffic betweenness centrality ranking. G represents traffic
betweenness centrality. H represents eigenvector centrality ranking. I represents
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eigenvector centrality. J represents comprehensive index ranking. K represents
comprehensive index. The station name is abbreviated.

The first three stations were identified as Hankou Station, Chengdu East Station,
and Xinjin Station.

Most of the stations in Table 1 are of high traffic intensity, that is, the stations
that are municipalities and directly under the Central Government or provincial
capital. There are also small stations that are usually overlooked. Large cities
generally have several high-speed rail stations, such as Beijing West Railway
Station, Beijing South Railway Station, and Beijing Railway Station. The com-
prehensive index values were 0.185836664, 0.248281523, and 0.088421432
respectively. If they merge into “Beijing”, the structure of the high-speed railway
train flow network will change and the ranking of evaluation indexes will change
too. HanKou, Chengdu East, and Xinjin Railway Station are located in the
south-central part of China. North–south line and east–west line pass through them,
so the traffic centrality index value is large. The comprehensive evaluation index
takes a number of factors into account, which can effectively identify some stations
which may be ignored, and it can provide an important reference for the future
operation and maintenance and the new line planning.

Traffic intensity, traffic closeness centrality, traffic betweenness centrality, and
eigenvector centrality define the importance of stations from different aspects,
which provide a reference for the different target network adjustment. Stations with
low eigenvector centrality and high centrality are important contacts, while stations
with high eigenvector centrality and low centrality are associated with important
stations. The daily maintenance of stations should focus on the station whose traffic
intensity is high, and stations whose traffic closeness centrality is high should be
chosen as originating stations in the unexpected events. Simultaneously, we also
should pay attention to the daily maintenance and construction of stations whose
comprehensive index are high.

4 Conclusion

In this paper, we used the October 10, 2015 China high-speed railway timetable to
make an empirical analysis. Some stations with a low degree have high compre-
hensive value, indicating that these stations have higher closeness centrality,
betweenness centrality, and eigenvector centrality, they may play an important role
in the reliability of road network in the future, so we need to focus on the main-
tenance of these stations. In the normal operation condition, using the compre-
hensive evaluation index to evaluate the key station can provide a reference for key
maintenance; in the network paralysis fault conditions, using a single index to
evaluate the key station can provide a reference for the rapid recovery of network
operation.
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Coordination of Transport Organization
and Building Maintenance for Jixi
Marshalling Station

Jianxiang Li and Xiaoning Zhu

Abstract The coordination of transport organization and building maintenance is
an important method by which to improve the efficiency of marshalling yard
building maintenance. This study takes Jixi station as an example, and analyzes
currently existing problems affecting building maintenance. It proposes a coordi-
nated approach to the maintenance of buildings and the organization of marshalling
station transportation. It uses network planning methods to analyze the shortest or
longest times that and construction and reparation tasks require. Traffic data are
analysed in order to determine the methods for the maintenance schedule of a
building’s skylights. A coordinated approach to the original station Jixi weekly
skylight plan is proposed in order to optimize coordination, and ultimately to reduce
the impact of construction on the repair work of marshalling station.

Keywords Jixi station � Marshalling station � Transportation organization
Maintenance construction � Coordination

1 Introduction

Safety is key in railway transportation. With the enlargement of the scale of the
network, and with the constant improvement to train speed and traffic density,
transportation equipment can break down, the maintenance of equipment is not
carried out in a timely fashion, maintenance units can disagree with the station etc.,
and such phenomena are widespread, being more prevalent in marshalling stations.
The proper organization of transport and building maintenance can partly improve
transportation conditions and eliminate safety problems. An appropriate construc-
tion schedule can reduce the need for equipment maintenance or accident repairs
and improve the organizational efficiency of the marshalling station. It can also play
an important role in the organization of daily traffic operations in the marshalling
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station [1, 2]. Many studies have prepared the M&R (Maintenance and Renew)
program for line equipment by predicting the state of the equipment itself [4]. Based
on the optimal allocation of maintenance resources [3], an adjustment to the rela-
tionship between transportation and maintenance is possible, allowing the formu-
lation of the appropriate coordination of transport organization and building
maintenance, in order to realize the win-win situation of economic benefit and
transportation safety [5].

2 Current Situation and Existing Problem

2.1 Analysis of Transport Organization of Jixi Station

Jixi marshalling station runs a length of 5–6 km in a north-south direction. It is one
of six secondary freight marshalling yards, and is one of the top ten network
marshalling yards across the country. Jixi station upline traffic goes in four direc-
tions: to Dezhou, Handan, Jinan and Zibo. Jixi station exchanges traffic in the
downline direction with Xuzhou, and this is at a lower level than the up direction.
This should be considered when drawing up the skylight maintenance plan.

2.2 Jixi Marshalling Station Interlocking Area

The maintenance of “skylights” in marshalling yards is an extension of the line
maintenance of skylight construction. Jixi station is divided into 36 interlocking
areas at present, and these interlocking areas are differentiated as to their specific
situation as follows.

Transportation equipment is different in the differently numbered interlocking
areas. The amount of work decides the single skylight maintenance time length
(Fig. 1).

2.3 Problems with the Marshalling Station Skylight
Maintenance Plan

1. The skylight maintenance plan is not established on a scientific basis. The actual
construction units in the formulation of the building maintenance scheme are not
derived from in-depth field investigation and study and they cannot combine the
actual situation of line equipment, driving method, density and so on in the
preparation of the plan.
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2. Jixi station’s skylight maintenance time is fixed. As a result, the skylight
maintenance time cannot be changed according to the uneven departure column
flow situation very good together.

3. The plan is not appropriate. The station construction period often requires four
to five maintenance operations at the same time. This increases the level of
difficulty and also cannot guarantee the effective safety of labor.

3 Method of Coordinating Transport and Maintenance

3.1 Jixi Station Traffic Data Analysis

When we analyze traffic data, we should eliminate abnormal cases and abnormal
data, extracting representative data only under normal circumstances without
interference. Traffic during the Spring Festival and summer vacation periods is
volatile, so these two periods of time should be avoided altogether. Traffic data
were researched from the middle of March to June and from October to November.
The original data were obtained from TDCS (18:00 on March 8, 2016 to 18:00 on
March 11, 2016). According to the relevant data, statistics the arrival time and time
interval of each direction train.

Due to the imbalance of the column flow in different periods of the same yard,
the appearance of column flow intensity is exactly the opposite [6].

Through the above analysis, the degree of imbalance was calculated according to
the number characteristics of train interval (Fig. 2).

Freight train imbalance caused by uneven idling is not an accidental phe-
nomenon and appears in daily operations. When compiling the maintenance plan,
this phenomenon should be fully considered.

According to the actual situation regarding west station column flow, one day
can be divided into five different stages:

• 20–23, Peak hours. In this period, 33 trains arrived, comprising 21% of the total
number of trains arriving per day, while the time occupied only 1/8 of the whole
day. All the equipments in the station were in a busy state.

• 23–24, Idle time. In this time period there were very few trains, and only four
columns.

Fig. 2 Train arrival
frequency period at the down
arrival yard
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• 0–7, Ordinary time. A total of 46 columns arrived, with an average of 6.6 per
hour.

• 7–10, Idle time. 13 columns, with trains arriving at a rate of 4.3 per hour.
• 10–20, Ordinary time. 65 columns, with trains arriving at a rate of 6.5 per hour.

Skylight maintenance time should be set in general time and leisure time.

3.2 Method to Determine the Length of Time of Building
Maintenance Mission Requirements

1. Method to determine the length of time of building maintenance mission
requirements [7].

2. Network planning technique.

Construction of any node in the network graph k, using k as the starting point of
the ES (k) is the earliest start time, and its meaning is to point to: node k to start
work procedure are must wait before it’s tight to start after completion, it expected
the first time in the whole project construction ES (k) days later (Fig. 3).

In the figure, the process finishes at k. The length of the process is D (I, k), and is
longest from node 1 to node i. I dashed lines correspond to the longest lines.

We obtain the following recurrence formula:

ESð1Þ ¼ 0
ESðkÞ ¼ max ESðiÞþDði; kÞji\k; ði; kÞ 2 Ef g

�
ð1Þ

On the type of collection E is the collection of all the construction process.
Set the destination node n, then the total duration is the earliest time Es (n) of the

node n, sign as the Tc.
Set node k at the latest time of LF(k), its meaning is to point to in the Tc don’t

delay the total duration of the premise, for the start node to node k process should
be in the whole project starts the latest LF(k) days later, with node k for the
completion of the late completion time for the LF(k) days (Fig. 4).

Fig. 3 Construction network
diagram

Fig. 4 Construction network
diagram
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In the figure, from k to ki represents the starting point of the process. Dashed
lines correspond to the length of the longest line between the nodes I and n. The
recursive formula is as follows:

LFðnÞ ¼ Tc
LFðkÞ ¼ Tc�max Tc� LFðiÞþDðk; iÞji[ k; ðk; iÞ 2 Ef g

�
ð2Þ

Tc�max Tc� LFðiÞþDðk; iÞji[ k; ðk; iÞ 2 Ef g
¼ minfTc� ½Tc� LFðiÞþDðk; iÞ�ji[ k; ðk; iÞ 2 Eg
¼ min LFðiÞ � Dðk; iÞji[ k; ðk; iÞ 2 Ef g

So type into the following form:

LFðnÞ ¼ Tc
LFðkÞ ¼ minfLFðiÞ � Dðk; iÞji[ k; ðk; iÞ 2 Eg

�
ð3Þ

ESði; kÞ � ESðiÞ: the earliest start time of working i-k procedure;

ESði; kÞ � ESðiÞþDði; kÞ: the earliest completion time of working
i-k procedure.

LSði; kÞ � LSðjÞ: the latest completion time of working i-k procedure.

LSði; kÞ � LSðjÞ � Dði; kÞ: the latest starting time of working i-k procedure.

TFði; kÞ � LSðkÞ � ESðiÞ � Dði; kÞ: total time of process of working
i-k procedure.

FFði; kÞ � ESðkÞ � ESðiÞ � Dði; kÞ: the free time of process of working
i-k procedure.

The image below for the relationship between the process parameters of each
time:

By using the network planning technique, it is possible to find the shortest con-
struction time of comprehensive maintenance, electrically integrated maintenance
tasks, weekly inspection of TFDS equipment, monthly check-ups of tamping THDS
equipment, diversions of traffic, flaw detection and so on [8].

4 Optimization of Skylight Plan Coordination

Analysis and optimization for skylight maintenance of each yard in Jixi station from
March 7–11, 2016 was undertaken and a skylight maintenance plan was devised.
This plan for Jixi station from March 7–11, 2016 is shown in Table 1.
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Use interlocking areas 4 and 5 blocked instead of interlocking area 6 blocked
maintenance. On the one hand, if 3–8 are blocked, 9–13 can still pick up train
operations. This does not affect the train arriving during the 8:00–9:00 a.m. interval.
On the other hand, interlocking area 6 in the ‘skylight time’ electricity maintenance.
Although interlocking areas 4 and 5 don’t entirely belong to different power supply
section, but they can still adopt the way of the whole yard power outages main-
tenance. Comprehensive maintenance in interlocking areas 4 and 5 can use artificial
receiving or departure trains. In the case of power failure, transport organization and
building maintenance will not be interrupted.

Use interlocking areas 1 and 2 blocked instead of interlocking area 3 blocked
maintenance. On the one hand, if lines 3–7 are blocked, then lines 10–13 can still
go on receiving operations. This does not affect the trains arriving during the 8:00–
9:00 a.m. interval. On the other hand, interlocking area 3 in the skylight time can
undergo electricity integrated maintenance, since interlocking areas 1 and 2 belong
to a different power supply section, and can be turned off respectively for main-
tenance. Interlocking areas 13 and 14 can be blocked respectively instead of
interlocking area 15 being blocked during maintenance for the same reason.

The number of down arrival break up trains is 74, and the number of up arrival
break up trains is 26. It is obvious that the downside hump capacity is tense.
Because of the shunting operation in the whole yard is stop during the shift time, it
should be used to maintain the hump equipment. Maintain the down direction hump
as a priority, which is a defect of capability at the succession time (8:10–8:30).
Maintain the tail of Yard IV during the period 8:00–8:40. Maintain the tail of
Yard V during the period 12:20–13:00.

The flow density is 1 from 11:00 to 13:00. So skylight maintenance in the up
arrival yard should be set as a priority between 11 and 13 points and set secondarily
between 7 and 10 points. Skylight maintenance of the down arrival yard should be
set between 12 and 14 points as a priority because there is no train between 12:00
and 14:00. It should be secondarily set between 8:00 and 10:00 or 16:00 and 19:00
(Table 2).

Table 1.1 March 7–11, 2016
Jixi station “skylight” plan

Date Time Interlocking area number

8,10 8:00–8:50 3

7,9,11 8:00–8:40 6

11 12:00–13:00 21

7,8,9,10,11 12:20–13:00 24

7,8,10,11 8:00–8:50 35

9 8:00–9:00 35

7,8,9,10,11 8:00–8:40 27

7,8,10,11 8:00–8:50 36

9 8:00–9:00 36

7,9,11 8:00–8:50 15

8,10 8:00–8:40 16

8,10 11:05–12:05 33
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In the weekly station comprehensive maintenance “skylight” plan ensures that
the maintenance time of each yard coincides with the yard’s connecting line
maintenance time which traffic flow is the largest. Due to the lack of maintenance
personnel, it is necessary to consider what is reasonable in terms of construction
work. According to the traffic density to adjust the skylight time, in order to meet
the requirements of Jixi station maintenance plan. Each yard is divided into two
comprehensive maintenance areas. The plan ensures the departure (arrival) yard can
keep operating throughout any 24 h period. Due to the lack of maintenance per-
sonnel, it is necessary to consider what is reasonable in terms of construction work,
according to the traffic density on the skylight set period of time adjustment, in
order to meet the requirements of Jixi station construction organization.

5 Conclusion

This paper researches the coordination of transport organization and building
maintenance of marshalling station, analyses the condition of Jixi station, transport
organization characteristic and maintenance work characteristic. This paper pro-
poses a method of transport organization and building maintenance of Jixi mar-
shalling station. An optimized and coordinated weekly skylight plan for Jixi station
in March is proposed.

Table 2 March 7–11, 2016
Jixi station new “skylight”
plan

Date Time Interlocking area number

8 8:00–8:50 1

10 8:00–8:50 2

7 12:00–13:00 4

9 12:00–13:00 5

11 12:00–13:00 21

7,8,9,10,11 8:00–8:40 24

7,8,10,11 8:00–8:50 35

9 8:00–9:00 35

7,8,9,10,11 12:20–13:00 27

7,8,10,11 8:00–8:50 36

9 8:00–9:00 36

7,9,11 8:00–8:50 15

8 15:55–16:45 9,13

10 15:55–16:45 10,14

8,10 11:05–12:05 33

7,9,11 10:55–12:55 29
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A Method to Forecast and Estimate Traffic
Demand of Airport Moving Sidewalk

Yuchun Ren and Xiaoning Zhu

Abstract Large airports have the problem of long passengers’ walking distance. In
order to enhance the level of service and ensure passengers’ experience, developing
airport automated people mover (APM) system and moving sidewalk systems are
the important ways to solve the problem of inter-traffic in large terminals. Moving
sidewalk is often used within a terminal while APM system is often used between
two terminals or among all terminals. This paper proposes a method to forecast and
estimate traffic demand which is suitable for airport moving sidewalk system based
on the traditional four-step method. Experimental results prove that the proposed
method is reasonable and effective.

Keywords Transportation planning theory � Four-step method
Passengers flow prediction � Airport moving sidewalk system

1 Introduction

Airport automated people mover system and airport sidewalk system are essential
ways to improve airport operation efficiency.

Although airport APM system has become a mature way in foreign countries, it
is still at a preliminary and exploratory stage in China. In 2007, Yuan Wan pro-
posed a panning method of airport APM system [1]. Reference [2] predicts the
passenger flow in the terminal of Hongqiao International Airport. The relevant
research results are applied in the internal passenger rapid transportation system
planning program.

At present, four-stage predict method is still the universal theory when fore-
casting the transport demand [3, 4]. Transport demand forecasting models can be
generally categorized into four steps including trip generation, trip distribution,
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modal split, and traffic assignment. Reference [5] comprehensively explores and
productively overviews the growing research field of demand forecasting in trans-
port. The method that this paper proposed is based on the traditional four-step
transportation planning theory. Lin Huang establishes a scientific and objective four
stages forecast method system to forecast the rail transit’s passenger flow vol-
ume [6]. Aidi Zhou introduces some practical improved Logit models and applies
these models to Ganzhou’s residents’ OD modal-split program [7]. Xiaoqiang Luo
proposes a method to forecast country city urban rail transit passenger flow [8].

2 Overview of Forecasting Procedure

This paper focuses on passenger flow forecasting method for airport moving
sidewalk system. Due to the different travel paths of the passengers in the terminal,
the layout of airport moving sidewalk system and the distribution of the terminal
passenger flow are closely related. As shown in Fig. 1, the forecasting procedure is
based on traditional four steps. The details are as follows:

1. Passenger traffic volume forecasting: In this stage, this paper uses the double
moving average method, the exponential smoothing method and single
regression linear return to forecast method to calculate the airport passenger
throughput. The results can be used as basic data.

2. Passenger flow distribution forecasting: According to the plan of airport layout,
total passenger flow in every airport gallery or traffic zone is predicted.

3. Modal split: The means of transportation in the terminal can be divided into two
ways––on foot or by airport moving sidewalk system. In this step, we calculate
the passenger flow of those who use airport moving sidewalk system.

4. Traffic assignment: Assign rush-hour passenger flow to the different floors of
airport terminal according to certain rules.

Fig. 1 Overview of the
predicting procedure
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3 The Models and Methods for Forecasting

3.1 Passenger Traffic Volume Forecasting

The size of the airport moving walkway system is closely linked with the passenger
traffic volume. Thus, the first step of the planning of airport moving sidewalk
system is to forecast airport traffic volume. This section puts forward three kinds of
forecasting methods. We choose airport passenger throughput as the predictive
index.

• Double moving average method: The prediction method of forecasting model is
as follows:

bT ¼ 2�T 1ð Þ
t � �T 2ð Þ

t

� �
þ 2

n� 1
�T 1ð Þ
t � �T 2ð Þ

t

� �
k; ð1Þ

where bT is airport passenger throughput of predicted year, �T 1ð Þ
t is a single

moving average of the t’s value, �T 2ð Þ
t is a double moving average of the t’s

value, and n is the number of data.
• The exponential smoothing method: the prediction method of forecasting model

is as follows:

bT ¼ 2S 1ð Þ
t � S 2ð Þ

t

� �
þ a

1� a
S 1ð Þ
t � S 2ð Þ

t

� �
k; ð2Þ

where bT is airport passenger throughput of predicted year, S 1ð Þ
t is exponential

smoothing coefficient of t’s value, S 2ð Þ
t is two exponential smoothing coefficient

of t’s value, a is weight coefficient, and k is the extrapolated years.
• Single regression linear return forecast method: The prediction method of

forecasting model is as follows:

yi ¼ aþ bxi; ð3Þ

where yi is airport passenger throughput of i’s year, xi is the i’s year, a, and b are
the coefficients.
We take the average of three kinds of the method as predicted airport passenger
throughput.
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3.2 Passenger Traffic Volume Forecasting

We usually divided one terminal into several traffic zones according to the layout of
airport gallery. In this step, we predict the distribution of passenger flow of every
traffic zone based on the model of airport gate capacity which is as follows:

Cgk ¼
X

i
Wi � 60ti ; ð4Þ

where Cgk is the gate capacity per hour of zone k, Wi is the number of i gate, and ti
is gate’s average occupancy time of i plane.

The types of airport gate are classified by the types of the aircraft. Gate C is
suitable for aircraft C including B737, A320, A321, etc. The average seat number
of aircraft C is 185. Gate D is suitable for aircraft D including B757, B767, A300,
A330, etc. The average seat number of aircraft D is 386. Gate E is suitable for
aircraft E including B747, A340, etc. The average seat number of aircraft E is 416.
Gate F is suitable for aircraft F including B787, A380, etc. The average seat number
of aircraft E is 550. Gate’s average occupancy time is in accordance with the least
standing time in annex 2 of “Civil Aviation Flight Normal Statistical Method”. We
assume the passenger load factor is 85%. The computation formula of passenger
flow volume per rush-hour of each traffic zone is as follows:

Tk ¼
X

i
Ci � Ni �Mi � 85%; ð5Þ

where Tk is passenger flow volume per rush-hour of traffic zone k, Ci is the gate
capacity per rush-hour of gate i, Mi is the full seats of plane i and Ni is the gate
amount of gate i.

3.3 Modal Split

Passengers’ choice of different mode is closely related to the passenger character-
istics, travel characters and characteristics of transport mode. Passenger charac-
teristics include passenger’s age, gender, health, etc. Travel characters include
walking distance, passenger’s luggage amount, etc. Characteristics of transport
mode refer to the convenience, security, punctuality, reliability, and operational
speed of airport moving walkway.

The model is as follows:

P ¼ exp b0 þ b1x1 þ . . .þ bkxkð Þ
1þ exp b0 þ b1x1 þ . . .þ bkxkð Þ ; ð6Þ

674 Y. Ren and X. Zhu



where P is the probability of choosing moving walkway, b0; b1; . . .; bk is the
coefficient, and x1; . . .; xk is the influence factors of two transport modes.

The paper uses SPSS to demarcate coefficients based on SP intention survey
method. The structure of questionnaire is as follows: x1—gender; x2—age; x3—the
amount of carrying luggage; x4—walking distance; x5—the degree offatigue; y ucode
Type="General_Pun">—whether passenger chooses moving walkway or not.

The paper uses SPSS to demarcate coefficients based on SP intention survey
method. The structure of questionnaire is as follows: x1—gender; x2—age; x3—
the amount of carrying luggage; x4—walking distance; x5—the degree of fatigue;
y ucode Type="General_Pun">—whether passenger chooses moving walkway
or not.

3.4 Traffic Assignment

We assume passengers include departing passengers and arriving passengers,
ignoring transfer passengers. Meanwhile, the terminal is divided into departure floor
and arriving floor. In this step, we assign passenger flow into departure floor layer
and arriving layer. The formula is as follows:

Ti;k ¼ Tk � xi � h i ¼ 1; 2; ð7Þ

where Ti;k is passenger flow volume for moving walkway of traffic zone k in the i
floor, Tk is passenger flow volume for moving walkway of traffic zone k, x1 is the
percentage of departing passengers, x2 is the percentage of arriving passengers and
h is the share rate of moving walkway.

4 Case Study Based on Shenzhen Bao’an International
Airport

4.1 Introduction of Shenzhen Bao’an International Airport

Shenzhen Bao’an International Airport (IATA: SZX, ICAO: ZGSZ) is located in
Bao’an District, Shenzhen, Guangdong, China, 32 km northwest of the city center.

Terminal 3 is divided into three parts: the main building and two large corridors—
1050 m long and 650 m wide—that form a cross shape. The main building has four
floors above ground and two floors underground. Themain building’s third floor is the
waiting area for domestic and international flights, which depart from the east wing.
The second floor is the arriving floor. There, we need to set moving walkway in the
second and the third floor.
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4.2 Case Study

The airport passenger throughput of Shenzhen Bao’an International Airport from
2007 to 2015 are 20619164, 21400509, 24486406, 26713610, 28245738,
29569725, 32268457, 36272701, 39721619 people/year. Based on these data, we
calculate the airport passenger throughput of 2020 by three methods as mentioned
before. The results are shown in Table 1.

As it shows in Fig. 2, Terminal 3 consists of 6 traffic zones with different types
of gates. The gate capacity per rush-hour is shown in Table 2.

According to the formula (5) mentioned in Sect. 3, we can calculate passenger
flow per rush-hour for each traffic zone. The results are shown in Table 3.

According to the formula (6) mentioned in Sect. 3, we can predict that the share
rate of airport moving walkway is 0.9. According to “the survey report of the capital
airport passenger service demand in 2013,” the percentage of departing passengers
is 68% while the percentage of arriving passengers is 32%. We can approximately
determine that Shenzhen Bao’an International Airport has the same passenger form.
Thus, we can calculate the rush-hour passenger flow in airport moving walkway for
each floor in each traffic zone. For the departing floor, the rush-hour passenger flow
in airport moving walkway from traffic zone 1 to traffic zone 6, respectively, are

Table 1 Shenzhen Bao’an Airport passenger throughput predicted value in 2020

Predict method Method 1 Method 2 Method 3 Average

Predicted value 49,746,481 47,789,782 49,727,873 49,088,045

Fig. 2 Shenzhen Airport terminal 3
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4832 persons, 8007 persons, 6395 persons, 9122 persons, 3486 persons, and 2205
persons. For arriving floor, the rush-hour passenger flow in airport moving walk-
way from traffic zone 1 to traffic zone 6, respectively, are 2350 persons, 3894
persons, 3110 persons, 4436 persons, 1695 persons, and 1072 persons. The results
are also shown in Table 4.

Table 2 The gate capacity per rush-hour

Traffic
zone

Gate type Gate amount/
unit

The least standing
time/minutes

Gate capacity per rush-hour/
number of flight per hour

1 D 2 65 1.8

E 5 75 4

2 C 9 65 8.3

D 1 65 0.9

E 2 75 1.6

3 C 8 65 7.4

D 1 65 0.9

F 2 120 1

4 C 10 65 9.2

D 1 65 0.9

F 1 120 0.5

5 C 4 65 3.7

D 2 65 1.8

E 3 75 2.4

6 D 2 65 1.8

E 3 75 2.4

F 1 120 0.5

Table 3 Rush-hour passenger flow

Traffic zone 1 2 3 4 5 6

Predicted value/person per hour 7895 13,084 10,450 14,906 5696 3603

Table 4 Rush-hour passenger flow for each floor

Traffic zone Total value Departing floor Arriving floor

1 7895 5369 2526

2 13,084 8897 4187

3 10,450 7106 3344

4 14,906 10,136 4770

5 5696 3873 1823

6 3603 2450 1153
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5 Conclusion

With the expanding airport scale and the improving service level, the terminal is no
longer a simple transfer field between air and ground anymore. It has become a
large and complex transportation hub. Amplification of the single terminal area
directly brings the problem of passenger’s long walking distance. Meanwhile, the
emergence of more-than-one-terminal brings another problem-the traffic mode
between two terminals. In this background, the planning and operation of airport
moving walkway system and airport automated people mover system is urgent and
important. This paper proposes a procedure to forecast passenger flow volume for
airport moving walkway system based on the traditional four-step predicting theory.
The methods can be used by the relative department as a reference and the results
can be used as basic data in the planning of airport moving walkway system.
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Dynamic Multi-objective Optimization
Problem of Container Intermodal
Transport: An Empirical Analysis
on the Belt and Road Initiative of China

Jue Hou

Abstract The Belt and Road Initiative of China proposes a higher request for the
development of container intermodal transport. The traditional intermodal transport
organization mode may change: the daily handling capacity of container railway
central terminal will increase, speed of train will improve, there will be more and
more double-stack container train come into use. These changes will have
far-reaching consequences on the container multimodal transport development of
China. This paper attempts to evaluate the economic and environmental effect on
the potential change of container intermodal transport of China on the Belt and
Road Initiative, with a specific focus on energy consumption and emission.
Multi-objective optimization model is built to minimize transport time, cost, energy
consumption, and also emissions, which is based on simulation model of loco-
motive, Non-Dominated Sorting Genetic Algorithm II (NSGA-II) is used to solve
the multi-objective optimization model. An empirical case regarding container
intermodal transport from Shanghai to Urumqi is applied to verify the validity of
model in the end. The dynamic multi-objective optimization model allows the
logistics enterprise to be more flexible in their decision to plan the scheme of
container intermodal transport.

Keywords Intermodal transport � Multi-objective optimization problem
Emissions � Simulation � Belt and Road Initiative

1 Introduction

Railway transport plays an important role in the freight industry and it influences
the related industries in China. Over the past decade, with China’s domestic and
foreign trade continues to expand, container in railway transport increasingly val-
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ued. Railway container transport volume increases 93.90% from 2003 to 2015.
Especially in 2015, on the Belt and Road (the Silk Road Economic Belt and the
21st-Century Maritime Silk Road) Initiative, railway container transport volume is
more over 20.2% than 2014. An efficient and environmentally friendly container
intermodal transport will benefit social and economy, ship, and transport operators,
it can reduce transportation time, cost, energy consumption, and also emissions [1–
4], promoting the development of the transport system. Therefore, the Belt and
Road Initiative proposes a higher request for the development of container inter-
modal transport of China [5, 6].

The Railway Container Center Terminal (RCCT), as the hub and the regional
logistics center, is playing an important role in the modern logistics system in
China, located in the important transport hub city. RCCT is modern and compre-
hensive freight handling space, it has a strong radiation effect on the container
transport in the surrounding area. The RCCT provides services including train
marshaling, container loading and unloading, storage, transmission, etc. The
Railway Container Handling Stations (RCHS) is the regional logistics center,
mainly located in the provincial capital city.

This paper attempts to evaluate the economic and environmental effects from the
potential change of container intermodal transport of China on the Belt and Road
Initiative. With the consideration of energy consumption and emissions of container
intermodal. A multi-objective optimization model is built to minimize time, cost,
energy consumption, and emissions of container intermodal transport, based on
dynamic simulation model of locomotive. An empirical case regarding container
intermodal transport from Shanghai to Urumqi is applied to test the model, heuristic
algorithm (NSGA-II) is presented to solve the model. The numerical results show
that the model with emission consideration in dynamic view can reduce the air
pollution emissions and energy consumption in container intermodal transport, and
maintain service levels.

2 Locomotive Model

2.1 Static Model

The static locomotive energy consumption model is formulated as follows:

Q ¼ Qy þQ0 þQt � Qh; ð1Þ

where Q is total energy consumption (kWh/kg), Qy is traction power consumption
(kWh/kg), Q0 is coasting and braking and stop power consumption (kWh), Qt is
entry section, and the way of shunting operation power consumption (kWh/kg), Qh

is the power consumption of braking back to power grid (kWh/kg).
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2.2 Dynamic Simulation Model

In order to get more accuracy in calculation of locomotive energy consumption than
static model. A dynamic model is presented based on the simulation platform. The
electric-locomotive model is built based on HXD2B locomotive’s electric structure
and its control algorithms, which is widely used in container intermodal transport of
China, including main circuit and auxiliary circuit [7]. Based on MATLAB/
Simulink (2015a), this paper built the simulation model of HXD2B electric loco-
motive. Four HXD2B electric locomotives in the simulation model. Figure 1 shows
a dynamic simulation model that includes traction power supply system, traction
substation (transformer), traction contact network and control block, etc., which is
in accordance with the actual situation [8].

Time–speed curve and time–power consumption curve, as shown in Fig. 2a, b.

3 Dynamic Multi-objective Optimal Model

3.1 Parameter Description

V is set of all nodes (the RCCT or RCHS), except destination node.
V1 is set of all nodes (the RCCT or RCHS), except origin node.
N is the transport mode, N¼ 1; 2f g, N = 1 is by truck, N = 2 is by train.
i, j is index of node (the RCCT or RCHS), i, j ∊ V.
k, l is index of transport mode, k, l ∊ V.
di,i+1
k is distance from the RCCT or RCHS i to the RCCT or RCHS i + 1 by

transport mode k.
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Fig. 1 Diagram of electric-locomotive simulation model
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ck is cost by mode k per distance (km) per container (20 ft or 40 ft), k ∊ N.
tk is time by mode k per distance (km) per container (20 ft or 40 ft), k ∊ N.
ek is energy consumption by mode k per distance (km) per container (20 ft or 40 ft),
k ∊ N.
gk is emissions by mode k per distance (km) per container (20 ft or 40 ft), k ∊ N.
ci
k,l is transport cost of transfer the mode k to mode l on the RCCT or RCHS i per
container (20 ft or 40 ft).
ei
k,l is transport energy consumption from the RCCT or RCHS i to the RCCT or
RCHS i + 1 by transport mode k, in this paper, ei

k,l is decided by simulation model.
gk is transport emissions from the RCCT or RCHS i to the RCCT or RCHS i + 1 by
transport mode k.

Fig. 2 a Diagram of time–energy consumption curve of electric locomotive. b Diagram of time–
speed curve of electric locomotive
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ti,i+1
k is transport time from the RCCT or RCHS i to the RCCT or RCHS i + 1 by
transport mode k.
si
k,l is transfer time of transfer the mode k to mode l on the RCCT or RCHS i per
container (20 ft or 40 ft).
a is lower limit of time (hour), b is upper limit of time (hour), a, b is dynamic factor
of ratio.

xki;iþ 1 ¼
1

0

(
1 if train or truck travels from node i to node j, 0 otherwise.

rk;li ¼ 1

0

(
transport mode changed from k to l on node i, 0 otherwise.

3.2 Modeling

Multi-objective includes three parts: minimization of time, cost, energy consump-
tion, and emission of container transport. The dynamic multi-objective optimization
model is formulated as follows:

min f1 ¼
X
i2V

X
k2N

ckd
k
i;iþ 1x

k
i;iþ 1 þ

X
i2V1

X
k2N

ck;li rk;li þ p tð Þ ð2Þ

min f2 ¼
X
i2V

X
k2N

tkd
k
i;iþ 1x

k
i;iþ 1 þ

X
i2V1

X
k2N

tk;li rk;li ð3Þ

min f2 ¼ a
X
i2V

X
k2N

ekd
k
i;iþ 1x

k
i;iþ 1 þ

X
i2V1

X
k2N

ek;li rk;li

 !

þ b
X
i2V

X
k2N

gkd
k
i;iþ 1x

k
i;iþ 1 þ

X
i2V1

X
k2N

gk;li rk;li

 ! ð4Þ

subject to: X
k2N

xki;iþ 1¼1; 8i 2 V ð5Þ

X
k2N

X
l2N

yki;iþ 1¼1; 8i 2 V1 ð6Þ

p tð Þ ¼ b �M � t � T2ð Þ t[ T2
0 t� T2

�
ð7Þ
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h tð Þ ¼ a �M � T1 � t2ð Þ t\T1
0 t� T1

�
ð8Þ

xki;iþ 1; y
k;l
i 2 0; 1f g 8i 2 V ; k 2 N; l 2 N ð9Þ

0� a� 1; b ¼ 1� a; ð10Þ

where Eq. (2) is objective function of minimizing transport cost. Equation (3) is
objective function of minimizing transport time. Equation (4) is objective function
of minimizing transport energy consumption and emissions. Equation (5) makes
sure there is only one kind mode to complete container transport between the RCCT
or RCHS. Equation (6) makes one transport mode to another on the RCCT or
RCHS be only once. Equation (7) is inventory costs with time window.
Equation (8) is penalty costs with time window. Equation (9) is integer variable.
Equation (10) is the weight to decide the important one between energy con-
sumption and emissions.

4 Empirical Study

4.1 General Settings

An empirical case of container intermodal transport from Shanghai port to
Urumqi RCCT is taken. With the Belt and Road Initiative, Shanghai to Urumqi
container intermodal becomes more important to strengthen China and Central
Asian-Europe trade and business, as shown in Fig. 3. Logistics enterprise needs to

Fig. 3 Diagram of route between RCCH and RCHS from Shanghai to Urumqi
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design the transport scheme carefully, to make themselves competitive and provide
better service for shippers. With the environment protection pressure, the transport
mode of each trip needs to be decided to minimize the total costs and time, besides,
energy consumption and emissions need to be taken into consideration.

This paper presents four modes for container railway intermodal transport from
Shanghai to Urumqi. Mode 1 and mode 3 are mainly container railway intermodal
transport mode in 2016. Mode 2 and mode 4 will be the container railway inter-
modal transport mode in 2018, as shown in Table 1. This paper takes DF4B diesel
locomotive and HXD2B electric locomotive which are both widely used in railway
container transport of China. The freight data of container in railway transport [9].
Emission factor and fuel consumption calculation are obtained using reference [10],
in order to minimize transportation distance from Shanghai to Urumqi, Vehicle
Route Problem (VRP) algorithm is adopted by this paper [11].

4.2 Approach Description

Non-Dominated Sorting in Genetic Algorithms (NSGA) is a popular
non-domination based genetic algorithm which is a very effective algorithm but
lacks elitism and for choosing the optimal parameter value. This paper adopts
Non-Dominated Sorting Genetic Algorithm II (NSGA-II) for solving the
multi-objective optimization problem [12, 13], which has a better sorting algorithm,
and incorporates elitism and no sharing parameter needs to be chosen a priori. The
main differences between the NSGA and NSGA-II are the usages of (1) a fast
non-dominated sorting method, (2) elitism mechanism; and (3) a parameter-less
niching approach.

4.3 Empirical Test Result

The multi-objective optimization model is formulated by MATLAB 2015a, and
runs on a personal computer with Intel Core i7 CPU and 16 GB RAM. The
crossover probability is 0.8, mutation probability is 0.2, number of generations is

Table 1 Container intermodal transport mode in empirical study

Mode Origin Destination Combination Containers
(per train)

Groups
(per train)

1 Shanghai Urumqi HXD2B + Single layer 98 49

2 Shanghai Urumqi HXD2B + Double
stack

168 42

3 Shanghai Urumqi DF4B + Single layer 84 42

4 Shanghai Urumqi DF4B + Double stack 152 38
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1000, and population size is 100. This set of multi-objective model resulted
(Pareto-optimal fronts) in the solution of mode 1 as shown in Fig. 4. Choosing one
group of the data in the Pareto set (red outline rectangle) to analyze the optimization
result.

Fig. 4 Pareto-optimal fronts of mode l of empirical test
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The mode 1 and mode 2 both can reduce air pollution emissions in container
intermodal transport, meanwhile, maintain service levels, and with the increase of
utilization ratio of double stack, which allows the terminal operator to be more
competitive on the Belt and Road Initiative. According to adjust the different weights
between 0 to 1 in Eq. (10) and evaluate the implementation effect (Table 2).

5 Conclusions

This paper presents a multi-objective optimization model to minimize time, cost,
energy consumption, and emissions of container intermodal transport, meanwhile,
in order to improve the accuracy of locomotive energy consumption, dynamic
simulation model of locomotive has been built. The numerical results show that the
model allows the logistics enterprise to be more flexible in their decision to plan the
transport scheme of container intermodal transport. There are also some limitations
in this study. First, the container intermodal model in this study does not consider
sensitivity analysis with price of energy and freight. Second, with the rapid
development of waterborne transport, which has advantages of low freight and
emission, this paper does not take it into consideration. Overcoming these limita-
tions could be the topics for future research.
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The Impact of Carbon Abatement
Policies on Port Intermodal Freight
Transportation Routing and Cost

Shenghua Wang, Qi Zhang and Wenyuan Wang

Abstract The rapid development of port intermodal freight transportation indicates
the high demand for door-to-door transportation services. Satisfying such demand
would bring high profits to logistics industry as well as produce great amounts of
greenhouse gas emissions. The latter phenomenon is becoming the main threat to
our environment. This paper developed an integrated optimization model to solve
the intermodal transport routing problem. Furthermore, in order to investigate the
effect of the carbon abatement policies (i.e., carbon tax and carbon credit) on
optimal route, transportation cost, and carbon emissions, we adapted the original
model by, respectively, considering each of the policies. Based on the illustrative
example, the result shows that the carbon tax policy does not make an obvious
influence on the optimal route with total and make the transportation cost increase
by 1.7‰. When the carbon credit policy is conducted, the carbon emissions reduce
by about 1/3 and the transportation cost increases by 9%. Meanwhile, shippers are
inclined to choose railway or water transportation to abide by the carbon emission
limit.

Keywords Intermodal transportation � Routing optimization � Carbon abatement
policy

1 Introduction

Increase in international trades and investments has become the driving force of
port logistics development. Higher demands of door-to-door transportation services
lead to the upgrade of the whole transportation system. Port intermodal freight
transportation regards the original port as the main hub, delivers and transfers
cargoes with multiple transportation modes. Collection and distribution capacity of

S. Wang � Q. Zhang � W. Wang (&)
Faculty of Infrastructure Engineering, Dalian University of Technology,
Dalian, China
e-mail: wangwenyuan@dlut.edu.cn

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_70

689



intermodal transportation has become the key of promoting port handling capacity.
As a result, many related researches have been conducted.

Reddy [1] proposed that the total transportation cost is the sum of the travel cost
between cities besides the intercity transfer cost. Ziliaskopoulos [2] presented a
time-dependent intermodal optimum path algorithm for multimodal transportation
networks. Chang [3] solved the optimum routes selection of multi-objective mul-
timodal multi-commodity flow problem (MMMFP) based on time windows and
concave costs. He [4] improved the Dijkstra labeling algorithm to deal with the
shortest path cost problem in container motor rail multimodal transportation. Wang
[5] developed a shortest path model with time constraint by chat transform. Zhang
[6] proposed a generalized shortest path method to solve the intermodal optimal
transport path problem. Lei [7] developed a genetic algorithm to solve the path
optimization model of the multimodal transport for long and bulky cargo. Xin [8, 9]
discussed the multimodal hazardous materials transportation routing problem
considering time-varying. Sun [10] dealt with the uncertainty and environment
pollution of multimodal transport with a chance-constrained programming model.
Chen [11] improved the Dijkstra algorithm to solve the multimodal transport
routing model with the soft time windows restriction.

New troubles arose with the development of intermodal transportation, for instance,
the energy consumption and greenhouse gases emissions. Due to the relatively rapid
development of port capacity, large-scale equipment and busy traffic have produced
numerous greenhouse gases, which gradually become a burden to our environment. To
deal with such issues, some countermeasures, such as directed regulation policy,
carbon tax policy, and carbon credit policy are put forward. In practice, the latter two
policies provide more flexibility as well as incentive to the shippers, are more widely
used. Since the lack of related regulations in our country as well as the absence of
comparative analyses between these two policies, it’s difficult to predict the final effects
caused by the policies. In the view of the above, this paper develops an intermodal
routing optimization model considering the influence of fixed departure time of port
intermodal freight transportation. Furthermore, we discuss the different influence pat-
terns of two carbon abatement policies on intermodal transportation routing and cost.

2 Modeling

2.1 Problem Description

The generally optimal routing problem of intermodal transportation can be
described as below: a batch of cargoes needs to be delivered from origin node O to
the destination node D. There are several network nodes, the set of which is denoted
as I. Among these nodes, there are K types of different transportations available
which differ in transport capacity, time, and cost. When transferring in a particular
node occurs, such operation would consume an amount of time and the corre-
sponding transfer cost.
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To consider actual situations of port logistics, different transportation plans have
their own departure time. With a given schedule, arriving too early would cause
opportunity cost due to the time waiting for departure. On the other hand, not
arriving on time would influence a normal delivery, or even disorder the latter
transportation which might cause a high penalty cost. Moreover, the optimum
routes of intermodal transportation differ with the constraint of different carbon
abatement policies. Carbon tax would raise the cost of every leg of the trans-
portation and raise the total transportation cost as a result. Besides, carriers have to
rearrange their transport routes within the emission limit in the case of carbon credit
condition. In this paper, we would analysis the differences of the influence on
intermodal transportation between these two policies by adding constraints to the
intermodal routing optimization model.

2.2 Intermodal Freight Transportation Network

Every leg of the intermodal transportation network has different transportation
mode. Nodes between those legs have their own transfer mode as well. The original
network has been extended for describing the network properly and more conve-
niently: Splitting all nodes into input and output ends except for node O and node
D. M input nodes would be set up if there are M types of transportation mode
between two nodes. Same amounts of legs are also set up to match different
transportation mode. Output ends would be operated in the same way. Legs
between input and output nodes (dotted line) are also set up, which stands for
particular transfer modes (e.g., highway-railway, railway-water, depending on the
transportation mode of input end and output end). The procedure of network
conversion is shown in Fig. 1.

Fig. 1 Procedure of network conversion

The Impact of Carbon Abatement Policies on Port … 691



2.3 Assumptions and Variables Description

2.3.1 Assumptions

For the simplicity of discussion, some hypotheses are made below:

1. The same batch of cargoes is indivisible during the whole transportation.
2. Transferring would only occur within a node.
3. Distances between nodes remain the same regardless of transportation modes.

2.3.2 Variables Description

Decision Variables: xmi;iþ 1 is a binary variable, if the cargo is being delivered
between node i and i + 1 through the mth transportation mode, xmi;iþ 1 ¼ 1; or
xmi;iþ 1 ¼ 0. ymni is a binary variable, if the cargo is being transferred from the mth
transportation mode to the nth transportation mode within the node I, ymni ¼ 1; or
ymni ¼ 0.

Other Variables: Z denotes the total transportation cost. Fp denotes the fixed
charge from handling the cargo p. vpmi;iþ 1 denotes the quantity of cargo p being
delivered between node i and i + 1 through the mth transportation mode. lmi;iþ 1

denotes the distance between node i and i + 1 through the mth transportation mode.
c p;mð Þ denotes per unit travel cost delivering cargo p through the mth trans-
portation mode. dp denotes the quantity of cargo p being transferred within a transit
node. c m; n; pð Þ denotes per unit transfer cost transferring from the mth trans-
portation mode to the nth transportation mode when cargo p arrives at node i. twi
denotes the waiting time before departure within node i. c Ai þ tmni

� �
denotes the

opportunity cost causing by the waiting within a particular node.

2.4 Routing Optimization Model of Intermodal Freight
Transportation Considering Carbon Abatement Policies

In practice, not all kinds of transfer mode exist. By banning some irrational transfer
modes, an alternative transfer collection would be obtained which can reduce the
scale of intermodal transportation network [12]. Also, we consider the diversity of
travel cost between different cargoes. The objective function (OF) is shown below

minZ ¼ Cfixed þCtransport þCtransit þCopportunity ð1Þ

692 S. Wang et al.



Cfixed ¼
X
p

Fp

Ctransport ¼
X
i

X
p

X
m

xmi;iþ 1v
pm
i;iþ 1l

m
i;iþ 1c p;mð Þ

Ctransit ¼
X
i

X
p

X
m

X
n

ymni dpc m; n; pð Þ

Copportunity ¼
X
i

X
m

X
n

ymni twicw Ai þ tmni
� �

ð2Þ

s.t. X
m

xmi;iþ 1 ¼ 1 8m 2 M; 8i 2 I ð3Þ

X
m

X
n

ymni ¼ 1 8n 2 M; 8i 2 I ð4Þ

X
p

X
m

xmi;iþ 1v
pm
i;iþ 1 �Capi;iþ 1 8p 2 P; 8m 2 M; 8i 2 I ð5Þ

xmi�1;i þ xni;iþ 1 � 2ymni 8m; n 2 M; 8i 2 I ð6Þ

twi ¼ max Sni � Ai þ tmni
� �

; 0
� � 8m; n 2 M; 8i 2 I ð7Þ

X
i

X
m

xmi;iþ 1t
m
i;iþ 1 þ

X
i

X
m

X
n

ymni max Sni
��

� Ai þ tmni

� �
; 0
��� T 8m; n 2 M; 8i 2 I

ð8Þ

X
p

ymni dp\Capmni 8p 2 P; 8i 2 I ð9Þ

xmi;iþ 1 2 0; 1f g 8m 2 M; 8i 2 I ð10Þ

ymni 2 0; 1f g 8m; n 2 M; 8i 2 I ð11Þ

vpmi;iþ 1 � 0; dp � 0; twi � 0 8i 2 I; 8p 2 P; 8m 2 M ð12Þ

Objective function (1) is applied to minimize the total transportation cost which
consists of four parts. Cfixed defines the fixed charge of delivering cargoes. Ctransport

defines the travel cost produced during delivering. Ctransit defines the transfer cost
produced within the nodes. Copportunity defines the opportunity cost produced by
waiting for departure. Constraint (3) specifies every two nodes have only one
particular transportation mode. Constraint (4) specifies only one transfer mode can
be chosen once within a node. Constraint (5) ensures the quantity of cargo deliv-
ering should no more than the capacity of one leg. Constraint (6) specifies when
transportation mode transfers from the mth mode to the nth mode, cargo is delivered
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through the mth mode between node i − 1 to i and through the nth mode between
node i to i + 1. Constraint (7) ensures the waiting time should be more than 0.
Constraint (8) ensures the whole transportation time should no more than the limit.
Constraint (9) is the constraint of transfer capacity. Constraints (10), (11), and (12)
enforce integrality conditions on some variables.

Considering the carbon tax policy, Constraint (13) is added to the original
objective function:

Ctax ¼ CE �
X
p

dp
X
i

X
m

emlmi;iþ 1x
m
i;iþ 1 þ

X
i

X
m

X
n

emnymni

 !
ð13Þ

When considering the carbon credit policy, we add Constraint (14) as the con-
straint to the original objective function.

X
p

dp
X
i

X
m

emlmi;iþ 1x
m
i;iþ 1 þ

X
i

X
m

X
n

emnymni

 !
�E ð14Þ

3 An Illustrative Example

In this section, a numerical example is provided to analyze the impact on the
optimal routing of intermodal transportation from different carbon abatement
policies. First, we supposed there is a batch of cargoes delivered from port O to
destination D over an intermodal transportation network shown in Fig. 2. Node A,
B, C, E, and F are transit nodes while the arcs between these nodes are travel legs
including railway, highway, water, and Air transportation.

When converting the original network, non-exist transfer mode should be ban-
ned in advanced with respect to the practical condition. In this paper, we ban two
types of transfer mode which are {Railway—Air} and {Water—Air}. Figure 3
shows the extended network considering the alternative set of transfer node.
Moreover, network distances matrix is shown in Table 1.

Fig. 2 An illustrative network of port intermodal freight transportation
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We assumed three different cargoes P1, P2, and P3 that are to be delivered from O
to D with a quantity of 35, 20, and 15 tons, respectively. The fixed charge of them is
600, 800 and 1200 CNY, respectively. Travel cost for each leg and transfer cost for
each node are shown in Tables 2 and 3. According to some survey data, we
assumed the average speed of every transportation mode, which are: Highway—
85 km/h, Railway—55 km/h, Water—35 km/h, Air—300 km/h.

Fig. 3 Extended network considering alternative set of transfer node

Table 1 Network distances
matrix (km)

OD O A B C E F D

O – 238 – 476 209 – –

A 238 – 395 265 – – –

B – 395 – 142 – – 329

C 476 265 142 – – 206 543

E 209 – – – – 347 –

F – – – 206 347 – 286

D – – 329 543 – 286 –

Table 2 Unit travel cost for different transportation modes [CNY/(km�t)]
Cargo Highway Railway Water Air

P1 0.7 0.4 0.2 2.0

P2 0.8 0.5 0.2 2.0

P3 0.9 0.5 0.2 2.2

Table 3 Unit transfer cost for difference transfer modes (CNY/t)

Cargo Highway–Railway Highway–Water Highway–Air Railway–Water

P1 0.2 0.1 0.5 0.3

P2 0.4 0.2 0.6 0.3

P3 0.3 0.2 0.7 0.3
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Due to the departure schedule of railway, water, and air transportation, cargoes
have to wait for departure within transit node when transferring occurs. Departure
schedule is shown in Table 4. Waiting time within nodes would produce oppor-
tunity cost for our regulation. And the price is set as 10 CNY/(h�t).

In this example, delivery would start at 6:00 p.m. With the initial conditions
above, we program to compute the optimal route of the original condition. The
result shows that the minimum total transportation cost is 56,358 CNY with a time
of 16.43 h. The optimal route is O ! c1 ! c5 ! D, or interpreted as Highway—
(Highway ! Railway)—Railway. The optimum is shown in Fig. 4a.

Furthermore, we extended the OF as constraint (13) as to consider the influence
caused by carrying out carbon tax policy. Since the detailed charge of carbon tax
remains unknown in China, we set the charge standard as the upper bound of
recommendation from Ministry of Environment Protection (10–20 CNY/t) [13].
Then, such charge standard would be equivalent to 0.02 CNY/kg. The carbon
emission factors are calculated according to a long-established equation as below:

m CO2� � ¼ V petrolð Þ � 2:7 ð15Þ

Detailed carbon emission factors are listed in Table 5.
With the initial conditions unchanged, New optimal route for extended model is

the same as the original one (O ! c1 ! c5 ! D) with a slightly higher cost of
56,453 CNY. And the total transportation time is 16.43 h remains the same. In this

Table 4 Departure schedule information

Nodes Railway Water Air

O 8:00, 14:30 8:00, 14:00 –

A 14:00, 19:00 – –

B – – 19:30

C 15:30, 19:45 – 13:30

E 15:00, 17:00 15:30, 19:00 –

F – 05:30, 18:15 –

 
(a). Original and carbon taxes policy conditions (b). Carbon credit policy condition 

Fig. 4 Optimal route for different conditions
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condition, the carbon emissions are 4768 kg and the corresponding charge is only
95.4 CNY. Such cost is not able to change the optimal route.

In the case of carbon credit policy, we add constraint (14) to the original model.
The carbon credit is set as 3500 kg. Latest optimal route is
O ! e2 ! e4 ! f2 ! f5 ! D, or interpreted as Water—(Water ! Railway)—
Railway—(Railway ! Water)—Water. The total transportation cost is 61,452
CNY with a time of 20.47 h, and the corresponding carbon emissions are 3207 kg.
Comparing with the last two optimums above, the carbon emissions are signifi-
cantly abated in this case, though the transportation cost and time slightly rise
up. The result is shown in Fig. 4b.

Table 6 shows three optimums considering different conditions. From this table,
it is obvious that both two carbon abatement policies influence the original opti-
mum, respectively. For carbon tax policy, total transportation cost rises up due to
the taxation. However, such tax rate is not able to influence the optimal route as
well as the total transportation time. On the other hand, with the limitation of
emissions, carbon credit policy success in influencing the optimal route. Moreover,
such limitation would raise the total transportation cost and time. Besides, there is
one more difference between these two policies. In the case of carbon tax policy,
there are not restrictions for transport shippers with relatively high-carbon emis-
sions except paying carbon tax. Which means that carbon emissions would beyond
control since the expense is not able to influence the transportation routes. As for
carbon credit policy, shippers would have to rearrange their transportation strategy
according to the emission limitation. Such outcome would not only lower the

Table 5 Carbon emission factors

Highway Railway Water Air

Carbon emission factor 1
(kg/(t�km))

0.12 0.02 0.015 0.35

Highway–
Railway

Highway–
Water

Highway–
Air

Railway–
Water

Carbon emission factor 2
(kg/t)

0.13 0.11 0.16 0.12

Table 6 Optimums for different conditions

Original Carbon taxes Carbon credit

Cost
(CNY)

56,358 56,453 61,452

Time (h) 16.43 16.43 20.47

Carbon
emission
(kg)

– 4768 3207

Optimal
route

O ! c1 ! c5 ! D O ! c1 ! c5 ! D O ! e2 ! e4 ! f2 ! f5 ! D
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carbon emissions, but even upgrade the entire intermodal transportation system.
Furthermore, promoting the importance of low-carbon transport pattern as well. In
other words, putting the carbon credit policy into practice brings positive effects to
both the environment and the intermodal transportation industry.

4 Conclusions

The impact of carbon credit policy on port intermodal freight transportation is more
significant comparing with the carbon tax policy. Based on the standard of 0.02
CNY/kg for carbon emissions charging, the result shows that the proportion of
carbon tax in total transportation cost is around 1.7‰ in the case of carbon tax
policy. For carbon credit policy, in the scenario with a limitation of total 3500 kg
carbon emissions, the results show that the emissions reduce by 33%, with total
transportation cost raises less than 1/10. Such policy would do great help to control
greenhouse gases as well as save fossil fuels. Restricting the carbon emissions, the
port intermodal freight transportation routing would be inclined to choose
low-power-consuming transportation modes such as railway and water transporta-
tion. In summary, the carbon credit policy may promote the development of
low-power-consuming transportation mode as well as enhance the transportation
capacities.
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Improved Genetic Algorithm Based
Passenger Flow Control in Subway

Man Jiang

Abstract This paper is in the background that improvement of organization for
urban rail transit operation along with its rapid development is an urgent need.
Aimed at solving the organization problem of mass passenger flow, passenger flow
control in subway is analyzed. To increase the control quality and efficiency, the
method of improved genetic algorithm is studied. Finally, the algorithm is applied
to a case study to verify its validity.

Keywords Subway � Passenger flow control � Improved genetic algorithm
Train available capacity adjustment � Inbound passenger flow limiting

1 Introductions

Current researches on passenger flow control in the field of traffic and transportation
focused on passenger flow organization in stations and train operation management.

Some literature analyzed the characteristics of urban rail transit passengers and
structural characters of the network and made measures of passenger flow control
according to these findings. Qiaomei [1] researched on the characteristics of mass
passenger flow, influence factors of station operation, and relative organization
method. Lu [2] used complex network-based transmission dynamics model to
develop the crowding propagation model of burst passenger flow, analyzed the
propagation characteristics of passenger flow, and proposed measures to respond to
the passenger flow.

Some researches proposed station organization principles to solve the problems
of inbound and outbound passenger flow. Jianlin [3] studied the contradiction
between passenger volume and transportation capacity in Line 6 and 8 of Shanghai
Subway, and changed the stations to apply measures of passenger flow control
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according to principles of choosing control stations and time. Lianhua [4] analyzed
the problems of increased passenger volume and complex transfers in Guangzhou
Subway, calculated to obtain the control stations and volumes, and made relative
passenger flow control strategies.

Some literature analyzed passenger flow regularity between two stations and
made passenger flow control schemes. Yingsong [5] proposed a parameter calcu-
lation method based on priority for station coordination control, which provided a
theoretical foundation for reasonable schemes of passenger flow control. Zheng [6]
further put forward the idea of combined control in several subway stations.

Some researches adjusted train operation scheme to relieve the contradiction
between passenger demand and line transportation capacity. Suh [7] applied
stop-skipping service to Seoul subway in Korea and decided the stop-skipping
stations by predicted OD. Sun [8] adopted nonlinear integer programming to realize
the stop-skipping strategy in real-time operation. Cortés [9, 10] adopted the mixed
strategy of holding and stop-skipping to control public traffic lines to reach the
target of minimum waiting time and uniform headway.

This paper will combine two strategies of inbound passenger flow limiting and
train available capacity adjustment to manage subway operation synthetically and
improve the passenger flow conditions in peak hours.

2 Passenger Flow Control in Subway Stations

Passenger flow crowding results from real-time mismatching between train avail-
able capacity and passenger flow demand. So efforts should be made in two aspects:
inbound passenger flow limiting and train available capacity adjustment.

(1) Inbound passenger flow limiting. In the condition of large passenger flow, the
control strategy to limit passengers outside the station entrances can be made to
slow down inbound passenger speed and control redundant passengers outside
the subway system. In the demand peak hours, large passengers want to go
inside the stations and get a train to start their trip in short time and thus
overcrowding often occurs and decreases passenger inbound efficiency and
volume. What’s more, there may be potential danger and accidents in the
special condition. Purposive and sequential passenger flow control can guar-
antee passenger safety and promote passenger inbound efficiency.

(2) Train available capacity adjustment. In the peak hours, trains usually run at the
minimum headway in subway, which means that available transportation
capacity for lines has reached the maximum, while passenger flow in crowded
stations is still unsatisfied. Responding to this kind of situation, the strategy of
train available capacity adjustment for different stations is practicable, which
can be realized by the adjustment of train operation scheme. It can change the
train stopping frequency at stations in the peak hours to reserve train available
capacity for the stations with large passenger demand and thus relieve the
pressure of the platform organization.
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3 Algorithm Implementation

3.1 Improved Genetic Algorithm

In the application of genetic algorithm, researchers gradually found out that tradi-
tional methods had many shortcomings, which could not satisfy the need for
solution in quality and speed. These shortcomings included: (1) there existed
subjectivity and experience in coding of decision variables, fitness function,
inheritance, and parameter setting; (2) evolution results depended on initial values
of parameters and population to some extent; (3) inappropriate inheritance might
lead to missing of population variability; (4) convergence speed decreased along
with the increase of coding length of decision variables. To overcome these
shortcomings, many improved genetic algorithms, incorporating improvement for
coding way, heritance operators, control parameters, and operation strategies have
been put forward.

The solving algorithm of this paper adopts improved genetic algorithm and the
improvements include the adoption of order crossover in the process of individual
crossover and the improvement of mutation sites in the process of individual
mutation.

3.2 Algorithm Process of Passenger Flow Control

The improved genetic algorithm for passenger flow control in subway stations is
implemented in the following steps:

Step 1: Set initial train operation scheme. Demarcate passenger parameters
(passenger arrival rates in stations and alighting rates from trains), station
parameters (inbound capacity and platform holding capacity), and train
parameters (train capacity, train running and holding time standards). Set
the population scale, maximum cycling times, crossover way, and
mutation way for the algorithm.

Step 2: Realize the mutual constraints of passengers, stations, and trains. Mutual
constraints of passengers and stations include passengers entering stations in
the condition of inbound passenger flow limiting and passengerswaiting for
trains at platforms.Mutual constraints of trains and stations are expressed in
the process of passengers boarding and alighting from trains. Constraints of
trains incorporate train capacity, holding time, and running time.

Step 3: Output current train operation scheme and inbound passenger flow lim-
iting results and calculate the fitness function, which pursues the maxi-
mum boarding passenger number and minimum variance for boarding
ratios. If the current solution is better than the existing solution, use the
current solution to update the existing solution. Otherwise, keep the
existing solution unchanged. Update iwith (i + 1), and enter the next step.
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Step 4: Judge if the cycling times have reached its maximum limit I. If it is, the
final train operation scheme, passenger flow limiting solution, and
objective function values will be output. Otherwise, enter the processes
of heritance, crossover, and mutation and produce the next generation.
Heritance refers to keeping some of the routings in the current train
operation schemes, crossover means to mix some routings and get a new
generation and mutation is to choose and mix two routings stochastically
in unexplored schemes to get a new generation. Then enter the next step.

Step 5: Begin a new scheme algorithm calculation and enter Step 2.
When the cycling of the above steps ends, the algorithm ends and the
optimal scheme and control results will be given as output. The flow-
chart is shown in Fig. 1.

Alternative train operation 
schemes, parameter setting 

and initialization

Start the algorithm

Mutual constraints of  
passengers and stations

Mutual constraints of trains 
and stations

Constraints of trains

Constraints

Calculation

Output passenger flow 
limiting results

Calculation of fitness 
function

If the current 
Solution is better

Update the 
existing 
solution

Keep the 
existing 
solution

i=i+1

If the maximal cycling 
times have been reached

Inheritance Crossover Mutation

No Yes

Output the train operation 
scheme, passenger flow 

limiting results and objective 
function values

End the algorithm

Generate a new train operation scheme

Yes

No

Fig. 1 Algorithm flow chart for passenger flow control in subway stations
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The above algorithm depends on the platform of Visual Studio with the help of
the programming language C#. Its interface of parameter setting and running results
is shown in Fig. 2. Based on different solving efficiency and quality, population
scale and cycling times can be set manually. For the process of crossover in genetic
algorithm, crossover way and sites can be chosen freely. As to mutation, its
probability can be changed to ensure the variability of solving effects. In all,
improved genetic algorithm can facilitate summarizing the rules of solutions and
finding the optimal solution rapidly.

4 Case Study

4.1 Parameter Setting

The case study chose a section in Line 3 of Guangzhou Subway, where stations
locate as Lijiao (LJ), Datang (DT), Kecun (KC), Guangzhouta (GZ),
Zhujiangxincheng (ZJ), and Tiyuxilu (TY) in the down direction. Passenger flow
demand in each station in the morning peak hour is listed in Table 1.

Holding time of trains at each station, running time of trains on each section,
arrival rates, and alighting rates of passengers are shown in Table 2.

Fig. 2 System interface of condition setting and results

Table 1 Passenger flow
demand in each station

Station Passenger flow volume Sequence

LJ 19,200 6

DT 23,400 5

KC 65,850 3

GZ 30,930 4

ZJ 70,740 1

TY 68,670 2
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Train headway is 2 min in the peak hour. Train capacity standard is 1350 persons.
When the passengers are overcrowded, the maximal train capacity is 1882 persons.

4.2 Solving Results and Analysis

These parameters and initial settings are input to the solving algorithm system.
The optimal train operation scheme is shown in Table 3.

Table 2 Basic data of trains and passengers

Station LJ DT KC GZ ZJ TY

Train Holding time (min) 0.5 0.5 1 0.5 1 1

Running time to the next
station (min)

2.5 2 1.5 2 2

Passenger Arrival rates (persons/min) 320 370 637 205 645 649

Alighting rates (%) 6.3 68.8 3.7 72.2 58.3

Table 3 The optimal train
operation scheme

Train NO. Train operation scheme

1 LJ-KC-ZJ-TY

2 LJ-KC-ZJ-TY

3 LJ-DT-KC-GZ-ZJ-TY

4 LJ-KC-ZJ-TY

5 KC-ZJ-TY

6 LJ-DT-KC-GZ-ZJ-TY

7 LJ-DT-KC-GZ-ZJ-TY

8 LJ-DT-KC-GZ-ZJ-TY

9 KC-GZ-ZJ-TY

10 LJ-KC-ZJ-TY

11 KC-GZ-ZJ-TY

12 LJ-KC-ZJ-TY

13 KC-ZJ-TY

14 KC-GZ-ZJ-TY

15 KC-GZ-ZJ-TY

16 KC-GZ-ZJ-TY

17 KC-ZJ-TY

18 KC-GZ-ZJ-TY

19 LJ-KC-ZJ-TY

20 LJ-DT-KC-GZ-ZJ-TY

21 LJ-DT-KC-GZ-ZJ-TY

22 LJ-DT-KC-GZ-ZJ-TY

23 LJ-DT-KC-GZ-ZJ-TY
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In this scheme, all boarding passengers are up to 51,525 persons on the line in
the peak hour and the variance of boarding ratios at each station is 0.03. The control
scheme of passenger flow is shown in Table 4. In the peak hour of passenger flow,
limiting volume and speed at each station can be determined and thus control
strategies are made coordinately to realize the objectives of the maximal boarding
passengers and balanced inbound service.

5 Concluding Remarks

In this paper, two kinds of strategies, which are train available capacity adjustment
and inbound passenger flow limiting, are analyzed to optimize the organization of
large passenger flow in subway stations. To make detailed strategies in certain
passenger flow condition in an efficient and high-quality way, improved genetic
algorithm is utilized to solve the problem. An application case of line 3 in
Guangzhou Subway is studied to verify the validity of the algorithm. In the future,
the algorithm will be applied to more practical cases and thus relative modification
can be made to promote the algorithm solving process.
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Study on Protection from Stray Current
in the Metro System

Hongbo Cheng, Zikang Xiao, Xun Wang and Nannan Sun

Abstract Aiming at solving an issue that the stray current increases the risk of
corrosion of the buried metal with the increase of operation age in metro, some
measures are proposed to protect the buried metal from stray current respectively on
the stages of design, construction, operation, and protection in the metro system in
this paper. Compared with the reference papers, CDEGS, professional software of
grounding analysis, is applied for modeling as well as calculation, and factors are
applied to decrease the leakage of stray current with regard to the electrical spec-
ification, like different supply modes, voltage classes, and so on. And when the
metro is in operation, some measures, like the dust removal, waterproof, and
passivation protection should be applied to reduce the risk of corrosion of buried
metallic structures. Therefore, with the measures adopted, the risk of corrosion will
be reduced greatly.

Keywords Risk of corrosion � CDEGS � Leakage of stray current
Buried metallic structures

1 Introduction

In recent years, construction of the subway has been developing rapidly in most
provincial capital cities and some developed cities in China. A report shows that the
number of metro cities is up to 31 and the mileage of these cities in total is up to
4000 km in China until January 2017. As the longitudinal resistance of the rail and
the leakage of conductance exists, a small portion of traction current, which leaks
from the return rail, is called stray current. And most of the stray current penetrates
into the concrete reinforcement or buried metallic conductors. And the corrosion on
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the surface of pipelines will cause the leakage or explosion of pipelines, which
endangers the security of lives and properties of nearby residents. And the report
shows that the inner structure reinforcement is severely corrosive along the first line
of Beijing Metro since it has operated for 48 years [1]. Similarly, the gas pipeline
caused by stray current corrosion was found perforated, which results in an accident
of gas leakage in Hong Kong MTR [1].

A great number of experts and scholars have devoted themselves to research on
protection against stray current in the advanced countries. Scholar M.M. Alamuti
etc. built a distributed model to simulate the actual metro system, and the principle
of stray current was found that the leakage of traction current is due to the voltage
drop [2]; Expert Charalambous studied the evaluation of stray current leakage, total
leak charge, and polarization potential of buried metals corrosion according to
European standards EN 50122-2 and 50162 based on a topological model [3].

The construction of the first line of metro was taken relatively late in China, but
stray current of metro had been paid more and more attention recently. A lot of
experts and scholars devoted to study on regulation of stray current distribution and
monitoring system of stray current. Guoli Wang [4] established three-dimensional
model of metro system through Finite Element Method (FEM), and obtained the
result that the total leakage of stray current in the rectangle tunnel is smaller than in
shield configuration tunnel. Scholars Shujuan Li, etc., put forward that the existing
monitoring system of stray current is mainly composed of slave computers, made up
of a series of sensors and microcontroller with data acquisition module, and host
computers. And last, the stray current is obtained by process and analysis of data [5].
Scholar Levin, etc., proposed a new method of monitoring stray current and con-
firmed the feasibility of monitoring stray current with optical fiber sensing tech-
nology through experiment [6]. With the further study of monitoring systems, these
systems had been produced in abroad electrical companies, like Siemens, and
domestic company, like Hang [7].

In this paper, some measures are applied to protect the buried metal from stray
current respectively on the stages of design, construction, operation, and protection
in the metro system. Compared with the reference papers, CDEGS, professional
software of grounding analysis, is applied for modeling as well as calculation, and
factors in regard to the electrical specification, like different supply modes, voltage
classes, and so on, are applied to decrease the leakage of stray current. And when
the metro is in operation, quite a few measures, like passivation protection, should
be applied to reduce the risk of corrosion of buried metallic structures.

2 Reaches on the Stage of Design in Metro

The reference paper shows that in the stage of design of metro, the distance of
traction substation, the application of the drainage network, the number of loco-
motives, and so on will affect the amplitude of stray current. However, this paper
studies the different leakages of stray current based on the model of different
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voltage levels or different resistivity and thickness of the concrete reinforcement or
different power supply modes.

(1) Currently, the DC traction power supply modes including third rail in 750 V
and catenary in 1500 V are the main power supply modes in urban metro. The
domestic standard GB 50157-2013 indicates that the suspension height of a
catenary is not less than 4070 mm. Different from the catenary, the third rail
gets close to the ground and only sets the installation beyond the third rail. And
the schematic diagram of power supply system in catenary mode is shown in
Fig. 1.

On the early stage of operation, due to the resistivity of insulation layer, the total
leakage of stray current in third rail is similar to the one in catenary. However, with
the operation years increasing, the resistivity of insulation is decreasing under the
running rail and the third rail. And the leakage of stray current will be greater than
the one in catenary, even two times as much as the leakage of stray current in the
catenary mode as shown in Fig. 2.

(2) DC 750 and 1500 V are the common voltage classes in the power supply
system of metro. In order to meet the increasing demand of public, it is nec-
essary to increase the number of locomotives at a time. The operation power is
2.25 kW and the operating current are 3000 and 1500 A, respectively, in 750
and 1500 V lines are assumed in this paper. From Fig. 3, the conclusion we can
get that the leakage current of drainage network in 750 V line will be two times
as much as the ones in 1500 V (Fig. 3).

(3) The concrete reinforcement is close to the insulation layer and the rail, which
may affect the distribution of stray current. Resistivity and thickness of concrete
reinforcement are the key parameters in electricity. And the amount of stray
current, which leaks from the drainage network, is shown in Figs. 4 and 5,
respectively.

Pipeline

Rai l

Catenary

Soi l

Stray current

Substation

Overhead ground wire

Track short
circuiting

device

Earth gridEarthing flat steel

Concrete
reinforcement

Insulation layer Recirculating system

Fig. 1 The traction power supply system in the catenary mode
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From Fig. 4, we can find that the current leakage is decreasing with the rise of
concrete’s resistivity. From Fig. 5, we can get the result that the thickness of
concrete reinforcement makes little effect to the amount of leakage current. Above
all, with the permit of cost and technology, it should be given great priority to
applying 1500 V DC power supply for there is less traction current in 1500 V DC
power supply under the condition of the same traction power. And the resistivity,
but the thickness of concrete reinforcement plays an important role in the amount of
leakage of stray current and some measures or the application of new materials in
concrete reinforcement.

3 Reaches on the Stage of Construction in Metro

(1) In order to reduce the stray current leakage, the seamless rail should be welded
in low resistance. Seamless rails are in common use in metro, and the program
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of manufacture and connection is as follows. First, 500-m-long rails are man-
ufactured in steel factory at home and production 25 m, and fundamental
welding tasks are completed. Second, 500-m-long rail will be transported to the
sites and welding on the spot, and eventually cast into 1 or 2 km long rails. The
longitudinal resistance of the rail depends on the quality of solder joint in Rail
junctions. If any glitch or faulty welding occurs in the solder joints, on the one
hand, resistivity of rail connections will sharply increase and most of traction
current will leak to the soil from here, which will increase the amount of stray
current leakage. On the other hand, it is likely to cause the rail slide, which
increases the risk of unsafe operation of trains. Therefore, the characteristics of
solder joints should be smooth, free of burrs, and virtual welding, so as to
ensure the solid welding, which is a key link of protection from stray current on
the stage of construction.

(2) In order to reduce the amount of leakage, the performance of tunnel waterproof
and drainage should be improved, which is able to reduce the risk of insulation
layer affected by groundwater. Humidity is one of key factors to the resistivity
of insulation layers. The place that is used for the construction of the subway
tunnel should give priority to selecting sites with a certain slope, which
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improves the performance of drainage and reduce the risk of standing pools of
water in the tunnel. In the construction of the line and the erection of viaduct,
some measures should be adopted, such as waterproof layer should be adopted
on the surface of bridges and concrete structure. And drainage pipes should not
be close to the surface of concrete structures and their diameter not be less than
150 mm, which enhances the effect of waterproofing and drainage.

4 Reaches on the Stage of Operation in Metro

Through addition of monitoring points, the amount of stray current leakage along
the subway will be monitored online. If the amount of leakage exceeded relative
criteria, some measures should be adopted at once. The technical specification
CJJ49-1992 of protection from stray current corrosion in metro suggests that
monitoring points m should be added in place adjacent to the signal acquisition on
the station platform, adjacent to locomotive acceleration or breakpoints of rails, the
ends of the bridges or subway lines. There are following five reasons for the
addition of monitoring points. First, a series of cables and pipelines access to
station was easily affected by stray current generated by a great number of air
conditioners, escalators, large apparatus of drainage, sewage pump, and so on in the
station. Second, in the acceleration process of locomotive, the value of transient
surge current produced by locomotive is 1.7–2.5 times as much as normal traction
current, which results in increasing the amount of stray current leakage. Third, the
resistivity of solder joint is relative large, which results in increasing the amount of
stray current leakage. Fourth, stay current may leak to nearby bridge of Pier and
corrode steels embedded in the pier for the structure steel embed in roadbed
between a bridge and the bridge nearby is not overall. Last, stray current cannot
flow back to the station under no drainage net at the end of the line. And it may
cause corrosion on the surface of underground metal structure adjacent to the end of
the line.

5 Reaches on the Stage of Maintenance in Metro

(1) With the increase of operation, the resistivity of the insulation layers will
decrease and the amount of leakage stray current will increase to a great extent
as shown in Fig. 5. And humidity and particle density are important factors in
determining the life of insulation layer with high resistivity [8]. If the rail and
roadbed are cleaned regularly, the life of insulation layers with high resistivity
will be extended. Therefore, in addition to good drainage systems, to guarantee
the cleanliness of insulation layer and concrete through clean is essential. Some
effective measures should be completed as follows. One is that the cleaning
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work should be completed monthly to keep the lines clean when the metro line
comes into service. Second, improving the performance of dust removal by the
way of adopting the advanced dust removal technology, like the improved
suction inlet of cleaning car in metro [9]. Compared with the traditional
apparatus, this new cleaner has the characteristic of high speed, low pressure of
exhaust pipe, low consumption of energy, which makes dust particles float from
the surface of insulation layers to the dust port, and then the negative pressure
makes it easier for dust particles to float from the dust nozzle into the exhaust
pipe, so as to enhance the performance of dust removal along the lines.

(2) Reference to power supply equipment of AC electrified railway, such as the
booster transformer is applied to force stray current return to the cathode at the
traction station, so as to enhance the backflow coefficient of the metro. The aim
of the booster transformer applied in AC electrification railway is to turn
asymmetric two-phase power supply system into symmetric three-phase power
supply system, which can reduce the interference from the power supply
system to communications equipment adjacent to lines. And in DC traction
power supply system, the concatenation of the primary side of the transformer
and catenary, secondary winding and rail, which will force the value of current
along the rail equals to the one of catenary through the electromagnetic cou-
pling between the windings of transformers, so as to reduce the leakage of
stray currents.

(3) If the monitoring stray current exceeds the value expressed in the design codes,
some appropriate metal protective measures should be applied. There are two
ways of reducing the corrosion of buried metal pipelines. One is passivation
protection and the other is activation protection. The principle of passivation
protection is to reduce the amount of stray current penetrated into buried
metals. Some specific measures are applied, such as pipeline coat with paint or
insulating film. The object of activation protection is the metal structure cor-
roded by stray current, and the principle of it is to force stray current along the
metal pipe or force metal pipeline to act as the cathode. Some specific pro-
tection measures includes connecting buried metallic pipelines and the running
rail and adding strong metals such as zinc, magnesium, aluminum, and other
materials as anodes, and addition of external DC power supply.

6 Conclusion

This paper suggests that some measures should be adopted in four stages of metro.
And it should be given great priority to the 1500 V DC catenary power supply, for
it can decrease the amount of leakage of stray current as much as possible from the
source in the stage of design of metro. And the resistivity of concrete reinforcement
plays an important role in the amount of current leakage and some measures or the
application of new materials in concrete reinforcement. And in order to extend the
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life of insulation layers with high resistivity, dust removal and waterproof should be
enhanced in the other three stages. Compared with the traditional measures on
protection, these effective measures can decrease the risk of corrosion from the
source.
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Energy Consumption Analysis
of High-Speed Maglev Train

Xiaochun Zhang, Siyuan Mu and Jinsong Kang

Abstract In this chapter, the finite element model of the linear synchronous motor
is simulated and analyzed by the analysis of the high-speed maglev train. The
dynamic model of the train is established from the force analysis’s point of view. In
addition, for the minimum energy consumption of the traction strategy, the mini-
mum energy consumption model is solved by taking the actual situation of the
project into account. The traditional traction strategy only considers one target
variable, but this chapter takes the minimum time model of the train into account
while considering the energy consumption, and combines the two traction strategies
and models to get a new traction strategy. And an algorithm is designed to get the
optimal train running process by combining the actual operating conditions of the
train.

Keywords Maglev train � Finite element � Dynamic model � Energy consumption

1 Introduction

When the traditional wheel train is running at a high speed, the wheel wears
seriously, and is not conducive to further improve the speed, but maglev train
overcomes the condition, especially in the long-distance operation [1, 2]. The
resistance greatly increases when maglev train is in high-speed operation, so energy
consumption must be considered to save costs, and train energy loss is mainly
distributed in two areas: traction system’s energy consumption and auxiliary sys-
tem’s energy consumption [3].

The current energy consumption measurement model of power train mainly
includes a data-based regression analysis model, an electrical power-based model,
and a kinetic-based measurement model [4].
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This chapter mainly studies the energy consumption of train’s traction system.
The finite element model of traction motor is established, the train is analyzed from
the dynamic point of view, the train’s dynamic model is established, and the energy
consumption model of the traction system is obtained. Then, the traction strategy is
used to control the running condition of the train, and the consumption curve is
obtained. In addition, taking the running time into account, the time model is
established, and finally the two methods are combined to get the comprehensive
strategy which has the guiding significance to the actual situation, and the solution
and simulation are carried out.

2 Finite Element Model of Linear Synchronous Motor

J MAG is used to simulate the linear motor. The main processes are as below: First,
the physical model of the electromagnetic field analysis object is established, and
the finite element is defined, and the material attribute is defined. Second, the
appropriate electromagnetic boundary condition and electromagnetic load are
established for the model. Finally, the appropriate solver is used to calculate
the simulation result [5] (Figs. 1 and 2).

3 Dynamic Model

The force model on the train is regarded as a single particle model, the train in the
course of running is influenced by traction, resistance, and braking force. These
three forces will not appear at the same time, and their resultant force is different
according to different train’s operating conditions [6, 7] (Fig. 3).

3.1 Traction

Traction is provided by the traction system to overcome the resistance encountered
in the operation of the train. The floating electromagnet and a stator winding

Fig. 1 Finite element model of linear synchronous motor
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generate a moving magnetic field, which causes an induced current in the sus-
pension coil. An electromagnetic traction force to drive the train is generated by the
induced current’s interacting with the moving magnetic field.

Traction can be expressed as follows:

F ¼ 3p
2s

udiq � uqid
� �

; ð1Þ

where F is electromagnetic thrust of the synchronous motor, s is linear synchronous
motor’s pole pitch, id ; iq are the current components of the stator winding in the
d � q� 0 coordinate, ud ;uq are the flux linkages of the stator windings in the
d � q� 0 coordinates.

Fig. 2 The thrust on the train

traction

Breaking force

resistance

vFig. 3 Train’s force diagram
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3.2 Resistance

The resistance of the train is divided into basic resistance and additional resistance.
The basic resistance includes air resistance, linear motor’s running resistance,
electromagnetic eddy current resistance on both sides of the guide rail. Additional
resistance is generally additional resistance to ramps.

Air resistance WA usually uses the following empirical formula:
No lateral wind,

WA ¼ wx � 10�3 � v2; ð2Þ

where v is train’s running speed, wx is air resistance coefficient when the train is
running.

With lateral wind,

WA ¼ wx � 10�3 � v2w
1þ 0:54

p

� �
arctan vw

v

� �
sin2 arctan vw

v

� �� � ; ð3Þ

where vw is wind speed which is perpendicular to the running direction of the train.
The relationship among the running resistance caused by the linear motor, the

train speed and the number of marshaling vehicles is

WB ¼
0 v ¼ 0

3:3ns 0\v\41:7 m=s
146
v � 0:2

� �
ns v� 41:7 m=s:

8<
: ð4Þ

The electromagnetic eddy current resistance on the guide rails on both sides of
the line is calculated as follows:

WM ¼ ns � 0:5 v=111ð Þ0:5 þ 1:3 � v=111ð Þ0:7
h i

: ð5Þ

Additional resistance to ramps WI is expressed as

WI ¼ M � g � i=1000: ð6Þ

Where i is thousandth of slope.
The total resistance can be expressed as

W ¼ WA þWB þWM þWI ð7Þ

3.3 Braking Force

In normal conditions, the brake of the maglev train that includes regenerative
braking or resistive braking is realized by the long stator synchronous motor. It will
start the vehicle’s eddy current braking system, so that the train is safely docked to
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the designated auxiliary parking area at the appropriate deceleration when the
braking capacity of the traction system fails or other faults occur.

Conventional braking force BP is as follows:

BP¼3p=2s wd � iq � wq � id
� �

ð8Þ

Emergency braking force BV is as follows:

BV ¼
q � 1:2M � 1� eð�v=BÞ� � ðv� 2:78 m=sÞ
l �Mg �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IðsÞ=1000ð Þ2

q
ð0\v\2:78 m=sÞ

0 ðv ¼ 0Þ

8><
>: ð9Þ

Where q is the eddy current brake’s level, B is a speed constant that is 30 m/s,
and l is the coefficient of friction.

3.4 Train’s Dynamics Model

Let thousandth of slope i be a continuous function of distance, expressed as IðsÞ.
Train’s movement model is obtained according to Newton’s law as follows:

ds
dt ¼ v

dv
dt ¼

F�f ðvÞ
M ¼ a:

(
ð10Þ

4 Strategy Model

Different traction strategy leads to different manipulation methods and calculation
results. Extensive traction strategies include the fastest speed strategy, the most
economic strategy, and hybrid optimization strategy [8].

4.1 Minimum Energy Consumption Model

The minimum energy consumption model is described as follows:

minE ¼ min
Z E

0
dE ¼ min

Z s

0
Fds ¼ min

Z tn

0
Fj jvðtÞdt: ð11Þ
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Constraints are

vmin � vi � vmax

ai
Dt ¼ tiþ 1 � ti
viþ 1 ¼ vi þ aiþ 1Dt
siþ 1 ¼ si þ vi þ vi�1

2 Dt
vn ¼ v1 ¼ 0;

8>>>>>><
>>>>>>:

ð12Þ

where vi is the speed of the ith step, viþ 1 is the speed of the next step, and si is the
distance of the ith step, vmin, vmax are the speed limit, Dt is the step size, n is the step
number, and ai is the acceleration of the ith step.

4.2 Minimum Time Model

The minimum time model is described as follows:

min ¼
Z tw

0
dt ¼ tw: ð13Þ

Constraints are the same as Eq. (12).

4.3 Optimal Model

Considering the minimum time model, the minimum energy consumption model,
train’s operating parameters, and line model, the most suitable operation strategy
for the actual situation is obtained.

5 Simulation

For the above operation strategy, assuming that the number of marshaling vehicles
is 5, the maximum traction is 500 kN, the maximum acceleration is 1 m

	
s2, the

total distance is divided into four sections, the train’s operating conditions under
these models are obtained by programming.

The following algorithm block diagram is used to solve the models: (Figs. 4, 5, 6,
and 7)

Operation conditions for train:
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Start

Section i=i+1

Section  j=j+1

whether stop train at the end
of the ramp?  

Test calculation result when
the ramp end  

Sij=Sij+vΔt+aΔt*Δt/2

v=v+aΔt,t=t+Δt

Sij>=Lij

v<=vi(j+1)

j=Pi

End

Stop and try the results 

Yes

Yes

Return and recalculate 

No

No

Yes

i=N

No

Sections N,Slope numbers Pi,Slope length Lij,Step time Δt,

v=0,Sij=0,t=0,i=0,j=0

Fig. 4 Algorithm block diagram

Fig. 5 F–S curve by minimum energy consumption model

Fig. 6 F–S curve by minimum time model
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6 Conclusion

The purpose of the finite element analysis of the linear motor and the dynamic
model of the high-speed maglev train is to obtain the accurate minimum energy
consumption model of the train. However, the running time in practice must be
considered at the same time. Therefore, the two models are combined to obtain the
integrated optimization model. The specific operation of the train is obtained
through the simulation, and the results have the advantages of both models.
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Risk Theory-Based Safety Evaluation
of Passengers in Rail Transit Station

Yunxiao Zheng, Yong Qin, Jianyuan Guo, Limin Jia
and Jianghua Gao

Abstract Station passenger flow safety status is analyzed based on risk theory and
a transit station, XI’ERQI Station, is analyzed in this paper. Station passenger flow
safety status is an important part of station safety status. The results indicate that the
safety of passenger flow of a rail transit station is mainly determined by both the
occurrence probability and the influence degree of passenger flow. Comprehensive
passenger density and passenger evacuation time are chosen as the key indices for
safety evaluation of the rail transit station. Combining fuzzy theory with fuzzy
comprehensive evaluation method, a fuzzy comprehensive evaluation model based
on passenger flow density and evacuation time is established, which is used to
identify and analyze the overall safety level of a rail transit station. The results
produced from the proposed model can provide useful information for preparation
of the early warning of a rail transit station, and the passenger safety assurance.

Keywords Risk theory � Comprehensive passenger density � Passenger
evacuation time � Fuzzy theory � Safety-level identification

1 Introduction

Urban rail transit has been becoming the most important travel mode for urban
residents, and takes on a large number of passenger transport, so it is essential to
guarantee its operational safety. The transfer stations are the key nodes of the rail
traffic network, and play a critical role in the connection of the rail traffic lines, of
which the safety-level identification can identify the station status on a macro level
in a timely manner. The demand of urban rail transit network operation for risk
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management has transformed from “post hoc analysis type, passive type” to
“Beforehand prevention type, active type” stage, that is, from experience man-
agement to the modern system safety risk management stage [1]. The identification
of safety status is an important part of safety risk management.

Many researches on the safety status of passenger flow in the hub are based on
the classification of the service level of pedestrian facilities. Fruin [2] has estab-
lished a method for calculating the service level of pedestrian walking facilities.
Sarker [3] proposed that the service level of pedestrian transportation facilities
should be divided by considering safety, comfort, convenience walking continuity,
and so on. Combined with safety consideration and taking the speed and density of
pedestrians as indices, Huang [4] put forward the evaluation method of the safety
status of railway comprehensive passenger transport hub. Jie [5] proposes queue
length and waiting time as the evaluation indices of passenger flow congestion
level, and determined the grade division standard.

The analysis of risk has been going on for a long time,which is an important
prerequisite for risk control. Many Western scholars have done a lot of research on
risk theory. Douglass [6] pointed out that in economics, statistics, and insurance,
generally the “cost-income” logic is implemented, using a unified formula
“risk Rð Þ ¼ injury degree Hð Þ � the possibility of occurrence Pð Þ” to calculate the
risk. This logic is also feasible in safety study and management. Zhang [7] com-
bines risk with safety from the point of view of risk theory. Sui [8] pointed out that
the loss of an accident depends on the frequency and severity of the accident, and
discussed the safety principle systematically.

Based on the theory of risk, this chapter analyzes the safety of passenger flow
from two aspects: the probability of passenger flow risk and the influence degree of
passenger flow risk, and proposes the corresponding safety evaluation indices of
station passenger flow. Combined with fuzzy theory and fuzzy comprehensive
evaluation method, a model for identifying overall safety level of rail transit station
is built, and based on the simulation of passenger flow using AnyLogic, an example
is given to verify that the model could evaluate and identify the station safety level.

2 Risk Theory in Safety Rating

The risk is intended to be a possible danger, of which the theory is used to study
both the possibility and the degree leading to harm or damage to humans and
things. The concept and theory of risk have been widely introduced and analyzed in
economics, insurance, statistics, and Actuarial science. As a potential state, risk
includes two meanings, that is, the possibility of accident or disaster and its harmful
consequences. The magnitude of risk depends on the severity of consequences and
its probability of occurrence [7].
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With reference to the risk classification method of the risk theory, the quanti-
tative calculation of the level of risk is defined as follows [9]:

R ¼ P� I; ð1Þ

where R is the risk value, P is the risk occurrence probability, and I is the risk
influence degree. Equation (1) is a semi-quantitative calculation, but not a full
quantitative calculation. Safety is a relative concept, and danger is the membership
degree of safety, when the level of risk is less than some extent, the people think
that is safe. Safety (S) and danger (D) are the complementary to each other, which is
[8]:

S ¼ 1� D: ð2Þ

Risk theory provides a basis for effective risk management, reducing risk and
harm, which is important to ensure the safety of station. Therefore, this chapter
applies the risk theory to the research on the safety-level identification of the
station.

Risk (R) equals to danger (D) in this study. The quantitative calculation of
passenger traffic safety value of rail transit station is defined as follows:

S ¼ 1� P� I; ð3Þ

where R is the safety value, P is the passenger risk occurrence probability, and I is
the passenger risk influence degree.

According to the above theory, the passenger flow safety of rail transit station is
mainly determined by the passenger risk occurrence probability and passenger risk
influence degree. Therefore, the safety guarantee of passenger flow in rail transit
station is mainly considered in these two dimensions: decreasing the passenger risk
occurrence probability which means the probability of occurrence of passenger flow
risk events and reducing the passenger risk influence degree which means conse-
quences of a dangerous event when an emergency occurs.

In this chapter, the identification and evaluation of passenger flow safety level
for rail transit station are mainly carried out from above dimensions, and the
corresponding evaluation indices are selected respectively.

3 Safety Evaluation Index

According to the risk theory as stated in the above section, we need to select the
index that can reflect the passenger risk occurrence probability and the passenger
risk influence degree. The most important indicators in the two aspects are selected
to assess the safety of station passenger flow.
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3.1 Comprehensive Passenger Density

Study on GROUP DYNAMICS demonstrated that the greater the population
density is, the lower the speed of the group would be. Crowd gathering would result
in risk events such as stampede [10]. The greater the density of passenger flow is,
the higher the possibility of safety accidents such as stampede would be. Therefore,
the density of passenger flow can directly reflect passenger risk occurrence prob-
ability well. The comprehensive passenger density is defined as an index to reflect
the density of passenger flow in a station, which is calculated as follows:

P ¼
Xn
i¼1

xiqi; ð4Þ

where P is the comprehensive passenger density, qi is the density of various
facilities, xi is the weight of various facilities, and n is the facility number.

3.2 Passenger Evacuation Time

Passenger evacuation time refers to the period from the occurrence time of dan-
gerous events to the time when all passengers are evacuated from the station. When
the passenger flow risk event occurs, the shorter the evacuation time is, the less the
life and property loss would be. Therefore, passenger evacuation time can directly
reflect the passenger risk influence degree.

Referring to GB505517-2003 code for subway design, the passenger evacuation
time is calculated as follows:

T ¼ Q1 þQ2

0:9 A1b N � 1ð ÞþA1B½ � þ 1; ð5Þ

where T is the safe evacuation time, Q1 is the total number of passengers in the
arriving train, Q2 is the total number of passengers and staff in the station, A1 is the
evacuation capacity of escalators, A2 is the evacuation capacity of pedestrian stairs,
N is the number of escalators connected to the platform, b is the width of the
escalator connected to the platform, B is the width of the stairs linked to the
platform, and 0:9 is the correction rate affecting the efficiency of equipment use.
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4 Safety Evaluation Model

Fuzzy comprehensive evaluation method is a comprehensive decision method in
fuzzy scope, which can quantify some factors with unclear boundaries and convert
the qualitative evaluation into quantitative evaluation [11]. Due to its characteristics
of the clear result and strong systematicness, it is very suitable to solve problems
with fuzziness and difficult to quantify. In this chapter, the fuzzy evaluation method
is used to identify the passenger flow safety level of the station.

The establishment steps of fuzzy comprehensive evaluation model are as follows:

(1) Determination of the evaluation factor set U.
According to the above discussion, the comprehensive passenger density and
passenger evacuation time are taken as evaluation indices. They are used as
evaluation factors in evaluation factor set, the evaluation factor is set as
U ¼ P; Tgf :

(2) Determination of the evaluation set V .
In order to describe the safety of passenger flow more clearly, according to the
safety degree, the passenger flow safety level of rail transit station is divided
into five levels—dangerous, less dangerous, general, less safe, and safe. The
evaluation set is V ¼ V1;V2;V3;V4;V5gf , where V1 means “dangerous”, V2

means “less dangerous”, V3 means “general”, V4 means “less safe”, and V5

means “safe”. The passenger flow safety levels are described in Table 1:
(3) Determination of the membership function and building the judgment matrix

The membership function formula of the first-level index is

fv1 xð Þ ¼
1 x\y1

y2�x
y2�y1

y1 � x� y2
0 x[ y2:

8<
: ð6Þ

Table 1 Passenger flow safety levels and corresponding descriptions

Safety level Safety-level description

Dangerous Extreme poor and unacceptable safety situation. Passenger flow is seriously
congested, and a great number of conflicts occur between pedestrians

Less
dangerous

Poor safety situation. Passenger flow appears sluggish, congestion occurs from
time to time, many conflicts occur between pedestrians

General General safety situation. The flow of passengers is slow and some conflicts
occur between pedestrians

Less safe Good safety situation. The flow of passengers is basically smooth and a few
conflicts occur between pedestrians

Safe Very good safety situation. The flow of passengers flowing smoothly and
orderly; almost no conflict occurs between pedestrians
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The membership function formula of second to fourth index is

fvi xð Þ ¼
0 x\yi�1; x[ yiþ 1

x�yi�1
yi�yi�1

yi�1 � x� yi
yiþ 1�x
yiþ 1�yi

yi\x� yiþ 1:

8<
: i ¼ 2; 3; 4 ð7Þ

The membership function formula of the fifth index is

fv5 xð Þ ¼
0 x\y4

x�y4
y5�y4

y4 � x� y5
1 x[ y5:

8<
: ð8Þ

The thresholds yj (j ¼ 1; 2; 3; 4; 5) of comprehensive passenger density and the
passenger evacuation time need to be determined respectively. The values of which
are mainly determined by experience, relevant norms, and previous study in this
chapter.

The comprehensive passenger density and the passenger evacuation time are
substituted into the above formula. The judgment matrix is built as follows:

R ¼ RjPð Þ
RjTð Þ

� �
¼ qv1 xð Þ qv2 xð Þ qv3 xð Þ qv4 xð Þ qv5 xð Þ

tv1 xð Þ tv2 xð Þ tv3 xð Þ tv4 xð Þ tv5 xð Þ

� �
: ð9Þ

(4) Determination of the weights
Because various factors in evaluation factor set occupy different proportions in
the comprehensive evaluation, it is necessary to analyze the influence of the
comprehensive passenger density and passenger evacuation time on the safety
status of rail transit station. Then, the fuzzy weight vector in the evaluation
factor set is determined as u ¼ uq; ut

� �
, where uq and ut are weight values of

the comprehensive passenger density and the passenger evacuation time
respectively.

(5) Identification of the safety level

The fuzzy judgment vector is obtained as

v ¼ uR ¼ uq; ut½ � qv1 xð Þ qv2 xð Þ qv3 xð Þ qv4 xð Þ qv5 xð Þ
tv1 xð Þ tv2 xð Þ tv3 xð Þ tv4 xð Þ tv5 xð Þ

� �
¼ v1; v2; v3; v4; v5½ �:

ð10Þ

After the fuzzy evaluation vector is obtained, according to the principle of
maximum membership degree, the maximum value is observed, the safety level of
the passenger flow is judged, and the safety-level recognition result is obtained.
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5 Example Verification

5.1 Calculation of the Comprehensive Passenger Density

XI’ERQI Station is the southern terminal of Subway Changping Line in Beijing and
its transfer station to Subway Line 13. The basic data, including the basic physical
data of the station facilities, passenger flow data, service time of equipment, running
ratio, and so on, are obtained through field investigation, to support the establish-
ment of simulation model using AnyLogic of XI’ERQI Station in Beijing.

The acquisition scene of passenger flow data is a day’s morning peak hour in
XI’ERQI Station. 15 min passenger flow simulation are obtained using AnyLogic,
and on this basis, the density values of each facility from different simulation times
can be gained by data acquisition using AnyLogic Fig. 1.

Through the form of questionnaires, the safety level of each facility is scored by
people who would select urban rail transit as the main travel mode for commuting.
Weights can be obtained by using the method of Sect. 4 in this chapter. Then the
comprehensive passenger density can be obtained by weighted average method as
shown in Tables 2 and 3.

According to the relevant safety and service-level standards for the division of
Danaher [12], which is designed to evaluate the level of service of walking facilities
in transportation terminals and depicted in Fig. 2, the thresholds of comprehensive
passenger density are set to 0.31, 0.43, 0.72, 1.08, and 2.15.

5.2 Calculation of the Passenger Evacuation Time

The starting of simulation time is set at the 0 moment, the train departing intervals
for train directions going to Dongzhimen and Xizhimen of 13 lines is set as 3 min,
while the train departing intervals of Changping line is set as 6 min.

The number of passengers loaded on the train was set to 1700, then the total
number of stations is obtained by simulation data output. Physical device data were
investigated. There are 4 stairs on the platform floor, of which the width is 2 m,

Fig. 1 Simulation diagram of XI’ERQI Station using AnyLogic software
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and 4 stairs in the hall floor, of which the width is 2.8 m, thus B ¼ 19:2m. The
width of escalators in the station is b ¼ 1:1m, and the number of down escalators
is N ¼ 19:2m. Evacuation capacity is set as A1 ¼ 135 A2 ¼ 62.

In the code for subway design, it is stipulated that the station facilities shall
guarantee when the safety accidents occur during the peak hours, both the passenger
flow and the staff on the train and platform should be evacuated within 6 min. When
more than 6 min, the passenger flow is in a “dangerous” state. Take 6 min as the
value when the passenger flow is in a “less dangerous” safety condition, then the
thresholds of the passenger evacuation time are set to 0, 2, 4, 6, and 8.

According to the Eq. (5), the passenger evacuation time is calculated as shown
in Table 4.

The weights of comprehensive passenger density and passenger evacuation time
are scored by experts, which indicates comprehensive passenger density is more

Table 2 Expert scoring weighting table

Facilities Subway hall Passage Platform Stairs/escalator Gate

Weight 0.13 0.25 0.27 0.19 0.16

Table 3 Density of facilities at different simulation time

Simulation
time (min)

Facilities densities (peds/m2) Comprehensive
passenger
density

Subway
hall

Passage Platform Stairs/
escalators

Gate

3 0.241 0.222 0.618 0.647 0.204 0.40926

6 0.120 0.151 1.061 0.860 0.596 0.59858

9 0.263 0.302 1.752 0.993 0.911 0.91716

12 0.202 0.240 1.857 1.003 0.800 0.90622

15 0.286 0.267 2.665 1.003 0.639 1.11629

Fig. 2 Pedestrian flow
fundamental diagram and the
level of service
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important than passenger evacuation time. According to fuzzy analytic hierarchy

process, precedence relation matrix is built as F ¼ P
T

0:5 1
0 0:5

� �
, which is con-

verted to fuzzy consistent judgment matrix later as M ¼ 0:5 0:75
0:25 0:5

� �
. After

Iterative computation by row normalization method, the sort vector is
W ¼ 0:75; 0:25ð Þ, which is used as a weight vector u.

Then the fuzzy judgment vector is calculated, and safety-level identification
results can be obtained complying with the principle of maximum membership as
shown in Table 5.

When the simulation time is 3, 6, 9, 12, and 15 min, the station passenger flow
safety level is less safe, general safe, less dangerous, less dangerous, and less
dangerous.

It can be seen that the safety levels continue to fall, and the danger degree is
rising, which coincides that the simulation scene is morning peak hour, where with
the increase of passenger flow, the passenger density and passenger evacuation time
are increasing, and the station becomes more and more dangerous.

It shows that it is feasible to apply risk theory to evaluate the passenger flow
safety of station.

Table 4 Passenger evacuation time at different simulation times

Simulation time (min) 3 6 9 12 15

Number of people in the
station

2242 2557 4038 4327 5496

Number of people in the
train

3400 5100 3400 5100 3400

Evacuation number 5642 7657 7438 9427 8896

Passenger evacuation time 4.243256 5.401561 5.275671 6.419031 6.11379

Table 5 Safety-level identification

Simulation time (min) The fuzzy judgment vector Safety-level identification result

3 0:13; 0:62; 0:22; 0:03; 0½ � Less safe

6 0; 0:31; 0:51; 0:18; 0½ � General safe

9 0; 0; 0:43; 0:57; 0½ � Less dangerous

12 0; 0; 0:36; 0:59; 0:05½ � Less dangerous

15 0; 0; 0; 0:96; 0:04½ � Less dangerous
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6 Conclusion

On the basis of risk theory, this chapter applies the risk assessment method to the
identification of rail transit station safety level, and provide the basis for safety
management of rail transit station. From the two aspects of passenger risk occurrence
probability and passenger risk influence degree, the influencing factors of passenger
flow safety are analyzed, and the evaluation indices of passenger flow safety are
selected as comprehensive passenger density and passenger evacuation time. The
identification method of the overall passenger flow safety level is given by fuzzy
comprehensive evaluation method. The simulation is carried out and the example is
verified that the model is proved to be available. The purpose of this chapter is to
provide some ideas and reference for the overall passenger flow safety-level identi-
fication of rail transit station, and further research will be done on the selection of
passenger flow safety evaluation indices and the determination of the weights.
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Level of Service for Passage in Urban
Rail Transit Station

Sai Chen, Jie Xu, Limin Jia, Yong Qin, Kunsheng Zhan
and Jian Zhang

Abstract The level of service determines the operational efficiency of the station.
In order to accurately judge and predict the level of service of the passage, first of
all, the evaluation index is set up. The satisfaction grading standard is established,
The cloud model is used to describe the level of service based on fuzzy theory. The
level of service of passage at a certain time is predicted based on Markov theory.
Taking the facilities of Xizhimen station in Beijing Subway as an example, the level
of passage service is evaluated and predicted, and the feasibility of the theory is
verified.

Keywords Urban rail transit station � Level of service � Passage facilities
Cloud model � Markov theory

1 Introduction

As the main facility of passenger transfer and distributing in urban rail transit
station. The purpose of this chapter is to grasp the dynamic level of service of the
passage facilities, and to ensure the safety of the passage facilities. And also to
provide the level of service of the regional facility node to site staff and improve the
efficiency of the operation organization.

In the relevant theoretical research, Zhou and Zhang proposed a cloud
model-based passenger flow-state recognition method [1, 2]. Yin and Li proposed a
combination of fuzzy evaluation and level of service evaluation index calculation
method [3]. Sheila put forward the qualitative analysis methods to assess the level
of pedestrian service [4]. These methods focus on the indicators of fuzzy. And there
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are no strict grading standards. Pelechano and Malkawi proposed more specific
indicators based on pedestrian comfort and convenience to assess facility level of
services [5]. Khisty and Dixon proposed a five-point metric to classify the pedes-
trian level of services [6]. Combined with passenger perception, Zhang evaluated
the level of service of the station’s internal security check, ticket purchase, passage,
and other facilities [7].

Taking the large passenger flow of urban rail transit station as the background,
this chapter uses the research data to select the service index. The subway station
level of service judgment method from the quantitative point of view is put forward
by using the cloud model theory. And then the state level is forecasted by using the
Markov theory.

2 Analysis of Service Index and Establishment
of Satisfaction

2.1 Index Selection

The pedestrian speed, density, and flow volume as the index reflecting the
crowdedness of pedestrian walking in the passage is selected. And the crowdedness
reflects the level of service. With the increase in flow volume, the density increases
and the speed decreases [8].

2.2 Satisfaction Establishment

In order to establish the relationship between passenger satisfaction and evaluation
index, the concept of membership degree is introduced. The membership function A
(x) can be set to the triangular distribution. The questionnaire survey is used to
obtain grading standard of satisfaction. The questionnaire was printed with the
photos of different densities of the passage, then passengers select satisfaction
reviews for different photos. Satisfaction reviews j corresponding to passenger
density Dj is calculated as follows:

Dj ¼
X nij

N
� di

� �
=
X nij

N
; ð1Þ

where di is the density of the ith photo, nij is the number of passengers who selected
the photo i that selected satisfaction reviews j, and N is the total number of pas-
sengers surveyed.

Finally, we can get the satisfaction grade standard of the passage as shown in
Table 1.
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3 Evaluation Cloud Model of Passage Service Level

The cloud model is used to deal with the transformation between qualitative and
quantitative concepts. Through the cloud model, we can divide different levels of
service into different intervals, so as to quantify the level of service through the
evaluation index. The digital characteristics of the cloud include the expectation Ex
that represents the center of the cloud distribution corresponding to the level of
service, the entropy En that represents the range of values for the level of service,
and the super entropy He represents the membership of a certain level of service
random size [9, 10]. According to the cloud’s digital characteristics, the cloud drop
process is as follows:

Step1: Input the digital characteristics, which represents G. Generate the ran-
dom numbers En0i with expectation of En and variance of He2 and the
random numbers xi with expectation of Ex and variance of En2i .

Step2: Complete the first cloud model operation of the concept G, which cor-
responds to the horizontal axis of the newly cloud drops.

Step3: According to the formula, calculate the membership degree of the x drop
for the concept G, which represents the ordinate of the newly cloud
drops.

ui xð Þ ¼ Exp
� xi � Exð Þ2
2 En0

ið Þ2
: ð2Þ

Step4: Repeat step1 to step5, until the completion of the Nth positive cloud is
completed.

Table 1 Grading standard of satisfaction for passageway

Comment Density (p/m2) Graded

0.21 0.36 0.64 0.71 0.79 1 1.29

Very satisfied 0.38 0.2 0.08 0.03 0 0 0 0.32

Satisfactory 0.58 0.63 0.5 0.38 0.2 0 0 0.46

General 0.05 0.18 0.3 0.4 1.33 0.15 0.08 0.72

Less satisfied 0 0 0.13 0.23 1.25 0.5 0.3 0.93

Very dissatisfied 0 0 0 0 0.2 0.35 0.65 1.16
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3.1 Construction of Standard Cloud Model
for Level of Service

According to the classification standard of service index calculated by satisfaction
classification, the level of A, B, C, D, E, and F is established, and the level of A to F
decreases from high to low. Standardize the threshold of the index, evaluation space
will be divided into six fuzzy space through the five indicators of the threshold. The
levels of service A and F select half liters of normal cloud and half down normal
cloud, corresponding expectations Exx1, Exx6, entropy Enx1, and Enx6 are as follows:

Exx1 ¼ x�1
Enx1 ¼ Enx2
Exx6 ¼ x�5

Enx6 ¼ Enx5
He ¼ 0:010;

8>>>><
>>>>:

ð2Þ

where x�1 and x�5 are the normalized values of the first and fifth thresholds,
respectively B, C, D, and E are represented by full normal clouds, and the digital
features are calculated as follows:

Exxj ¼ x�j�1 þ x�j =2;
Enxj ¼ x�j�1 þ x�j =6;

He ¼ 0:010;

8<
: ð3Þ

where x�j is the normalized value corresponding to the threshold xj. Synthesis of six
levels of service under the sub-cloud of indicators, that is, the standard cloud.

3.2 Judgment of Identification Cloud Model for Level
of Service

The identification cloud model is the evaluation level of the facility at a given time,
which is compared with the standard cloud according to the passenger flow index of
a specific time to evaluate the facility. The cloud model to be identified mainly
composes of five steps:

Step1: Input the corresponding digital characteristics of the evaluation index at
each level. Establish the positive normal cloud computation CGr1 of the
metric in MATLAB according to the positive normal cloud generator
algorithm.

Step2: Standardize the real value r such that the pedestrian occupies the spatial
indicators actually collected, which is recorded as r�. For the target value
belonging to the range r�min rj

� �
, the standardized result is 0, for the
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target value belonging to the range r�max rj
� �

, the standardized result
is 1.

Step3: Input r� to the positive normal cloud operation CGr1, CGr2,CGr3, CGr4,
CGr5, and CGr6.

Step4: Calculate the average speed and the flow value per unit width according
to the above steps, and the corresponding sub-cloud eigenvalues are
obtained.

Step5: Set the sub-cloud calculated indicators as Rr, Ss, Tt, respectively.
Synthesize to be identified cloud.

U ¼ Rr * Ss * Tt ¼ Ex;En;Heð Þ ð4Þ

4 Level of Service Prediction Based on Markov

4.1 Theoretical Model

Define the current facility level of service under A, B, C, D, E ,and F six levels.
Obtain the probability Pij in which the previous period of level of service is at
i level, the other level of service is at j level. Construct the first step transition
probability matrix, and the probability is

P1 ¼ Pij
� �

; ð5Þ

Pk ¼ Pk
1: ð6Þ

The probability vector P tð Þ ¼ P1 tð Þ;P2 tð Þ; . . .;Pi tð Þð ÞT is the absolute proba-
bility vector of the t-time period. Where Pi tð Þ represents the absolute probability of
the level of service at the ith order in the t-time period. According to the above
equation, the absolute probability vector of the t + k period is

P tð Þ ¼ P tð ÞPk ¼ P tð ÞPk
1 ð7Þ

4.2 State Prediction

The flow forecasting model based on Markov state transfer is the following steps:

Step1: Build the cloud model on the level of service at all times combined with
the passage level of service indicators, and obtain the level of service of
each time.
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Step2: Count the level of service of each known time. Obtain the transfer
frequency matrix and the transfer probability matrix of the Markov chain
with different steps.

Step3: Take the current value of the passenger flow status indicator for several
periods as the initial value. Using the transition probability matrix of
each order to predict the probability Pki that next unknown time pas-
senger flow status index value of the i level.

Step4: The prediction probability of the passenger flow state in the next
unknown period is the sum of the predicted probabilities of the same
state. The predicted passenger flow condition of the period is
max Pi; i ¼ 1; 2; . . .;mf g. Add the passenger flow status indicator of the
time period to the known traffic flow sequence and return to Step1 to
continue to predict the passenger flow status for the next unknown time.

5 Case Study

Take Xizhimen station of Beijing Subway as an example. The daily passenger flow
of Xizhimen station changes significantly. And the passenger flow is very large
during the morning and evening rush hours.

5.1 Construction of Standard Cloud Model

In the standard cloud model construction, the six-level evaluation criterion is
established for the level of service status evaluation index of the selected passage by
the satisfaction grading standard (Fig. 1).

Then calculate and get the digital characteristics of the passage cloud as shown
in Table 2.

Finally, the standard cloud model is synthesized according to the digital char-
acteristics of the passage cloud as seen in Fig. 2.

A B C D

Passenger density
(p/m2)

passenger flow volume 
of unit width
(p/m/min)

The average speed
(m/s)

1 0.703 0.451

1 0.897 0.795

1 0.828 0.536

E

0.202

0.688

0.314

F

0

0

0

Standardized grading
of channel service

level  

Fig. 1 Standardized passageway service index-level classification
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5.2 Judgment of Identification Cloud Model

Select the data of passage facilities at the highest peak time 8:35 as an example of
identification. When synthesizing the passage identification cloud graphics, stan-
dardize the source data obtained at first. And certainly, the degree membership
standardized for each index is as shown in Table 3.

Calculating the numerical characteristics of the facility index identification
sub-cloud are as shown in Table 4.

Table 2 The digital characteristic of passageway cloud

Infrastructure LOS Ex En He

Passage A 1.000 0.041 0.010

B 0.886 0.041 0.010

C 0.623 0.045 0.010

D 0.475 0.041 0.010

E 0.261 0.059 0.010

F 0.000 0.059 0.010

Fig. 2 Passageway standard cloud

Table 3 The standardized weights

Infrastructure Index A B C D E F

Passage Passenger density (p/m2) 0.000 0.000 0.000 0.000 0.656 0.344

Average speed (m/s) 0.000 0.000 0.000 0.017 0.646 0.336

Flow volume of unit width
(p/m/s)

0.000 0.000 0.000 0.023 0.750 0.227
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The synthetic identification cloud pattern of the passage is as seen in Fig. 3.

5.3 Level of Service Prediction Based on Markov Dynamic
Transfer

Take the 25 data from 7:00–9:00 at the peak of the actual survey passage as an
example. A standardized state transition matrix is established by statistical data of
consecutive times. The statistics are shown in Table 5.

Table 4 The digital characteristic of identification cloud

Infrastructure Index Ex En He

Passage Passage density (p/m2) 0.152 0.063 0.010

Average speed (m/s) 0.752 0.027 0.010

Flow volume of unit width (p/m/s) 0.162 0.052 0.010

Fig. 3 Passageway identification cloud graphics
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It can predict the passenger flow status at 9:00 a.m. based on the passenger status
data table and the corresponding passenger flow state transition probability matrix.
The results are shown in Table 6.

From the last line in the table, we can see that the maximum probability is
max pi; i ¼ 1; 2; 3; 4f g ¼ p1 ¼ 2:294 after the probability of the same state has been
superimposed. The probability ratio gi reaches 45.88%, and the most likely service
state is the A level.

6 Conclusion

Based on the survey data, this chapter determines the level of the basic index of
facility service combining with satisfaction surveys. This chapter puts forward the
theory of facility level of service evaluation based on Markov theory dynamic cloud
model. The method can also be applied to the facilities used in the whole station.
However, there are some shortcomings in the method, such as the process of
dynamic cloud model processing still has a large amount of calculation and calls
processing cumbersome problems to be further optimized.
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Acceptance Check Scheme of Integration
Test and Commissioning for Urban Rail
Transit

Mao Tian

Abstract Two methods of Integration Test and Commissioning (ITC) acceptance
are presented in this chapter, and the calculation method, stage division, and
interface relation of ITC acceptance are analyzed and illustrated. The ITC accep-
tance method is divided into expert scoring method and unit engineering acceptance
method. The expert scoring method, based on the hierarchical analysis model, is
used to determine whether the ITC is passed through data calculation; the unit
engineering acceptance method based on process control model, tracks and controls
the process of the ITC subproject, subproject and inspection batch acceptance, and
gives the determination whether ITC is accepted or not. The ITC acceptance of the
interface debugging includes vehicle, communication, signal, power supply, safety
door, rail, and other system within the scope of rail line area space and ISCS, FAS,
BAS, AFC, ACS, air-conditioning, water supply and drainage, escalator, and other
system within the scope of the station.

Keywords Urban rail transit � Integration testing and commissioning
The expert scoring method � The unit project � Acceptance � Interface

1 The Background Analysis of Integration Test
and Commissioning for Urban Rail Transit

The integration test and commissioning (ITC) is currently used in the field of urban
rail transit and high-speed railway field, although called ITC, there is a great dif-
ference between city rail transit and high-speed railway in organization form, test
method, and testing technology field. The ITC is a necessary part of dynamic
acceptance [1] in high-speed railway, which has a clear definition and requirements;
but the urban rail transit ITC definition generally refers to debugging the linkage
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function among subsystems, and testing the performance of the main equipment
system by professional testing equipment after each equipment subsystem com-
pletes the body debugging. Then the debugging and testing data are compared with
the relevant national standards, industry standards, and design requirements, the
detected items that [2] are not up to standard are modified, perfected, and optimized.

When construction units deal with integration test and commissioning, there are
a number of factors to be considered such as management and technical capabilities,
field installation quality, schedule status, operational security assessment, etc. The
integration test and commissioning of urban rail transit have been developed and
applied, because many cities in China have adopted the integration test and com-
missioning to a certain extent at present. The purpose [3] is to verify the function
and performance of the equipment system, so as to ensure the smooth opening of
the urban rail transit on schedule. However, how to check and accept the ITC
project to ensure the design of the various functions and performance indicators to
meet the requirements, to determine the availability of trial operations to provide the
basis for theoretical and practical analysis is less. In this chapter, according to the
practice of ITC in Beijing, Shenyang, and other cities, the contents and methods of
ITC are analyzed preliminarily, in the hope of providing some help for integration
test and commissioning of urban rail transit.

2 The Phase Division of Integration Test
and Commissioning for Urban Rail Transit

After the investigation and analysis of the implementation of the ITC project in
different cities, this chapter divides the core phase of the ITC into three important
time nodes: the initial stage, the middle stage, and the late stage acceptance period.
Single system commissioning [4], operation exercises [5], and reliability test can be
added to the debugging range of the specific line according to the actual needs of
the project stage division is shown in Fig. 1.

Initial stage of ITC: According to the technical specifications and design
drawings of the system, prepare ITC program and system debugging rules, check
and verify the single system debugging. All units jointly establish commissioning
organization, and to determine the lead unit.

single system 
commissioning

initial stage of 
integration testing 

and
commissioning 

middle stage of integration 
testing and commissioning

(driving, station 
equipment)

reliability test

operational 
exercises

3 months

6 months

test run
trial 

operation

Late  stage of 
integration testing 

and
commissioning 

Fig. 1 Stage division about urban rail transit integration testing and commissioning
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Mid stage of ITC: The lead unit will organize the commissioning units to carry
out the system function debugging and performance test, record the debugging
results, and rectify the unqualified items.

Late stage of ITC: The lead unit shall collate and analyze the records of ITC, and
determine whether the ITC will be qualified by appropriate methods.

3 The Main Contents and Interface of Integration Test
and Commissioning for Urban Rail Transit

The key task of the ITC is to check the functions and performance of each system
linkage, and whether the acceptance indicators conform to the technical specifi-
cations, design documents, national regulations, and other relevant regulations.

In accordance with the scope of acceptance, the ITC includes the systems
associated with the track section [6] and the systems associated with the station. The
systems associated with the track section mainly include [7] vehicles, signals,
power supply, communications, safety doors, and tracks; the systems associated
with the station mainly include supervisory control system (ISCS), automatic fare

Table 1 The main contents and interface of the track section

Integration testing and
commissioning associated
with driving system

Vehicles Signal Communication Power
supply

Screen
door

Track

ATO 〇 ● ○
Train control center 〇 ● 〇
ATP stop function 〇 ● 〇
Emergency braking ● 〇 〇
Train and safety door test ● 〇 〇 〇
Wireless subsystem ● 〇 〇
Automatic broadcast
system of the train

〇 〇 ●

Wheel rail relation test ● 〇
Pantograph–catenary
relationship test

● 〇

Field strength test of
communication system

〇 〇 ●

Signal system interlock
function and full running
test

〇 ● 〇 〇

Vibration and noise test ● 〇 〇 〇
Electromagnetic
compatibility test

〇 〇 ● 〇

“black circle” Major system; “white circle” Coordination system
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collection (AFC), fire alarm system (FAS), building automation system (BAS),
passenger information system (PIS), access control system (ACS), power lighting
system, water supply and drainage system, escalator system, etc. The main contents
and interface of acceptance check are shown in Tables 1 and 2.

4 Acceptance Check Methods of Integration Test
and Commissioning for Urban Rail Transit

The acceptance check of ITC refers to the test and acceptance of the results of the
combined test in urban rail transit, in order to verify whether the line function and
performance meet the design standards and acceptance specifications requirements,
and to provide a basic judgment for the entire line whether it can successfully enter
the trial operation. According to the practice of ITC for urban rail transit, this
chapter puts forward two kinds of acceptance test method, namely expert scoring
method and unit project acceptance method, which can provide guidance for the
acceptance of ITC, and determine the result of the combined test.

4.1 Expert Scoring Method Model

In the actual acceptance, according to their contribution to the successful accep-
tance, the achievement of the system functions and performance indicators are
divided into two categories, one class index to judge the quality indicators,
reflecting the cumulative amount; another index as key indicators, owning one vote
veto. The two kind of index is a multiplication relation.

4.1.1 Calculation of Judging the Quality Indicator S

4.1.1.1 Calculation of Weight W of Function and Performance Indicators
in ITC

Supposing the statistical indicators (n quantity) for statistics about function and
performance are x1; x2; . . .; xn, each indicator weight is x1;x2; . . .;xn. If the rela-
tive weight of x1 and x2 is xi/xj (i, j = 1, 2, …, n), a comparison matrix can be
obtained as follows:

A ¼

x1
x1

x1
x2

. . . x1
xnx2

x1

x2
x2

. . . x2
xn

..

. ..
. . .

. ..
.

xn
x1

xn
x2

. . . xn
xn

2
6664

3
7775: ð1Þ
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Obviously, A is a consistent positive reciprocal matrix [8], setting vector
W = x1;x2; . . .;xnð Þ T, get the formula as follows:

A ¼ W
1
x1

;
1
x2

; . . .;
1
xn

� �
: ð2Þ

Using Formula (2) and multiplying W on both sides, we get the following:

AW ¼ W
1
x1

;
1
x2

; . . .;
1
xn

� �
W ¼ nW : ð3Þ

This shows that W is the eigenvector of matrix A, and N is characteristic root.
After normalization of W, it can be approximated as the weight vector of A, and we
get AW = kmax W, kmax kmax ¼ nð Þ is the largest characteristic root of A, and W is
the characteristic vector corresponding to kmax.

4.1.1.2 Calculation of Expert Scoring Value Y of Function and
Performance Indicators in ITC

According to the Likert scale [9], the experts give scores to different indicators,
which stand for the completion of the function and performance in ITC. The score
is k, as shown in Table 3.

Then, the weighted average is used to calculate the expert scoring value of
Y. The formula is as follows:

yi ¼
P9

k¼0 k � nk
9

: ð4Þ

In the formula, yi is the average completion value of the ith indicator; nk is the
number of experts with the score of k.

Table 3 k scores and their
meanings

k Scores and their meanings of Likert scale

0 “Uncompleted”

1 “Completed in general −”

2 “Completed in general”

3 “Completed in general +”

4 “Completed good −”

5 “Completed good”

6 “Completed good +”

7 “Completed very well −”

8 “Completed very well”

9 “Completed very well +”
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4.1.1.3 Calculation of Judging the Quality Indicator S

On the basis of the results of the first two steps, the expert scoring value Y and the
weight W are multiplied to get the quality indicator S. The formula is as follows:

S ¼ Y �W ¼ y1; y2; . . .; ynð Þ � x1;x2; . . .;xnð ÞT: ð5Þ

4.1.2 Calculation of the Key Indicator D

D ¼ d1d2. . .di. . .dn ð6Þ

In the formula,

di ¼ 1 Qualified about acceptance of the ith indicator
0 Unqualified about acceptance of the ith indicator:

�

4.1.3 Calculation of Function and Performance Comprehensive
Evaluation Value M About ITC

The performance comprehensive evaluation value M is equal to the product [10] of
judging the quality indicator S and the key indicator D.

The formula is

M ¼ SD ¼ d1d2. . .dn y1; y2; . . .; ynð Þ � x1;x2; . . .;xnð ÞT: ð7Þ

The formula means the bigger the comprehensive evaluation value M and the
bigger the quality indicator value S, the better the ITC result.

4.1.4 The Application of Expert Scoring Method

The advantage of the expert scoring method is that it can evaluate and judge the
results of ITC in a short period of time, especially when the installation is limited
and the construction period is short, The construction work has not been fully
completed at the time of operation, or the ITC link was added to the line as a
construction step only in the latter part of construction.

4.2 Unit Project Acceptance Model

The ITC unit acceptance method based on process control is designed in this
chapter. The method regards ITC as a unit project, and divides the acceptance of
function and performance into three subparts, namely, subsection, sub item and
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inspection batch, based on the station, subway section, and equipment specialty.
The key monitoring process is the single system debugging, interface debugging,
comprehensive debugging, system testing, and so on. Finally, the decision whether
to pass ITC is given according to the monitoring situation.

4.2.1 Progressive Division Method of Unit Project
of Equipment System

According to the classification method of Metro acceptance code [11], the accep-
tance scope of the ITC unit project can be divided into subsections, sub items, and
inspection batches at intervals. The classification methods are shown in Table 4.

The acceptance scope of ITC unit project includes all equipment system of the
urban rail transit line.

The subsection is divided into several sub items according to the function of a
complete area or complete equipment system. The subsection working range of ITC
can be urban rail transit stations, track area, and vehicle depot area.

The sub item is divided into several inspection batches according to the
debugging procedure and the interface relation. The sub item of ITC can be used to
test the functional performance of track area and station area.

The inspection batch is the basic unit of ITC acceptance, which is divided into
the master control project and the ordinary project acceptance. The master control
project is the function and performance indicator that must be finished before
operation. These indicators are clearly defined in the contract, specifications, and
design documents. The master control project shall not be passed if any an indicator
is not passed. The ordinary project includes the indicators, which do not affect the
opening of the line and not involve traffic safety and system reliability.

4.2.2 Application Analysis of Unit Project Acceptance Method

Different from the expert scoring method, the data of acceptance results are ana-
lyzed and determined, the unit project acceptance method can be used for tracking
the whole process of debugging. According to the requirements of the design
documents, the project personnel checks each function and performance of every a
system, analyze the reliability of debugging, the realization rate of function and
performance, etc. Through the process check, each of the real debugging of indi-
cators is found, which provides the judgment information basis for the trial
operation.
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5 Example Analysis

According to Tables 3 and 4, the key expert scoring Y values of urban rail transit
equipment can be obtained and calculated as the linear difference. The results are
shown in Table 5.

According to the formula (1), the comparison matrix is constructed, and the
elements in it are given by the expert of weights:

A =

6=6 6=5 6=7 6=5 6=1 6=3 6=2
5=6 5=5 5=7 5=5 5=1 5=3 5=2
7=6 7=5 7=7 7=5 7=1 7=3 7=2
5=6 5=5 5=7 5=5 5=1 5=3 5=2
1=6 1=5 1=7 1=5 1=1 1=3 1=2
3=6 3=5 3=7 3=5 3=1 3=3 3=2
2=6 2=5 2=7 2=5 2=1 2=3 2=2

2
666666664

3
777777775
:

The largest characteristic root kmax = 7, and its corresponding characteristic
vector is

W ¼ ð0:21; 0:17; 0:24; 0:17; 0:03; 0:10; 0:07ÞT:

According to the formula (7), take di ¼ 1 and calculate the comprehensive
evaluation value of the 3 lines, respectively, M1 = 3.91, M2 = 6.72, M3 = 6.99,
which is in contrast to the ideal effect, as shown in Fig. 2.

Table 4 K Division of unit project about urban rail transit using integration testing and
commissioning

Unit
project

Subsection Sub item Inspection batch

Urban rail
transit line

Main line and
station and
interval

Station 1
⋮
Station n

Interface verification, functional
debugging, and performance testing
among ISCS, BAS, FAS, electrical system,
AFC, ACS, escalators, and other system

Track area Interface verification, functional
debugging and performance testing among
vehicle, signal, communication, power
supply, track, and other system

Vehicle depot Repair depot
and
parking lot

Interface verification, functional
debugging, and performance testing
among ISCS, BAS, FAS and other system

Track area Interface verification, functional
debugging, and performance testing
among vehicle, signal, communication,
power supply, track, and other system
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Through the analysis of Fig. 2, we can see the gap between ITC completed
results and ideal effect by design; In ITC, signal system, communication system,
vehicle system, and power supply system are the main systems that affect the
quality of debugging, and need to be paid attention to.

6 Conclusion

(1) For urban rail transit ITC, different cities have different debugging methods and
programs according to the actual situation, but there is no detailed research and
sufficient experience for the acceptance of ITC. In this chapter, two methods of
the ITC acceptance are put forward, and the calculation method, stage division,

Table 5 The key system function and performance realization of the 3 lines’ equipment

The key system
of subway equipment

Implementation of function
and performance

Line 1 Line 2 Line 3

Signal system y1 3.13 5.18 7.22

Communication system y2 1 7.22 7.22

Vehicle system y3 5.96 7.22 7.22

Power supply system y4 5.61 7.22 7.22

Safety door system y5 5.78 7.22 7.09

ISCS system y6 2.4 7.22 6.00

FAS system y7 3.83 7.22 6.70

0

1

2

3

4

5

6

7

8

9

Line1 Line 2 Line 3

M

Ideal effect

Completed results

Fig. 2 Comparison of ideal results and actual results of 3 lines using integration testing and
commissioning
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main contents, and interface relation of the ITC acceptance are analyzed and
studied in detail, which can fully guide the order of the ITC acceptance work.

(2) The ITC acceptance expert scoring method uses a hierarchical analysis model,
and studies the weights of each system in the debugging and the calculation
method. According to the data of 3 subway lines, an example is calculated.
Through mapping, the gap between the ITC design value and the actual value
can be clearly found.

(3) This chapter puts forward the acceptance method of the unit project of ITC for
the first time. This method regards ITC as a unit project, which is divided into
subsections, sub items, and inspection batches of three subparts. Through
process control, the single system debugging, interface debugging, compre-
hensive debugging, and other aspects are tested and accepted, so as to improve
the accuracy of acceptance of ITC.

(4) Through comparative analysis, we can see that the expert scoring method can
be used to analyze, calculate, and judge the acceptance of ITC according to the
scores given by experts after the construction; the unit project acceptance
method can be used to check, record, analyze, and check the ITC indicators
through three substages. The former method focuses on results, while the latter
focuses on processes.

(5) Through the example analysis, it can be seen that in the case of better control of
time and cost, the expert scoring method and the unit project acceptance
method should be used together for acceptance analysis, which can achieve
more accurate judgment effect.
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Forecast of Short-Term Passenger Flow
of Urban Railway Stations Based
on Seasonal ARIMA Model

Zhirui Guang, Jun Yang and Jian Li

Abstract Forecast on short-term passenger flow of urban rail transit is the key to
network operation and management, and the basis of passenger flow organization
and train optimal allocation. In this chapter, a predictive model of passenger flow
entering and departing is constructed, based on the model of seasonal
Autoregressive Integrated Moving Average (ARIMA). First, outliers of passenger
flow in time series were replaced by the linear interpolation method; Second, two
methods, after considering weather conditions and air quality, are used for pas-
senger flow forecast respectively. One is seasonal differencing, the other is by
adding working day attributes as dummy variables. Third, the method of least
squares was used to estimate the weight, thus a combined forecasting model for
time series was constructed. After, the model has been calibrated and validated by
the historical passenger flow data collected by AFC system of Beijing Metro: the
error is less than 5%. This model not only considered dummy variables such as
weather conditions, air quality, and working day attributes, but also quantified their
impact for passenger flow. The results show that the prediction model has high
accuracy.

Keywords Urban rail transit � Short-term passenger flow forecast
Autoregressive Integrated Moving Average (ARIMA) � The method of least
squares � Dummy variables

1 Introduction

Urban rail transit’s passenger flow forecast, which can be divided into long-term
forecast, medium-term forecast, and short-term forecast is the basis of line planning
and operation organization [1]. Among them, short-term passenger flow forecast is
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of great importance for operation organization to achieve a quick response to traffic
fluctuations and effective allocation of resources to maximize social and economic
benefits. Thus, it is of great theoretical and practical significance to forecast
short-term passenger flow of urban railway stations.

The main methods of passenger flow forecasting include four-step method of
traffic planning [2], nonparametric model [3–5], and statistical model [6–9]. The
traditional four-step method, which is mainly used in line planning, is not timely
because of fluctuations in bad weather, air quality, and other factors. Nonparametric
models, such as Support vector machine (SVM), fuzzy logic, and neural network
model, need massive data for iterative calculation. Meanwhile, it is not easy to track
the prediction error, as a result, the operation management cannot be guided
effectively, due to its “black box” learning mode. In order to overcome problems
above, this chapter chose ARIMA model, after considering weather, land use, and
other influencing factors, based on the statistical analysis of historical passenger
flow.

2 Prediction Models

Based on the analysis of the historical passenger flow under normal circumstances,
a combined forecasting model for time series was constructed. First, outliers of
passenger flow in time series were replaced by the linear interpolation method;
Second, two methods, after considering weather conditions and air quality, are used
for passenger flow forecast respectively. One is seasonal differencing, the other is
by adding working day attributes as dummy variables. Third, the method of least
squares was used to estimate the weight.

2.1 Outliers Processing of Short-Term Passenger Flow

The accuracy of traffic time series prediction for normal circumstances is affected
by outliers including holidays and vacations, and one day before and after the
holidays. Given the passenger flow of same working day attribute has the char-
acteristics of short-term stability, outliers were replaced by the linear interpolation
method. In mathematics, linear interpolation is a method of curve fitting using
linear polynomials to construct new data points within the range of a discrete set of
known data points.

The specific linear interpolation method is applied as follows:
If the two known points are given by the coordinates (x0, y0) and (x1, y1), the

linear interpolant is the straight line between these points. For a value x in the
interval (x0, x1), the value y along the straight line is given from the equation which
can be derived geometrically from the figure below (Fig. 1).
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y� y0
y1 � y0

¼ x� x0
x1 � x0

; ð1Þ

y ¼ x� x0
x1 � x0

ðy1 � y0Þþ y0: ð2Þ

2.2 The Seasonal ARIMA Models

Considering the complex relationship among the seasonal effect, long-term trend
effect, and random fluctuations, the multiply ARIMA on the forecast of the entrance
and exit passenger flow under normal circumstances was established. At the same
time, weather conditions and air quality is added as dummy variables to prevent
from their influences.

Working day attributes (such as Sunday, Monday) have a direct impact on the
entrance and exit passenger flow. In method 1, seasonal differencing is used to
remove the changes by working day attributes, and to stabilize passenger flow time
series. In method 2, working day attributes were added as dummy variables in order
to accurately grasp the influence of each working day attribute on passenger flow.

Fig. 1 Schematic diagram of the model
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For example, when day 1 = 1 onMonday, the other days’ day 1 = 0; when day 5 = 1
on Friday, the other days’ day 5 = 0.

Seasonal ARIMA models ARIMA ðp; d; qÞ � ðP;D;QÞS are usually denoted,
where S refers to the number of periods in each season, and the lowercase p, d, and
q refer to the autoregressive, differencing, and moving average terms for the non-
seasonal part of the ARIMA model, and the uppercase P, D, and Q refer to the
autoregressive, differencing, and moving average terms for the seasonal part.

The AR part of ARIMA indicates that the evolving variable of interest is
regressed on its own lagged (i.e., prior) values. The MA part indicates that the
regression error is actually a linear combination of error terms whose values
occurred contemporaneously and at various times in the past. The seasonal ARIMA
model [10, 11] formula is as follows:

ARIMA ðp; d; qÞ � ðP;D;QÞS;

rdrD
S xt ¼

HðBÞHSðBÞ
UðBÞUSðBÞ et;

HðBÞ ¼ 1� h1B� � � � � hqB
q

UðBÞ ¼ 1� /1B� � � � � /pB
p

HSðBÞ ¼ 1� h1B
S � � � � � hQB

QS

USðBÞ ¼ 1� /1B
S � � � � � /PB

PS;

ð3Þ

where B refers to delay operator.

2.3 The Combined Model

In order to improve the prediction accuracy, the linear combination forecasting
model is used to combine the two ARIMA models, and the combined model
formula is as follows:

F̂ðtÞ ¼ b̂1F̂1ðtÞþ b̂2F̂2ðtÞ; ð4Þ

where b̂1 and b̂2 are the weights of the two prediction methods.
The target of the forecast weight calibration is to minimize the error between the

predicted value and the actual value as far as possible. That is the minimum sum of
the squares residuals. The combination forecasting parameters can be expressed as
the optimization model as follows:
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minQ ¼
X

ðFðtÞ � b̂1F̂1ðtÞ � b̂2F̂2ðtÞÞ2

s:t:

b̂1 þ b̂2 ¼ 1

b̂1; b̂2 2 ½0; 1�

ð5Þ

3 Case Study

In this chapter, the passenger flow data collected by the AFC of Beijing urban rail
transit were used to calibrate the parameters of the model. Taking Tiantongyuan
station as an example, the model parameters were calibrated by the time series from
March to July in 2016. Then the calibrated model was used to dynamically predict
the passenger flow in August and September of that year. Finally, the errors among
two ARIMA models and the combined forecasting model were compared and
analyzed.

In order to judge the accuracy of the model, the mean absolute error (MAE) and
the mean absolute percentage error (MAPE) were used to analyze the prediction
results.

First, outliers (holidays and vacations, and one day before and after the holidays)
have been replaced by the linear interpolation method. Take passenger flow at t-7
and t + 7 as the known point, and then calculate passenger flow at t in outliers.

Second, a stationary test of corrected time series of station quantities is carried
out. As the Fig. 2 shows, passenger flow of Tiantongyuan station is a nonstationary
time series. It takes 7 days as a cycle to fluctuate. By a first and seasonal difference,
the residuals fluctuated randomly near 0, thus it is a stationary time series.

Then a white noise test was carried out for this stationary time series. The results
show that the autocorrelation and partial autocorrelation coefficients (Fig. 3) are
greater than 2 times the standard deviation. And this time series has short-term
correlation after difference, thus it is a stationary non-white noise time series. And
two methods, after considering working day attributes, weather conditions, and air
quality are used for passenger flow forecast as follows.

Method 1: Modeling of autocorrelation and partial autocorrelation coefficients

1. After a first and seasonal difference, the behavior of ACF and PACF both tails
off, thus the ARMAð1; 1Þ model is used to extract the short-term autocorrelation
information of the post-differential sequence;

2. ACF of lag 7 was significantly not 0, but ACF of lag 14 was 0. PACF of lag 7,
14, and 21 were significantly not 0. Thus the behavior of ACF cuts off, and
PACF tails off. Then seasonal ARMAð0; 1Þ7 model is used to extract the seasonal
autocorrelation information of the post-differential sequence;
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3. The model ARIMAð1; 1; 1Þ � ð0; 1; 1Þ7, which combined the models above,
was constructed by adding dummy variables (weather conditions, air quality,
and working day attributes). The fitting results showed that the coefficient of air
quality was not statistically significant, thus this dummy variable is removed,
and other factors were significantly correlated except ARð1Þ, thus ARð1Þ is
removed. The residuals were a non-white noise sequence.

4. Model ARIMAð0; 1; 1Þ � ð0; 1; 1Þ7 passed the white noise test. The prediction
equation is as follows:

F1ðtÞ ¼ F1ðt � 7ÞþF1ðt � 1Þ � F1ðt � 8Þþ � 4:114� 623:261xwea � 0:724et�1

� 0:812et�7 þ 0:724� 0:812et�8:

ð6Þ

Method 2: Modeling by adding working day attributes as dummy variables
To quantify their impact for passenger flow, method 2 sets a model

ARIMAð1; 0; 1Þ � ð1; 0; 1Þ7 by adding dummy variables such as weather conditions,
air quality, and working day attributes. The fitting results showed that except
coefficients of seasonal ARð1Þ and MAð1Þ were not statistically significant, other
factors were significantly correlated. They are still useful, because the residuals
would not pass the white noise test if the two terms were removed.

Fig. 2 Passenger flow of Tiantongyuan station
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The prediction equation is as follows:

F2ðtÞ ¼ 32058:24� 624:71xwea þ 21186:55xday1 þ 21355:49xday2 þ 21426:77xday3

þ 21098:23xday4 þ 21998:37xday5 þ 4315:71xday6 þ 0:969ðF2ðt � 1Þ � F̂2ðt � 1ÞÞ
þ 0:187ðF2ðt � 7Þ � F̂2ðt � 7ÞÞ � 0:969� 0:187ðF2ðt � 8Þ � F̂2ðt � 8ÞÞþ et
� 0:706et�1 � 0:053et�7 þ 0:706� 0:053et�8:

ð7Þ

From the formula, we can see impact extent of the working day attributions on
the passenger flow. The largest impact to passenger flow lies in Friday, and the
smallest impact to passenger flow in the weekend.

Finally, the combination forecasting model has been calibrated by the method of
least squares. The combination prediction equation is as follows:

F̂ðtÞ ¼ 0:2� F̂1ðtÞþ 0:8� F̂2ðtÞ: ð8Þ

Fig. 3 Figure of the ACF and PACF

Table 1 Prediction performance of different models

Variable Mean Median Std. Dev.

Error of the combined model 935 796 876

Error of method 1 1643 1180 1410

Error of method 2 1101 918 882

Error rate of the combined model (%) 2.20 1.67 2.25

Error rate of method 1 (%) 3.77 2.41 3.59

Error rate of method 2 (%) 2.51 1.81 2.31
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The table of prediction error (Table 1) showed that the mean absolute error
among the three models is less than 1700 people, and the mean absolute percentage
error is less than 4%. Among them, the error of the combined forecasting model is
the smallest: the mean absolute error is 935 people, and the mean absolute per-
centage error is 2.20%.

The error statistics (Fig. 4) showed that prediction errors of 89% days are less
than 4%, indicating that the combined forecasting model has high accuracy and
good applicability.

4 Conclusion

The study on predicting the short-term passenger flow is of great practical impor-
tance. In this chapter, two short-term passenger flow forecasting models were set up
based on the statistical analysis of historical passenger flow after considering the
working day attributes, the weather, air quality, and other influencing factors. Then
the combination forecasting model was calibrated by the method of least squares.
Finally, the model is evaluated with extensive tests carried out from Beijing rail
transit network. The results show that the proposed method is easier, reliable, and
helpful to urban rail transit operation and management decision-making.

Due to the complex factors of urban rail transit passenger flow, it is necessary to
carry out post evaluation of the passenger flow forecast results, and analyze the
specific reasons for the error. The model established in this chapterr still needs to be
improved and optimized on the basis of distinguishing controllable and uncon-
trollable factors.

Fig. 4 Error analyses for the combined forecasting model
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Research on the Route Choice Behavior
of Subway Passengers Based on AFC Data

Liping Xie, Haiying Li and Xinyue Xu

Abstract This paper studies the route choice behavior of passengers from auto fare
collection and timetable data using a method combined with Bayesian and
Metropolis–Hasting sampling. First, influential factors of route choice such as
in-vehicle travel time, transfer time, and in-vehicle crowding are selected. Then,
formulations of these factors are established for a single passenger, which are
merged into a logit model to model route choice behavior of subway passengers.
Next, an algorithm that integrates Bayesian inference and Metropolis–Hasting
sampling is designed to calibrate the parameters of the logit model. Finally, a case
study of Beijing subway is applied to verify the validity of the developed model and
algorithm.

Keywords Subway � Big data � Route choice � Bayesian � Crowding

1 Introduction

Along with the operation in network wise in Chinese subways, route choice
behavior has become essential in demand forecasting, and even passenger flow
management during peak hours [1]. Strategies for passenger flow control have been
applied to solve the daily crowding problems in Chinese subways by guiding
passengers away from the crowded routes [2]. Therefore, understanding the nature
of route choice behavior is in urgent need to relieve the tension of congestion
effectively during peak hours in subways.

AFC data becomes possible for subways to learn the route choice behavior of
passengers. AFC data consists of the entry station, exit station, and the corresponding
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timing when a passenger swipes the card. Besides, each smart card is assigned a
unique serial number, that is, the movement of an individual passenger can be tracked
by the key serial number.

To our knowledge, few studies have considered the influence of crowding on
passenger route choice behavior, despite its significance is proven [3, 4]. The
statistics feature of various parts of the travel time can be captured by mining
records of a large number of passengers [5], which ultimately and effectively
overcomes the difficulty to reproduce details of the whole trip for each passenger.

The research applies a Bayesian inference approach to model route choice
behaviors using AFC data of subway. First, we construct a data-driven model of
passenger route choice behavior by AFC data. Then, its parameters are calibrated
using the Bayesian and MH sampling method. Furthermore, Markov Chain Monto
Carlo (MCMC) method is employed to compute the Bayesian posterior jointly,
providing a brute force approach for calculating complex models whose maximum
likelihood is hard to achieve through the conventional optimization process.

The remainder of the paper is structured as follows: In Sect. 2, factors
influencing the route choice behavior are analyzed. In Sect. 3, we construct a logit
model of route choice behavior whose parameters are calibrated by an integrated
Bayesian and MCMC sampling method based on AFC and train timetable data. In
Sect. 4, a case study is done to validate the proposed methods. Finally, in Sect. 5,
we draw the conclusion of this study.

2 Modeling of Passenger Route Choice Based
on AFC Data

2.1 Effect Factors of Route Choice

In-vehicle travel time, transfer time, and in-vehicle crowding are selected as the
principal factors by [6–9] based on an SP survey, which was conducted for a month
during the peak hours at workdays in December 2015. Note that the in-vehicle
crowding is proposed based on the traffic volume and train capacity, which can be
expressed as

YaðxaÞ ¼
xa � za

za
B za\xa\Ca

xa � za
za

Bþ xa � Ca

Ca
D xa [Ca;

8><
>: ð1Þ

where Ya, xa, za, and Ca are the congestion coefficient, traffic flow volume, seat
number of the train, and maximum capacity of the train in a section a of subway
networks, respectively; B and D are the calibration parameters.
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2.2 A Logit Model for Passenger Route Choice

The route choice behavior is examined by a classical logit model in the subway
network. The utility of a selected route r from the feasible set Xn;o;d for a passenger
n of the OD pair ðo; dÞ is calculated by

Ur
n;o;d ¼ uro;d þ ero;d 8r2 Xn;o;d ; ðo; dÞ2W ; ð2Þ

where uro;d is the generalized cost and ero;d is a random item with E½erp;w� ¼ 0.
The generalized cost uro;d can be further calculated by

uro;d ¼ h1Rr þ h2Tr þ h3Ya; ð3Þ

where h1, h2, and h3 are the corresponding weight coefficients of in-vehicle time,
transfer time, and in-vehicle crowding perception level respectively. Rr and Tr are
in-vehicle travel time and transfer time for the route r.

By the rules of utility maximization, the route choice probability of passengers
choosing route r between pair ðo; dÞ is given as

prn;o;d ¼
expðuro;dÞP

r2Xn;o;d

expðuro;dÞ
: ð4Þ

Finally, the problem of modeling passenger route choice can be transformed into
the estimation of parameters, the variables of passenger perception h ¼ ðh1; h2; h3Þ.
Next, we will introduce methods to achieve these estimations.

3 Calibration Method of Passenger Route Choice Model

3.1 Bayesian Inference Processes

Let Cw is the set of data observations obtained from passengers traveling on an OD
pair w, including travel time and crowding information. Let C ¼ [ w2WCw be the
whole set of all OD pairs. If we know the prior distribution of parameters, their
posterior probability density pðhjCÞ can be inferred by the Bayesian criterion as
follows:

pðhjCÞ ¼ pðCjhÞpðhÞ
pðCÞ ; ð5Þ

where pðhÞ is the joint prior probability density of parameter h, and pðCjhÞ is the
probability of observing data C conditional on all unknown parameters. If the full
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probability pðCÞ is a constant factor, this equation can be simplified into
pðhjCÞ / pðCjhÞpðhÞ.

If all unknown parameter vectors are independent, we have

pðhjCÞ / pðCjhÞpðhÞ; ð6Þ

where pðhÞ is the prior probability density of an unknown parameter h. Note that
pðCjhÞ equals the likelihood of all parameters given by T observations, which is

pðCjhÞ ¼
Y
w2W

pðCwjhÞ: ð7Þ

Further, the probability of observation data zn 2 Cw from a passenger n also
depends on its alternative routes with more than one possible route of an OD pair w.
Therefore, the probability of observing data zn of an OD pair w can be expressed as

pwðznjhÞ ¼
Y
r2Rw

gðznjr; hÞprn;wðhÞ; ð8Þ

where gðznjr; hÞ is the conditional probability of observing data zn at a given route r
of an OD pair w, and prn;wðhÞ is calculated by Eq. (4). Note that gðznjr; hÞ is a
normal distribution function based on the assumption that running time of each
section follows normal distribution independently.

Therefore, the likelihood of the OD pair w can be given as follows:

p Cwjhð Þ ¼
Y
zn2Cw

Y
r2Rw

g znjr; hð Þprn;w hð Þ
 !

: ð9Þ

Finally, we can rewrite the posterior probability the likelihood of the OD pair w
by substituting Eqs. (7) and (9) into Eq. (6) as follows:

pðhjCÞ / pðCjhÞpðhÞ

/
Y
w2W

Y
zn2Cw

Y
r2Rw

g znjr; hð Þprn;w hð Þ
 ! !

pðhÞ: ð10Þ

So, point estimations for the unknown parameters can be given by the posterior
probability distribution with the observing data from AFC, if we know the exact
prior distribution of the unknown parameters h. The detailed way to calculate
posterior probability is explained in the next chapter.
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3.2 MCMC Algorithm

The main steps are as follows:

Step 1: Generate an initial value hð0Þ ¼ ðhð0Þ1 ; hð0Þ2 ; hð0Þ3 Þ and set t ¼ 1.
Step 2: Initialize the parameter position, set i ¼ 0
Step 3: MH sampling
Step 3.1: i ¼ iþ 1
Step 3.2: The candidate h�i can be randomly selected from the proposed distribution

function qðhi=hðtÞi Þ with the current state of the parameter hðtÞi , which means

h�i � qðh�i =hðtÞi Þ.
Step 3.3: Calculate the acceptance probability of h�i .

q ¼ min 1;
p

0 ðh�i Þ
p0 ðhðtÞi Þ

)(
ð11Þ

p0ðh�i Þ ¼ pðCjh�i ; hðtÞ�iÞpðh�i ; hðtÞ�iÞ=pðCÞ / pðCjhðtþ 1Þ
i ; hðtÞiþ 1; h

ðtþ 1Þ
iþ 4 Þpðh�i Þ ð12Þ

p0ðhðtÞi Þ ¼ pðCjhðtÞi ; hðtÞ�iÞpðhðtÞi ; hðtÞ�iÞ=pðCÞ / pðCjhðtþ 1Þ
i ; hðtÞiþ 1; h

ðtÞ
iþ 4ÞpðhðtÞi Þ ð13Þ

Step 3.4: After generating a number u from Uniform (0, 1) distribution, we should
determine whether the parameter is updated. If u� q, accept the candidate and set

hðtÞi ¼h�i . Otherwise, set h
ðtÞ
i ¼hðt�1Þ

i .
Step 3.5: Determine whether the current sampling process is going on or not.
If the constraint i\ Aj j þ 3 is satisfied, return to Step 3.1. Otherwise, stop sampling,
and the generation of the parameter vector hðtÞ in the iteration of t is done.
Step 4: Check the constraint that the current iteration number t is less than the
maximum iteration number M.
If t\M, set t ¼ tþ 1, and return to Step 2. If not, go on to the next step.
Step 5: Obtain the value of each parameter.
After collecting each parameter 0 of the Markov chain, we can achieve the value of
this parameter by

hi ¼ 1
M � B�

XM
t¼B� þ 1

f ðhðtÞi Þ; ð14Þ

where B� is fixed to represent the number of iterations of the burn-in phase that has
been discarded.
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4 Result Analysis

A case study, consisting of Line 1, Line 2, Line 4, and Line 6 of Beijing Subway, is
chosen to verify the proposed algorithm during morning peak hours. Learning route
behavior of passengers in this area is in urgent need, which is helpful to make
policies to reduce crowding and improve service.

4.1 Data and Parameter Setting

We collected a primary data set such as the AFC data of several days during
December 2015 from the Beijing Mass Transit Railway Operation Corporation
Limited, as well as average running time at sections, headways of lines, and loading
rates of sections. Transfer time and transfer walking time in each transfer station
were both obtained through the survey of stations during December 20–25, 2015
during peak hours in Beijing subway. Regarding the in-vehicle crowding factor, the
number of vehicle seats za is 276, the train capacity Ca is 1452 persons, and the
correction coefficient B and D values are 1. Furthermore, headway of each line is
2 m 30 in the peak hour, and waiting time of passengers for boarding a train is
considered as a half headway of the relevant line.

4.2 Analysis of Markov Chains of Parameters

We consider a large number M ¼ 12; 000 as the maximum iterations to identify the
valid Markov chain of each parameter with the implementation of the proposed
algorithm by MATLAB. Some results are given as shown in Fig. 1, which indicate
that the burn-in period of these parameters with B� ¼ 5000 is suitable.

From Fig. 1, perceptual parameters of passenger’s in-vehicle travel time h1,
transfer time h2, and in-vehicle crowding h3 are −1.73, −2.32, and −1.48,

Fig. 1 Markov chains of relevant parameters: a h1; b h2
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respectively. By Eq. (4), route choice probabilities for passengers are calculated, as
shown in Table 1.

We can also find the following results:

(1) h1 and h2 are −1.73, −2.32, respectively, which means h2=h1 [ 1. It is in
accordance with the existing result [10], which proves that transfer time plays a
key role in the choice of passenger path.

(2) Passengers’ subjective perception of transfer time is stronger than that of
in-vehicle time, because one needs to consume physical energy during transfer
time.

(3) In-vehicle crowding may increase passengers’ anxiety, stress, and feeling of
exhaustion, because they have to stand or to share a limited space with other
passengers during the crowding routes [3, 11, 12], but commute passengers
have a certain understanding of the route, so in-vehicle crowding is not asso-
ciated with the timeliness.

5 Conclusions

This paper presents a Bayesian inference approach to model route choice behavior
using big data such as AFC, timetable, and related operational data. First, a discrete
logit model of route choice behavior is proposed considering in-vehicle time,
transfer time factors, and in-vehicle crowding. Then, the data mining approach
integrating Bayesian and MH sampling method is employed to calibrate the cor-
responding parameters. Finally, a case study is made to verify the proposed model
and algorithm.

Table 1 Route choice probabilities of passengers in some OD pairs

OD Route no Route Transfer
time

Cost Portability

SH–BJN 1 SH–JGM–DD–XD–XWM–BJN 1 53.43 0.237

2 SH–JGM–BJZ–CWM–XWM–BJN 2 51.238 0.763

XD–BJZ 1 XD–DD–JGM–BJZ 1 25.295 0.966

2 XD–XWM–CWM–BJZ 1 31.042 0.034

SH–HDHZ 1 SH–JGM–DD–XD–PAL–
XZM–HDHZ

1 76.249 0.407

2 SH–JGM–CYM–DZM–YHG–
JST–XZM–HDHZ

2 75.636 0.574

3 SH–JGM–CYM–DS–NLGX–
PAL–XZM–HDHZ

3 81.53 0.019
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The main contributions of this paper are as follows:

(1) The influence of in-vehicle crowding to subway passengers on route choice
behavior is for the first time explicitly considered in the process of model
development using AFC data. Our method has the advantage of RP method
than traditional SP methods with cheaper, faster, more reliable, and repro-
ducible data.

(2) The adopted AFC data-based mining approaches such as Bayesian inference
and MH sampling method can solve the difficult problem of calibration
parameters with high-dimensional probability distributions existing in the tra-
ditional analytical methods.

(3) Our method provides a wider analysis framework for passenger demand of
subways, which helps to make efficient strategies of crowding control. With the
help of other data such as timetable and load factors, the exact route and
transfer stations can be inferred from AFC data, as well as the exact trains, the
OD demand matrix, and the section passenger flow.
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A Model of High-Density Passenger
Boarding and Alighting in Urban Rail
Transit Station

Ning Jia and Yanhui Wang

Abstract Passengers’ boarding and alighting is an important link between station
and the train in urban rail transit system. The paper presents features of boarding
and alighting of passenger flow. A model was established with two continuity
equations and a formula. In that model, continuity equations about boarding and
alighting are deduced based on these two characteristics, revealing the relationship
between time and density. The formula of resultant about passenger flow during
their boarding and alighting activities is aimed at exposing the main direction of the
whole procedure. What’s more, the model was applied to Chongwenmen station in
Beijing subway Line 1, the model is simplified for simulation by a mathematical
application software-MATLAB, graphing directly. The result is formally described
and experimented in experimental and real-world situation, which is proved to be
correct and reliable. The model provides the theory foundation for safer process of
boarding and alighting for actual operation and plays an important guiding meaning
in daily management.

Keywords Urban rail transit � Boarding and alighting � Model
Simulation � MATLAB

1 Introduction

In all the service facilities of urban rail transit, subway door is the only way to get
on and off. For increasing the passenger flow and limitation of entrance’s apertures,
boarding and alighting are becoming a key point in daily transportation activities.
Fluency of this part not only effects train dwell time but also means the safety
of passengers in life and property. Therefore, a study on the characteristics of
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passenger flow and a describing model present an important guiding meaning in the
actual operation.

The research on boarding and alighting of urban rail transmit stems from
Kraft [1]. He presented the time was the main factor for train’s dwelling. Thereafter,
Westton [2] built a mathematical model for train’s drawing-up related to passenger.
Lam et al. [4] brought a new regression model forward about the influence of
passenger number. Wiggenraad [3] raised the connection between the width of door
and time of on/off. For the feature of unevenly distributed passenger on the platform,
Wu et al. [5] utilized four criteria to quantify the standard of crowd. What’s more,
other scholars are also contributed to the model of boarding and alighting [6–11].

This paper combines passenger boarding and alighting in urban rail transit sta-
tion with physics, by observing the situation of passengers’ self-organization, we
describe passenger activities in mathematic models with time and density variables.
According to the Newton’s second law and the theorem of momentum, a formula
for passengers’ resultant when boarding and alighting has been set. Afterward,
based on the data from Chongwenmen station in Beijing subway Line 1, some
examples are conducted to prove the availability of my theory.

2 Problem Statement

2.1 The Similarity Between Passenger Flow
and Liquid Flow

Liquid is one of the three major forms of the world without definite shape. When
the shape of the container is fixed, the liquid tends to flow in the same open
direction.

In the process of high-density boarding and alighting, the distance between
passengers is small. In the front of some door, the boarding passengers move into
the train collectively, and the passengers waiting for getting off move out of the
train together, which conform the figures of liquid flow under some kind of force.
Therefore, the high-density boarding and alighting passenger flow have the prop-
erty of liquidity.

Because of the features of liquidity, some mathematical relationships of liquid
can be applied to this problem. And the typical motions are as follows:

a. Flow discharge (Q), peo/(m � s).
b. Flow rate ðlÞ; m/s.
c. Flow density ðqÞ; peo=m2.
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In the process of high-density boarding and alighting, the relationship among
discharge, rate, and density of passenger flow is similar to liquid.

Q ¼ q� l ð1Þ

2.2 Model Research

The high-density passenger can be treated as liquid. In the process of waiting, the
waiting area of boarding and alighting can be treated as containers. It can be
revealed that the shape of passengers can be treated as isosceles trapezoid. The time
and stability of boarding and alighting are related to some parameters.

For discrimination, we introduce definitions as follows:

Def. 1: Self-organized trapezoid: The shape that passengers in front of train doors
are normalized is defined as self-organized trapezoid.
Def. 2: Self-organized trapezoid angle: The angle of self-organized trapezoid and
perpendicular to the train is called self-organized trapezoid.

The process of boarding and alighting is shown in Fig. 1.

2.3 Notations Summary

In order to make these parameters clear and model equations explicit, we sum-
marize all the parameters in Table 1.

Fig. 1 Example of
high-density boarding and
alighting
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3 My Model

3.1 The Continuity Equation

3.1.1 Boarding Continuity Equation

The mini-unit is shown in Fig. 2. In the flow field at the time of t, we take any
two-dimensional mini-unit sðx; yÞ in boarding self-organized trapezoid, and the
lengths are respectively dx and dy.

In unit time, passengers inflow volume is Q, and outflow volume is
Qþ @Q

@x dx
� �

dy.
So in unit time, the boarding flow volume is (2).

Qþ @Q
@x

dx
� �

dy� Qdy ¼ @Q
@x

dxdy ¼ @ðqlÞ
@x

dxdy ð2Þ

Due to P0 ¼ q � A0ðtÞ, in unit time the loss of passengers is (3).

Table 1 Notations summary

Notations Meanings Notations Meanings

Q Passenger volume,
peo/m2 � s

w Width of door, m

l Rate of boarding, m/s d0 Altitude of boarding
self-organized trapezoid, m

t Rate of alighting, m/s d1 Altitude of alighting
self-organized trapezoid, m

q Density of boarding, peo/
m2

h0 Angle of boarding
self-organized trapezoid

g Density of alighting, peo/
m2

h1 Angle of alighting self-organized
trapezoid

P0 Aggregation of boarding,
peo

A1ðtÞ Area of boarding self-organized
trapezoid, m2

P1 Aggregation of alighting,
peo

A0ðtÞ Area of alighting self-organized
trapezoid, m2

k0 Momentum of boarding,
kg � m/s

k1 Momentum of alighting, kg � m/s

t0 Time of stopping, s �m Average weight of passengers, kg

Fig. 2 Diagram of
two-dimensional mini-unit
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A0ð0Þ @ðqlÞ
@x

dxdyþ @q
@t

� A0ðtÞdtþ @A0ðtÞ
@t

� qdt ¼ 0 ð3Þ

Trapezoidal area formula is (4).

A0ð0Þ ¼ wþ d0 tan h0ð Þ � d0 ð4Þ

If the speed of passengers is uniform speed, x ¼ d0 � lt

@A0ðtÞ
@t

¼ �lw� 2 d0 � ltð Þ � l tan h0 ð5Þ

The relationship between dx and dy is (6).

dy ¼ 2 tan h0dx ð6Þ

We bring (2)–(6) into (7), the boarding continuity equation is (7).

wþ d0 � ltð Þ tan h0½ � d0 � ltð Þ � @q
2

@2t
þ 2d0l2 wþ d0 tan h0ð Þ � tan h0
�

�4l d0 � ltð Þ tan h0 � 2lw� @q
@t

þ 2l2 tan h0 � q ¼ 0
ð7Þ

In (7), t is the independent variable, and q is dependent variable. t 2 0; t0ð Þ.

3.1.2 Alighting Continuity Equation

The theory of alighting continuity equation is same as boarding, but in the reverse
direction. So the alighting continuity equation is (8).

wþ d1 þ ttð Þ tan h1½ � d1 þ ttð Þ � @g
2

@2t
þ 2d1t2 wþ d1 tan h1ð Þ � tan h1
�

þ 4t d1 þ ttð Þ tan h1 þ 2tw� @g
@t

þ 2t2 tan h1 � g ¼ 0
ð8Þ

3.2 Resultant of Boarding and Alighting

The theorem of momentum is (9).

Dkx
Dt

¼
X

Fx ð9Þ
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We take boarding as the example, the resultant of boarding is (10).

dk0 ¼ ldm ¼ l�m
@P0

@t
dt ¼ l�m

@q
@t

� A0ðtÞþ q
@A0ðtÞ
@t

� �
� dt

¼ l�m
@q
@t

wþ d0 � ltð Þ tan h0½ � d0 � ltð Þ � q lwþ 2 d0 � ltð Þ � l tan h0ð Þ
� 	

dt

ð10Þ

Similarly, the resultant of alighting is (11).

dk1 ¼ t�m
@g
@t

wþ d1 þ ttð Þ tan h1½ � d1 þ ttð Þþ g twþ 2 d1 þ ttð Þ � t tan h1ð Þ
� 	

dt

ð11Þ

So the resultant of boarding and alighting is (12).

X
Fy ¼ F0 � F1 ¼ l�m

@q
@t

wþ d0 � ltð Þ tan h0½ � d0 � ltð Þ � q lwþ 2 d0 � ltð Þ � l tan h0ð Þ
� 	

� t�m
@g
@t

wþ d1 þ ttð Þ tan h1½ � d1 þ ttð Þþ g twþ 2 d1 þ ttð Þ � t tan h1ð Þ
� 	

ð12Þ

4 Simulation

4.1 Experimental Environment

We take an example of Chongwenmen station in Beijing subway Line 1. We
investigated multiple sets of data about the number of boarding and alighting at
different times for data supporting. Three groups are picked out in Table 2.

At this moment in Table 3, the angle of boarding self-organized trapezoid is at
the right angle. The examples are specialized all the angles of self-organized
trapezoid with right angle for simplified calculation. Besides, the altitudes of

Table 2 Data of investigation results

Group Boarding
passengers P0ð Þ

Alighting
passengers P1ð Þ

Altitude of boarding
self-organized trapezoid d0ð Þ

Times of train
stop t0ð Þ

1 20 6 3.5 45

2 10 10 1.9 43

3 4 15 0.6 42
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alighting self-organized trapezoid cannot be measured. As the result, they would be
assumed as g1ð0Þ ¼ 1peo/m2; g2ð0Þ ¼ 3peo/m2; g1ð0Þ ¼ 5peo/m2.

According to the GB 50157-2013 Code for design of metro, the width of train
doors in Beijing subway Line 1 is 1.3 m, so w ¼ 1:3m.

In addition, according to Ando et al. [11] about the relationship between density
and speed in passenger flow, the rate of boarding and alighting can be calculated
based on Table 2. Results are given in Table 3.

4.2 Simulation Results

A new definition named critical density is introduced in images of continuity
equations for understandable. When the actual density is less than critical one, the
activities of boarding or alighting can be deemed to be finished.

Def. 3: Critical density q0; g0ð Þ: Critical density is the ratio of 1 to the area of
self-organized trapezoid at some point. The formulas are (13a, b).

q0 ¼
1

A0ðtÞ ¼
1

w d0 � ltð Þ ð13aÞ

g0 ¼
1

A1ðtÞ ¼
1

w d1 þ ttð Þ ð13bÞ

4.2.1 Simulation of Continuity Equations

(1) Boarding simulation

By MATLAB, the results of boarding are shown in Fig. 3.
In Fig. 3, pi; ði ¼ 1; 2; 3Þ are the graphs of boarding continuity equations. With

time going by, boarding passengers at the platform are fewer, and the density is
lower at the same time. The area of self-organized trapezoid decreases and density

Table 3 Contrast of density and rate

Group Boarding Alighting

Density qð0Þ; peo/m2

 �

Rate ðl; m/sÞ Density gð0Þ; peo/m2

 �

Rate ðt; m/sÞ
1 4.4 0.38 1.0 −0.90

2 4.0 0.40 3.0 −0.56

3 5.1 0.31 5.0 −0.32

A Model of High-Density Passenger Boarding and Alighting … 785



rises. The abscissa of intersection points represents the time when boarding finishes.
These images present that the finish time of boarding are 9 s, 4 s, 2 s, respectively.
The boarding time are very short compared with train stop time, which means safety
and stabilization.

Fig. 3 a Boarding continuity equation result of Group 1, b Boarding continuity equation result of
Group 2, c Boarding continuity equation result of Group 3
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(2) Alighting simulation

The results of alighting are shown in Fig. 4.
In Fig. 4, ni; ði ¼ 1; 2; 3Þ are the graphs of boarding continuity equations.

n0i; ði ¼ 1; 2; 3Þ is the graph of densities. These images present the finish time of

Fig. 4 a Alighting continuity equation result of Group 1, b Alighting continuity equation result of
Group 2, c Alighting continuity equation result of Group 3
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boarding are 2 s, 3 s, 7 s, respectively. The boarding time is very short compared
with train stop time, which means safety and stabilization.

4.2.2 Simulation of Resultant

The results of resultant are shown in Fig. 5.
In Fig. 5, with the high-density passengers, the direction of resultant is boarding

direction. As boarding passengers at platform decreases, resultant becomes smaller
until to zero. On the contrary, when the number of alighting passengers is high,
resultant is with alighting direction, decreasing to zero. And when boarding and
alighting are almost same, passengers get off and then on, the resultant represents
appears to be minus plus, until its end. The graphs cater for practical situation,
which are meaningful in actual operation.

5 Conclusion

The paper presents two features of passenger flow, based on which two continuity
equations are deduced. We established a formula calculating the resultant during the
process of boarding and alighting. The situation of Chongwenmen station in Beijing
subway Line 1 has been simulated by MATLAB, which proves the validity of my
model.

The paper provides the theory foundation for safer process of boarding and
alighting, which can be the theoretical support to the actual operation and plays an
important guiding meaning in daily management.

Acknowledgements The authors gratefully acknowledge the support from “Key Research Project
of Safety Assurance Technology of Urban Rail System” under China National “13th Five-Year
Plan” (Grant No. 2016YFB1200402-002).

Fig. 5 Resultant formula result
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A Multi-objective Programming Model
for Subway Last Train Timetabling

Wanxiao Xiang and Yanhui Wang

Abstract Subway last train timetabling focuses more on train coordination to make
passengers transfer smoothly. Aiming to find an optimal balanced timetabling, a
multi-objectives programming model is proposed with speed profile control for
finding the optimal train velocity on sections and train dwell time at stations. Our
work makes two contributions. First, this paper analyzes train movements in a line
and provides an energy flow transferring method. Second, based on the analysis of
train velocity and energy flow, an optimization model, in which passenger satis-
faction, train trip time and network energy consumption are model objectives, is
brought into the last train timetabling. Finally, to obtain an approximately optimal
scheduling strategy, an artificial intelligence algorithm is proposed in particular to
effectively solve the proposed model. The results of numerical experiments
demonstrate the efficiency and effectiveness of the proposed method.

Keywords Subway � Last train timetabling � Multi-objective programming
Train coordination

1 Introduction

Last train is the final choice for passengers to ride or transfer by subway so that the
purpose of its timetabling problem tends to the coordination of trains in different
lines, which differs from other trains. Nowadays, numerous researchers investigate
train timetabling problem (TTP), in which energy consumption and trip time are
usually regarded as the optimized objects. However, as a branch in this domain, last
train timetabling problem has been paid attention by only a few scholars [1–8].
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Ning et al. [3] proposed a timetable optimization model to minimize transfer
waiting times with the distribution characteristics of transfer passengers. Kang and
Zhu [1] provided two practical optimization models for last trains to minimize the
standard deviation of transfer redundant times and to balance the last train transfers
in subway networks. Kang and Meng [2] developed a global optimization method
that can solve the last train departure time choice problem for large-scale urban
subway networks. Kang et al. [4] proposed a rescheduling model for last trains with
the consideration of train delays caused by incidents that occurred in train
operations.

However, several researchers use network energy consumption to be the
objective in this issue. Thus, this paper presents a multi-objective programming
model for last train to make passengers transfer more smoothly and reduce network
energy consumption and trip time of last trains in the network.

2 Problem Statements

Subway network consists of lines, in which there are stations and sections between
every two stations. In a network, line set can be represented as
L ¼ 1; 2; 3; � � � ; nf g; l 2 L. In each line l, station set can be represented as
SðlÞ ¼ lð1Þ; lð2Þ; lð3Þ; � � � ; lðmÞf g; s 2 SðlÞ. To transfer station, it can be described
as Tr ¼ lðsÞ; l0 s0ð Þð Þ; . . .f g, in which lðsÞ; l0 s0ð Þð Þ represents that station s in line
l and station s0 in line l0 are the same transfer station. Meanwhile, section set can be
represented as SecðlÞ ¼ lð1; 2Þ; lð2; 3Þ; . . .; lðm� 1;mÞ; lðm;m� 1Þ; . . .; lð2; 1Þf g,
lðs; sþ 1Þ; lðs; s� 1Þ 2 SecðlÞ, in which lðs; sþ 1Þ represents the section between
stations s and sþ 1. In addition, dls represents the distance of section lðs; sþ 1Þ.

2.1 Assumptions

In this section, several assumptions made to formulate the model are explained.

Assumption 1 Train speed profile in each section is divided into four phases, i.e.,
accelerating phase, uniform phase, coasting phase, and braking phase. Train runs to
the allowed maximum velocity vmax with maximum tractive force famax in accel-
erating phase and maximum braking force fbmax in braking phase.

Assumption 2 For simplicity, train mass M, maximum tractive force famax, maxi-
mum braking force fbmax, resistance r, and passenger transfer time in a station are
considered as constants.

Assumption 3 There is an energy storing device in each station, and regenerated
energy of trains will be transferred into the device. Within the useful time tes of the
device, the energy can be used to be the tractive energy of the following trains;
otherwise, it will be dissipated.
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2.2 Train Movement and Energy Consumption

In this paper, we consider that trains run in lines with two directions and the train
trip in a line l is shown in Fig. 1. The last up-direction train arrives in station s at
time tþ l

sa , and departs from this station at time tþ l
sd after the dwell time tþ l

sdw. It runs on
section lðs; sþ 1Þ during the running time tþ l

sr and then arrives in next station sþ 1.
Moreover, to the last train with down direction at station sþ 1, it arrives and departs
at time t�l

ðsþ 1Þa and t�l
ðsþ 1Þd . During the running time t�l

ðsþ 1Þr on section lðsþ 1; sÞ, it
arrives in station s.

The arrival time and the departure time in Fig. 1 can be computed by two
equations Eq. (1). To each line l, Eq. (1) tracks the arrival time and the departure
time of the last up-direction train at station s. The departure time tþ l

sd in the second
row of Eq. (1) can be obtained by the dwell time tþ l

sdw to the arrival time in the first
row.

tþ l
sa ¼ tþ l

1a þ Ps�1

i¼1
tþ l
ir þ Ps�1

j¼1
tþ l
jdw

tþ l
sd ¼ tþ l

1a þ Ps�1

i¼1
tþ l
ir þ Ps

j¼1
tþ l
jdw

8>>><
>>>:

ð1Þ

Moreover, the running time of the last up-direction train on a section can be
obtained by adding up the time of four phases, shown in Fig. 2. In the first phase,
the train accelerates with maximum tractive force famax to the allowed maximum
velocity vmax during the time tþ l

sra . It runs with maximum velocity in the second
phase and then coasts to velocity vþ l

src during a period of time tþ l
src . Within final

distance to next station, it brakes from the switching velocity vþ l
src to 0.

The speed profile in detail which corresponds to Fig. 2 can be formulated by
Eq. (2), in which the first row denotes the accelerating phase, the second row
denotes the uniform-velocity phase, the third row denotes the coasting phase, and
the last row denotes the braking phase. Note that vþ l

src is a decision variable and the
uniform-velocity time tþ l

sru can be determined by vþ l
src , shown in Eq. (3). Thus, based

Fig. 1 Train trip in line l
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on the equation, the running time of the last up-direction train on section lðs; sþ 1Þ
can be formulated by Eq. (4).

vþ l
sr ¼

famax�rð Þ t� tþ l
sd

� �
=M; t2 tþ l

sd ; t
þ l
sd þ tþ l

sra

� �
vmax; t2 tþ l

sd þ tþ l
sra; t

þ l
sd þ tþ l

sraþ tþ l
sru

� �
vmax�r t� tþ l

sd � tþ l
sra� tþ l

sru

� �
=M; t2 tþ l

sd þ tþ l
sraþ tþ l

sru; t
þ l
sd þ tþ l

sraþtþ l
sruþ tþ l

src

� �
vþ l
src� fbmaxþrð Þ t� tþ l

sd � tþ l
sra� tþ l

sru� tþ l
src

� �
=M; t2 tþ l

sd þ tþ l
sraþ tþ l

sruþ tþ l
src; t

þ l
ðsþ1Þa

i�

8>>>>><
>>>>>:

ð2Þ

tþ l
sru ¼ vþ l

src

� �2
fbmaxM=2vmaxr fbmax þ rð Þþ dls=vmax � vmax famaxM=2r famax � rð Þ

ð3Þ

tþ l
sr ¼ vþ l

src

� �2
fbmaxM=2vmaxr fbmax þ rð Þ � vþ l

src fbmaxM=r fbmax þ rð Þþ dls=vmax

þ vmax famaxM=2r famax � rð Þ
ð4Þ

In addition, in the former two phases, the last up-direction train on section
lðs; sþ 1Þ requires tractive energy, given by the first row of Eq. (5). And the second
row gives the regenerated energy in braking phase, in which tþ l

srb represents the
braking time of the last up-direction train on section lðs; sþ 1Þ.

Eþ l
st ¼ R tþ l

sd þ tþ l
sra

tþ l
sd

famaxvþ l
sr dtþ R tþ l

sd þ tþ l
sra þ tþ l

sru

tþ l
sd þ tþ l

sra
rvþ l

sr dt

Eþ l
sb ¼ R tþ l

ðsþ 1Þa
tþ l
ðsþ 1Þa�tþ l

srb
fbmaxvþ l

sr dt

8><
>: ð5Þ

3 The Presented Multi-Objective Programming Model

In this section, the presented multi-objective programming model is formulated in
detail.

Fig. 2 Train speed profile on
section lðs; sþ 1Þ
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3.1 Model Constraints

In this section, three constraints are provided in detail.

(a) Train velocity constraint

In this model, the velocities vþ l
sr ; v�l

sr of running trains should not exceed the
maximum velocity vmax. To the switching velocity from coasting phase to braking
phase, it has been selected in a smaller interval on account of the uniform-velocity
time tþ l

sru which is not allowed to be less than 0, shown in Eq. (6).

vþ l
src ; v

�l
src 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max 0;

fbmax þ rð Þ v2maxMfamax � 2dlsr famax � rð Þ� �
Mfbmax famax � rð Þ

� 	s
; vmax

2
4

3
5 ð6Þ

(b) Dwell time constraint

Within the dwell time, passengers get on and off trains. There are minimum and
maximum dwell times of trains at a station. To each train and each station, these
two dwell times are fixed.

tdwmin � tþ l
sdw; t

�l
sdw � tdwmax ð7Þ

(c) Useful regenerated energy constraint

Due to the assumption 3, regenerated energy transferred into the device will be
dissipated except that another train departs from the same station within the useful
time of the device. So we should judge if there is useful regenerated energy or not
before the computation of network energy consumption. To station swithout transfer
channel, Eq. (8) provides the useful regenerated energy of the last down-direction
train in line l. AndEq. (9) corresponds to the last up-direction train at transfer station s0

in line l. Besides, the energy flows in two stations are shown in Fig. 3.

s +1s1s −

l

( )1
l
s bE−
+

l
stE+

s +1s1s −
l

l′

1s′ −

s′

1s′ +

l
stE+

( )1
l
s bE ′+
′−

(a) energy flow in station without transfer channel (b) energy flow in transfer station

Fig. 3 Energy flows in different stations
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E�l
ðsþ 1Þub ¼ min Eþ l

st ;E�l
ðsþ 1Þb

� 

; tþ l

sd 2 t�l
sa ; t

�l
sa þ tes

� �
0; others

(
ð8Þ

Eþ l0
s0�1ð Þub ¼ min Eþ l

st ;Eþ l0
s0�1ð Þb

� 

; tþ l

sd 2 tþ l0
s0a ; tþ l0

s0a þ tes
� �

0; others

(
ð9Þ

3.2 Model Objectives

Three model objectives are introduced in this section.

(a) Passenger satisfaction

In this paper, we regard passenger satisfaction PS as one of the model objectives.
It can be described by two satisfactions of passengers waiting on trains and wanting
to transfer. For passengers waiting on trains, there is an acceptable waiting time tw.
Equation (10) shows the satisfaction of passengers on the last up-direction train at
station s in line l. Equation (11) represents the satisfaction of passengers who
transfer from station s in up-direction line l to station s0 in up-direction line l0, in
which tl

0s0
ls represents passenger transfer time in transfer station lðsÞ; l0 s0ð Þð Þ. Thus,

passenger satisfaction PS can be obtained by Eq. (12).

pswþ ls ¼ 1; 0\tþ l
sdw � tw

0; tþ l
sdw [ tw

�
ð10Þ

pstþ l0s0
þ ls ¼ 0; tþ l

sa þ tl
0s0
ls � tþ l0

s0d
1; tþ l

sa þ tl
0s0
ls \tþ l0

s0d

�
ð11Þ

PS¼
Xn
l¼1

Xm
s¼1

pswþ lsþpsw�lsð Þþ
X

lðsÞ;l0 s0ð Þð Þ2Tr
pstþ l0s0

þ ls þpstþ l0s0
�ls þpst�l0s0

þ ls þpst�l0s0
�ls

� 


ð12Þ

(b) Train trip time and network energy consumption

In train timetabling domain, train trip time and network energy consumption are
usually regarded as the targets which need to be optimized. Thus, trip time T of last
trains in a network and network energy consumption E are used to be the remaining
two objectives in this model. The previous one is determined by the arrival time of
last trains at the first station and the departure time of last trains from the last
station, shown in Eq. (13). And network energy consumption, which is denoted by
tractive energy and useful regenerated energy, is given by Eq. (14).
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T ¼ max
l2L

tþ l
md ; t

�l
1d

� ��min
l2L

tþ l
1a ; t

�l
ma

� � ð13Þ

E ¼ Et � Eub ¼
Xn
l¼1

Xm�1

s¼1

Eþ l
st þ

Xm
s¼2

E�l
st

 !
�
Xn
l¼1

Xm�1

s¼1

Eþ l
sub þ

Xm
s¼2

E�l
sub

 !
ð14Þ

3.3 The Presented Model

All the constraints and objective functions are introduced in the above. Thus, the
presented multi-objective programming model can be formulated as shown in
Eq. (15), in which a; b and c are the coefficients to show the importance of
objectives and balance the magnitude.

min aEþ bT � cPS

s:t: vþ l
sr ; v�l

sr 2 0; vmax½ �
� � � � � �
tdwmin � tþ l

sdw; t
�l
sdw � tdwmax

E�l
ðsþ 1Þub ¼

min Eþ l
st ;E�l

ðsþ 1Þb
� 


; tþ l
sd 2 t�l

sa ; t
�l
sa þ tes

� �
0; others

(

� � � � � �

ð15Þ

4 Case Study

In this section, a case study based on a test network, which contains three lines and
eight stations, is presented to illustrate the practicability of the proposed model,
shown in Fig. 4.

( )1 1 ( )1 2 ( )1 3 ( )1 4

( )2 1

( )2 2

( )2 3 ( )3 3

( )3 2

( )3 1Fig. 4 A subway network for
testing
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In this test, the distance of each section is 2.5 km. The last train runs on the
section with velocity no larger than 20 m/s, of which the dwell time at each station
is donated in an interval [20, 60]. Their departure times are seen as 0, 30, 75, 20, 10,
and 40. In particular, 0 and 30 are corresponding to the last trains in line 1 with up
and down directions. Besides, in transfer stations (1(2), 2(2)) and (1(3), 3(2)),
passenger transfer times are 180 and 240. And rest parameters are initialized in
Table 1.

In this paper, as a great algorithm searching for solutions efficiently, GA (see
Kang [4]) is employed to solve the presented model. We use MATLAB to carry out
the algorithm, in which the sizes of the generation and the populations in one
generation are both 50, and the probability of mutation operation is 0.5.

After one test, we obtain some information. In this test, the optimal result is
582.0212, and values of decision variables are shown in Table 2. In this table,
every two rows correspond to a line with different directions. Meanwhile, the
values in odd columns represent train dwell time at stations, and the switching
velocities from uniform-velocity phase to coasting phase on sections are given by
even columns. For example, in the first two rows, the preceding row is related to
line 1 with up direction, and another one is correlated with line 1 with down
direction. In this preceding row, The values in 1, 3, 5, 7 columns are the dwell
times of the last up-direction train at stations 1, 2, 3, 4 in line 1, and those in 2, 4, 6
columns are the switching velocities from uniform-velocity phase to coasting phase
on Sections 1(1, 2), 1(2, 3), 1(3, 4). In addition, due to only three stations in line 2
and 3, the values from the third row to the sixth row in final two columns are 0.

In Table 2, we found all the switching velocities are concentrated in an interval
[18, 20], which is caused by the nonnegative uniform time of last trains on sections.
To make passengers transfer more smoothly, we can control running time on
sections and dwell time at stations. Due to the small selectable range of these
switching velocities, train running times on sections are also limited in a small
interval. Thus, there is only one way to select, dwelling more time. It may be the
reason of the large dwell time at stations without transfer channel. In addition, it can
be seen that the dwell times of all the last trains at their determinations are 20 s,
which is the minimum dwell time. It is because they do not need to be coordinated
with others.

To explore the accuracy of the algorithm, 20 tests are made and there are two
kinds of computational performances shown in Fig. 5. In 16 tests, there is a con-
vergence directly within five iterations, shown in Fig. 5a. In others, through some
local optimums, the optimal results can also be found within 30 iterations, given by
Fig. 5b. The computational times of all the tests do not exceed 52 s. And the

Table 1 Values and units of rest parameters

Parameter M famax fbmax r tes tw a b c

Value 195 315 258 3 600 40 0.000001 1 20

Unit t kN kN kN s s – – –
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obtained optimal results are listed in an interval [575.7997, 595.5322]. The length
of this interval is no larger than 20 while the minimum result is 575.7997. It makes
the results acceptable.

5 Conclusions

In this paper, we proposed a multi-objectives programming model to optimize the
timetabling of last trains. As a basis, train speed profile control and transferred
energy flow are discussed to determined train movements in a line. Under the
consideration of train movements, this paper provides three model objectives,
passenger satisfaction, train trip time, and network energy consumption, and some
constraints, train velocity, dwell time, and transferred energy to formulate the
optimization model and get the optimal timetable. Finally, we employ GA to
practice the model with a test network on account of the lack of real raw data.

Table 2 Values of decision variables

Dwell
time

Switching
velocity

Dwell
time

Switching
velocity

Dwell
time

Switching
velocity

Dwell
time

41.4 18.3 44.1 19 29.8 18.7 20

20 18.5 20.5 18.8 42.6 18.6 31.2

46.1 19.9 53.4 19.5 20 0 0

20 18.8 34.1 18.7 58.5 0 0

41.3 18.4 46.1 19.5 20 0 0

20 19.9 34.7 20 56.6 0 0

(a) the case getting the convergen 
ce directly

(b) the case getting the convergence through some 
local optimums

Fig. 5 The computational performance
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The Research of the Synergic Passenger
Flow Control of Urban Rail Transit Line
Operation

Yiru Cui and Yanhui Wang

Abstract As one of the main means of public transportation, the urban rail transit
plays more and more important role in passenger transport. Under the condition of
limited network capacity, the realization of safe operation has become an important
topic of urban rail transit. Based on the passenger flow density which intuitively
reflects the traffic aggregation degree and the line collaborative operation theory, in
this paper, a collaborative safety operation optimization method for urban rail
transit lines based on the passenger flow is proposed. Which provides the theo-
retical basis for the relief of the operation pressure, the improvement of the oper-
ational efficiency, and the ensuring of the safety in daily operation of the urban rail
transit.

Keywords Urban rail transit � Operation management � Synergic control
Passenger inflow control

1 Introduction

As a kind of large capacity, high-intensity traffic, urban rail transportation plays a
very important role in city public transportation, makes a great contribution to
relieve city traffic congestion and pollution, provides a powerful guarantee for the
residents and the city economic development, and has become one of the important
ways to improve the structure of the city public transportation public transportation
[1] and city residents commuting rely on the most. With the development of the
city, the contradiction between the rapid growth of city rail transit passenger
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demands and improves the speed of the limited transport capacity increasing,
especially in the morning and evening peak hours and weekends, line traffic con-
gestion phenomenon is very serious. In the network operation stage, operation
management tends to be fine, this change brings new opportunities for China’s rail
transportation industry but also puts forward new and higher requirements for
operation and safety assurance [2].

In the face of huge traffic pressure, city rail transit should first consider the
optimization and the shorting of the train headway, the optimization of train for-
mation plan to improve transport capacity, alleviate the conflict of large passenger
demand and the limited transport capacity [3–5]. Passenger flow limit is a kind of
short-term response measures to deal with large passenger flow situation. The
appropriate flow limiting measures can effectively alleviate the transportation
pressure of the network and the service pressure of the station, and reduce the risk
of accidents and improve the service level of the stations [6]. However, the index is
still put forward for passenger safety guarantee of a single station. It cannot
guarantee the overall efficiency and safety of the road network, and cannot form a
cooperative relationship with the control measures of other stations on the line.

In view of the existing literatures listed above, there is no comprehensive con-
sideration of the cooperative relationship in the network operation environment.
Therefore, the cooperative control model and control method of passenger flow
management are proposed, it is of great significance to improve the efficiency of
train transportation organization, maintain operation safety, and guide the operation
and management units to formulate a reasonable organization plan.

2 Operation Model of Urban Rail Transit Line

Considering the coordination between the train, station, and passengers, taking the
most typical route model as an example, the cooperative operation model of urban
rail transit line is established in Fig. 1. The line consists of m stations, two vehicles
located at the first and last stations. The operation of vehicle online includes for-
ward and reverse downlink.

2.1 Traffic Model

The train line on the run is mainly used to complete the displacement in the train
between stations, so we only consider the three elements of cooperative operation of

Fig. 1 Cooperative operation model of urban rail transit
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urban rail lines, for trains, platforms, people, and the coordination relation can be
expressed by train organization equation and passenger flow load and transfer
equation.

2.1.1 Train Organization Equation

The working state of the train on the line can be divided into two kinds: one is the
running state between the stations; another is the stopping state of the stations. Line
stations working state can be divided into two types: First, the train leaves and the
following train has yet to reach the vacant state, passengers continue to arrive the
platform station in this state. Second, the platform is the occupied because of
the train stops, there is not only the arrival or transfer passengers in the platform,
but also the passenger flow exchange between the train and the platform in this
state. Using matrix X ¼ xij

� �
m�n to represent the states and correlations of the above

two, i indicates the train number (1 < = i < = m), and the j indicates the platform
number ð1\ ¼ j\ ¼ nÞ; xij indicates the time at which the train i arrives at the
platform j. According to the law of traffic organization of urban rail transit, the
following train organization equations can be established:

X ¼ xij
� �

m�n;D ¼ dij
� �

m�ðn�1Þ;R ¼ rij
� �

m�ðn�1Þ;H ¼ hij
� �

ðm�1Þ�n ð1Þ

L ¼

�1 1 0 � � � 0 0
0 �1 1 � � � 0 0
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0 0 0 0 �1 1
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0 1 � � � 0
0
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0

0
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0

� � �
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0

0
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1
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n�ðn�1Þ

ð2Þ

XU ¼ H ð3Þ

LX ¼ DþR; ð4Þ

where dij refers to the stopping time of the train i at the platform j; rij refers to the
running time between the train i at the station j and the station j + 1; xiþ 1;j �
xij � dij refers to the vacant time of platform j before the train i + 1 arrives and after
the train i leaves; hij refers to the time headway at the platform j before the train
i + 1 arrives and after the train i leaves.
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2.1.2 Load and Transfer Equation of Passenger Flow

The working time of the platform is divided into several stopping cycles by the time
headway, and the basic change process of passenger flow in each stop cycle is
regular. During a long stop period, the load and transfer of passenger flow in the
platform and carriage can be shown as shown in Fig. 2.

The horizontal axis of Fig. 2 refers to a long stop cycle, two directions of the
longitudinal axis refer to the passenger flow in platform and in train. The two curves
represent the passenger flow changing situation in the time of the stations and
platforms. A cycle can be divided into three parts, Part I is the time for passenger to
get off the train, in this period, the passenger is transferred to the platform from the
train. Part II is the time for passenger to get on the train, in this period, the
passenger is transferred to the train from the platform. Part III is the time for
passenger flow accumulation after the train leaves the station, in this period, pas-
senger flow in the platform continues to increase, while the passenger in the train
will not change until the train arrives at the next station. In the diagram, we set up
the passenger flow arrival speed aj of the station j is a constant, but actually it is a
time-varying variable aj ¼ ajðtÞ. According to Fig. 2, passenger load and transfer
equations are as Eqs. (5), (6) and (7):

pz1ði; jÞ ¼ pz3ði� 1; jÞ ð5Þ

pz2ði; jÞ ¼
Z xij þ di;j

xij

ajðtÞ dtþ pz1ði; jÞþ eij � oij ð6Þ

pz3ði; jÞ ¼
Z xiþ 1;j

xij þ di;j

ajðtÞ dtþ pz2ði; jÞ ð7Þ

Fig. 2 Load and transfer of
passenger flow within a stop
cycle
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eij ¼
Xk\j

k¼1

yiðk; jÞ ð8Þ

oij ¼
Xn
l¼j

yiðj; lÞ ð9Þ

cij ¼ eij þ oij ð10Þ

pcði; jÞ ¼
Xj

k¼1

Xn
l[ j

yiðk; lÞ; ð11Þ

where pz1ði; jÞ refers to the platform passenger flows when the train i arrives at
platform j; pz2ði; jÞ refers to platform passenger flow when train i leaves at platform
j; pz3ði; jÞ refers to the platform passenger flow at the end of the stop cycle of train
i at platform j; yiðk; lÞ refers to passenger flow in the train i that get on at station
k and get off at station l; eij refers to passenger flow in the train i that get off at
station j; oij refers to passenger flow in the train i that get on at station j; cij refers to
exchange passenger flow between train i and station j in the stopping time
di;j; pcði; jÞ refers to passenger flow in the train i when it leaves station j.

2.2 Line Operation Analysis

Figure 2 shows that we can select the density as a measure of operating platform
security index. For the difference of passenger density in each waiting area on the
platform, the uneven spatial distribution of passenger flow in the waiting area can
be expressed by the unbalanced spatial distribution coefficient uzi;j. The Eqs. (12)
and (13) formula can be used to describe the distribution of passenger flow density
on the platform:

qzi;j ¼ pz1ði; jÞþ eij=szj ð12Þ

uzi;j ¼ max qz1i;j; qz
2
i;j; . . .qz

k
i;j

n o
=qzi;j ð13Þ

The passenger density is the most important index to restrict the safety of the
waiting area. In the daily operating, if the passenger density in the effective waiting
area is more than 4 P/m2, the platform is in a state of insecurity. So the overall
operation safety indicators are as Eq. (14):
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S1 ¼ maxi;j 4� qzi;j � ui;j
� � ð14Þ

For city rail transport operations, efficiency refers to the comprehensive benefits
including passenger flow, economic, social and environmental aspects, objectives
that can be reached within a period [7, 8]. The objective of the line operation
coordination model, that is, the daily operation management purpose of urban rail
transit system, is to maximize the line operation efficiency under the premise of
ensuring the operation safety.

In the statistics of the carrying capacity of the line, the number of passengers on
all the stations in the control time shall be counted, that is, the carrying capacity of
the urban rail transit line in the target period:

S2 ¼
X

T1\xij\T2

oij ð15Þ

3 Cooperative Operation Control Model of Urban Rail
Transit Line

In order to improve the availability and efficiency of the model, the following
assumptions and settings are made for the passenger flow inside the platform.

(1) The passenger demand control period and the outbound traffic are known, the
specific data can be obtained from historical data analysis and forecast.

(2) The departure intervals are identical within the same control period, and the
running time and stopping time between stations have been determined. In
general, no delay or unexpected situation is considered.

(3) The passenger flow out of the station will be able to leave the station quickly,
and will not be stranded on the platform for too long.

3.1 Objective Function

According to the analysis in 1.2.2, the control model has two objective functions.
The first objective function is to calculate the passenger density of the stations
within the line, and to control the safety of the largest passenger density platform in
the most secure range. The second objective function is to calculate the carrying
capacity of the line operation during the target control period.

maxS1 ¼ maxi;j 4� qzi;j � ui;j
� �

maxS2¼
P

T1\xij\T2

oij

(
ð16Þ
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3.2 Constraint Condition

3.2.1 Interval Capacity Constraint

The most important cause of passenger flow retention and congestion is the finite
capacity caused by the limited train capacity, and it is also an important constraint
condition of passenger flow control model. The interval carrying capacity refers to
the number of passengers that can be transported per unit time under the condition
of certain vehicle type, fixed equipment and driving organization method. In gen-
eral, the operating standard stipulates that the overload rate of the train under
running condition shall not exceed 150%, so the restriction of the capacity of the
interval transportation can be expressed in the lower form:

8i 2 ½1;m�; 8j 2 ½1; n�;Pj
k¼1

Pn
l[ j

yiðk; lÞ

Cap
� 150% ð17Þ

3.2.2 Platform Capacity Constraint

In order to ensure the normal operation of all parts of the station, the smooth flow of
operation and the safety of operation, the passenger flow inside the station must be
controlled within the capacity limit of the station. This paper mainly considers the
passenger demand redistribution at each station, so we regard station as the nodes of
the network. Therefore, the platform capacity constraint is expressed as platform
passenger flow must not exceed its maximum capacity and can be expressed by the
lower expression:

8i 2 ½1;m�;8j 2 ½1; n�; pz1ði; jÞþ eij � 4 � szj ð18Þ

3.2.3 Train Safety Constraint

The safety of train operation is mainly controlled by the train headway, and the
interval between trains is the time interval between two adjacent trains moving from
the garage to the same direction. The dynamic changes of running intervals must
comply with the safety requirements, which means to keep a safe distance between
before and after the two train operation organization, so the security constraints can
be expressed by the following train:
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8i 2 ½1;m�; 8j 2 ½1; n�; hij � ts ð19Þ

8i 2 ½1;m�; 8j 2 ½1; n�; d^ij � dij � d
_

ij ð20Þ

8i 2 ½1;m�; 8j 2 ½1; n�; r^ij � rij � r_ij ð21Þ

4 A Case Study

Urban rail transit takes on more passenger pressure than other modes of public
transportation in Beijing. Therefore, it is of great practical significance to analyze
the cooperative control of urban rail transit line operation in Beijing.

4.1 Analysis of Passenger Flow and Operation Organization
of Line 1

Through field investigation and data for each station inbound and outbound pas-
senger flow diversion ratio and the downstream station downstream station waiting
area is determined, and the transfer station transfer inflow and outflow coefficient;
other related parameters specific values shown in Table 1.

4.2 Cooperative Control Analysis of Line 1 Operation

From the point of view of mathematics, model can finally be transfer into double
targets linear programming problem, and can be transfer into a single objective
linear programming problem using the ideal point method, and MATLAB

Table 1 Model parameter value

Parameter Value Explain

Departure interval/s 120 Use the shortest distance of Line 1

Train staff/p 1424 Standard load of train (B type, six section formation)

Maximum full
load rate/%

150 The maximum proportion of passenger flow and train
personnel during the peak period

Station carrying
capacity/(p/h)

24,000 Design capacity of a station

Minimum limiting
rate/%

I25 Percentage of passenger demand for passenger traffic under
maximum current limiting intensity
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programming can be used to calculate this problem. To ensure accurate results, the
passenger demand data of the target control period before participating in the
operational period (6:20–7:00) and the target time after two control period (9:00
9:40) will participate in the calculation.

As shown in Fig. 3a, from the site distribution, limiting station is mainly located
in the upstream line, six limiting site limiting strength is the biggest in Pingguoyuan
station, whose limiting the average ratio reached 40%, passenger flow organization
pressure. As shown in Fig. 3b, the important period in which limiting rate less than
80% is estimated at 7:20–8:40.

The chart Fig. 4a shows the average platform passenger density for each station
in the control period, it means the model proposed brings a good result that the
average passenger flow density can be controlled below 3 P/m2, which is relatively
safe for the operation.

In this section, we set the control time units length to 15 min as a control period,
while the other parameters remain unchanged, and continue to calculate the

Fig. 3 Limiting rate in average

Fig. 4 Platform passenger density
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passenger flow control strategy of the Line 1 in the early peak time (7:00–9:00). As
shown in Fig. 4b, the platform passenger density is less than 3 P/m2, which belong
to the safe operation range. The platform passenger density characteristic is basi-
cally the same as the result which is calculated with period of 20 min, it shows that
the model is scientific. When the unit control time duration is shortened, the
description of the traffic demand, characterization of passenger flow distribution,
and dynamic characteristics of the traffic source data are more accurate of the
system; on the other hand, the model result is more accurate, because of more fine
details, the calculation results better.

5 Conclusion

Safety is the prerequisite and core competitive power of rail transportation opera-
tion. As the most sustainable urban transportation mode, urban rail transportation
plays an irreplaceable supporting role in China’s economic and social development,
the improvement of people’s livelihood and social security.

In this paper, a passenger flow coordination model which is designed to ensure
the safety and efficiency of metro system operation is proposed. The purpose is to
provide a theoretical method to alleviate the contradiction between passenger
demand and line transportation capacity based on the cooperative relationship
among train, station, and passenger flow. It is illustrated in the study case that the
model proposed in this paper can provide some impactful guidance for the coor-
dinated passenger flow control in the actual operation management.
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Application of Standardization Training
of Operational Services in Rail Transit
Enterprises

Bin Xu and Yiming Shao

Abstract The quality of operational service can improve the market competi-
tiveness of urban rail transit operators and improve the training level of rail transit
service, which is conducive to the improvement of service level and the decrease of
operating accident rate. In order to ensure the quality of operation and service
training, promoting the construction of standardized training services is the only
way. This paper analyzes the characteristics of standardized training and con-
struction of operational service, puts forward the way of standardization con-
struction, and analyzes the aspects of service management and other aspects, aiming
at the standardization training of urban rail transit service and provides some ideas
and reference.

Keywords Rail � Format � Operation services � Service standardization
Training

1 Introduction

The rapid development of urban rail transit not only brings the promotion of
operational services but also boosts the standardization of operating training system
as well as standardization of urban rail transit operations training. Public service
standards that: the provision of public services in the process of the use of stan-
dardized principles and the establishment and use of public service standards, to
make the quality of public services, service methods standardized, the process of
service procedures, which can get more high-quality public service [1]. Urban rail
transit operation services belong to the public service category, the service stan-
dardization of the ultimate goal is to meet the needs of public travel under the
premise of the rail transit business itself through the behavior and system, to pro-

B. Xu (&) � Y. Shao
Chongqing City Construction Technician School, Shuangfu Avenue
on the 9th, Shuangfu New District, Jiangjin, Chongqing, China
e-mail: 35330505@qq.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_82

813



vide the best travel service. At the same time, modern management [2] pointed out
that the standardization of management is the basis of fine management and per-
sonalized management, the rail transit operations to achieve refinement, first of all
to achieve standardization.

In October 2013, China promulgated the national “Urban Rail Transit Operation
andManagement Code” for thefirst time. Although the standard has been going on for
a long time, since the construction of urban rail transit in China, the urban rail transit
operators have been committed to operating services standardized construction. Such
as the Beijing Metro [3], Shanghai Rail Transit [4] has opened the implementation of
standardized operations as a pioneer in the standardization of operational services
within the industry, but also for the national industry standards and other local
industries. The standard formulation provides valuable reference experience.

2 Standardized Training and Construction
of Rail Transit Operation Service

2.1 Analysis on the Characteristics of Service
Standard Training

Content coverage is wide: Operation training is comprehensive, involving driving,
passenger, ticketing, staff organizations, and other aspects, and more for the job, for
the types of jobs and jobs need to develop appropriate training or technical training
standards. Therefore, all the requirements in standardization process should be met.

Technical standards are highly required since operation service is the funda-
mental of the entire rail transit service, the quality of its service quality is not only
related to the efficiency of the operation of enterprises but also the safety of pas-
sengers security is essential. This makes the technical requirements for the opera-
tion of the relevant services more stringent, for the job content to be refined training
technical points to ensure that key training links improve the training procedures
and methods and supervision system.

Establish people’s consciousness: The fundamental object of the operation ser-
vice is the passenger, for the direct contact with the passengers of the post, but also
needs to pay attention to the feelings of passengers were served. Apart from
strengthening the sense of service, normalization and standardization of staff
behaviors are also stressed for improving customers’ consolation.

Attention to operability [5]: For the specification and assessment of operational
service training processes or training quality, metrics can be used. In order to ensure
the enforceability of standard training, it is necessary to select the indicators
according to the actual work content, grasp the measurement reference value, and
explain the key indicators in the standard documents, so as to ensure the operability
of the training.
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2.2 The Way to Improve the Construction

Safeguarding the standardization of construction Traffic mainly from three aspects
to improve the construction approach.

2.2.1 Working Mechanism

Standard training system involved in administration, operation and supervision is
established to standardize the operation service and improve service quality [6],
involving management, operation, and supervision. The operation branch of the rail
transit group Co., Ltd. is responsible for the publication of standardized training. Its
subordinate committee has established the standardization committee as the main
management unit of the standardization training work. It is responsible for the
relevant standards for the operation of various departments (such as the passenger
department, the vehicle department, etc.) Layer; city transportation committee, city
passenger transport bureau is mainly responsible for operation and service super-
vision and management work. Thus, the formation of standardized training and
construction of the endogenous mechanism to ensure a clear division of labor, clear
responsibility.

2.2.2 Working Mechanism

Operation and service standards training and training should be supplemented by
adequate technical and legal support [7], therefore, to establish a resource protec-
tion, technical support and legal protection as one of the security mechanism.
Through the resource security to achieve operational services standard construction
process of logistics and provide operational services in the necessary facilities and
equipment; through a wealth of management experience, high-tech level, excellent
professional quality of the technical team to standardize the preparation; through
professional legal adviser, to ensure the effectiveness of standardized results and to
protect intellectual property rights through legitimate means.

2.2.3 Training Standard System Construction

Based on “rail transit operation and management norms”, mainly contented with
operation service training system, mass transit company has established relatively
complete standardization system as a general guidance which involves traffic ser-
vice, passenger service, ticketing service standards and many other, as shown in
Fig. 1, a comprehensive summary of the contents of the operation services, Put
forward the service standard system.

In addition, to specify management, work regulations, work criteria and work
management are established to push the integrity and variety of standardization
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Fig. 1 Operational service specification category

Fig. 2 Operational service
guarantee standard form and
coverage content
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system in the form of standardized documents (Fig. 2). In the content development
of the service standard, the preparation of the work scope, service, and
technology-related terms and definitions, job responsibilities, management contents
and methods, etc., is made in accordance with the specific work of the operational
services set up in the “norm”. The document has strong technical guidance and
practical operability [8].

3 Standardized Training Construction
of Rail Transit Operation Service

Standard training’s methods are various. However, to essentially push the appli-
cation of standard training, the content of training should be especially stressed.
The rail transit group has made a detailed, specific, relevant basis for the stan-
dardization of content, strict technical requirements and other requirements to
ensure that the operation of high standards of service positioning. Combined with
part of the operational services to do some of its training standards to do:

3.1 Service Work Management Training Regulations

It is responsible for the preparation of the passenger service department of the
operating branch. The main contents are related to the management training of the
passenger service management organization and the duties of the departments,
the generalmanagement of services, the servicemanagement system and the contents,
service inspection and evaluation. First of all, clear the service management structure,
as shown in Fig. 3, set up the department of integrated, the ministry of vehicles,
passenger and other departments with the coordination of various departments and
responsibilities; service requirements in accordance with the safety first, operation
service and creativity source are required to follow in “service outlines”. The service
management training system includes the supporting service facilities, the guidance
system, the broadcasting system, and the personal service; the service management
training content is divided into the passenger organization, the passenger transaction
processing, the passenger security guarantee, the emergency treatment, and so on.
Inspection and evaluation of a clear multilevel inspection system.

3.2 Passenger Service Work Standard Training

The staff is responsible for the preparation of the passenger department, for all the
windows (referring to the station, train, service hotline) staff to develop a passenger
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service work of the general training standards, job standards, service equipment and
facilities standards, and common passenger transaction standards. Among them, the
common standard should provide service awareness standards, instrument dress
standards, behavior standards, service language standards, and environmental
health standards. The post-training is for the training rules for the inspection of the
inspection, posting, ticket sales, traffic attendants, passenger attendants, duty
owners, crew members, service hotline, and other behavioral norms, job skills,
service terms. Service facilities training stresses on guide system and its supporting
facilities management criteria, such as account management, inspection, mainte-
nance response. Common passengers transaction standard training refers to the
passengers stop -ticket -entrance -waiting -ride -get off -exit -out. All these steps
will be classified and summarized. Then some corresponding measures are provided
with the standard. In addition, in order to fully guarantee the corresponding
requirements for passenger demand and special events, it should also regulate the
consultation and advising of passenger transaction processing procedures, com-
memorative transaction procedures, help transaction procedures and other
non-complaint transaction procedures, etc. Making the classification of passenger
transactions more specific, and the work content more procedural.

3.3 Ticket Management Training Regulations

The responsibility, content and requirement of ticketing System are explicitly
stipulated by Ticket card income center, the ticketing section of Metro Operating
Company. Among them, the ticketing management content, including ticket man-
agement and revenue management, ticket management standardize the fare policy,
ticket use, ticket concessions, make up, overtime/overtime, refund/vote to do the
provisions of the AFC normal operation mode, Downgrade operation mode and

Fig. 3 Operational service management architecture
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emergency release mode were explained and provided in different modes of
emergency treatment; income management is the provision of the ticketing revenue
check, audit, confirmation, and so on. In this regard, the concept of cumbersome
and complicated work of the station ticketing work are carried out on the concepts
of cash management, ticket management, ticket sales management, station ticket
preparation, key management, ticketing safety monitoring management, reporting
and special case elaborated, the relevant normative procedures and work require-
ments to sort out. So as to achieve the strengthening of ticketing management, and
the quality of the work. To ensure the stations and the full network ticketing system
work normally and orderly.

3.4 Electric Train Quality Inspection Management Training

In addition to service management, passenger service processing, ticketing man-
agement, and the operation of the facilities related to the management of equipment
are also an important part of the operation of the service. Taking the electric vehicle
for example, the training regulations from the train vehicle section of Metro
Operating Company state that the job duties, requirements, and rights of quality
inspection personnel, and the basis of inspection and evaluation, the overhaul of
electric vehicle, spare parts and the inspection of domestic products. To clarify the
responsibility, it states that how to process the quality testing and give a working
summary by recording “vehicle department technical notice”, “technical notice
rectification record table” and accepting corresponding inspection and evaluation.

4 Standardized Future Development Trend
of Rail Transit Operation Service

4.1 To Further Improve the Service Needs
of Fine Management

With the diversification of passenger service demand, the standardization training
of construction services will develop emphasis. Therefore, the standard will be
guided by passengers’ demand and classified the content of services and training.
To meet the different types of services, the corresponding standiration regulations
will be builded. Such as the demand for passengers to update the Internet com-
munication, the preparation of operational services, information dissemination
training standards, station communications equipment service training standards; to
deal with the safety needs of the ride, the development of security requirements or
emergency implementation of training procedures.
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4.2 Innovation Service Quality Supervision
and Evaluation Criteria

The rail transit industry has clearly defined the monitoring and evaluation mecha-
nism. However, due to the lack of experience, the tracking feedback on operational
services, traffic safety, and station facilities are still not perfect, and the use of
satisfaction surveys in service and event tracking is still tacking and so on. The next
step will be innovative supervision and evaluation methods and systems, the
preparation of a more systematic operational service supervision and evaluation
standards. Such as improving the quality of external service quality supervision and
inspection standards, to accept the supervision of the community to improve the
quality of service; network operators as the goal, the establishment of operational
service quality evaluation system, standardize the evaluation process and methods
to form based on the station level, line layer supervision and evaluation standards.

References

1. Ting X (2012) Our government public service standardization construction. China Ocean
University, Qingdao (in Chinese)

2. Li X (2012) On the trend of fine management from the practice of standardization of public
service—taking the practice of standardization construction of public service in Beijing.
Chinese Stand 3:108–111 (in Chinese)

3. Beijing quality and technical supervision bureau. Code for management of urban rail transit
operation service. DB11/T647–2009. (in Chinese)

4. Shanghai Metro Shanghai rail transit operation service code [EB/ OL]. (in Chinese)
5. Li L (1997) On the safety behavior science. Chinese J Safety Sci 7(2):10–13 (in Chinese)
6. Qin G, Chen Y, Zhang S Study on the compilation of passenger transport service standard for

urban rail transit. Urban Transp. (in Chinese)
7. National Standardization Management Committee Germany and France to actively promote

service standardization [EBOL]. http://www.sac.gov.cn/templet/default/ShowArticle.jsp?Id=
26572008. (in Chinese)

8. Li B (2012) Highway engineering technical standards of economic jurisprudence. Chang’an
University. (in Chinese)

820 B. Xu and Y. Shao

http://www.sac.gov.cn/templet/default/ShowArticle.jsp?Id=26572008
http://www.sac.gov.cn/templet/default/ShowArticle.jsp?Id=26572008


Research on Urban Rail Transit Line
Collaborative Safety Operation

Xiaowei Shi and Yanhui Wang

Abstract Based on analyzing the structure of urban rail traffic station, combined
with moving patterns of train, the paper proposes security grade of passenger
density and safety operation effected elements of line. Then, this paper refers to the
collaborative management theory and moving patterns of train, and builds a col-
laborative optimization model of interval. Finally, an experiment is given to
illustrate the effect of the proposed model, and the result of the experiment provides
multiple plans for satisfying the different demands of the real operation. This
research is significant to improve the efficiency of operation, provide guarantee to
the safety of operation, and make reasonable traffic plans.

Keywords Urban rail transit � Safety collaborative operation � Passenger flow

1 Introduction

Passengers are the main service object and the trains and the stations are the
accommodate space of the rail transit operation system. Therefore, it is significant
to research the collaborative operation of the passengers, the trains and the stations.
This paper is based on the passenger flow of urban rail transit line cooperative
security operation optimization method, mainly including the departure interval
optimization model of urban rail transit route and traffic control strategy, to improve
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the efficiency of the train transport organization, maintenance operation safety, and
operational management unit reasonable transport organization plan has important
guiding significance.

Xu et al. [1] calculated the train departure time according to interval time of train
running, and applied the result to planning. Yuhem et al. [2] constructed the lowest
operating cost and minimum passenger travel time multi-objective integer pro-
gramming model. Guo [3] built the different stop scheme optimization models
which are based on the stable traffic demand. Zheng and Song [4] based on the
minimum travel time and established integer programming model. Zolfaghari [5]
calculated travel time which was based on delay time. Suh [6] proved the superi-
ority of cross-site parking when the passenger flow is crowded.

Dai et al. [7] analyzed statistical the causes of the formation of large passenger
flow based on Beijing metro passenger flow. Wang [8] formulated the corre-
sponding transportation organization scheme of urban rail transit system under the
condition of sudden large passenger flow. Meng et al. [9] transformed multiple
objective to single objective through the way of setting weights.

This paper built the collaborative optimization model which is based on the
collaborative management theory. Then the fuzzy analysis theory is employed to
solve the model. This research is significant to improve the efficiency of operation,
guarantee the safety of operation, and make reasonable traffic plans.

2 Operating Safety Influence Factor Analysis
of Urban Rail Transit

2.1 The Density of Platform

As the main area getting on or off of passengers, the platform is the normal transport
infrastructure of station which can make the organization smoothly. In general, the
platform can be divided into waiting area and walking area (as shown in Fig. 1).
Waiting area is close to the train carriages and is the edge of the platform, which is

Fig. 1 Structure of platform
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used for getting on or off. Walking area is the area which is for passengers from the
channel, the staircase (escalator) platform get into or out of the car. In this paper, the
platform density of passenger flow refers to the density of waiting area.

Passenger flow density of platform is defined as the number of passengers
distributed in the platform, and it can be calculated by the formula 1.

qs ¼ Qs=S ð1Þ

qs The passenger flow density of platform (waiting area) (p/m2)
Qs The passenger flow of platform (waiting area) (p)
S The effective area of platform (waiting area) (m2).

2.2 The Density of Standing Area of Carriage

Passengers in the train can be divided into two states which are standing and
seating. So, train carriages are divided into the seat area and standing area (as
shown in Fig. 2). Seat area is in commonly set at close to the coach side. And
standing area is at edge of seat for no seat passenger. The standing passenger
density in the train reflects the aggregation degree of standing passengers.

Passenger carriage density refers to the ratio of standing passenger flow and the
effective area of standing area in the carriage. (p/m2).

qc ¼ Qc=Sc ð2Þ

qc Passenger car mat density(p/m2)
Qc Standing passenger traffic(p)
Sc The stand area(m2).

Fig. 2 Structure of carriage

Research on Urban Rail Transit Line Collaborative Safety … 823



3 Urban Rail Transit Lines Departure Interval
Optimization Model

3.1 Description of Operation Process

The research line is shown in Fig. 3. For the line l, a total of m stations, m� 1
intervals. The station is divided into three categories, and red station is on behalf of
the originating station, yellow station represents the middle stand, green station
represents the terminal. In this paper, we study all stations belonging to the same
line, so no transfer station in this line.

3.2 Train Departure Interval Collaborative
Optimization Model

3.2.1 Parameter

(Table 1).

Fig. 3 Sketch of line unidirectional operation

Table 1 Definition of the
variables in model

Symbol Meaning

m The number of stations in the line

n The number of trains in the line

CmaxðiÞ The capacity of the platform

nt The time period

SðiÞ The effective waiting area

LC The number of seats in the train

C The capacity of the train

dmax The maximum full capacity
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3.2.2 Objective

minZ1 ¼
Xm�1

i¼1

ðFi � CÞ2 ð3Þ

The objective aims to maximize the value of the transport capacity.

3.2.3 Constraints

Constraint 1: Train transportation security constraints
The real number in train Fij cannot be larger than the capacity of different trains.

When the train type is B type train, the maximum load factor dmax is 1.33.
Constraint 2: Departure interval security constraints

The interval of the departure time can not be too short and it must satisfy the
physical limitation of the design capability. According to the existing design
capability, the smallest departure intervals for safety is hmin ¼ 90 s.

3.2.4 Fuzzy Goal Programming Model

In order to solve the multiple objective function of optimal solution, this paper
refers to a model based on fuzzy goal programming to solve the optimal solution
method.

Assume that there are objectives like Z1; Z2; Z3; . . .Zi and the process of calcu-
lates the optimal solution as follows.

Step 1: Calculate each of the optimal value of objective function under the con-
straint condition
Step 2: Calculate the telescopic indicators that reflect the importance the objective
function.

li ¼ maxðziÞ �minðziÞ ð4Þ

Step 3: Fuzzy goals set are given Gi

Step 4: Solve the fuzzy goals Gi.
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4 Application Example

4.1 Introduction and Analysis of Lines

Based on data of the Beijing subway line 1 (ascending), this paper takes an
experiment to demonstrate the model which is proposed. The line 1 of the Beijing
subway is the first line of the Beijing subway. It passes through the city center and it
is the central axis of the Beijing. Total length is 31.04 km, and there are 23 stations
and two car depot. The train type B car with 6 marshalling plan, the minimum
interval is 2 min, target design minimum interval as the 90 s (Table 2).

4.2 Model Calculation

The nonlinear programming professional software lingo 12.0 is used to solve the
model. The optimal solution of the objective function is obtained under the con-
straint condition. Under constraint conditions, the optimal solution of the objective
function is:

Plan 1: nt ¼ 1, the departure interval is 1 h.

h1 ¼ 174:98 s; Z1¼ 7243766

Plan 2: nt ¼ 2, the departure intervals are h1; h2.

h1 ¼ 324:73 s; h2 ¼ 114:16 s; Z1¼ 0:1986109E + 08

Plan 3: nt ¼ 3, the departure intervals are h1; h2; h3.

h1 ¼ 402:86 s; h2 ¼ 129:28 s; h3 ¼ 135:98 s; Z1 ¼ 25952082:71

Table 2 Parameters of B-train

Length (m) 19 Width (m) 2.8

Marshalling 6 Seat 256

Edge standing area (m2) 5.6 Mid standing area (m2) 6.86

Specified capacity(p) 1460 Maximum of capacity (p) 1942
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Plan 4: nt ¼ 4, the departure intervals are h1; h2; h3; h4.

h1 ¼ 441:32 s; h2 ¼ 256:85 s; h3 ¼ 92:38 s; h4 ¼ 142:05 s; Z1¼ 0:3752250E + 08

As you can see the departure schedule of trains under different statistics in
Table 3, under the condition that the demand of 1 h cross section transportation is
invariable, sending trains under different statistical time constant (nc1 ¼ 22:81), the
passenger flow in section increases first and then decreases in 1 h, that specify the
statistical period, sending trains is directly proportional to the number and
the section traffic this time.

5 Conclusion

Currently, the researches of the urban rail transit line collaborative operations are
focused on using the traditional statistics method to predict or distribute the pas-
senger flow. It cannot adapt to the complex and changeable operation environment.
Therefore, this paper studies the density of the passenger flow which can reflect the
cluster degree of the passenger flow. Then the train operation process is analyzed
and the line cooperative security operations model is built. The model not only
considers the interval of the departure time, but also the passenger flow control strategy.

Table 3 Train departure scheme under different statistics length

nt = 1 7:00–8:00

h1 = 174.98 s

nc1 = 22

Z1 = 7,243,766

nt = 2 7:00–7:30 7:00–7:30

h1 = 324.73 s h2 = 114.16 s

nc1 = 6 nc2 = 16

Z1 = 0.1986109E + 08

nt = 3 7:00–7:20 7:20–7:40 7:40–8:00

h1 = 402.86 s h2 = 129.19 s h3 = 135.98 s

nc1 = 3 nc2 = 10 nc3 = 9

Z1 = 25952082.71

nt = 4 7:00–7:15 7:15–7:30 7:30–7:45 7:45–8:00

h1 = 441.32 s h2 = 256.85 s h3 = 92.38 s h4 = 142.05 s

nc1 = 2 nc2 = 4 nc3 = 10 nc4 = 6

Z1 = 0.3752250E + 08
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A case study is carried out to demonstrate the computation efficiency and the
practical significant.
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Research on Train Operation Daily
Schedule Based on Balanced Use

Bo Wu, Zongyi Xing and Yao Zang

Abstract The scientific arrangement of the train operation daily schedule alloca-
tion has important significance to improve the efficiency of train operation. This
paper presents a new train number and trip number matching algorithm based on
improved best–worst ant system. First, train operation daily schedule is analyzed
and the mathematical model of the problem is described. Then, taking the highest
degree of match between the train and the trip as the optimization target, uniqueness
constraint, morning peak and designated train order constraint, turnout turn-off
times minimum time constraint, and convenience constraint as the constraints, a
model of the train operation daily schedule based on improved BWAS is estab-
lished. Finally, the simulation experiment is carried out with the actual trains, trips,
and tracks information, the experimental results show that the algorithm can con-
verge in a short time and greatly improve the balanced use of train, and verify the
effectiveness of the algorithm.

Keywords Schedule allocation � Balanced use � Improved best–worst ant system

1 Introduction

After selecting the second-day train operation schedule template, select the train in
good condition as the corresponding train in the template, which is called the train
operation day schedule allocation. At present, the traditional manual allocation
method has the characteristics of low production efficiency and high security risks.
Therefore, it is of great practical significance to plan the daily operation of train
scientifically and rationally.

EMU (Electric Multiple Units) operation planning and planning on the subway
operation provide a good state of the vehicle to meet the given task of train by road
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transport or operation schedule in the field of railway transportation, so it has a
certain significance in the study of EMU scheduling problem [1]. There are few
studies currently on the daily schedule allocation of metro vehicles [2–5].

In this paper, the model of train operation daily schedule allocation is set up
according to the maximum matching degree of train number and trip number. The
model achieves the decoupling of train maintenance and improve the reliability of
the train operation and ensure the safety of traffic.

2 Problem Description

A train operation daily schedule as shown in Table 1, includes the morning peak
trips and the evening peak trips. Each trips has its departure direction, among them,
0102, 0302, 0402, 0602, 0902, 1102 for the up direction, the rest of the trips for the
down direction.

The assignment problem of train operation daily schedule can be expressed as:
the schedule/trips information, tracks information, train’s information is given,
allocating the train operation daily schedule. That is under the constraints of the

Table 1 Train operation daily schedule

Serial number Trips number Planned delivery time Planned return time Trips number

01 0102 5:37:22 20:40:41 0135

02 0202 5:40:30 9:55:56 0213

03 0302 5:42:42 0:22:26 0305

04 0402 5:47:40 10:40:47 0413

05 0502 5:47:59 0:05:16 0543

06 0602 5:53:44 23:48:00 0641

07 0702 5:55:27 10:10:53 0713

08 0802 6:02:56 23:24:27 0841

09 0902 6:04:00 20:10:47 0933

10 1002 6:10:24 10:25:50 1013

11 1102 6:18:57 20:25:44 1133

12 1202 6:20:32 21:45:24 1237

13 1302 6:28:43 19:55:50 1333

14 1402 6:38:51 22:10:41 1437

15 1502 6:53:55 21:21:39 1535

16 1602 7:08:30 21:37:29 1635

17 1702 16:13:20 0:13:46 1721

18 1802 16:28:17 23:32:22 1819

19 1902 16:38:15 23:40:17 1919

20 2002 16:53:12 23:56:46 2019
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minimum interval constraint, the morning peak and the designated trips are required
to be restricted, choosing good trains for special train trips, to balance the use of
trains, ensuring traffic safety.

3 Design of Train Operation Daily Scheduling
Algorithm Based on Improved BWAS

3.1 The Solution Construction Graph
and Construction of Solution

Deconstruction construction is essentially a description of the solution space,
usually the topological structure of the point-edge structure. Any solution to the
optimization problem can be decomposed into construction blocks after processing
and mapped into nodes in the graph. In the construction graph, the finite set of
nodes and connections is combined with the topology of the network to combine
the solution space of the problem [6].

The improved best–worst ant system (BWAS) is adopted in this paper [7]. It is
first necessary to determine the cost matrix [Cij] of all the trains to be allocated and
the number of trains to be allocated outside the evening peak, where the row
represents the train number and the column represents the trips. When the plan is
prepared, it is necessary to schedule the trains in order that all the nodes are
connected from left to right in turn. The current node can only connect with all
nodes in the next column on the right.
All ants start from the starting point and select the transfer node from the optional
node in the first column according to the state transition strategy. After the selection
is completed, the pheromone is updated and repeated until the last column to
complete the construction of the solution. In the solution construction process, if
there is a case that a set of available vehicle sets is empty, the current solution is
discarded, and the first column is returned to rebuild the solution.

3.2 Objective Functions and Constraint Conditions

3.2.1 Constraint Conditions

The following analysis of the constraints of the allocation of operational planning
table includes the unique constraints, turnout conversion trips minimum time
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constraints, morning peaks and designated trips constraints, out of library conve-
nience constraints, and so on.

Min
Xm�k

i¼1

Xn�k

j¼1

CijXij

 !
; i ¼ 1; 2; . . .;m� k; j ¼ 1; 2; . . .; n� k

s:t:

Pm

i¼1
X ij ¼ 1; j ¼ 1; 2; . . .; n� k

Pn

j¼1
Xij � 1; i ¼ 1; 2; . . .;m� k

Pm ¼ MPf

MPtotal
¼ 1

Timel [ 60; l2 2; 3; . . .; n½ �
Ai2 ¼

1; ;Ti1 is scheduled train

1; otherwise

�

8
>>>>>>>>>>>>><
>>>>>>>>>>>>>:

;

ð1Þ

where MPf for the number of completed tasks of the morning peak and designated
trips and MPtotal for the total number of tasks of the morning peak and designated
trips. Timel is the time interval between the current trips and the last trips, and the
unit is second. l is the trains needed for switch turnout. Ai indicates whether train Ti
can arrange trips. Ai = 0 represents for train Ti temporarily cannot arrange train
number, Ai = 1 represents for Ti can arrange train number.

3.2.2 Objective Functions

The total cost of all trains should be the lowest when carrying out the operation
daily schedule, that is, the total matching degree of the total trips and trains is the
highest, and the objective function is as follows:

min
Xm�k

i¼1

Xn�k

j¼1

CijXij

 !
; i ¼ 1; 2; . . .;m� k; j ¼ 1; 2; . . .; n� k, ð2Þ

Cij represents the cost of train Ti takes train number Fj, that is, the smaller the value
of Cij, the higher the match degree between train Ti and train number Fj. The
decision variable is Xij, when Xij = 0, the train Ti does not serve as the train number
Fj. When Xij = 1, the representative train Ti takes the train number Fj.

Step 1 The number of trains with morning peak or designated trips to fill in the
operating plan corresponding to the trips.

Step 2 For all unsettled trips (except for evening peak trips), the corresponding
mileage is sorted from small to large.
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Step 3 Trains with no scheduled are ordered according to the rules.
Step 4 Match the trains and trips in order.
Step 5 The matching degree Cij of train Ti and trip Fj is calculated as follows:

Cij ¼ Rj � Rbest
�� ��; ð3Þ

where Rj stands for the rank of the trip Fj in all trips, Rbest stands for the rank of the
best matching trips of train Ti in all trains.

3.3 Representation, Initialization, and Updating
of Pheromones

In the process of creating a solution, each ant chooses a node vij, which applies the
local update rule of the next type to update the pheromone of the selected node.

sij ¼ 1� qð Þ � sij þ q � sij 0ð Þ
0\q\1
sij 0ð Þ ¼ K

8
<
: ; ð4Þ

where the pheromone sij is placed on each node to represent the expected degree of
the train Ti serve as the trip Fj. q stands for the coefficient of volatile information. At
the initial moment, the pheromone traces on each path are equal and K is constant.

In order to make the search process more instructive when all the ants complete a
cycle, the field of ants concentrated in the current cycle which is the best path area
so far, the need for the global optimal and the global worst path pheromone track
update [8].

Step 1 Find the global optimal path to the current loop.

sij ¼ 1� qð Þ � sij þ c � Dsij; ð5Þ

where c is a parameter, Lbest is the global optimal path length for the current loop.

Step 2 Find the path of the worst ants for the current loop, and update the
pheromone of the node that belongs to the worst path but not the global
optimal path by applying the global updating rule of the next type.

sij ¼ sij � e � Lbest

Lworst
; ð6Þ

where e is a parameter, Lbest is the global optimal path length for the current
loop. Lworst is the worst path length for the current loop.
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3.4 State Transition Strategy

Unlike the ant state transition strategy in the classical TSP problem, the visibility of
the path in this paper is determined by the matching degree between the current
train and the trips. The higher the matching degree, the greater the visibility [9].

• Determining the optional train parking position according to the track con-
straints of current trip and determining the optional trains set allowedk1 in
conjunction with the trains parking position table.

• Filter out the train set allowedk2 in the current state of 2 according to the current
vehicle disabled table.

• This paper assumes that the ants ignore the existence of the stimulus if the
stimulus on the path does not reach the ant’s sensory threshold. The train Ti
served as the trip Fj with the following probability in the initial several gener-
ations of N.

s ¼
arg max

s2allowedk
gsj
� �

; if q[ q0
gijðtÞP

s2allowedk
gsjðtÞ

; otherwise

8
><
>:

ð7Þ

• In the subsequent cycle, the appropriate train is selected as the next train based
on the transmission probability. The transfer probability is as follows:

pkij ¼
saij tð Þ�gbij tð ÞP

s2allowedk
sasj tð Þ�gbsj tð Þ i 2 allowedk

0 otherwise

8
<
: ð8Þ

4 Simulation and Analysis

In order to verify the effectiveness of the algorithm, Java is used as the development
language. The operating environment is windows 10 system and MyEclipse is used
as a development tool to establish a simulation platform for train operation daily
schedule allocation.

First of all, collecting of algorithm data which mainly includes three parts, trips
information, tracks information, trains information (Tables 2, 3, and 4).

In this paper, the improved best–worst ant system is used to allocate the daily
operation schedule. Assume that the initial ant population was 50, the pheromone
factor was 1, the expected inspiration factor was 5, and the volatility coefficient of
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Table 2 Trips information

Id Train
number

Train
direction

Planned
travel time

Track
constraint

Kilometers
per hour

Morning/
evening peak

01 0102 Up 05:37:22 No 34

02 0202 Down 05:40:30 No 12 Morning peak

03 0302 Up 05:42:42 No 4

04 0402 Up 05:47:40 Yes 12 Morning peak

05 0502 Down 05:47:49 Yes 42

06 0602 Up 05:53:44 No 40

07 0702 Down 05:55:27 No 12 Morning peak

08 0802 Down 06:02:56 No 40

09 0902 Up 06:04:00 No 32

10 1002 Down 06:10:24 No 12 Morning peak

11 1102 Up 06:18:57 No 32

12 1202 Down 06:20:32 No 36

13 1302 Down 06:28:43 No 32

14 1402 Down 06:38:51 No 36

15 1502 Down 06:53:33 No 34

16 1602 Down 07:08:30 No 34

17 1702 Down 16:13:20 No 20 Evening peak

18 1802 Down 16:28:17 No 18 Evening peak

19 1902 Down 16:38:15 No 18 Evening peak

20 2002 Down 16:53:12 No 18 Evening peak

Table 3 Tracks information Id Track Occupancy Occupancy train number

01 4AG Yes 8A159160

02 4BG Yes

03 5AG Yes 6970

04 5BG Yes Engineering train

05 6AG Yes 8A157158

06 6BG Yes

07 7AG Yes 5960

08 7BG No

09 8AG Yes 5556

10 8BG Yes

11 9AG Yes 8A137138

12 9BG Yes

13 10AG Yes 7374

14 10BG Yes 6566

15 11AG Yes 8788

16 11BG No

17 12AG Yes 8384

18 12BG Yes Engineering train
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the pheromone was 0.2, K = 0.5, q0 = 0.2, the maximum cyclic algebra was 80.
The convergence of the algorithm is shown Fig. 1.

The daily mileage traveled by the train during the end of the operation schedule
is shown in Fig. 2. It can be seen that the balance of train operation has been
improved slightly.

This paper assumes that the vehicle information, stock information, trips
information, and other conditions remain unchanged, the schedule is repeated 19
times to better illustrate the trend of the trains’ daily mileage as shown in Fig. 3.

Table 4 Trains information

Id Train
number

Condition Assign
task

Baseline
total
mileages

Days
from
baseline

Current
total
mileages

Daily
mileages

01 5354 Unavailable 1,398,214 29 1,398,214 0

02 5556 Good 1,548,797 29 1,558,022 318.1

03 5758 Good 1,442,316 29 1,452,872 364

04 5960 Good 1,500,341 29 1,511,217 375.03

05 6162 Good 0502 1,473,398 29 1,473,557 729.62

06 6364 Good 1,550,668 29 1,560,963 355

07 6566 Good 1,495,392 29 1,504,471 313.07

08 6768 Good 1,568,621 29 1,578,227 331.24

09 6970 Good 1,565,201 29 1,572,193 241.1

10 7172 Good 1,538,759 29 1,548,880 349

11 7374 Good Morning
peak

1,538,872 29 1,544,027 177.76

12 7576 Good 1,439,209 29 1,446,799 261.72

13 7778 Unavailable 1,449,611 29 1,458,118 293.34

14 7980 Good 1,547,899 29 1,557,220 321.41

15 8182 Unavailable 1,440,500 29 1,448,463 274.59

16 8384 Good 1,406,149 29 1,410,736 158.17

17 8586 Good 1,447,421 29 1,456,618 317.14

18 8788 Good 1,392,956 29 1,396,922 136.76

19 8990 Unavailable 1,426,144 29 1,426,144 0

20 8A135136 Good 282,275 29 289,000 231.9

21 8A137138 Good 326,976 29 336,010 311.52

22 8A157158 Good 353,206 29 365,096 410

23 8A159160 Good 288,152 29 297,946 337.72

24 8A163164 Good 127,198 29 136,705 327.83

25 9192 Unavailable 1,459,058 29 1,471,137 416.52
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It is seen that in the application of the schedule for about 19 days, the daily
traveling distance of all the trains tends to converge. In summary, the algorithm can
be converged in a short time and the balanced use of train is improved significantly
which verifies the effectiveness of the algorithm.

Fig. 1 The convergence of the improved optimal worst ant colony algorithm

Fig. 2 The daily mileage traveled by the train
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5 Conclusion

This paper proposes a train matching algorithm based on the improved best–worst
ant system to realize the balanced use of the trains. First of all, the actual situation
of the vehicle is investigated, and the content of the research is refined. Then, the
construction of the solution and the state transition strategy are designed, and the
objective function and constraints of the problem are determined. And the design
algorithm is designed and improved by combining the problem characteristics.
Finally, the simulation experiment is carried out with the actual vehicle, trips, and
stock information. The simulation results show that the algorithm can converge in a
short time and improve the balanced use of train and verify the effectiveness of the
algorithm.
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Evaluating the Efficiency of Urban Public
Transit Enterprises Based on DEA
Approach with Preference

Rong Yu and Jiaqi Sun

Abstract Performance evaluation about urban public transport is one of the keys to
ensure the developing of urban public transport. As the traditional evaluation model
cannot reflect industry policy information and management ideas of administrators.
This paper establishes DEA model with preference. And then we use triangular
fuzzy numbers to calculate preference restraint cone. After establishing a set of
evaluating indicator system, this paper uses DEA method with preference for public
transport enterprises performance evaluation. By comparing the results of basic
CCR model and the DEA method with preference, we get the advantages of DEA
method with preference which can reflect more management information and the
decision-maker preferences. Based on the analysis of the efficiencies, bus compa-
nies should utilize customer satisfaction as a breakthrough to improve operational
efficiency.

Keywords Performance evaluation � Urban public transit � Preference restraint
cone � Triangular fuzzy number � Data envelopment analysis (DEA)

1 Introduction

With the take-off of the national economy and the advancement of the urbanization,
the urban aborigines and the floating population are increasing, and the urban
vehicle ownership is increasing rapidly, but it also causes the traffic jam, the
environmental pollution, and so on. This series of problems not only seriously
affects the travel and health of residents but also restricts the steady growth of the
economy and the sustainable development of cities, which has aroused the attention
of all levels of government and relevant departments nationally. Nowadays, local
governments transfer urban public transport to bus companies and subsidize them in
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response to the call of the state. Therefore, the key to promote the development of
urban public transport is to improve the management and operation level of public
transport companies. However, how to evaluate the management and operation
level of public transport company scientifically and effectively and put forward the
definite improvement opinion according to the result of the evaluation, so as to
improve the operation efficiency of the public transportation company, becomes a
difficult point of disturbing the development.

In recent years, scholars at home and abroad use different methods to evaluate
the performance of public transport management. The study of the performance of
urban public transport by foreign scholars mainly concentrates on the service
quality of bus companies. Stuart et al. [1] explained the relationship between urban
public transport service quality and passenger satisfaction by structural equation
model. Laureshyn et al. [2] designed the survey plan of urban public transport
service quality. The United States public transport capacity and quality of service
manual (TCQSM, transit Capacity and quality of service manual, 2003) [3] studied
index of evaluating the quality of public transport service, and the framework of
service quality is constructed. Domestic scholars mainly focus on the selection of
urban public transport evaluation indicators and improve urban public transport
evaluation methods, such as Xu and Xi [4], Wang et al. [5], and Chao et al. [6].

Data Envelopment Analysis (DEA) [7] was proposed by a well-known research
scholar, A. Charnes and W. Cooper in 1978. Cui and Li [8] used three-stage DEA
model for performance evaluation of traffic energy efficiency; Murray et al. [9]
carried out a new traffic demand management scheme. Lao and Liu [10] evaluated
the performance of bus line in public transport system. Ding et al. [11] established
performance evaluation index of China’s transportation industry; Wang [12] used
gini criterion to reduce the dimension of the DEA method. Triangular fuzzy number
in fuzzy mathematics is to solve the problem of multiple decision-making [13].

2 The Operational Performance Evaluation Model
of Urban Public Transport Companies Based
on Preference DEA Method

2.1 Evaluation Index Selection of Operation Performance
of City Bus Company

This paper chooses the evaluation index from the angle of input and output,
respectively. From the point of view of input, the input of urban public transport is
put into the cost item, which is embodied in fuel cost, labor-capital cost, vehicle
depreciation cost, and other expenses. From the point of view of output, serving the
people, convenient travel is the main purpose of the public transport industry, so it
is the key to establish the whole performance evaluation system to evaluate the
passenger’s perception of public transport service as one of the output indexes.
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In addition, because the most basic function of public transport is to realize people’s
displacement, this article will be passenger volume, operating mileage as the public
transport company operating output indicators. Finally, this paper establishes a set
of urban public transport industry characteristics of the index system (as shown in
Table 1).

2.2 The Operational Performance Evaluation Model
of Urban Public Transport Companies Based
on Preference DEA Method

In this paper, the CCR model is improved to the DEA model C2WH with preference
constraint cone on the basis of the original data envelopment analysis theory, and
the model description is shown in (1). In the model U, V is the constraint cone
which shows the importance degree of input and output indexes according to the
preference of industry policy and decision-maker. Through the Charnes–Cooper
transform, the original fraction model C2WH is transformed into a linear pro-
gramming model (PC2WH), and the model description is shown in (2).

maxhjo ¼
Ps
r¼1

uryrjo

Pm
i¼1

vixijo

s:t:

Ps
r¼1

uryrj

Pm
i¼1

vixij
� 1; j ¼ 1; 2; . . .n; i ¼ 1; 2; 3; 4; r ¼ 1; 2; 3

ð1Þ

Table 1 Index set of input–output and related index

Indicators Descriptions

Input Fuel cost X1 Petrol, diesel, and other oil charges for public transport

Labor costs of
employees X2

Employees’ wages, bonuses, medical insurance, etc.

Cost of vehicle
depreciation X3

Financial form of vehicle investment recovery

Other costs X4 Loss of traffic accidents, insurance costs, etc.

Output Passenger volume
(million people) Y1

Total passengers transported

Operating mileage
(million kilometers) Y2

The total mileage of the vehicle running for the
purpose of operation

Passenger satisfaction Y3 Based on the data of the market questionnaire, using
structural equation models (Structural Equation model,
SEM) to calculate the obtained
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maxhj0 ¼ lTyo

s:t:

wTxj � lTyj � 0; j ¼ 1; 2; . . .n; i ¼ 1; 2; 3; 4; r ¼ 1; 2; 3

wTx0 ¼ 1

w 2 V ¼ V V � 0jf g
l 2 U ¼ U U� 0jf g

8>>><
>>>:

ð2Þ

If the linear programming problem has the optimal solution U�;V� which sat-
isfies U�TY0 ¼ 1 and U� 2 U;V� 2 V , then the decision unit DMUj0 is called the
DEA effective.

2.3 The Construction of DEA Model Preference
Constrained Cone Based on Triangular Fuzzy Number

First, the questionnaire is used to collect the preference information of the
decision-makers on evaluation metrics. The input and output indicators are graded
by decision-makers on the basis of scale (Table 2), with full knowledge of the
evaluation indicators. In terms of input indicators, if policymakers wish to see a
significant reduction in the input of this indicator, the weighted score should be the
highest and vice versa. In terms of output indicators, if policymakers wish to see a
significant increase in the output of this indicator, the weights given to this indicator
should be highest and vice versa.

Second, the preference data of the decision-makers is synthesized. This article
assumes that all participating decision-makers have the same evaluation authority;
so after collecting the preference data of all decision-makers, the results of the
evaluation of input–output index preference by all decision-makers are combined
with the arithmetic average method Al ¼ ðAi1 þAi2 þ � � � þAikÞ=k;Bl ¼
ðBi1 þBi2 þ � � � þBikÞ=k, respectively, and the triangular fuzzy numbers corre-
sponding to each data are further obtained according to Table 2.

Table 2 0.1–0.9 the meaning of scale

0.1–0.9 five
scale

Corresponding triangular fuzzy
numbers

Meaning

0.1 (0.1, 0.1, 0.2) Indicator I is extremely unimportant in
all indicator

0.3 (0.2, 0.3, 0.4) Indicator I is generally unimportant in all
indicators

0.5 (0.4, 0.5, 0.6) Indicator I is relatively important in all
indicators

0.7 (0.6, 0.7, 0.8) Indicator I is generally important in all
indicators

0.9 (0.8, 0.9, 0.9) Indicator I is extremely important in all
indicators
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Then, based on the above-mentioned comprehensive index preference data, the
preference constraint interval is calculated. a ¼ ðal; am; auÞ represents
decision-makers’ preference for indicator X1, and b ¼ ðbl; bm; buÞ represents the
preference of decision-makers for the indicator X2. According to the formula (5) (6),

the calculated a
b ¼ al

bu
; ambm ;

au
bl

� �
is obtained, and the preference constraint interval of

index 1 to index 2 is al
bu
; aubl

� �
. According to this method, the preference relation

between input indexes and the preference relationship between output indices are
calculated.

Finally, the constraint interval al
bu
; aubl

� �
can be transformed into the constraint

inequality
�blaþ aub� 0
bua� alb� 0

�
, and thus the preference constraint matrix W1;2 ¼

�bl au
bu �al

� �
of the index X1 and the index X2 is obtained; the remaining input and

the output index preference constraint inequality is calculated further according to
the comprehensive index preference data. We can get input index preference
constraint cone matrix W and output index preference constraint cone matrix V.

The preference constrained cone W, V are taken into the preference DEA model,
and the DEA effectiveness with preference of each DMU is calculated, whose the
discriminant ability is better than that of the traditional DEA method. The perfor-
mance evaluation of City Bus Company is more objective using DEA model with
preference.

3 Performance Evaluation of Public Transport Company
in Nanjing

This paper chooses Nanjing Seven bus companies to carry out performance eval-
uation of each bus company by collecting their original data of operation in the first
half of 2011 and the preference data of decision-makers, using the DEA model
proposed above. The following data is derived from the data envelopment analysis
software EMS1.3.

3.1 Data Collection

In the first half of 2011, Nanjing City Bus Company’s fuel costs, workers’ labor
costs, vehicle depreciation costs, other costs, passenger satisfaction, passenger
volume, operating mileage specific data reference from the Institute of Quality
and safety of Jiangsu Province, urban public traffic Management performance
evaluation system and its subsidy policy research report are shown in Table 3.
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According to the questionnaire survey data of the public transport management
personnel and the transportation professional researchers, this paper applies the
arithmetic average method Al ¼ ðAi1 þAi2 þ � � � þAikÞ=k arithmetic averaging,
Al ¼ ðAi1 þAi2 þ � � � þAikÞ=k;Bt ¼ ðBi1 þBi2 þ � � � þBikÞ=k. The evaluation
data of decision-makers’ preference for each index is calculated comprehensively in
Table 4.

3.2 Performance Evaluation of Urban Bus Companies
Based on Preference DEA Method

This paper calculates the input index preference cone matrix W and output index
preference cone matrix V according to the data provided in Table 4, as shown in the
following formula.

w ¼

�4 9 0 0
3 �4 0 0
0 �1 3 0
0 1 �1 0
0 0 �1 4
0 0 1 �1
�2 0 9 0
1 0 �2 0
0 �1 0 6
0 1 0 �2
�1 0 0 9
1 0 0 �4

2
6666666666666666664

3
7777777777777777775

v ¼

�2 9 0
1 �2 0
0 �3 2
0 4 �1
�2 0 3
1 0 �1

2
6666664

3
7777775

In this paper, the input-oriented CCR model and the preference DEA model are
taken as examples to calculate the data in Table 3; compare the results of the
performance evaluation of each enterprise based on the CCR model and the pref-
erence DEA model, and the final efficiency results are described in Table 5.

3.3 Data Analysis of Performance Evaluation Results

From Table 5, we can see that the efficiency value of performance evaluation is
obtained using DEA model with preference. Only the Xinning company for the
DEA effective, while the efficiency value of more than 90% of the only North China
bus and Pukou two companies, shows that most of the public transport companies
in the allocation of resources are more or less unreasonable.

We can further compare the difference between an input-type CCR model and a
preference DEA model based on the histogram of each efficiency value, as shown in
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Fig. 1. It can be seen from Fig. 1 that the difference between the two models is
large, and the biggest difference is that the results of the CCR model are signifi-
cantly higher than those of the DEA model. In the efficiency value calculated by the
CCR model, the efficiency is 1, that is, the number of bus companies with effective
DEA exceeds half the total number, to 57.14%. In the efficiency value of the DEA
model, only one company is effective for DEA. This is due to the result of the
improvement of the index weights of the underlying model. In the calculation of the
CCR model based on input, all indexes have equal weights without advance weight
preset and limitation, and the preference DEA model in this paper is based on the
policy of the decision-maker and the background-oriented; the calculation method
of weight constraint is considered synthetically. We can analyze the improvement

Table 5 Efficiency data calculated by traditional CCR model and preference DEA model

DMU Efficiency Efficiency ranking

CCR
model (%)

DEA model with
preference (%)

CCR
model

DEA model with
preference

Public Transport
Corporation

94.51 83.58 3 5

North Central Bus 100.00 97.19 1 2

Accor Bus 95.25 85.95 2 4

Metro Bus 84.61 75.63 4 6

Xinning Company 100.00 100.00 1 1

Pukou Passenger 100.00 90.93 1 3

Liuhe Passenger 100.00 65.43 1 7

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

90.00%

95.00%

100.00%

Traditional CCR Model The DEA model with preference

Fig. 1 Comparison between traditional CCR efficiency and DEA efficiency with preference
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of the preference DEA model relative to the standard DEA model by comparing the
DEA effectiveness in the CCR model with the DEA effective unit.

The calculated results of the preference DEA model contain more information
than the calculated results based on the CCR model, which not only emphasizes the
influence of the industry policy on the target enterprise evaluation but also
emphasizes the preference of the decision-makers to the relative importance of each
index. The DEA model with preference has two advantages: one is to be able to put
forward more strict management and operation requirements to the bus company,
and the second is that the model is more in line with the actual situation of the
whole industry development and can better guide the development of the bus
company industry.

3.4 Suggestions for Improving the Operation of Nanjing
Bus Company

Combined with Tables 3, 4, 5, and 6, we can make further suggestions for the
various bus companies.

As the largest company in the seven companies, the efficiency is not high but in
terms of customer satisfaction and the maximization of passenger volume to do a
good job, the next need to find the higher cost reasons and take measures to reduce
fuel costs and labor costs. By contrast, Yagao Bus and Xincheng Bus are
medium-sized bus companies, on the one hand they have to find ways to signifi-
cantly reduce operating costs, on the other hand improve the operational strategy to
improve customer satisfaction and passenger traffic. As a large-scale bus company
in the north, the overall operation of the high level then needs to work in customer
service to improve the enterprise’s passenger recognition and market competi-
tiveness. As a small-scale bus company, the management and operation cost of
Pukou passenger transport is too high, and then the utilization efficiency of vehicle
and cost should be improved, and the related investment should be reduced sci-
entifically. As a small-scale bus company, the operating cost of Linhe Bus is too
high while the operating efficiency is too low, so in the next period of time, Liuhe
passenger traffic due to seize the time to find all aspects of the problem, particularly
in the cost of investment and customer service, with a view to early rectification,
While the most efficient of the xinning passenger transport, although the effec-
tiveness of the DEA is still low, the customer satisfaction is required to improve
customer satisfaction to find a breakthrough, and pay attention to other aspects of
the problem, timely detection, timely solution to consolidate their market perfor-
mance and enterprise recognition.
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4 Conclusions

This paper takes the operation data of Nanjing Bus Company in the first half of
2011 years as an example, on the basis of establishing a set of index system which
takes into consideration the public transport commonweal and commercial of the
city, constructs the preference constraint cone through the triangular fuzzy number
method, and obtains the considerable performance appraisal result by the DEA
method where the results show that the preference DEA model embodies the
preference and policy orientation of decision-makers, which can reflect more
information than the standard DEA model. To improve the performance direction of
urban public transport enterprises, it is helpful to improve the service quality of
public transport companies, to ensure the smooth implementation of the strategy
of giving priority to the development of urban public transport, and to improve the
market performance of bus companies.
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Research on BIM Application
in High-Speed Railway OSC Operation
Maintenance Management

Fei Meng, Tianyun Shi and Beisheng Liu

Abstract OSC is an important part of high-speed railway system. And it plays a
key role in keeping the stable operation of high-speed railway. But the traditional
pattern of OSC operation maintenance management is low efficiency, high cost, and
heavy workload. In view of these problems, this article introduces the situation of
BIM applications in China’s railway industry. Based on demands of OSC operation
maintenance management, this paper takes a deep research on OSC engineering
information model encoding, modeling, and data integration. Then, this paper
discusses four typical scenarios such as facility management, emergency manage-
ment, operations maintenance training, and operation history management. The
research suggests that BIM plays an important role in improving OSC operation
maintenance management standard. This paper may provide some references for the
research on related field.

Keywords Building information modeling (BIM) � High-speed railway
Overhead contact system (OSC) � Operation maintenance management

1 Introduction

As the artery of high-speed railway, overhead contact system (OCS) plays a vital
role in ensuring the stable operation of high-speed railway. All the time OCS
operation maintenance is the difficult point of high-speed railway operation.
Because of the long distance, the large amount of parts and the high failure rate,
OCS operation maintenance is not only heavy, but also dangerous. High-speed
railway OCS operation maintenance in China is divided into sections for every
60 km, each of which is a worksite. For example, there are more than 200 worksites
in Beijing-Shanghai high-speed railway. Therefore, it requires a great deal of
manpower and material resources. According to incomplete statistics, the cost of
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OSC operation and maintenance accounts for more than 80% of its whole life cycle
cost.

Building information modeling (BIM) is a new construction management con-
cept, which proposed by Dr. Charlie Eastman in 1975, and was first introduced to
China in 2002. In 2012, China Railway Company considers BIM as an innovative
technology and brings BIM to railway industry as to improve railway whole life
cycle management. Restricted by many factors, the current application of BIM in
high-railway industry is just at the early stage [1–3]. BIM has characteristics such
us information visualization, information completeness, information relevance,
information consistency, coordination, simulation, and optimization. Therefore, it
will play an important role in improving the level of railway operation and main-
tenance management.

2 OCS Engineering Information Modeling

2.1 OCS Engineering Information Model Coding
for Operation Stage

According to “Railway Engineering Information Model Classification and Coding
Standard” (1st edition), OCS information model contains more than 40 kinds of
components and nearly hundred kinds of parts. Due to the long distance of the
OCS, the number of parts and components is huge. Referring to the railway IFD
coding system, in the respect of OCS operation, maintenance, and management, an
information model coding method for railway OCS is proposed.

(1) Consider OSC worksites as the first level of coding, and reserve three bits, i.e.,
000–999;

(2) Consider OCS components as the second level, and reserve seven bits, in which
the first two bits are abbreviations of OSC component names, and the last five
bits are used as component numbers;

(3) Consider OCS parts as the third level, and reserve four bits, in which the first
two are parts name abbreviations, the latter two bits are part numbers.

This coding rule optimizes the method of hierarchical division of traditional
OCS components. By removing unnecessary intermediate levels to reduce the total
encoding layer series and encoding bits, the encoding is flatter. The encoding
usability is enhanced effectively. In order to improve the accuracy rate of encoding
effectively, the combination of letters and numbers is used to distinguish names and
code of OSC components and parts. Research suggests that the number of com-
ponents and parts in this coding rule can meet the accuracy and usability require-
ments of information model.

Based on above rules, for example, the code representation of the fifth wrist arm
of No. 2033 supports structure in the 125th worksite as shown in Fig. 1.
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2.2 OCS Modeling

BIM model is a concrete manifestation of BIM visualization function. It can pro-
vide OCS spatial structure information for users, as shown in Fig. 2.

According to the state and demands of high-speed railway OCS operation
management, there are three methods can be used for OCS modeling:

(1) Based on 2D drawings, equipment account, and other document information of
OCS to build OCS 3D model with common modeling software, such as
Autodesk Revit, Bentley ABD, and Dassault Catia.

(2) Based on engineering entities, OCS modeling with laser scanning point cloud,
and oblique photography [4].

(3) Transformation of OCS model submitted by construction into operation
maintenance model.

125 ZC 02033 WB 05

Part name abbreviation

Component number

OSC worksite number

Component name 
abbreviation

Part number

Fig. 1 The code structure of OSC engineering information model

Fig. 2 High-speed railway OCS 3D model
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The first and second are used for existing high-speed railway lines that con-
structed by traditional method. Their data is transferred and stored by 2D drawings
and document information. The third is for new lines constructed with BIM, as in
the construction stage, BIM management pattern was used.

In addition, precision and volume of OCS operation maintenance models need to
be balanced. Due to the long distance and the large amount of parts, the volume of
OCS model should be enormous in case of that high precision is required. The
rendering of the model will be very time consuming on the current hardware
platform, which will seriously affect the practicability and operability. However, the
low precision will also limit its application. Therefore, in order to improve the
display and rendering efficiency of OSC models and optimize the model applica-
tion, the model needs to be transferred into a light volume format to meet the
application requirements.

3 OCS Operation Maintenance BIM Information
Integration

Information is the core of BIM. The operation maintenance management data of
high-speed railway OCS include the basic information of OCS equipment itself,
status data of equipment during operation and maintenance, and external data that
affect equipment status. According to different sources, OCS operation and main-
tenance data are composed of six main parts: basic data for construction period,
monitoring data of OCS equipment condition, monitoring data of OCS external
environment, and maintenance data of OCS facility, as shown in Fig. 3.

(1) Basic data for construction period, such as facility location, geometric attri-
butes, structural features, accounts, materials, as well as completion of accep-
tance, joint commissioning and test operation data [5].

(2) Monitoring data of OCS equipment condition. It mainly includes online
monitoring data of OCS, 6C system, power SCADA system, high-speed rail-
way RTU system, and static detection data obtained by men inspection on spot
[6].

(3) Monitoring data of OCS external environment. It mainly includes wind, rain,
snow, mudslides, landslides, and other natural disasters, as well as invasion
data obtained mainly by various sensors and video monitoring equipments.

(4) Maintenance data of OCS facility, such as maintenance records, maintenance
logs, frequency, effect, fault information, staff information, and so on, mainly
managed by OCS maintenance dispatching system [7].

At present, these data are scattered in different systems, such as 6C system,
SCADA system, OA system, integrated monitoring system, maintenance schedul-
ing system, etc. The data are isolated and difficult to be utilized comprehensively.
Through storing the above information via a dedicated channel in an OCS operation
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and maintenance BIM database, and connecting these data with the OCS operation
model, unified, comprehensive utilization of management data will be achieved. It
will provide decision support for the operation and maintenance management.

4 BIM Application in OCS Operation Management

BIM application in OCS operation management includes facility management,
emergency management, operation and maintenance training, and operation record
management, as shown in Fig. 4.

4.1 OSC Facility Management

Nowadays, 2D engineering drawings and equipment ledger are used to manage
OCS facility. However, these methods have some shortages. For example, due to
the scattered information, the equipment cannot be found in time and managed
uniformly. Thus, RFID and QR code make the methods of solving these problems
come true. During the maintenance work, staffs can get the information of equip-
ment, such as production date, installation method, maintenance method, purchase

Maintenance dispatching system Integrated monitoring system

SCADA system

6C system

OA System

equipment 
account

information

Construction period data 

High-speed railway OSC operation maintenance BIM database

Geometric 
attribute 

information

Non-geometric 
attribute 

information

Staff
information

Stock
information ……

Inspection 
record 

information

Maintenance 
record 

information

OSC dynamic 
monitoring data

OSC dynamic 
test data

Video 
monitoring
information

Fig. 3 High-speed railway OCS operation and maintenance BIM information structure
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information, and stock information. Moreover, in order to ensure the consistency
and veracity of the information, the information should be updated timely [8, 9].

Meanwhile, the life and status of OCS equipment can be managed using these
information as well. For instance, in order to guarantee the normal operation of
equipment, we can maintain the parts in curing period on time and change the parts
out of life cycle in time. Furthermore, scientific and reasonable maintenance plans
can be set using the life and status data of equipment, and in this way, it not only
can be the useless site tour and workload be reduced but also the pertinence of
inspection is enhanced.

4.2 Emergency Management

Because of the short-time development of emergency management of high-speed
railway in China, the study of OCS emergency management is shortage. Hence, a
new technology needs to be sought. With the development of information tech-
nology, BIM, GIS, and 3D simulation used in emergency management are grad-
ually taken seriously by many research groups. Using these novel technologies, we
can simulate and analyze the natural calamities, such as fire disaster, lightning
stroke, snow disaster, the terrorist attack, and the frequent fault of OCS. In this way,
the rational utilization of emergency resources, the reduction of response time, the
enhanced efficiency of rescue, and the support of emergency command can be
achieved by means of the exercise of emergency plan.

BIM application
in OCS operation

Facility 

management
Emergency 

management

Operations & 
maintenance 

training

Operation 
record 

management

Fig. 4 BIM application in OCS operation management
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Moreover, if there is a fault which needs to be handled in time, the management
of geometric parameter in OCS, quick positioning of the fault location, fault repair
procedure providing, navigation, information flow showing, and equipment logical
relationship and network topology searching can be used to solve the accident.

4.3 Operations Maintenance Training

Nowadays, 2D drawing and document information is usually used in traditional
operations maintenance training of OCS system. Because of the shortage in space
structure, the result of this training method is not very ideal. Thus, based on some
three-dimensional simulation technology, such as VR and MR, participating trai-
nees can make some exchanges with the stereopsis of OCS system.

Moreover, with 3D simulation technology, the facility and operational details
could be displayed vividly. Based on above, the workload and risk of training can
be reduced, and the effect can be improved as well.

4.4 Operation History Management

The routine inspection and maintenance work of OCS are relatively hard. Because
of the absence of effective supervision, employees could neglect their duties. This
will cause OCS facility cannot get maintenance timely, which makes the failure rate
increases.

The inspection and maintenance history can be easily traced based on BIM.
When an OCS equipment fails, the inspection history and relevant workers could be
rapidly traced by checking the information of the equipment on the BIM model.
Clear responsibility could effectively eliminate carelessly work in routine
inspection.

5 Conclusion and Prospect

According to the research and realization of code, modeling and data integration of
OSC engineering information model, and exploration to the typical scenarios in the
paper, it is gotten that BIM can provide help for OSC operation maintenance
management achieving lightweight and refinement.

In recent years, there were few researches on BIM application in railway
operation management. A lot of work remains to be done to achieve BIM mature
application. Nowadays, BIM has been accepted by railway industry, and its value
has received recognition. The next stage of the main emphasis should be altered to
railway operation management BIM application and combined it with railway
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construction management BIM application. Then, BIM application in railway
whole lifecycle will come true, and BIM will certainly become the key tool that
promotes the overall level of China’s railway.
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Integrated Optimization Model
on Maintenance Time Window
and Train Timetabling

Lingyun Meng, Ce Mu, Xin Hong, Ran Chen, Xiaojie Luan
and Tao Ma

Abstract Most of previous studies optimize maintenance time window scheduling
problem under a given train schedule, leading to a relatively poor quality of
maintenance time window schedule, increasing the influence on traffic assignment.
In order to reduce the negative effects on maintenance schedule and improve the
utilization of railway resources, we consider integrating maintenance time window
scheduling and train timetabling. In this way, more reasonable maintenance time
window schedule can be obtained. We propose a mixed integer programming
model and in particular we focus on the characteristics of the problem, including the
speed limits affected by maintenance tasks on a double-track railway line. The
benefits of the proposed integrated optimization model are demonstrated by
numerical experiments.

Keywords Maintenance time window � Train timetabling � Integrated optimization
Mixed integer programming � Speed limits
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1 Introduction

Train timetabling is a classical problem in railway operations management. A train
timetable specifies a physical network route and detailed arrival time and departure
time stamps for each train at passing stations. Maintenance time window scheduling
is defined work-space and work-time possession for each maintenance task. The
former aims at delivering railway services to customers, and the latter has the role
of supporting railway services by preventing infrastructure failures. In practice,
train timetable and maintenance time window are usually designed separately by
different departments/planners. However, the interaction between those two is
critical, as they take possession of infrastructure (utilizing capacity) competitively.
Operating more trains leads to less time slots available for performing maintenance,
and vice versa. In addition, the maintenance operation has a certain dangerous
nature, so we must limit the speed of the trains to guarantee the safety of the
workers and trains. Different maintenance operations have different conditions of
the restrained speed, which will affect the train timetabling. It is hard to find a
timetable with efficiently utilized capacity for trains and maintenance tasks.

The research on maintenance time window and train timetabling could be
divided into three aspects: (1) The purpose of research on train timetabling without
considering maintenance time window is to minimize the total traveling time of
trains or to minimize the cost of transportation [1–5]; (2) The purpose of research
on maintenance time window without considering train timetabling is to minimize
the cost of maintenance [6–9]; and (3) The purpose of research on train timetabling
with considering maintenance time window is to minimize the cost of maintenance,
meanwhile maximize the transportation efficiency [10–14].

In summary, previous research on planning maintenance time window which
considered the restrained speed is little. The paper adopts the mixed integer pro-
gramming to build the integrated optimization model on maintenance time window
and train timetable, including the speed limits affected by maintenance tasks on a
double-track railway line. The model aims at exploiting potential infrastructure
capacity by better deployment and coordination. It has important practical signifi-
cance to improve the efficiency of the train timetable and railway transportation
efficiency.

2 Problem Statement

2.1 Speed Restriction or Reduction Rules

According to the rules of railway safe construction, the safety management depart-
ments set different rules to test the quality of the maintenance and guarantee the safety
of the train operation and the constructors. The speed restriction can be divided into
two categories: one-line speed restriction and adjacent-line speed reduction.
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• One-line speed restriction (OLSR) means that after the completion of mainte-
nance tasks, the first, second, third, or other trains running on the maintenance
segments should run at restricted (maximum) speeds (e.g., for the first train
30 km/h, the second train 60 km/h, the third train 80 km/h, etc.).

• Adjacent-line speed reduction (ALSR) means that in a double-track segment,
when one segment belonging to one track is contained the maintenance task,
trains running on the other whole track (a sequence of cells) in the same segment
(if there are) should slow down (e.g., running at 50 km/h) for safety reasons.

In this paper, the OLSRT and ALSRT represent one-line and adjacent-line speed
restriction trains. The FSRT, SSRT, and TSRT, respectively, represent the first,
second, and third speed restriction train of OLSRT.

2.2 The Input and Output Data

The input data of the model includes the topology of rail network, the number of
trains, the maximum running speed that do not be disturbed by the maintenance
time window for trains, the speed reduction or restriction that is caused by the
maintenance, the trains’ earliest departure time and the latest departure time at
origin station, the stop scheme and the minimum dwelling time for trains, the
maintenance segments, the earliest starting time and the latest starting time of
maintenance tasks, and the minimum time duration of each maintenance task.

The output data of the model includes the timetable of each station, and the
maintenance tasks starting time and ending time.

3 The Integrated Optimization Model for Maintenance
Time Window Scheduling and Train Timetabling

3.1 Definition of the Railway Network

In order to description of the problem, we abstract the railway network as shown in
Fig. 1:
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• Node: A node can be viewed as a point where tracks join together. It can be used
to model a beginning/ending point of a cell or a point inside a cell. Numbers 1,
2, 3, 4 … indicate nodes.

• Link: A link is the track between two nodes. 1–2, 3–4, 2–5, 4–5 … indicate
links.

• Cell: A cell is a group of links. A cell is allowed to be occupied by at only up to
one train at any given time. Please note that once one link in the group is
occupied, it means all other links in the same group are occupied at the same
time, e.g., cell [1–2], [3–4], [5–101], [6–7, 6–9], [7–8], [9–10], [8–11, 10–11]…

• Block section: A block section means a sequence of cells. In a station, it refers to
the track between one home signal and one departure signal or between one
departure signal and one boundary point. In a segment, it refers to the track
between two passing signals, e.g., block sections ([6–7, 6–9], [7–8]), ([8–11,
10–11]), ([5–101]), ([101–103]), ([103–6])…

• Track maintenance task: A set of jobs which are conducted within a time
duration to ensure tracks and infrastructure are in good states for running trains.
This is specified at the level of single cell involved.

3.2 Problem Assumptions

1. One train is represented by a virtual dot for simplicity, and train acceleration and
deceleration processes are not necessary to be considered (i.e., they are infinite).

2. For a double-track railway segment between two stations, each track is modeled
as a sequence of block sections, and for a single-track railway segment, the only
track between two stations is modeled as one block section

3. In order to describe the influence between maintenance time window and train
timetable, as well as guarantee the quality of scheduling maintenance time
window, we only discuss the FSRT, SSRT, and TSRT among OLSRT and
ALSRT; the others do not be considered temporarily in this paper.

3.3 Definition of the Symbol

All of the fundamental sets are corresponding to those sets defined in the definition
of the problem. And the sets, parameters, and decision variables used in our
research are described in Tables 1, 2, and 3.
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Table 1 Definition of sets

Symbol Definition

T Set of all trains, index by t, i.e., t2T
Tc Set of trains whose routes contain the cell c

Ts Set of trains whose routes contain the station s

C Set of all cells, index by c, i.e., c2C
Ct Set of cells which are used by the train t

Cs Set of cells which are constituted by arrival–departure tracks at station s

Cmot Set of cells which make up the maintenance tasks mot

Cadj Set of adjacent cells which the maintenance tasks mot

S Set of stations in the rail networks, index by s, i.e., s2S
MOT Set of maintenance tasks, index by mot, i.e., mot 2 MOT

Table 2 Definition of decision variables

Symbol Definition

zt1 ;t2 ;c 0–1 variable, equal 1 if train t1 is scheduled earlier on cell c than train t2, 0
otherwise

yt;c 0–1 variable, equal 1 if train t uses the cell c, 0 otherwise

r1;t;c 0–1 variable, equal 1 if train t is the FSRT of traveling through cell c after
track maintenance task on cell c is finished, 0 otherwise

r2;t;c 0–1 variable, equal 1 if train t is the SSRT of traveling through cell c after
track maintenance task on cell c is finished, 0 otherwise

r3;t;c 0–1 variable, equal 1 if train t is the TSRT of traveling through cell c after
track maintenance task on cell c is finished, 0 otherwise

radj;t;c 0–1 variable, equal 1 if train t is the adjacent train traveling through adjacent
track of cell c in the same segment, 0 otherwise

estartt;o ; eendt;d The train t departure time at origin station o and the arrival time at the end
station d

eþt;c ; e
�
t;c Entry time and exit time for train t at cell c

eþt;c;mot; e
�
t;c;mot Entry time and exit time for train t uses the cell c which makes up the

maintenance task mot during the maintenance task is proceeding

wstart
mot ;w

end
mot Beginning time and ending time of each maintenance task mot

wstart
mot;c;w

end
mot;c Beginning time and ending time of each cell c in maintenance task mot

Table 3 Definition of parameters

Symbol Definition

amin
t;o ; amax

t;o Earliest departure time and latest departure time of train t at the origin station o

amin
mot; a

max
mot Earliest starting time and latest starting time of maintenance task mot

dt;cs Minimum dwelling time of train t on arrival–departure track cell c of station s

xt;s 0–1 variable, equal 1 if train t stop at station s, 0 otherwise

st;c Minimum running time of the train t passes the cell c
(continued)
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3.4 Mathematical Model

3.4.1 Objection Function

The model is aimed to minimize total running time of all trains which can intu-
itively measure the optimizing effect.

The objection function is the following:

min
X

t2T
eendt;d � estartt;o

3.4.2 Constraints

In order to specifically describe the model, we divide the constraints into three
categories, trains operation constraints, maintenance operation constraints, and train
speed restriction constraints, respectively.

1. Trains operation constraints

amin
t;o � estartt;o � amax

t;o 8t 2 T ð1Þ

st;c ¼ lc
vt;c

8t 2 T 8c 2 Ct ð2Þ

e�t;c � eþt;c � st;c � yt;c þ dt;cs � xt;s � yt;cs 8t 2 T 8c; cs 2 Ct 8s 2 S ð3Þ

eþt;c ¼ e�t;c�1 8t 2 T 8c 2 Ct ð4Þ

Table 3 (continued)

Symbol Definition

smin
mot Minimum time duration of maintenance task mot

k1; k2; k3 Speed restriction ratio of the FSRT, SSRT, and TSRT which run on the
maintenance cell after maintenance task

kadj Speed reduction ratio of trains running on the adjacent track in the same segment
when maintenance task is being operated

lc Length of the trains pass the cell c

vt;c Velocity of the trains pass the cell c

M One constant that is big enough, and in this paper it equals 10,000

m One constant that is small enough, and in this paper it equals 1/10,000
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e�t;c ¼ eþt;cþ 1 8t 2 T 8c 2 Ct ð5Þ
X

c2C
yt;c ¼ 1 8t 2 T ð6Þ

eþt1;c � e�t2;c �Mðzt2;t1;c � 1Þ 8t1; t2 2 Tc \ t1 6¼ t2 8c 2 Ct ð7Þ

e�t1;c � eþt2;c �Mðyt1;c þ yt2;c þ zt1;t2;c � 3Þ 8t1; t2 2 Tc \ t1 6¼ t2 8c 2 Cs ð8Þ

yt1;c þ yt2;c � 1
2

� zt1;t2;c þ zt2;t1;c �
yt1;c þ yt2;c

2
8t1; t2 2 Tc \ t1 6¼ t2 8c 2 Cs ð9Þ

Constraint (1) ensures that trains’ departure is within given time windows at
origin stations; constraints (2)–(3) ensure that trains running time in cell c should
not exceed the minimum running time; constraints (4)–(5) ensure the
spatio-temporal continuity during the whole trip of trains; constraint (6) ensures that
trains must only choose one and only route during the whole trip; constraint (7)
ensures that one train occupies one cell c at any time; constraints (8)–(9) ensure that
if two or more trains have to stop at the same station, they not allow occupying the
same arrival–departure tracks at the same time.

2. Maintenance operation constraints

The method of integrating optimization model of maintenance time window and
train timetable considers each of the maintenance tasks as one “virtual train”. The
“virtual train” departs from the origin station means the maintenance tasks begin,
and “virtual train” arrivals at the destination means the maintenance tasks end. The
duration of maintenance tasks is the traveling time or occupying time on mainte-
nance tracks. The method not only guarantees to plan the maintenance tasks and
trains timetable globally but also achieve the purpose of judging the trains whose
speed must be restricted or redacted.

amin
mot �wstart

mot � amax
mot 8mot 2 MOT8c 2 Cmot ð10Þ

wend
mot � wstart

mot � smin
mot 8mot 2 MOT 8c 2 Cmot ð11Þ

wstart
mot;c1 �wend

mot;c2 8mot 2 MOT 8c1; c2 2 Cmot ð12Þ

wend
mot;c1 �wstart

mot;c2 8mot 2 MOT 8c1; c2 2 Cmot ð13Þ

eþt;c;mot � wend
mot;c �Mðzmot;t;c � 1Þ 8mot 2 MOT 8t 2 Tc 8c 2 Cmot ð14Þ

wstart
mot;c � e�t;c;mot �Mðzt;mot;c � 1Þ 8mot 2 MOT 8t 2 Tc 8c 2 Cmot ð15Þ
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zmot;t;c þ zt;mot;c ¼ 1 8mot 2 MOT 8t 2 Tc 8c 2 Cmot ð16Þ

Constraint (10) ensures that maintenance tasks can be operated within the pre-
scribed period, whose purpose is to reduce its influence on train timetable; con-
straint (11) ensures that the duration of maintenance to be no less than minimum
maintenance time which is 120 min in traditional railway and 240 min in
high-speed railway at least; constraints (12)–(13) ensure that maintenance tasks
could be operated continuously, whose purpose is to reduce the influence on train
operation; constraints (14)–(16) ensure that trains must not occupy maintenance
tracks when maintenance tasks are being operated.

3. Speed restriction constraints

We introduce the principle of identifying trains’ sequence of occupying the
maintenance segments. We assume that there are five trains, and they occupy
the maintenance segments according to the order of Fig. 2. Therefore, we know
that Tc ¼ ft1; t2; t3; t4; t5g, 8c 2 Cmot. We introduce variable u and
u ¼ P

u2Tc zmot;u;c �
P

u2Tc zt;u;c, 8t; u 2 Tc \ t 6¼ u, 8c 2 Cmot, 8mot 2 MOT. In
Fig. 2, it is easy to know that the FSRT is t3, the SSRT is t2, and the TSRT is t1. We
can also know that t ¼ t1, u ¼ 3; t ¼ t2, and u ¼ 2. And by this analogy,
t ¼ t3; t4; t5, and u equals 1, 0, −1.

Therefore, 8c 2 Cmot, if t ¼ t3, then u ¼ 1, r1;t;c ¼ 1; t equals others, u 6¼ 1,
r1;t;c ¼ 0. Similarly, 8c 2 Cmot, if t ¼ t2, then u ¼ 2, r2;t;c ¼ 1; t equals others,
u 6¼ 2, r2;t;c ¼ 0. 8c 2 Cmot, if t ¼ t1, then u ¼ 3, r3;t;c ¼ 1; t equals others, u 6¼ 3,
r3;t;c ¼ 0. In this way, we can identify trains’ sequence of occupying the mainte-
nance segments.

The specific constraints are as follows:

r1;t;c � zmot;t;c � m � ð1:5� uÞ 8t 2 Tc 8c 2 Cmot 8mot 2 MOT ð17Þ

r1;t;c � zmot;t;c � zmot;t;c � m � ðu� 1Þ 8t 2 Tc 8c 2 Cmot 8mot 2 MOT ð18Þ

l2;t;c �M�u� 1:5 8t 2 Tc 8c 2 Cmot ð19Þ

ð1� l2;t;cÞ �M� � ðu� 1:5Þ 8t 2 Tc 8c 2 Cmot ð20Þ

r2;t;c � l2;t;c � m � ð0:8� ðu� 1:5ÞÞ 8t 2 Tc 8c 2 Cmot ð21Þ

r2;t;c � l2;t;c � lt;c � m � ððu� 1:5Þ � 0:5Þ 8t 2 Tc 8c 2 Cmot ð22Þ

t1 t2 t3
mot

(virtual train) t4 t5

Driving Direction

Fig. 2 Sketch map of the trains pass the maintenance segment
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l3;t;c �M�u� 2:5 8t 2 Tc 8c 2 Cmot ð23Þ

ð1� l3;t;cÞ �M� � ðu� 2:5Þ 8t 2 Tc 8c 2 Cmot ð24Þ

r3;t;c � l3;t;c � m � ð0:8� ðu� 2:5ÞÞ 8t 2 Tc 8c 2 Cmot ð25Þ

r3;t;c � l3;t;c � l3;t;c � m � ððu� 2:5Þ � 0:5Þ 8t 2 Tc 8c 2 Cmot ð26Þ

e�t;c;mot � eþt;c;mot � r1;t;c � k1 � st;c þð1� r1;t;cÞ � �t;c
8t 2 Tc 8c 2 Cmot 8mot 2 MOT

ð27Þ

e�t;c;mot � eþt;c;mot � r2;t;c � k2 � st;c þð1� r2;t;cÞ � st;c
8t 2 Tc 8c 2 Cmot 8mot 2 MOT

ð28Þ

e�t;c;mot � eþt;c;mot � r3;t;c � k3 � st;c þð1� r3;t;cÞ � st;c
8t 2 Tc 8c 2 Cmot 8mot 2 MOT

ð29Þ

radj;t;c �m � ðwend
t;c � e�t;cÞ � ðeþt;c � wstart

t;c Þ 8t 2 Tc 8c 2 Cadj ð30Þ

radj;t;c � 1þm � ðwend
t;c � e�t;cÞ � ðeþt;c � wstart

t;c Þ 8t 2 Tc 8c 2 Cadj ð31Þ

e�t;c;mot � eþt;c;mot � radj;t;c � kadj � st;c þð1� radj;t;cÞ � st;c 8t 2 Tc 8c 2 Cadj ð32Þ

Constraints (17)–(18) are used to determine the FSRT. Constraints (19)–(22) are
used to determine the SSRT through introducing auxiliary 0–1 variable l2;t;c.
Constraints (23)–(26) are used to determine the TSRT through introducing auxiliary
0–1 variable l3;t;c. Constraints (26)–(29) ensure that FSRT, SSRT, and TSRT
satisfy the requirement of speed restriction. Constraints (30)–(31) are used to
determine the ALSRT, in which we consider the only one situation that eþt;c [wstart

t;c

and wend
t;c \e�t;c; the others are not to be taken into account. Constraint (32) ensures

that ALSRT satisfies the requirement of speed reduction.

4. Model transformation

Constraints (30)–(31) are nonlinear, which increase the difficulty of the model.
Therefore, we need to transform the constraints to reduce the difficulty and improve
the rate of solving. In this article, we judge the ALSRT by the way of introducing
the 0–1 auxiliary variables ladj1;t;c; ladj2;t;c, which are used to judge the occupying
maintenance segments successively between trains and maintenance tasks (i.e.,
virtual trains).

ladj1;t;c �M[ eþt;c � wstart
t;c 8t 2 Tc 8c 2 Cadj ð33Þ
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ð1� ladj1;t;cÞ �M� � ðeþt;c � wstart
t;c Þ 8t 2 Tc 8c 2 Cadj ð34Þ

ladj2;t;c �M[wend
t;c � e�t;c 8t 2 Tc 8c 2 Cadj ð35Þ

ð1� ladj2;t;cÞ �M� � ðwend
t;c � e�t;cÞ 8t 2 Tc 8c 2 Cadj ð36Þ

radj;t;c ¼ ladj1;t;c � ðladj1;t;c þ ladj2;t;c � 1Þ 8t 2 Tc 8c 2 Cadj ð37Þ

Constraints (33)–(37) ensure that when eþt;c [wstart
t;c and wend

t;c \e�t;c, the
radj;t;c ¼ 1, and the other situations, radj;t;c ¼ 0.

4 Numerical Case

We utilize the business solution software IBM ILOG CPLEX 12.3 to test the
model. The runtime environment of the CPLEX is a computer with Intel Core
i5-2430 M, CPU (4) 2.40 GHz, 4 GB RAM.

We choose a certain of railway line to verify the feasibility of the model. The
railway line contains six stations, and the circuit diagram is shown in Fig. 3. In the
planning time, there are eight trains whose speed ratings are same. The normal
speed limit is 150 km/h. Four trains are in the up direction. Three trains are in the
down direction. They all need to stop at stations B, C, D, and E. The minimum stop
times are 5, 8, 7, and 4, respectively. The another one train is from station D to
station A, which need to stop for 2 min at station C, and stop for 5 min at station B.
The segments which are between station B and station C of up direction, and
between station E and station D of down direction need to be maintained. The
maintenance starting time windows are [0:20, 0:50] and [0:00, 0:50], respectively.
And the duration of the maintenance tasks is 120 min at least. In order to guarantee
the safety of train operation and examine the quality of maintenance tasks, the trains
need to satisfy the speed restricted requirements which are vFSRT � 60km/h,
vSSRT � 100km/h, vTSRT � 120km/h, and vALSRT � 60km/h.

The model spends 33.67 s to get the optimal solution by the CPLEX. The
specific timetable is shown in Fig. 4. Based on the result, the B–C maintenance
tasks are operated on 0:49–2:49 and the E–D maintenance tasks are operated on
0:00–2:00 (the shaded part in Fig. 4). The speeds of trains 2, 3, 4, 5, 6, 7, and 8
need to be restricted.

A EDCB

UP

DOWN

Maintenance 
segment F

Maintenance
 segment

Fig. 3 Sketch map of a line’s stations and maintenance segments
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5 Conclusion

In this paper, first, the paper utilizes a method that considers the maintenance tasks
as “virtual trains”; then, we take advantage to the relationship between trains and
“virtual trains”, to judge the FSRT, SSRT, and TSRT of OLSRT and ALSRT.
Afterward, we adopt mixed integer programming to build the integrated opti-
mization on maintenance time window and train timetabling. In view of the hard
constraints, we introduce the auxiliary variables to reduce the difficulty and improve
the rate of solving. The benefit of the proposed integrated optimization model is
demonstrated by numerical experiments.
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Controllability of Urban Rail Transit
Network

Lu Zeng, Yong Qin, Jun Liu and Li Wang

Abstract Due to the rapid development of complex network research, the con-
trollability research of different kinds of large-scale actual network has become a
research hotspot nowadays. The purpose of this study is to reveal the controllability
of urban rail transit network. First, it built the urban rail transit network topology by
analyzing the characteristics of urban rail transit network structure. Then, a con-
trollability model of subway is set up based on control theory of state equation. In
the model, we defined the departure train as driver node. Whether the system is
controllable is determined by driver nodes. At last, we analyzed urban rail transit
network structure and compared the controllability of the city of Beijing,
Guangzhou, and Dongjing. The result shows that the existing subway network is
uncontrollable because of the complex structure of subway. We can increase the
number of driver nodes in order to make it controllable.

Keywords Urban rail transit network � Controllability � Drive node
State space

1 Introduction

Urban rail transit becomes the backbone of the world’s urban transport with the
characteristics of large, fast, and safe. The physical environment of urban rail transit
is special, technical composition is complex, system coupling is strong, and so on.
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The impact of the natural environment and other characteristics presents a serious
challenge to the safety of rail transit. Therefore, the research on the controllability
of urban rail transit network is of great significance to the transportation organi-
zation and planning of urban rail transit.

The study of complex network of urban rail transit started relatively late.
Angeloudis et al. [1–3] applied the complex network to the subway network. The
studies focus on the robustness and reliability of the subway network. But the control
theory is only limited to system control, not applied to the network. The control of
large-scale system is controlled from early flocking control to traction control. Pinning
control is the representative of complex network control. Wang et al. [4, 5] combined
the idea of pinning control with flock control. Chen [6] studied the pinning control
application of complex network, controllability of dynamic complex networks and
“network of network”modeling, and so on. Liu [7] studied the controllability problem
of directed networks. The judgment of the state space equation in the control theory is
applied to the controllability of the network at the same time. Based on Liu’s research,
Yan [8] analyzed the relationship between controllability and energy consumption of
different types of networks by the angle of energy consumption. Nepusz [9] consid-
ered the dynamics of the edge of the network and converted the network to edge-based
model. Ferrarini [10] extended the concept of driver node to drive edge and pointed
out that the node is time-varying and the edges are usually constant. Jia [11] calculated
the control ability of nodes by random sampling method. It is found that the control
ability of the node is determined by the entry degree of the node; the greater the degree
of the node is, the harder the driver node become. Lombardi [12] applied controllable
matrix to the network. Meng [13] studied the controllability of the railway train service
network. It defines the drive node based on the immune transmission and cascade
failures by train service network. An improved LB model is constructed, which
proposed a dual chart of the train service network.

The research of network controllability is mostly based on the theoretical
research of complex networks. Until recently, there are few examples of network
controllability. Most of the existing research is on complex network features. Even
analyzing different types of network also returns to the indicators of network.

The controllability model of urban rail transit network is constructed by ana-
lyzing the urban rail transit network. The controllability and the characteristics of
urban rail transit network are analyzed by examples. It expects to change the input
signal so that the state of the network achieves our desired state. The entire urban
rail transit network can be within the scope of our control.

2 Network Control Theory

2.1 System Controllable Model

We hope that we can make the network system achieves our desired state by
inputting the signal for the system and adjusts the performance of the network
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system appropriately, in order to achieve full control of the network. But there are
some difficulties, such as the complex network system size is very large, the tra-
ditional control theory is difficult to apply directly, the calculation is complex, and
the computational complexity is also very high. Most complex network systems in
reality are nonlinear. It is difficult to control the whole network because of desta-
bilizing factors.

If there exists a segmented continuous input uðtÞ, it can make the system from an
initial state xðt0Þ to any specified terminal status xðtf Þ in finite time interval ½t0; tf �. It
is said that the state is controllable. If all the state of system is controllable, the
system is completely controllable.

The input–output model of linear time-invariant system can be represented as

_x ¼ AxðtÞþBuðtÞ; ð1Þ

where the vector xðtÞ ¼ x1ðtÞ; . . .; xNðtÞð ÞT captures the state of a system of N nodes
at time t;

The input signal uðtÞ ¼ ðu1ðtÞ; . . .; uMðtÞÞT , M�N;
A is the state matrix, A 2 RN�N ;
B is the input matrix, B 2 RN�M;
The linear time-invariant system

P ðA;BÞ is said to be controllable if and only if
the N � NM controllability matrix has full rank. It can be shown as

C ¼ ðB;AB;A2B; . . .AN�1BÞ ð2Þ

Urban rail transit system is a typical complex system. The complexity of the
system structure and equipment facilities enhance the system’s instability. If it can
be controlled by changing the input signal, the efficiency of emergency measures
can be improved.

2.2 Control Theory of Complex Network Structure

In the past, people mainly applied the theory of complex networks to different types
of object entities. The nature of the complex network reveals some of the inherent
characteristics of the object. In recent years, more and more attentions have been
paid to the control of complex network system. The research of complex network
control has become the hot topic in today’s research. The ultimate goal of under-
standing the various attributes of entities is to be able to control them in accordance
with established goals. The control theory indicates that the appropriate input signal
can affect the characteristics of the dynamic system, so that the output of the system
reaches the final state of expectation.

In complex network control, Liu [7] proposed a control complex networks
method of minimizing the node ND. The simulation results show that the number of
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driver nodes is mainly determined by the network degree distribution. Sparse
heterogeneous networks tend to be harder to control. Dense homogeneous network
requires smaller number of driver nodes to be controlled. Sparsity means that the
average degree of network is much smaller than the maximum possible connectivity
N (number of network nodes), such as urban rail transit networks. Heterogeneous
networks not only consider the topology but also the information of nodes and
edges in the network, for example, social network, blog network, gene regulation
network, power grids, language concept network, etc.

Liu [7] combined structure control with graph theory. It can determine the
network whether is controllable by the method of edge and node matching. In order
to determine whether a network structure is controllable, it must meet the following
three conditions:

(1) Linear control system (A, B) is structure controllable;
(2) Directed graph (A, B) does not contain unreachable nodes and extended

structure; and
(3) Directed graph (A, B) generated by the palm structure.

If the system is controllable, the input signal can reach all paths. How to convert
an uncontrollable network into a controllable network and determine the minimum
input signal changes to a matching problem.

We can propose a node matching method of binary graph. Matching edge means
that any two directed edges do not have common vertex (head or tail node). The
matching node is the head node of matching edge. The method of edge and node
matching can be represented as shown in Fig. 1.

If all the edges of the whole network do not share head node or tail node, the
whole network is maximum match, as ND = 1. If not maximum match, the value of
the drive node ND is equal to the number of unmatched node, as shown in Eq. 3.
For a unmatched node, the given input signal can reach all match points to control

Matched node

Unmatched node Matched edge

Unmatched edge

Input signal  

(2)

(3)

(1)

Fig. 1 Example of edge and node matching
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the entire network. The minimum drive nodes can be obtained by the maximum
matching method.

ND¼maxf1;Nunmatchedg ð3Þ

The maximum matching algorithm is usually based on improved Hopcroft and
Karp algorithm. The main idea of the algorithm is converting the network to
bipartite graph. It selects a matching edge L, and then finds its augmenting path S. If
the augmenting path exists, it can be judged that there is a greater match L′ than
L. This method is repeated until the augmenting path does not exist; it can judge
that the maximum match in the whole network is found.

3 Example of Controllability Network

Beijing subway has 18 operating lines (17 subway lines and 1 airport line) until
2015. It has 319 stations (including the transfer stations of repeated calculation).

The node corresponds to the station, and link corresponds to the rail transit line
of topology of urban rail transit network. According to Eq. (1) of urban rail transit
network, we can define the parameters as follows:

In the element aij of the state matrix A, i is the departure station, j is the
destination station, i and j are the adjacent stations;

If two adjacent stations have orbits, aij ¼ 1, otherwise aij ¼ 0.
The element bk of the input matrix B is the number k of departure station. If the

station has departure train, the control input factor is 1, otherwise 0.
We apply the theory to the entire Beijing subway network with both direction

conditions. In order to calculate easily, we build a basic database as shown in
Fig. 2.

Each station of the network is numbered by line. Such as line 1: Pingguoyuan
0101, Gucheng 0102, Bajiaoyouleyuan 0103, Babaoshan 0104, Yuquanlu 0105,
Wukesong 0106, and so on. Line 2: Xizhimen 0201, Chegongzhuang 0202,
Fuchengmen 0203, and so on. The first two digits are the line number. The last two
digits are the station number, as shown in Table 1. According to the subway
topology, we can know that the matrix A is sparse.

Basic 
data

Station

Number Name Line 
number

Section

Origination Destination

Line

Number Name

Departure

station

Station 
number Flag

Fig. 2 Basic database
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The edges between the node are directed. The direction is the same as train. The
whole network is two-direction network. The state matrix A is 319 � 319 com-
posed of 0 and 1 which is based on basic data by adjacency matrix-analytic method.

A ¼

0 1 � � � 0

1 0 � � � ..
.

..

. ..
. . .

.
1

0 � � � 1 0

2
6664

3
7775 ð4Þ

The matrix B is an input matrix which is composed of departure stations. The
so-called departure station is the empty train from the depot to the station. The
departure station of Beijing urban railway network can be obtained by line traffic
data and timetable as shown in Table 2. The matrix B is the matrix of 319 � 51
composed of 0 and 1.

B ¼

1 0 0 � � � � � � 0 0
0 1 0 � � � � � � 0 0

0 0 . .
. ..

. ..
.

..

. ..
. ..

. . .
.

1 0
..
. ..

. ..
. . .

.
0 0

0 0 0 � � � � � � 0 0
0 0 0 � � � � � � 0 1

2
66666666664

3
77777777775

ð5Þ

Table 1 Information of Beijing urban railway network

Line Number Number of stations Station number

Line 1 01 23 0101–0123

Line 2 02 18 0201–0218

Line 4/Daxing 04 36 0401–0435

Line 5 05 23 0501–0523

Line 6 06 26 0601–0626

Line 7 07 19 0701–0719

Line 8 08 17 0801–0817

Line 9 09 13 0901–0913

Line 10 10 45 1001–1045

Line 13 13 16 1301–1316

Line 14 14 17 1401–1417

Line 15 15 19 1501–1519

Batong 16 13 1601–1613

Fangshan 17 11 1701–1711

Changping 18 7 1801–1807

Yizhuang 19 13 1901–1913

Airport Line 20 4 2001–2004
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We established the drive node network topology of Beijing urban rail transit
according to the actual operation in 2015, as shown in Fig. 3. The red circles in the
figure are drive node stations, representing the departure stations. The two-direction
arrow represents that there are trains in two directions between the stations. The
calculated result is rank (C) = 68. It means the network is uncontrollable.

Table 2 Information of train departure station of Beijing urban railway network

Line Departure station

Line 1 Pingguoyuan Gucheng Sihui Sihuidong Fuxingmen

Batong Sihui Tuqiao

Line 2 Xizhimen Jishuitan Beijingzhan

Line 4/Daxing Gongyixiqiao Anheqiaobei Tiangongyuan

Line 5 Tiantongyuanbei Songjiazhuang

Line 6 Haidianwuluju Caofang Lucheng

Line 7 Beijingxizhan Jiaohuachang

Line 8 Zhuxinzhuang Pingxifu Huilongguandajie Nanluoguxiang

Line 9 Guojiatushuguan Guogongzhuang

Line 10 Bagou Chedaogou Songjiazhuang Chengshousi Suzhoujie Cishousi

Line 13 Huoying Dongzhimen Xizhimen

Line 14 Shangezhuang Jintailu Zhuangguozhuang Xiju

Line 15 Maquanying Fengbo Qinghuadongluxikou

Fangshan Guogongzhuang Suzhuang

Changping Nanshao Zhuxinzhuang Xierqi

Yizhuang Songjiazhuang Ciqu

Airport line Dongzhimen Terminal 2

Fig. 3 The driver nodes of Beijing urban railway network
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Besides that, we do have the same controllability verification of Guangzhou
subway. Guangzhou urban rail transit has 160 stations until 2016 (including transfer
stations of the repeated calculation, remove unopened stations and APM lines). The
control matrix C can be obtained by analyzing the basic data. The result is rank
(C) = 37. The entire Guangzhou subway network is also uncontrollable.

Subway network is different from other networks. It has a large number of
transfer stations. The transfer node is at least crossed by two lines, and even more
lines are interlaced together. According to the maximum matching theory, there are
more nodes that do not match around the transfer station. The number of driver
nodes is not enough. So the network is uncontrollable.

4 Analysis of Controllable Characteristics of Typical
Subway Network

Beijing urban rail transit operation scale ranks first in the world. Annual passenger
volume has reached 3.25 billion until 2015. Tokyo is the first city in Asia which has
subway. It has 13 lines and 287 stations in 2016. The operating mileage is
304.1 km, and the average daily transport capacity is 8.5 million people.
Guangzhou urban rail transit is the fourth city of China which has the subway.
Guangzhou subway has 9 operation lines and 172 stations (including transfer sta-
tions of the repeated calculation).

The Tokyo subway is more complex than Beijing by topology and transport
organization mode. Beijing is relatively standard, and Guangzhou subway is sim-
ple. The index contrast of urban rail transit of three cities is shown in Fig. 4.

The network topology of Tokyo subway presents radial ring structure. It com-
bined loop and radiation structure in order to avoid excessive concentration of
passenger flow and enhance the connectivity of the entire network. In addition,
Tokyo subway transport organization mixed varieties of operation modes.

The network topology of Beijing urban rail transit is based on the distribution of
city planning. The center of subway network structure is Tiananmen Square.
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The loop is also more square. The city line is chessboard shape, and the end of the
line is radial. The speed of urban rail transit trains in China is relatively mono-
tonous. There are fewer opportunities to cross lines.

Guangzhou subway network topology mainly composed of the line of “traffic
guidance” and “planning guide” type. There is no loop line. The network structure
is both centripetal and interwoven.

Most of the large networks are often sparse. According to the definition of sparse
network, we can see that urban rail transit network belongs to sparse network. The
driver nodes and nodes contrast of urban rail transit of three cities are shown in
Fig. 5.

From Fig. 5, Guangzhou has the highest driver node ratio of all nodes, followed
by Tokyo and Beijing. Compared to Guangzhou, Beijing has more drive nodes. But
the driving nodes accounted for the proportion of nodes are the least. Guangzhou
has the least number of driver nodes. But it has the largest proportion of the drive
node. Because Guangzhou Metro has no loop line, it is a radiation state, less
transfer stations, node degrees, and clustering coefficients are relatively low. So it is
relatively sparse. The more sparse the network is, the more driver nodes are needed.

Tokyo has fewer nodes than Beijing; the proportion of drive nodes is greater
than Beijing. This is because Tokyo’s network structure is more complex than
Beijing. There are a variety of train operation plan and transport organization. It is
more flexible because of roundabout line. Beijing has more stations than Tokyo but
the plan is more standardized. Degree distribution contrast of urban rail transit of
three cities is shown in Fig. 6.

In Fig. 6, Beijing has the largest number of stations. But its line planning is more
standardized. The degrees of drive nodes and transfer stations are more average.
The degree distribution of the driving nodes presents a power law distribution. The
above analysis can be drawn that the number of driver nodes is related to the degree
distribution of the network.

0

50

100

150

200

250

300

26%

28%

16%

Beijing Guangzhou Tokyo

N
um

be
r[

ea
]

Drive node
Undrive node

Fig. 5 Driver nodes and
nodes contrast of urban rail
transit of three cities

Controllability of Urban Rail Transit Network 881



5 Conclusion

This paper mainly studies the controllability and the characteristics of urban rail
transit network. The topology of urban rail transit is constructed. According to the
structure controllable model, network controllability is verified by Beijing urban rail
transit example. The structural controllable characteristics are analyzed by the
characteristics of the complex network. Through the analysis of the controllability
of urban rail transit network, the results show that the physical subway network is
uncontrollable under the current conditions. Compare to Guangzhou and Tokyo,
Beijing’s driving nodes account for a lower percentage of all nodes by analyzing the
controllable characteristics of typical subway network.
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A Parallel Passenger Flow Management
System for Outside Subway Stations Based
on ACP Approach

Huijuan Zhou, Meijie Jia, Yu Liu, Qiang Zhang and Manrong Yuan

Abstract During peak time period, the entire subway is overloaded for a large
amount of passengers. To solve this problem, there are many strategies to reduce or
limit the number of passengers entering the subway stations. This paper proposes
the parallel passenger flow management system (PPFMS) based on ACP theory to
manage the inbound passenger flow. The ACP theory, including artificial societies,
computational experiments, and parallel execution, is playing an essential role in
modeling and control of complex systems. For a parallel passenger flow manage-
ment system, realistic artificial scenes are used to model and represent complex real
scenes; computational experiments are utilized to train and evaluate a variety of
estimating models; and parallel execution is conducted to optimize the passenger
flow system and achieve perception and understanding of complex environments.

Keywords ACP theory � Parallel passenger flow management system (PPFMS)
Passengers crowd index

1 Introduction

Supply and demand imbalance in passenger transportation system especially during
peak time period is the key problem of urban rail transit operation and management.
With more and more new lines open, urban rail traffic has shifted from single-line
operation mode to the network operation mode. And because it is fast, convenient,
and punctual, urban rail transit becomes the main traffic to commute. According to
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the statistical data of Beijing subway, the existing 15 subway lines have sent 3.025
billion passengers 1 year and there are 8.264 million passengers volume a day on
average. In order to balance the subway capacity, there are 75 stations imple-
menting strategies to control passenger to enter subway station at the rush hour.
Despite all this, more passengers are crowded in entrance, passageway, stairway,
escalator, platform, and train. Overloaded passengers make people uncomfortable
and bring potential safety hazard.

In order to manage the passengers outside subway station, there are many
strategies such as setting up isolated bar outside subway station, boarding limit, and
skip-stops. It usually depends on the experience or the auto fare collection
(AFC) data to decide the limit time because the station would not acquire the
real-time incoming and inbound passenger volume accurately.

In fact, the hysteresis of AFC data and subjectivity of experience result in the
limitation of these strategies. Although significant effort has been made over the
years, the passenger flow in subway is still overloaded during the rush hours. It
turns out that the passenger flow problems cannot be solved by exclusively focusing
on the inbound passengers. The time distribution of passengers arriving at station
must be considered. Specifically,

(1) Passengers arriving at the station are the source of inbound passenger, which is
the key part of passenger flow management. In the process of balance supply
and demand climatic factor, holiday factor and passenger behaviors must be
considered in building effective passenger flow management system. Based on
artificial passenger flow management system, artificial system is effective tool
for this purpose [1].

(2) Since the rules of passenger which arrive at subway stations are different every
day, there is no once-for-all solution for coordinated and sustained changing
status of passenger flow. The passenger flow system contains much random
factors, and the method of computational experiments can be used to solve the
difficulty of experimenting [2].

(3) After building the artificial passenger flow management system, the sensitivity
of the artificial system must be tested. By comparing the difference between the
artificial passenger flow management system and the actual passenger flow
system of the same strategy, the artificial system needs to be unceasingly
revised. In that case, the concept of parallel system can be applied in seeking
effective limit time [3].

Based on above considerations, the paper is aimed to develop a framework of
Parallel Passenger Flow Management System (PPFMS) between artificial passenger
flow management system and actual passenger flow system. This effort can be
considered as an important application of ACP theory [4].

The rest of this paper is organized as follows. In Sect. 2, we introduce the basic
concepts and research issues of the PPFMS method. In Sect. 3, we propose the
modeling and experiments of developing PPFMS to achieve real-time passenger
flow control. In Sect. 4, control strategies are given to refine the artificial system. In
Sect. 5, concluding remarks are given.

886 H. Zhou et al.



2 Theory Introduction and Research Issues

The ACP theory [4, 5], including artificial systems, computational experiment, and
parallel execution, is universal to solve all kinds of complex system problems. It has
been applied in many areas such as urban intelligent parking system [6], safety and
reliability of nuclear power plants [7], fire evacuation [8], public health emergency
management [9], accelerated GPU(Graphic Processing Unit)computing technology
[10], and botany [11]. Especially, as a successful application of the ACP theory in
the intelligent transportation system (ITS) [12, 13], parallel management provides a
new perspective in solving passenger flow control issues.

Based on the ACP theory, the process of developing artificial system is as
follows: first of all, combined with the existing simulation control method, the
artificial system which is similar to the actual system is built according to bottom-up
approach. Second, computational experiments are conducted and optimal control
strategies are explored. Finally, the actual system is controlled and managed by
interacting information and parallel execution. The artificial system can be trained
through learning from the actual system, and then, in turn, the actual system can be
controlled and managed by means of experiments and analyses from the artificial
system.

The framework of PPFMS is illustrated in Fig. 1, including the actual system
and the artificial system. The interactions between the two systems advance the
learning of actual system. By analyzing the differences between the two systems,
we can predict the behaviors of actual system and improve the management
strategies.

The key issues to be addressed in the building of artificial passenger flow system
are the following:

(1) Modeling: Currently, video processing method is often used to establish model
for passenger flow, which is real-time and mature. In fact, when formulating
strategies to limit passenger crowding, relevant departments cannot
trial-and-error in actual passenger flow system according to the video data. So it
is useful to build an agent passenger flow system to bear the risk of
trial-and-error.

Fig. 1 Framework of
PPFMS
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(2) Experimenting: When human and societal subjects are involved, it is difficult to
get the passenger flow distribution once-for-all. The fixed limit time strategy is
formulated by the frequent passenger flow distribution. Mechanical strategies
will fail when emergency occurs. Artificial passenger flow management system
can be used for solving emergency situations. Based on computational exper-
iments, artificial passenger flow management system can be more sensitive and
flexible.

(3) Decision-making: The outstanding role of artificial system selects the optimum
strategy among the multiple strategies. The artificial passenger flow manage-
ment system can be used to test different strategies and decisions, and then
evaluate the effects of them. When the bottom-up system is developed, it can be
used for decision-making.

3 Modeling and Computing the Artificial PFMS

The goal of research is to refine the restricted strategies. By building a parallel
system, which uses artificial systems as alternatives for the purpose of making
decisions, the restricted strategies can be tested. The artificial passenger flow
management system consists of three parts: passenger flow management system—
artificial societies (PFMS-A), passenger flow management system—computational
experiments (PFMS-C), and passenger flow management system—parallel execu-
tion (PFMS-P). The framework of artificial PEMS is given in Fig. 2.

Fig. 2 Framework for artificial PFMS
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3.1 Modeling the Artificial PFMS

(1) Artificial PFMS based on agent

The artificial PFMS, which is based on the agency model, consists of three parts
(PFMS-A, PFMS-C, and PFMS-P). The artificial system consists of pedestrian
agent model, environmental agent model, and event agent model. Pedestrian agent
model is built based on pedestrian characteristics such as route choice, queuing
process, and pedestrian avoidance. Environment agent model includes inside and
outside the station. The inside environment includes density of passenger in car-
riage and passageway. The outside environment includes transit time, weather
condition, etc. Event agent model covers emergencies events to show the evolution
process of passenger flow.

(2) Support conditions

Scene database: Putting the scene of actual passenger flow management system
into scene database is the basis of computational experiments. The scene database
includes passenger flow state, environmental state, transfer state, and facility status.
The significance of constructing the scene database is offline optimizing strategies
of different scenes by computational experiments. The artificial passenger flow
management system can provide the optimal strategy at the first time when the
actual passenger flow system matches the artificial passenger flow management
system.

Correction algorithm: For different scenes, computational experiments can get
the corresponding strategies. While the passenger flow is dynamic, the artificial
strategies need to be corrected constantly. The purpose of correction algorithm is to
make the artificial system match the actual system as similar as possible. The
correction includes models and their calibrations. The applicability of model is
depended on the difference between actual system and artificial system. The
model’s parameters and related regulations are specified for calibration.

Evaluation method: The evaluation method is the key of testing artificial system.
It includes static verification and dynamic verification. Static verification covers
infrastructure situation, operation rules, etc. Dynamic verification is to validate the
process of environmental change, such as the distribution of passenger flow during
peak hours and the distribution under emergency.

3.2 Computational Experiments of Artificial Passenger
Flow System

The computational experiments of artificial system contain scene design, algorithm
design, optimization design, emergency plan design, etc. The scene design is the
basic of computational experiments. For a complex system, the scene needs to
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include all the influence factors. These rules of scene design should be considered:
(1) Reflecting the real scene objectively; (2) Highlighting the scene characteristics;
and (3) Considering the facility structure to the full. Based on that, the scene design
is divided into static scene and dynamic scene. Static scene covers space structure
of the station, infrastructure, passenger passage, road signs and traffic marking, etc.
Dynamic scene includes passenger flow generation, weather and seasonal factors,
emergency, equipment failure, etc. Static scene is the basic of dynamic scene
design.

Based on the scene design, the other parts of computational experiments can be
operated efficiently. For offline experiments, the new strategy should be experi-
mented constantly to check the reliability. The modified strategies are also putting
into strategy database. Online experiments are to search the similar scene from the
scene database and find the relevant strategy from the strategy database. If the scene
is new, a proper strategy according to experience should be selected.

Reinforce learning is a computational approach to automating decision-making.
In the process of evaluating the strategies, hierarchy analysis and expert decision
can be used to select the optimal decision. Meanwhile, the results of offline
experiments can be solved as basic data and the online results can be selected as the
final strategies which are the basic steps of reinforce learning.

4 Parallel Execution of Artificial Systems

To realize the real-time control, the actual passenger flow system and artificial
passenger flow management system should be executed parallel. Artificial pas-
senger flow management system consists of three parts:

(1) The parallel execution of artificial system includes executed constantly in peak
time and common time, evaluated and updated constantly, formulated strategies
under emergency, adaptability analysis with weather changing or in holidays.

(2) The strategies of artificial passenger flow system decided by the facility
operation status, passenger crowd index including carriage, passageway and the
area in front of the station, the distribution of passenger flow arriving at station,
and the change of overflow time before entering the station. Integrating all these
factors, the situation of passenger flow is estimated and then the corresponding
strategies would be put forward.

(3) After parallel execution, the actual passenger flow system would produce a
series of results. The artificial system can receive the differences between the
two systems and evaluate the results of strategies. On the one hand, according
to the differences, artificial passenger flow management system can be
improved further; on the other hand, the strategies of actual passenger system
can be optimized too. The framework of the three parts is given in Fig. 3.
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In the process of parallel execution, millions of data will be sampled.
Data-driven parallel systems in cyberspace are the key to solve the trial-and-error
challenge. To overcome the challenge, PDP (parallel dynamic programming) is
introduced to the parallel execution, which means “artificial societies for descriptive
analytic, computational experiments for predictive analytic, and parallel execution
for prescriptive analytic” [14]. The principle of PDP is data driven for system and to
utilize big data [15]. In the artificial system, data are collected for further descriptive
analytics and predictive analytics during the parallel execution. The process of
parallel execution based on the optimal principle of dynamic programming and
evaluations is selected in the computational experiments. According to the feedback
results of evaluating, the artificial system interaction can be conducted by observing
the errors. Then, the decision-making system of artificial passenger flow manage-
ment system can be updated. Finally, no matter how many possible strategies, we
can only choose one to implement in the actual passenger flow system. So, after
analyzing the results of different strategies, the rules can be extracted and the
artificial passenger flow system can be improved.

In summary, the artificial passenger flow management system is based on the
passenger flow management system–computational experiments (PFMS-C). First, it
realizes the real-time monitor and evaluation by receiving information of envi-
ronments, passenger flow, and infrastructure. Second, it makes the real-time cal-
culation, selection, conduct, and evaluation come true by analyzing and managing
the perceptual information of actual system. By experimenting as the closed loop,
the reliability, safety, and efficiency of the two systems can be improved.

5 Concluding Remark

The artificial passenger flow management system is more feasible and flexible for
refining the restricted strategy. For complex system, the ACP theory shows the
outstanding adaptability of complex system. Based on that, the paper develops a
framework of parallel passenger flow management system. Through the evaluation

Fig. 3 Framework of parallel execution for PFMS-P
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results of artificial passenger flow management system, the operational efficiency of
actual system can be improved. In the process of establishing parallel system, we
found some major findings:

(1) In the artificial passenger flow management system, the unpredictable of human
behaviors and complexity of actual passenger flow system are considered in the
process of developing the artificial system, which makes the strategies more
flexible and humanizing. The support of ACP theory makes the refine man-
agement come true.

(2) Many real-world systems which involved human and societies
(Cyber-Physical-social system) [14] cannot be “tried” sufficiently for the fact of
security and cost. The ACP theory provides a new way to test the strategies
without destroying the actual passenger flow system, which saved human
resources and materials.

(3) Combined with the big data, the artificial passenger flow management system
can be more dynamic and flexible. Combing the virtual data and historical data,
the artificial passenger flow management system can be built perfectly which
models the actual system and the objectives of agents, which can refine the
restricted strategies to balance the supply and demand when passenger
ballooned.
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Application of Triboelectric
Nanogenerator in the Railway System

Laixin Geng, Sen Bian, Teng Li, Zhao Si and Zijun Wei

Abstract The triboelectric nanogenerator (TENG) is a new type of durable, clean,
maintenance-free, low-cost, and high-reliability power generation device; so it is
very suitable for energy harvesting in rail transit. This paper analyzed the power
generation principle of the TENG, and the power storage mode for its pulse output;
by considering the disadvantages of the standard interface circuit, an improved
interface circuit has been designed, which can be used in the field of railway system
to provide the power for the condition and security monitoring of the rail trans-
portation. It expands the application range of the TENG.

Keywords TENG � Interface circuit � Energy harvester

1 Introduction

With the rapid increase of wireless devices, implanted medical devices, and
low-power portable electronic devices, the harvest of mechanical energy from the
surrounding environment to drive these devices sustainably has attracted worldwide
attention. To date, various methods have been demonstrated, such as using
piezoelectric [1, 2] and electromagnetic [3, 4] effects to harvest environmental
mechanical energy. However, the study of harvesting rail track vibration energy is
not as much as the road. Energy harvest method based on electromagnetic effect has
the disadvantages of low energy density, low level of integration, and high cost.
Under the large strain, piezoelectric materials will appear electrical fatigue, and its
electrical properties will decline [5, 6]. While the process is irreversible, it will
cause the energy harvester lose its efficacy. In order to ensure the normal output

L. Geng � T. Li (&)
Beijing Jiaotong University, Beijing 100044, China
e-mail: liteng@bjtu.edu.cn

S. Bian � Z. Si � Z. Wei
Research Center of Green Communication Technology, Research Institute
of China Mobile Communication Co, Beijing 100032, China

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture Notes
in Electrical Engineering 483, https://doi.org/10.1007/978-981-10-7989-4_90

895



power of the harvester, the above problems need to be solved. The recent invented
triboelectric nanogenerator (TENG) may be one solution because of its simple
structure, high reliability, no pollution, high energy density, and low cost [7–10] for
harvesting vibration energy for a long term in the natural environment.

The TENG harvests energy through the friction between the electrification and
electrostatic induction coupling, achieving electromechanical conversion. There are
a variety of forms for TENG’s packaging process; how to make the harvester
maintenance-free gradually become a research hotspot. So far, there are four types
of TENGs according to their different power generation modes: the contact type,
sliding type, single-electrode type, and compartment type. Based on these modes,
the harvester can basically realize the harvesting of all kinds of mechanical energy;
however, the contact-separation mode is more suitable for the energy harvesting of
the rail track. Here, we introduce one TENG design, which can be used for har-
vesting track vibration energy. By combining the cantilever beam, which is one of
the structures often used in the piezoelectric harvester [11]; the TENG is installed
on the sleeper. The cantilever can amplify the vibration displacement, thus
improving the efficiency of TENG. This design can effectively harvest vibration
energy with great strain without disturbing the routine check and maintenance of
the track, and the impact on the traffic safety is less. This design also has the
advantages of flexible installation and high reliability without the need of the rail
modification.

At present, most of TENGs’ interface circuits are standard interface circuit [12].
Even though the rectifier in the interface circuit can rectify somehow the shape of
voltage pulses from the TENG, the output voltage of the interface circuit is still very
high with a very fast rise rate, making the energy storage difficult. But the power of
each pulse is too low to drive the follow-up devices directly. Some scholars used
the pulse charging technology to charge Li battery [13]; however, this technology
may shorten the lifetime of the Li battery in addition to decrease the energy con-
version efficiency. In this paper, based on the standard circuit, an improved inter-
face circuit has been designed with the improved output performance. Its feasibility
has been proved through experiments. The parallel multi-machine power generation
can also be achieved based on the new circuit.

2 An Improved Interface Circuit

The installation location of the cantilever beam and the TENG on the track is shown
in Fig. 1. The copper cantilever is clapped at the base edge of the track; the length
of the cantilever beam L is 100 mm, width B is 15 mm, and the thickness T is
1.38 mm; the mass M of the mass block on the end of the beam is 24 g. The
first-order natural frequency f of the cantilever is around 16.8 Hz after the modal
analysis simulation using the finite element software ANSYS. The maximum dis-
placement Dmax of the end of the beam is 7.3 mm. The TENG harvester is installed
under one end of the beam, and the distance between the beam and the TENG is
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1 mm. The cantilever beam can convert the vibration of the track to a larger
displacement at the end of the beam, and then apply a force to the TENG. Because
the inertia of the mass block is large and the TENG is a flexible material with the
plastic characteristics, here we neglect the influence of the TENG to the movement
of the beam.

Because the voltage output of the TENG is a pulsed AC form, the full bridge
rectifier is generally used to rectify the AC output into DC, and its schematic is
shown in Fig. 2a; then the rectified DC energy will be stored in the capacitor. The
equivalent capacitor of the TENG is in the range of tens of picofarads. To maximize
the harvested energy, the capacitor’s value after the rectifier should also be in the
range of tens to hundreds of picofarads to be charged quickly to follow the variation
of the vibration energy; However, the voltage peak value will be high using a small
capacitor; the large voltage variation also makes the energy storage difficult. In
order to reduce the capacitor output voltage, while improving the energy harvesting
efficiency, a strategy of capacitors in series when charging and parallel when dis-
charging is used here; the schematic of the improved interface circuit with two
capacitors is shown in Fig. 2b. With this new design, capacitors can be charged
quickly and then provided a relatively stable power to the load.

The four working states I–IV of the newly designed circuit connecting the
rectifier and the load are shown in Fig. 2c. I–IV correspond four states in one
working cycle of the TENG: the state starting to release two plates of the TENG,
the state releasing them to the vertex, the state starting to compress them, and the
state compressing them to the bottom point. In the first three states I–III, capacitors
are kept connecting with the TENG output, and they are in the charging status by
collecting the power from the TENG; they are connected in series during these three
states. When the TENG reaches the state IV, four mechanical switches 1–4 are
switched on, and thus the interface circuit is disconnected from the generator TENG
and the capacitors are connected in parallel, starting to discharge to provide the
power to the load.

The capacitance of the capacitors cannot be exactly the same due to the limit of
the production process, resulting in the uneven terminal voltage of the capacitors.
The internal current circulation caused by the uneven terminal voltages will cause
the damage of the capacitors. Using two Schottky barrier diodes, the circulation will

Fig. 1 The installation
diagram of the TENG
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be prevented. Furthermore, all the switches are mechanical limit switches, and there
is no extra power loss caused by external electrical components.

Figure 3 shows the output waveforms of the TENG, the standard interface cir-
cuit, and the improved interface circuit, respectively. The improved circuit has
completed the dual roles of the rectification and reducing the voltage steepness, thus
increasing the DC component of the output to the load, and optimizing the output of
the TENG.

Fig. 2 The schematic of the TENG and interface circuit in different topologies. a Standard
interface circuit. b Improved interface circuit. c The complete working cycle of the improved
circuit
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By connecting more capacitors in the circuit, it can reduce the amplitude of the
output voltage and slow down voltage steepness further. It is assumed that the
output voltage across the N capacitors connected in series is Vos, the voltage across
the N capacitors connected in parallel is Vop, and VN is the voltage of a single
capacitor. We have

Vos ¼ NVN ð1Þ

Vop ¼ VN ð2Þ

By combining Eqs. (1) and (2), we have

Vop ¼ 1
N
Vos ð3Þ

From Eq. (3), we can see that the voltage amplitude when capacitors in parallel
will be 1/N of the voltage when capacitors in series; voltage amplitude will decrease
because of the parallel connection of capacitors.

Suppose the equivalent capacitor when capacitors in series are Ces, the parallel
equivalent capacitor is Cep, and the equivalent resistor of the circuit is R, then we
have

sp ¼ RCep ¼ N2RCes ¼ N2ss ð4Þ

From Eq. (3), we can see that the time constant when capacitors in parallel is N2

times larger than capacitors in series. The voltage steepness is greatly reduced.

Fig. 3 Output waveforms of the TENG, the standard interface circuit, and the improved interface
circuit
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3 Experimental Phenomena and Conclusions

3.1 Track System Vibration Causes and Train Load

The disturbance of the wheel–rail system is the main reason for the vibration of the
rail system. Therefore, it is necessary to clarify the excitation characteristics of the
wheel–rail system.

The seamless rails are used in the contemporary rail transportation system to
reduce the number of joints; meanwhile, the wheel has worn-type tread; so the
impact caused by the unevenness of the wheel can be ignored. Therefore, the main
reason for the vibration of the rail system is the geometrical irregularity of the track.

In general, the geometric irregularities of a track can be approximated by a single
or multiple simple harmonic waves. For example, due to the unevenness of the
joint, the disturbance usually is a single harmonic disturbance. Another example is
that most rails in the world have wavy wear, resulting the generated disturbance has
typical continuous harmonics. It is therefore reasonable to use sine and cosine
functions to describe the disturbance.

As shown in Fig. 4, for a single harmonic, the track shape can be described by
Eq. (5),

Z0 ¼ 1
2
a 1� cosðxtÞ½ � 0� t� L

v
;x ¼ 2pv

L

� �
; ð5Þ

where a is the uneven wave depth and L is the uneven wavelength.
Three typical wavelengths of the rail uneven disturbance are considered:

(1) the vehicle itself is uneven, here we take the caused uneven wavelength L1 as
10 m, the wave depth a1 as 5 mm;

(2) the unevenness caused by the additional dynamic load applied on the track,
taking the wavelength L2 as 1 m, the wave depth a2 as 0.3 mm;

(3) the unevenness caused by the waveform loss, taking the wavelength L3 as
0.5 m, the wave depth a3 as 0.1 mm.

From the above three kinds of unevenness, we can get the displacement model
caused by the multi-wave simple harmonic disturbance, namely

Fig. 4 Single harmonic
excitation
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Z0 ¼ 1
2
a1½1� cosðx1tÞ� þ 1

2
a2½1� cosðx2tÞ� þ 1

2
a3½1� cosðx3tÞ� ð6Þ

Taking the rail transit as an example, here we suppose the locomotive speed v is
60 km/h, and then take it into Eq. (6); we can get

Z0 ¼ 2:7�2:5 cosð10:47tÞ � 0:15 cosð104:75tÞ � cosð209:44tÞ ð7Þ

According to the D’Alembert’s principle, the frequency components of the train
can be obtained by FFT analysis of Eq. (7) [14], and results are shown in Table 1.

Through Table 1, we can see there are mainly five kinds of frequency compo-
nents in the disturbance. The physical meanings of these frequencies are explained
here, where 0 Hz corresponds to the amplitude of the locomotive body when it is at
stationary; 0.111 Hz corresponds to the vibration impact of the locomotive on the
load, and the amplitude is 1.63 kN. 16.667 Hz and 33.222 Hz correspond to the
dynamic responses of the train under track harmonics. The simulated train load
expression using these five frequencies is shown in Eq. (8):

PðtÞ ¼ 157:36þ 1:63 sinð0:697tþ 1:183Þ
þ 2:28 sinð10:474tþ 1:855Þ
þ 2:83 sinð104:722tþ 3:506Þ
þ 2:28 sinð208:740tþ 3:735Þ

ð8Þ

It can be seen that the amplitude reaches a maximum value of 2.83 kN at the
frequency of 16.667 Hz.

The output performance of the contact-separation mode TENG is closely related
to the vibration frequency. Studies have shown that TENG has a higher energy
harvesting efficiency when the excitation is in the frequency range of 7–30 Hz [15].
So the TENG is suitable for the energy harvesting of the track vibration.

3.2 Test of the Improved Interface Circuit

To characterize the output performance of the TENG, we measured its output
voltage. The TENG was connected to the oscilloscope for the voltage measurement,

Table 1 Train load
frequency components

Frequency/Hz Amplitude/kN Phase (°)

0 157.36 90.0

0.111 1.63 67.8

1.667 2.28 106.3

16.667 2.83 200.9

33.222 2.28 214.0
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where the internal resistance of the oscilloscope probe was 100 MX. The output
voltage waveform of the TENG is shown in Fig. 5. Output voltage waveforms
corresponding to different loads are shown in Fig. 6 when there are two 100pF
capacitors in the improved circuit. As shown in Figs. 5 and 6, the peak value of the
output voltage was reduced from 720 to 60 V when the load was 100 MX, and the
voltage pulse duration time was increased from 10 ms to 1 s. The output perfor-
mance was improved using the improved interface circuit.

Experiments have been performed to see the influence of the number of
connected capacitors on the output. Here, we keep the parallel equivalent capacitor
Cep the same to be 200pF all the time. Figure 7a, b, and c shows output voltage
waveforms with different loads when the number of capacitors was 2, 4, and 8,
respectively. Take the waveforms with 100 MX load as the example, when 2
capacitors were connected, the voltage peak was 60 V, and the pulse duration was
1 s; when four capacitors were connected, the voltage peak was 42 V and the pulse
duration was 6 s; when eight capacitors were connected, the voltage peak was 15 V
and the pulse duration was 6 s. Therefore, the more the capacitors connected to the
output in the new circuit, the larger effect will be produced to reduce the output

Fig. 5 TENG voltage output waveform

Fig. 6 Output voltage
waveforms from measured
data with two connected
capacitors
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voltage amplitude and voltage steepness, and also the voltage DC component will
be increased.

3.3 Interface Circuit Efficiency

Improved interface circuit introduces mechanical switches; although the power loss
of this kind switch is small, its contact resistance loss is inevitable; there is also the
diode power loss in the circuit, resulting the efficiency of the improved circuit is
slightly smaller than the standard interface circuit without the mechanical switches.
As shown in Fig. 8, when the number of capacitors was 2, the harvested energy of
the standard interface circuit was 1.5 uJ; however, the energy harvested by the
improved interface circuit was 1.45 uJ. So the efficiency was 96.7%. When the
number of capacitors was 4 and 8, respectively, the harvested energy was 2.3 and
2.45 uJ, and the efficiency was 96 and 95.3%, respectively. It can be seen that the
efficiency was decreased with the increase of the number of capacitors, the number
of switches, and the number of diodes. However, the efficiency of the improved
interface circuit was still above 95%, which satisfies the power supply requirement
of subsequent sensors.

Fig. 7 Output voltage waveforms with different number of connected capacitors. a waveforms
with two capacitors. b Waveforms with four capacitors. c Waveforms with eight capacitors

Fig. 8 Energy conversion
with and without switch
interface circuit
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4 Conclusion

For the new technology of TENG, we improved its output characteristics on the
basis of its original standard interface circuit and verified its feasibility of collecting
energy in the rail system. The power quality of the improved interface circuit,
including the voltage amplitude and the rising rate, is improved greatly compared
with the standard interface circuit, and the efficiency is over 95%.
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Some Research on Suspension Gap Sensor
of High-Speed Maglev Train

Jun Li, Jun Wu, Junyuan Tang and Shengjun Huang

Abstract Aiming at the special temperature environment problems faced by the
suspension gap sensor of high-speed maglev train, the paper studies the circuit
model analysis and software compensation respectively. Through the design of
differential circuit structure and temperature correction table, we solve the problem
of sensor temperature drift. At the same time, using the tracking differential device
to deal with the change of the vertical gap signal twice, compared with the existing
acceleration signal, we get a simple fault self-detection method for the acceleration
sensor.

Keywords Gap measurement � Temperature drift � Fault self-detection
High-speed maglev train � Tracking differentiator

1 Introduction

High-speed maglev train is a kind of “zero altitude flight” fast transport, which has
no contact with the track. During the rapid operation, the vehicle’s suspension
control system controls the vehicle to remain in a suspended gap of about 10 mm.
The suspension gap detection is performed by an inductive displacement sensor,
which is important for stable suspension control [1].

As shown in Fig. 1, the suspension gap sensor is an inductive gap sensor, which
produces two independent gap signals, an acceleration signal, a speed signal, and a
diagnostic signal. It uses the structure with constant frequency, adjustable
amplitude.

As shown in Fig. 2, the sensor is mounted in close contact with the suspension
electromagnet, and the detection coil is embedded between the poles of the sus-
pension electromagnet. The solenoid coil is in the form of aluminum foil.
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Meanwhile, under the normal operating conditions, the coil current density is large,
which leads the high temperature of electromagnet, especially when the vehicle is in
static suspension or low-speed operation, because the heat dissipation is not good,
the temperature of the electromagnet rises fast, the heat generated will be quickly
transmitted to the suspension gap sensor detection coil and processing circuit, The
maximum temperature that can be reached is 85 °C. If there is no effective measure,
the sensor output is easy to result in a large temperature drift. This brings the
temperature of the problem. Therefore, the gap sensor must reduce the temperature
drift to improve the stability of the gap output.

In addition, because of the suspension gap sensor’s special application condi-
tions, when the vehicle is in the low-speed operation, suspension electromagnet
may product large heat, which will accelerate the aging of the sensor. Besides in the
high-speed operating conditions, the vibration of the lower part of the vehicle is
large, which is also easy to cause the sensor circuit device loosening and lead to
sensor fail.
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Coil Circuit Detection

Sampling

Temperature 
Resistance

Analog Circuit

ADMC401 FPGA RS485
Interface

Serial
E2PROM

RS232
Interface

Digital Circuit

Sampling

Fig. 1 The circuit structure of suspension gap sensor
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Fig. 2 Structure of suspension system in high-speed maglev
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In a word, the suspension gap sensor is very important for the maglev train’s
normal operation, but the application environment is harsh, which leads to the large
possibility of failure, so the study of the suspension gap sensor fault self-test has an
important practical significance for high-speed maglev vehicle production and
operation and maintenance.

2 Solution to the Problem of Temperature Drift

The suspension gap sensor of the high-speed maglev train has a certain particularity
[2], it is embedded in the electromagnet between the poles, and its installation space
is limited. In addition, for fault detection considerations, the gap sensor uses the
redundant structure with two detection coils, the possibility of increasing the
compensation coil is small, the paper attempts to study the detection coil to solve
the problem.

Most of the literature [3, 4] think that the main reasons, which lead to the
inductance sensor’s temperature drift, are the resistance of detection coil, detection
circuit parameters, and oscillation signal source. The compensation methods for the
coil resistance factor are as follows: detection coil differential compensation,
detection coil self-compensation, circuit parameter compensation, and compensa-
tion based on temperature model [5, 6]. The suspension gap sensor is a constant
frequency amplitude-type inductive sensor, due to the working environment and the
special structure, the coil resistance becomes the main link for the sensor temper-
ature drift [7].

2.1 Analysis of Temperature Model

The eddy current gap sensor is composed of a detection coil and a processing
circuit, and the processing circuit includes an analog circuit and a digital circuit.
Digital circuit deals with the digital signal after A/D sampling, so there is no
temperature drift problem. Therefore, the main part that leads to the temperature
drift is the detection coil and analog circuit, and the detection coil, oscillation signal
source, and detection circuit are the main causes of sensor output drift. The
oscillation circuit and the detection circuit of the sensor are in series
relationship. After considering the temperature variable T, the detection output can
be expressed as

V0 d; Tð Þ ¼ cos h � Vj

¼ cos h � V d; Tð Þ � cos h � Vc Tð Þ
¼ cos h � V Z d;Tð Þð Þ � cos h � Vc Tð Þ;

ð1Þ

Some Research on Suspension Gap Sensor of High-Speed Maglev Train 907



where h ¼ 3p � Rd=RL

� �1=3 is the angle of the detection circuit, Vj is detection
output, Vc Tð Þ is detection diode voltage drop, V �ð Þ is the output voltage peak of
oscillation circuit, and Z d; Tð Þ is the impedance of detection coil which is related to
gap and temperature.

According to Eq. (1), the sensor output is mainly related to V �ð Þ and Vc Tð Þ. In
the FM modulation circuit, V �ð Þ is mainly related to the detection coil impedance
and other oscillator circuit parameters. While in the constant frequency amplitude
modulation circuit, V �ð Þ is related to the detection of the coil impedance and the
stability of the oscillation signal source. In poor ventilation or static suspension
state, suspension electromagnet produces large heat and makes temperature rise
fast, which results the detection coil to be in a relatively poor temperature envi-
ronment for a long time. Therefore, in this condition, the detection coil becomes the
main link of compensation for the sensor temperature drift.

2.2 Detecting Coil Impedance

Coil equivalent impedance is [8]

Z x;Tð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 Tð Þþ xL d; Tð Þ½ �2

q
; ð2Þ

where R is the detection coil resistance, L d; Tð Þ is the detection coil equivalent
inductance, and x is vibration angular frequency.

First, we analyze the relationship between inductance and gap and temperature.
The detection coil of the gap sensor is a three-dimensional coil, and the long stator
is a silicon steel-laminated tooth groove structure. In order to separate the tem-
perature drift problem, it may be appropriate to suppose the coil is equivalent to a
single plane coil and the coil wire is equivalent to a circular section. To simplify the
relation between detection coil and the electromagnetic surface, we suppose that the
conductor is measured silicon steel plane and the detection coil is parallel to the
conductor. The excitation current is i tð Þ ¼ I � ejxt. Gap sensor measures the gap
between itself and the long stator, the static magnetism plays a leading role.
According to the previous derivation results, inductance under the effect of silicon
steel plane is

L ¼ N
I

ZZ
S

B
*

x; y; 0ð Þ � n*dsþ N
I

ZZ
S

B
*

x; y; 2dð Þ � n*ds: ð3Þ

In the high-frequency excitation signal, the detection coil resistance is mainly
AC resistance, and the detection coil resistance can be expressed as
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R ¼ N�lq0 1þ aTð Þffiffiffi
2

p
pr0d

� ber kr0ð Þbei0 kr0ð Þ � bei kr0ð Þber0 kr0ð Þ
ber0 kr0ð Þ½ �2 þ bei0 kr0ð Þ½ �2

; ð4Þ

where ber pð Þþ jbei pð Þ ¼ J0 pj
ffiffi
j

pð Þ is the Kelvin Function, J0 �ð Þ is zero-order
Bessel function, r0 is the wire radius, �l is the coil average perimeter, and in
k ¼ ffiffiffi

2
p �

h, h is the skin depth of the coil wire.

h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2q0 1þ aTð Þ

xl0lr

s
ð5Þ

where x is coil excitation frequency, q0 is the resistivity at 0 °C,a is resistivity
temperature coefficient.

From the above analysis, it can be seen that the impedance is a nonlinear
function of temperature.

2.3 Differential Structure and Temperature
Correction Table

The detection coil uses PCB circuit board form [6], and the coil material is the
copper foil. Under the action of high-frequency excitation current, the skin effect is
more obvious, the AC resistance of coil plays a major role, and it becomes bigger as
the temperature gets higher and higher, which results in output drift. Designed as
shown in Fig. 3, the differential structure of the temperature compensation scheme,
in this form, the compensation coil structure design is more important.

As shown in Fig. 4, the coil is in the form of a rectangular PCB circuit board, so
that the upper layer of copper can be used to form the detection coil, and in the
lower layer of copper to form a compensation coil, the two coils overlap in
the space position in order to ensure that the compensation coil does not have the
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Fig. 3 Structure for temperature drifts compensation
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sensing effect to the outside conductor. Its winding is carried out as shown in Fig. 4,
so that the magnetic field between each coil can cancel each other, so that the
compensation coil is actually a noninductive coil, its resistance changes to the same
resistance at the detection coil at the same time, when temperature changes. And the
change of detection gap has no effect on it.

Although the differential structure eliminates the main effect of the temperature
drift, the final output of the sensor still has some temperature drift, so it is necessary
to use the appropriate temperature compensation circuit to compensate the tem-
perature drift effectively. The circuit uses AD to acquire the temperature informa-
tion of the temperature sensor PT1000, then the temperature information is digitally
processed at 6-bit resolution and stored in the PROM. By judging the working
temperature of the sensor and combining with the actual temperature drift, the
system gives adequate compensation to the sensor. Figure 5 shows the comparison
of the simulated outputs before and after temperature drift compensation. The
temperature drift of the compensated sensor output in the range of 20–85 °C is
within 0.05 V, and the corresponding drift is about 1% F.S.

Detec�ng 
Coil

Com
pensa�ng 
Coil

Multilayer PCB circuit board

Fig. 4 Position of
measurement coils and
compensation coils

Fig. 5 Test result compared
with no compensations
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3 The Processing of Gap Signal and Acceleration Signal

In the high-speed maglev train, the suspension gap sensor structure is complex. The
gap sensor has a high frequency of use at a very high ambient temperature, which
easily leads to sensor’s breakdown [9]. The work of maintaining sensor is hard, so
the sensor fault self-detection is of great importance.

The suspension gap sensor has a function with a certain fault self-detection, but
this is only a self-detection for the gap measurement. The use of two independent
gap detection coils is the method of fault self-test. When the error between the two
gap signals is bigger than 0.15 mm, the system may determine that the gap sensor is
fail. But so far there is no fault self-detection method for the acceleration sensor.

3.1 Fundamentals and Concepts

For the sensor self-detection, because the sensor installation space is limited, it is
not enough to add new modules. This paper mainly wants to use the existing gap
signal to form a kind of acceleration sensor fault self-detection.

As the acceleration sensor and the gap measurement coil in a rigid body, we
think that the two are in a plane with the orbital surface as the base coordinate
system. If the gap detection is normal, we can do two differential processing for the
real-time vertical gap signal, then compare it with the existing acceleration signal, a
simple fault self-detection method is formed.

3.2 Design of a New Improved Tracking Differentiator

As the gap output is nonlinear and constantly changing in real time, then the
differential signal quality will be a problem, even sometimes the noise is flooded. If
you can extract the “differential” signal, it will improve the controller performance
and make the design of control simple.

In fact, if the known signal is discontinuous or with some random noise, then
direct differential is difficult to get. In order to solve this problem, Han [10] pro-
posed the concept of a nonlinear tracking differentiator in 1994. The tracking
differentiator utilizes the fact that the numerical integration is superior to the
numerical differentiation, and the differential of the given signal is transformed into
the integration problem for a set of differential equations, which can track and
process any signal differential.

Since the birth of the tracking differentiator, there have been many forms, and
they have been widely used. Using a nonlinear form, the earliest tracking differ-
ential is based on the optimal control of the second-order system, it is with good
fastness, but there is a certain flutter phenomenon. The linear tracking differential’s
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algorithm is simple and easy to implement, but it loses the nonlinearity of the tracer
to track the rapidity of the differential. In literature [11], a high-speed tracking
differentiator (hereinafter referred to as HSTD) is proposed and applied to the
velocity estimation of the servo system. HSTD is simple and has good fastness, but
it has some flutter phenomenon.

Aiming at the above problems, based on the fast tracer, this paper combines the
advantages of linear tracking differentiator and nonlinear tracking differentiator, and
proposes a new improved tracking differentiator (hereinafter referred to as NITD).
When the error is large, NITD uses nonlinear links to speed up the trend toward the
equilibrium point; when the error is small, the linear link is used to avoid the
occurrence of flutter phenomenon. Meanwhile, the size of the linear work interval
and the nonlinear interval is adjustable. The tracking differential not only has no
flutter phenomenon, but also has good dynamic response and strong filtering ability,
taking into the requirements of fastness and accuracy, it can achieve arbitrary signal
tracking and differentiation, the algorithm is simple and easy to implement. The
tracking differential is applied to the processing of the gap signal to realize the
self-detection of the acceleration sensor.

In order to validate the validity of NITD, the simulation is carried out by
MATLAB, and the results are compared with the discrete tracking differentiator
(hereinafter referred to as TD) and HSTD. The simulation results are shown in
Fig. 6.

As shown in Fig. 7, the sine wave signal is used as the gap measurement signal,
and the acceleration signal obtained by NITD is basically the same as the actual
acceleration signal which achieves the expected effect.

HSTD

NITD

TD

NITD

HSTD

TD

Fig. 6 Tracking error and output error under unit step input
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4 Conclusion

Through research, this paper has the following conclusions:

1. The use of non-inductive coil differential compensation structure and tempera-
ture correction table method can solve the sensor temperature drift problem, so
that the sensor in the range of 20–85 °C temperature drift can be controlled at
about 1% F. S.

2. Using NITD to deal with the change of the vertical gap signal twice, compared
with the existing acceleration signal, we can get a simple fault self-test method
for the acceleration sensor.
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Superiority of Unit Serial Method Used
in CRTS III-Type Pretensioning
Ballastless Track Slab Production

Baoqun Wang, Lei Pei, Qikai Ai, Hongbin Zheng and Wei Si

Abstract High-speed railway ballastless track two-way pretensioning prestressed
track slab by the unit serial method is a new type of track slab prestressed system
developed in China. The research group developed the track slab production
equipment and tooling and formed a 24 h production process. This is the first time
in the world to achieve large-scale production of two-way pretensioning prestressed
track slab through production lines. Also, this method has been tested and put into
production in Shandong Linqu. Compared to the traditional matrix method of the
track slab production process, this new method greatly improves the production
efficiency and reduces the manufacturing cost of track slab. This can fulfill the high
volume demand of track slab raised by “The Belt and Road Initiative” strategy.

Keywords CRTS III-type pretensioning ballastless � Matrix method
Production process � Unit serial method

1 Introduction

It is very common that high-speed railway uses ballastless track because of its
characteristics of high smoothness, high stability, high precision and less defor-
mation, and so on. Therefore, track slab becomes a very important part of
high-speed railway track bed. The high speed of the train makes a higher demand
for the smoothness of the track; the production of high-precision track slab has been
a key link in high-speed railway construction technology. In 2003, China intro-
duced the ballastless track technology from Germany and then carried out CRTS
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I-type, CRTS II-type slab structure research and development. In 2011, China has
formed a complete set of technology including design, manufacture, construction,
repair, and maintenance of high-speed railway CRTS III-type ballastless track. In
2012, matrix method of the production process was developed and then widely used
in high-speed railway.

Jinan–Qingdao High-speed Railway is an important part of the national “four
vertical and four horizontal” HSR networks. The total length of this line is
307.9 km and this line is designed to travel at speeds of up to 350 km/h. It requires
about 70,000 CRTS III-type track slabs. Faced with such a large number of track
slab demand, the traditional matrix method of production process has been unable
to fulfill the rapid development of China’s high-speed railway needs. However, if
we use unit serial method, the degree of automation will be greatly improved and
production efficiency will be increased by 1.5 times. Remote monitoring can be
realized in production and employee demand can be reduced to two-thirds.

The implementation of unit serial method on CRTS III-type track slab will drive
promotion and demonstration impact on traditional industries. The improvement of
unit serial method aligns with China’s “the Belt and Road Initiative” and will
enhance the international competitiveness of high-speed rail technology.

2 Advantage and Disadvantages of Traditional Matrix
Method in Track Slab Production

At present, CRTS III-type track slabs are produced using matrix method universally
in China, which is the traditional prestressed concrete components bench prefab-
rication method. Here is a brief introduction of this process: Each tensioning bench
is set with 8 track slab models, arranged in a 2 � 4 matrix. Decide the length of
prestressed tendons of track slab and cut. Do not expose the side of track slab at the
end,both ends are connected to the tension bar by thread. The connectors are set
between the corresponding tensioning bars of adjacent templates to achieve the
continuity of the tension between the tension beam at the tension end and reaction
wall at the fixed end. Then overall tension and synchronized release are made to
prestressed tendons. Pour concrete and vibrate by model, followed with overall
conservation to matrix unit.

Matrix method is a relatively mature technology. However, from the perspective
of economic performance, matrix tension pits occupy a large area of land.Meanwhile,
after the completion of the project, the reinforced concrete structure needs to be
dismantled which takes a lot of manpower and material resource. From the per-
spective of equipment configuration, the manufacturing of track slab takes unit pit as
the basis, which means many of the same equipment need to be configured. During
the product steaming period, the equipment are in a state of idle which is waste. From
the perspective of capacity, the manufacturing cycle of track slab is 20–22 h, which
causes uncertain working period, the employees are difficult to recover mentally and
physically which may increase security risk. From the perspective of administration,
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the operation time of each routine is relatively short and not easy to fix personnel at a
fixed position, actually one employee works for more than one position. This situ-
ation increases the difficulty for people to enhance technical professionals. Overall,
matrix method has the disadvantages of low equipment utilization, large area demand
of land, the difficulty of staffing assessment, higher security risks, high depreciation
cost of fixed assets, and other shortcomings.

Taken together, the traditional matrix method of the production process will not
be able to fulfill the demand of the rapid development of China’s high-speed
railway, we need to further improve the production process and improve the level of
industrial production.

3 The Superiority of Unit Serial Method

HSRs such as Jinan–Qingdao High-speed Railway have huge demands of track
slabs. If all CRTS III-type track slabs are produced using matrix method, 24 tension
pits need to be built which occupy more than 40,000 ft2, the production period will
be about 2 years and at least 400 construction workers need to be organized. And
after the completion of the project, the construction facilities such as tension pits
and factory buildings are in the scrapped state.

Regarding this situation, our group proposed to research unit serial method in
pretensioning prestressed track slab production. The main purpose is to improve the
mechanization and automation of manufacturing, improve production efficiency
and reduce the cost of track slab production. The way is to let the track slab model
bear the tensile stress and flow in the orbit and meanwhile keep each station in the
process fixed. In November 2016, the world’s first high-speed railway CRTS
III-type pretensioning prestressed concrete track slab production line was born in
Shandong Linqu. The principle of its technology has been verified, and the stability
of related equipment was further improved.

Using unit serial method, the degree of automation will be greatly improved and
production efficiency will be increased by 1.5 times. Remote monitoring can be real-
ized in production and employee demand can be reduced to two-thirds. The production
workshop occupiesmore than 30,000 ft2. This project played the role of promotion and
demonstration to the traditional industries. Also, unit serial method is an advanced
technology which can enhance the international competitiveness of high-speed rail
technology. It aligns with national “The Belt and Road Initiative” strategy.

3.1 Innovation of “Unit Serial Method” Manufacturing
Technique

After analyzing previous production process of prestressed concrete sleeper and
track slab, combined with the structure characteristics of two-way pretensioning
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prestressed track slab, “unit serial method” production process was innovated,
which is “put the CRTS III type track slab prefabricated concrete model on the
wheel-rail transport flatbed (multiple sets) and then orderly enter different work
areas along the track, with the completion of model shaping, steel bar and pre-
stressed tendon installation, tension and anchorage of prestressed tendons, concrete
pouring and vibrating, component maintenance, relax and stripping of prestressed
tendons, quality inspection of finished product and other processes.”

The production process of CRTS III-type track slab production line, as shown in
Fig. 1, mainly includes shaping, steel bar and prestressed tendon installation, tension
and anchorage of prestressed tendons, concrete pouring and vibrating, component
maintenance, prestressed relaxation, component stripping and migration, and other
processes. The operation mode of this production process is that the models are lined
up on the operation line, and flow in accordance with the time beat driven by the
traction equipment, 12 different working units operate at the same time. A closed
loop is formed between both the front and back ends with the steam line.

3.2 Introduction to Key Production Process of Track Slab

3.2.1 Model Design Technology of CRTS III-Type Track Slab

The track slab model is subjected to tensile stress. The slabs flow on the track
and keep each process station fixed. This can improve the mechanization and
automation of manufacturing, which also improves production efficiency and
reduces manufacturing costs. Correspondingly, there are higher requirements for
the deformation control of the model.

The track slab model is subjected to a 192t transverse tensile prestress, and a
128t longitudinal tensile prestress. The deformation of the model bottom should be
kept �± 0.5 mm. Considering the lift capacity of operation vehicle and plant
construction costs, the total weight of the model should be � 12t. Considering that
the model needs to weld with bending beam and work under the vibration fre-
quency of 80–120 Hz, selection of high-strength wear-resistant steel plate for
thermal processing becomes one of the key technologies.

Fig. 1 CRTS III-type track slab assembly line
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3.2.2 Prestressed Tendons Tension

There are 24 transverse and 16 longitudinal prestressed tendons in one CRTS
III-type track slab. The production standard requires the tensile force of each pre-
stressed tendon to be 80 kN. Tension work is divided into two steps.

The pretensioning of the prestressed tendons is carried out in the first step, and
the pretension value is 30% of the control value. Check the position of prestressed
tendons and anchor plates after pretensioning. The vertical position deviation of
prestressed tendons shall not exceed 2 mm.

The second step is to carry out the final tension of the prestressed tendons. The
tensioned beam should be used to ensure the synchronization of tension and uni-
formity of tension force which can avoid warping of the track slab caused by
uneven tension.

Double control mode of force and displacement is used to prestressed tendons,
which is, take tension measurement as the main control mode and take or monitor
the elongation of prestressed tendons as an auxiliary control. The measured total
tension value shall not deviate by more than 3% of the design value. The measured
tension value of single prestressed tendon shall not deviate by more than 10% of the
design value. This can avoid the quality problems of the track slab caused by
insufficient tension.

The tensioning equipment no longer forces the foundation pit and the tensioning
base but bear the tension force by itself. Lock the tension value when the tension
reaches the right place and the mold will withstand tension.

3.2.3 Prestressed Tendons Release

The compressive strength of the test specimen of the track slab is not less than
48 MPa and the elastic modulus is not less than 3.4 � 104 MPa. The prestressed
tendons release can be carried out when the temperature difference between the
track slab surface and the environment is more than 15 °C. During the release, the
steamer cover cannot be opened. The bench should be kept covered. First, loosen
the jack lock nut, then the operator issues a release command through the computer
in the central control room. The release begins and the jack cylinder retracts to the
bottom of the cylinder.

The overall release process is the end of the track slab production process, but
also is the stage with the highest technical requirements. In this process, the
working mode of the two-way relaxation system is a reasonable natural relaxation
of the tensile elongation. If the release of stress cannot be synchronized, it will
produce uneven stress inside the track slab. This stress can cause the internal
friction and residual stress of the plate concrete, which is not conducive to the
durability of the track slab. Prestressed tendons should use the overall synchronized
release method and super-tension is strictly prohibited. In the process of relaxation,
synchronized movements of the vertical and horizontal 8 jacks must be ensured to
reduce the impact of alternating stress on concrete. The rate of release should not
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exceed 8 kN/s. Also, the “lubrication” mechanical lock is designed. The bearing
surface of the lock is contacted by ball bearing, which greatly reduces the external
force required to unlock, and therefore can completely avoid the “super-tension”.

4 Engineering Application and Conclusion

CRTS III-type ballastless track has become the preferred structure type in
high-speed railway construction in China, such as Zheng Xu high-speed railway, Ji
Qing high-speed railway, Lu Nan high-speed railway, and Xu Lian high-speed
railway, and other projects that have been completed construction or under con-
struction. The total demand for the next 5 years will reach about 400 thousand
pieces and estimated cost can reach about 2.8 billion. The domestic production
market of this product prospects, with China’s “the Belt and Road Initiative”, CRTS
III-type ballastless track structure will have the strong international competitiveness
and the international production market of this product will be broad.
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The Test Plan Design of Corrosion Fault
Repeat and Material Selection
for a Type of PCB

Xu Wang, Shaohua Du and Yingying Yuan

Abstract The failure analysis (FA) of the PCB indicates that the connecting line of
relay pin and inner structure is broken for Cl corrosion. To verify the above con-
clusion and find the introducing path of Cl, the accelerated corrosion test profile is
designed in this paper. The failure mode is repeated successfully after six cycles and
Cl is found on the connecting line of relay obviously. Besides, the different design
versions of PCBs with different placed orientations are compared in this test. And
the better version of PCB and better placed orientation are confirmed consequently.
The following works like material replacement and PCB design refinement can
benefit from the results of this paper.

Keywords Corrosion � Failure recurrence � Material replacement
Test profile design

1 Introduction

A type of printed circuit board (PCB) exposed many circuit break failures after a
period of running time. The FA work indicates that Cl corrosion occurs in the relay
pin and inner structure. Besides, the FA work also conducted for different process
stages of PCBs. The conclusion of above work shows that Cl is introduced by wave
soldering process and is being aggravated in the stage of warehousing and usage.
The connecting lines are broken and the PCBs fail ultimately [1].

Thus, in this paper, an accelerated corrosion test profile is designed to verify the
conclusion of FA and to support the material replacement work of the relay.
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2 The Test Plan Design

2.1 Stress Type

According to the conclusion of FA, the PCBs of different process stages are selected
randomly and Cl is introduced in the relay pin and inner structure. Cl will react with
metal [2]. Besides, when the salts come into the inner material, the battery system of
“low potential, electrolyte solution and high potential” will appear. With the anodic
dissolution, the corrosive compound is formed [3].

The key stresses which affect the react speed of the Cl and the metal are tem-
perature, humidity, and Cl element concentrations [4]. In this paper, the Cl con-
centrations are not controlled to ensure the test samples be kept consistent with the
usage site. Thus, the stress variables are temperature and humidity.

2.2 The Sample Size and Orientation

In this test, the chief objective is to repeat the corrosion failure of relay pin. Besides,
to identify which is better between the improved version of B and the improved
version of C. Finally, to conduct the mean life prediction of A-version of PCB.
10 PCBs of A-version, 4 PCBs of B-version, and 4 PCBs of C-version are chosen
randomly from the storehouse. Half of each type is placed in normal orientation and
others are reversed.

2.3 Design for Test Profile

To improve the efficiency of the accelerated corrosive test, we need both factors
such as high temperature and high humidity. Temperature humidity bias (or 85/85)
life test is used to assess the PCBs’ intensity against stresses. We can continue to
improve the temperature value to increase the test efficiency which is the thought of
the HAST [5].

From the above, the preparing test that uses enhancement stress is conducted to
verify that the 85/85 test will not destroy the PCBs [6]. Based on the 85/85 test, the
temperature is increased to 90 °C, if the PCBs is normally operated, the final value
of stresses is confirmed.

The designed preparing test profile is shown in Fig. 1 and accelerated corrosive
profile is shown in Fig. 2.
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2.4 The Mean Life Prediction

The methods of life prediction are based on the Eyring equation because two
stresses are involved [7]. The acceleration factor is given by Eq. 1, developed by
Peck [8]. Where RHu and RHs are the relative humilities at use conditions and test
conditions, and Tu and Ts are the use and test temperatures. The other values, Ea and
n, are constants derived from testing while k is Boltzmann’s constant.

AF ¼ ðRHu=RHsÞ�neðEaÞ=kð1=Tu�1=TsÞ ð1Þ

According to the failure times of PCBs observed in the test, the MTTF of PCBs
can be derived as Eq. 2. Where ti is failure time of PCBs, respectively, and n is the
sample size.

MTTF ¼
Pn

i¼1 AF � ti
n

ð2Þ

3 Test Result and Analysis

3.1 The Test Result

The A-version PCB is a failure when the preparing test is continued until 90 °C,
85% RH. The failure reason is that short-circuit happened in the chip. Thus, the
accelerated corrosive values in the test profile can be confirmed as 85/85.

The accelerated corrosive test is conducted for 6 cycles. The failure information
is listed as shown in Table 1.

A failure of non-voltage output happens at the fifth cycle of B-version PCB and
the reason is that short-circuit happened in the chip. C-version PCBs can still

Table 1 The failure information in accelerated test

Failure number of
A-version PCB
(orientation)

Failure number of
B-version PCB
(orientation)

Failure number of
C-version PCB
(orientation)

First cycle 0 0 0

Second cycle 1 (reversed) 0 0

Third cycle 0 (reversed) 0 0

Fourth cycle 1 (reversed) 0 0

Fifth cycle 1 (reversed) 1 (normal) 0

Sixth cycle 2 (1 reversed and 1
normal)

0 0

Sum 5 1 0
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operate normally. Four reversed A-version PCBs cannot work normally which
account for 80% of total number. One normally replaced A-PCB cannot work
normally which accounts for 20% of total number. All the failed PCBs are
non-voltage output. Removing the relays from the failed A-version PCBs, we can
see that the connecting lines of relay pins and inner structure are broken for Cl
corrosion (see Fig. 3). The connecting lines of normal placed PCBs are cleaner
relatively (see Fig. 4). Thus, the failure model in the use spot is repeated suc-
cessfully and the effectiveness of B-version and C-version is verified. B-version
PCB is not failed for the break of connecting line, but the pin of the relay is
corrosive seriously. As for C-version PCB, the connecting line is hidden in the glue
and is not corrosive correspondingly (see Fig. 5).

Fig. 3 The corrosive
appearance of the connecting
line of reversed A-version
PCB

Fig. 4 The corrosive
appearance of the connecting
line of normal replaced
A-version PCB
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3.2 The Test Result Analysis

(1) The conclusion of FA is verified, that is, under the temperature and humidity,
the connecting line of the relay is broke because of the Cl corrosion.
Accordingly to the failure data in test and Peck model in Sect. 2.4, we can
compute the mean life of A-version PCB is about 6.78 years.

(2) Due to reversed placed, the cavity of the relay is filled with the moisture of
A-version PCB. The speed of electrochemical corrosion is accelerated when
there is a balance of four factors, that is, humidity, oxygen concentration, Cl,
and temperature.

(3) The diameter of connecting line is enlarged and a better coating process is used
for B-version PCB. The speed of electrochemical corrosion is slowed down,
however, there is still corrosive severely.

(4) The connecting line is hidden in the glue and is not corrosive correspondingly
of C-version PCBs.

4 Conclusion

According to the conclusion of FA, an accelerated corrosion test plan is designed.
The conclusion of FA is verified successfully. The route of transmission of Cl is
affirmed and the failure cause is found according to the placed orientation of PCBs.
Besides, the effectiveness to resist corrosion between B-version and C-version is
verified. The following works like material replacement and design refinement can
benefit from the results of this paper.

Fig. 5 The corrosive
appearance of the connecting
line of C-version PCB
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Multi-hop Communication Protocol
Optimization for the Linear Wireless
Monitoring Network

Xiaoping Ma, Honghui Dong, Limin Jia, Yong Qin and Ruhao Zhao

Abstract The lifetime and latency of the railway infrastructure wireless monitoring
system are vital to guarantee the stability of the monitoring system and the safety of
the railway operation. In this paper, we proposed the multi-hop protocols to opti-
mize the utility of the railway infrastructure wireless monitoring system. The
lifetime maximum, latency minimum, and utility maximum models are all designed
in this paper. The simulation results show that the complex objective model to
maximize the utility of the system is superior to the two single-objective models.
The performance in lifetime is almost to the lifetime maximum model and in
latency is slightly longer than the total energy consumption minimum model. In the
railway system, the two factors are all very important, the utility maximum protocol
is more suitable to be used in this field.

Keywords Railway monitoring system � Multi-hop � Wireless network
Utility maximum

1 Introduction

Wireless monitoring network is applied widely in the railway infrastructure
inspection system [1]. The stability and efficiency of the linear wireless monitoring
network are most related to the safety and operation of the railway system. For the
railway infrastructure monitoring system, the stability of the wireless network
should be guaranteed to make sure the inspection data could be transmitted to the
data centre successfully on one hand. Due to the high-speed of the trains, the real
time of the information transmission should be taken into consideration at the same
time. The stability of the wireless network is related to the lifetime of the sensor and
sink nodes, the sink nodes in charge of receiving the information inspected by the
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sensors and then transmitted them to the base station. However, the energy storage,
information processing and transmitting ability of the infrastructure condition
sensing and communicating units are all limited, an energy-efficient protocol is
needed to prolong the lifetime of the system. Meanwhile, the real-time demand of
the wireless network is the other important factor in the design of the protocol.

In railway scene, the deployment of the railway infrastructure is linear along the
rail, the sensor nodes are all installed on the infrastructure to inspect the service
condition. The sink nodes are deployed along the rail to transmit the inspected
information to the base station (BS). For the linear communication structure
between the sink nodes and the base station, the distances from the sink nodes to the
base station and the data packets need to be transmitted are all different, it will
influence the energy consumption and even the lifetime of the sink nodes. In order
to solve the problem, there are a lot of researchers aimed to propose an effective
strategy to balance the energy consumption among the nodes [2, 3].

The energy consumption of the sensor/sink nodes is related to the distances from
the source nodes to the destination node and the volume of the data packets. In
order to save the energy consumption, Yildiz [4] proposed a protocol at the node
level to trade off the communication and computation energy consumption to
improve the lifetime about 20% more than the network-level protocol. Incebacak
[5] proposed a strategy to save the energy by compressing/decompressing the data
dynamically according to the adjustment of the transmission power. The two above
methods are all based on the multi-hop routing method as shown in [6]. The method
in [7] aimed to maximize the lifetime of the system while [8] working on mini-
mizing the total energy consumption of all sensor/sink nodes. The simulation
results show that the strategy in [7] is superior to in [8] in the energy efficiency
while poorer performance in real time. In this paper, we proposed a modified
multi-hop protocol to maximize the lifetime of the system and minimize the latency
at the same time.

The remaining of the paper is organized as follows: The structure of the mon-
itoring system and energy consumption model is introduced in Sect. 2. Section 3
describes the modified multi-hop model proposed in this paper. The simulation
results are shown in Sect. 4. We conclude our work in Sect. 5.

2 The Structure and Energy Consumption Model
of the Monitoring System

To improve the utility of the railway wireless monitoring system, we need to design
an energy-efficient protocol to prolong the lifetime and minimize the latency based
on the structure of the monitoring system. In this section, we build the structure of
the monitoring system and then design the energy consumption model which will
be used to optimize the system utility in the following section.
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2.1 The Structure of the Monitoring System

In the railway infrastructure monitoring systems, the inspected information of the
infrastructure is very important to estimate and predict the service condition of the
railway system. It is vital to guarantee the stability and real time of the wireless
network to ensure the operation safety of the railway. As shown in Fig. 1, the
monitoring system is composed of three layers, railway infrastructure-sensing
network, inspection information communication network and condition estimation
and prediction centre. In the first layer, the information of the infrastructure (rail
condition, slope condition, catenary condition, foreign invasion condition, e.t.) are
collected by the sensors installed in the corresponding position. Then, the data
packets are transmitted to the base station through the sink nodes. Finally, the
information proceeds in the data centre and used to estimate and predict the service
condition of the infrastructure.

2.2 The Energy Consumption Model of the
Monitoring System

In the communication layer, the sink nodes and the base station are deployed in line
and each sink node in charge of transmitting the information in the special region.
There are several sink nodes and one base station in the communication layer.

Fig. 1 The structure of the railway infrastructure monitoring system
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Due to the linear deployment of the communication units, the distances from the
sink nodes to the base station are different. Furthermore, the sizes of data packets to
be transmitted by each sink nodes are all different because of different monitoring
region and tasks. The above two factors will influence the energy consumption of
the sink nodes. With the single-hop strategy that the sink nodes communicate with
the base station directly will lead to the unbalanced of the energy consumption and
even cause the instability of the communication network. Thus, the multi-hop
strategies are introduced in the paper.

In Fig. 2, the communication units are the sink nodes, SiðtÞ represents the data
packets received from the sensor layer, fij represents the data packets transmitted
among the sink nodes and the base station. As shown in Fig. 2, in the communi-
cation structure of the multi-hop strategy, all the sink nodes receive the data packets
from the sensing layer and then transmit them to the base station. In order to
maximize the lifetime of the system, the data packets will be divided into several
small packets and then be transmitted forward to other sink nodes, who in charge of
forwarding them to the base station.

In this paper, the raw information is transmitted among the sink nodes and then
to the base station in the end. We assume that there are N sink nodes and 1 base
station in the communication network. The energy consumption of the ith sink node
consists of two parts EriðtÞ and EtiðtÞ.

EcoiðtÞ ¼ EriðtÞþEtiðtÞ; i ¼ 1; 2; . . .;N ð1Þ

The EriðtÞ represents the energy consumed to receive the data from the sensor
layer and other sink nodes for the ith sink node at tth round is calculated by

EriðtÞ ¼ ðSiðtÞþ
X
j

fjiðtÞÞ � Eele; i 2 ½1;N�; j 2 ½2;N�

S:T : i\j

fjiðtÞ� 0;

ð2Þ

where Eele is the energy consumption of the circuit to process 1� bit data. SiðtÞ
represents the data packets received from the sensor layer at tth round. fjiðtÞ rep-
resents the data packets received from the jth sink node at tth round. The first

43f
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41f

40f

32f
31f

30f
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Fig. 2 The communication structure of the multi-hop strategy
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constraint implies that the data packets are transmitted forward toward the base
station, the second constraint says that the size of the small packets is all
non-negative.

The EtiðtÞ represents the energy consumed to transmit the data packets forward
to the ith sink node at tth round is calculated by

EtiðtÞ ¼
P
j
fijðtÞ � Eele þ nfs �

P
j
fijðtÞ � d2ij; dij\d0

P
j
fijðtÞ � Eele þ nmp �

P
j
fijðtÞ � d4ij; dij\d0;

8><
>:

i 2 ½1;N�; j 2 ½0;N� ð3Þ

where nfs and nmp are the energy coefficient related to the distance between the
source and the destination. fijðtÞ represents the data packets transmitted to the jth
sink node at tth round. The first constraint implies that the data packets are trans-
mitted forward toward the base station, the second constraint says that the size of
the small packets is all non-negative.

For each sink node, the input size of the data packets is equal to the output ones,
it means that there are no data packets generated or disappeared during the com-
munication process, as shown in

X
j

fijðtÞ ¼
X
j

fjiðtÞþ SiðtÞ; i 2 ½1;N�: ð4Þ

Based on the energy consumption model of the multi-hop strategy, we design the
lifetime maximizing and latency minimizing protocol for the monitoring system so
as to improve its utility.

3 The Multi-hop Optimal Protocols

As shown in the last section, the energy consumption of the sink nodes is mostly
related to the distances between the base station and the size of the data packets to
be transmitted. In order to improve the utility of the monitoring system, we need to
maximize the lifetime of the sink nodes on one hand and minimize the latency at the
same time. The multi-hop strategy is an effective way to allocate the transmission
task among all sink nodes to catch up on the unbalance energy consumption caused
by the differences in the distances.

3.1 The Lifetime Maximum Optimization Model

The structure of the multi-hop communication among the sink nodes are introduced
in the above section, the energy consumption models are all designed. In the
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railway infrastructure wireless monitoring system, each sink node is in charge of the
information transmission in the special monitoring region. Of course, the lifetime of
all the sink nodes is co-equal and important. In this paper, the lifetime of the system
is defined as the minimum communication rounds of all sink nodes until its energy
exhausted.

Figure 3 formulates the model to maximize the minimum residual energy of all
the sink nodes in each communication round for the objective to maximize the
lifetime t.

The second constraint implies that the residual energy of all the sink nodes
should be more than zero so as to complete the transmission task. The sixth con-
straint says that the total residual energy in tth communication round should be
more than the minimum energy consumption demands in tth communication round,
if not the transmission process will be shut down and the lifetime is t.

3.2 The Latency Minimize Optimization Model

In the railway infrastructure wireless monitoring system, the inspected information
should be transmitted to the data centre as soon as possible and then used to estimate
and predict the condition of the infrastructure so as to avoid the accident caused by
the failure of this equipment. The latency as the other important factor should be
taken into consideration. In the multi-hop strategy, the TDMA is used to guide the
communication process, and the number of hops is mostly related to the latency of
the system. In this paper, the number of hops is used to represent the system latency.

The simulation results show that minimize the total energy consumption of all
sink nodes will decrease the number of hops mostly. Maximize the total residual
energy of all sink nodes in each communication round to minimize the system
latency as shown in Fig. 4.

1

Maximize min( ( ), [1, ])

Subject to : ( ) 0 for [1, ] and [0, ]

( ) 0 for [1, ]

( ) ( 1) ( ) for [1, ]

( ) ( ) ( ) for [1, ]

( ) ( ) ( ) for [1, ]

( ) min
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ij
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coi ri ti

ji i ij
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E t i N
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E t i N
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≥ ∈
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Fig. 3 The linear programming model to maximize the minimum residual energy of all sink
nodes
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3.3 The Utility Maximum Optimization Model

In the railway infrastructure wireless monitoring system, in order to maximize the
utility of the system, we need to prolong the lifetime of the system and decrease the
latency at the same time. In the paper, we combine the above two models together
and proposed a new model to optimize the system utility as shown in Fig. 5.

In this model, a; b are the coefficients to balance the importance and influence of
the lifetime and latency to the system. They will be adjusted based on the demands
of the monitoring system. In the railway wireless monitoring system, the two
factors are all very important, so we set a ¼ b ¼ 0:5 is this paper.

1

1

Maximize ( )

Subject to : ( ) 0 for [1, ] and [0, ]

( ) 0 for [1, ]

( ) ( 1) ( ) for [1, ]

( ) ( ) ( ) for [1, ]

( ) ( ) ( ) for [1, ]

( ) min ( 1
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E t

f t i N j N

E t i N
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Fig. 4 The linear programming model to maximize the residual energy of all sink nodes
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Fig. 5 The linear programming model to maximize the utility of the system
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4 Performance Evaluation

In this section, the performances of the three communication protocols proposed in
this paper are tested and compared via computer simulation. In the simulation, we
assume that there are 4 sink nodes with the index ½1; 2; 3; 4� and 1 base station with
index 0. In each communication round, the sizes of the data packets of all sink
nodes received from the sensor layer are equal Si ¼ 200 bit; i ¼ 1; 2; 3; 4. The
simulation results are shown as follows. The initial energy of each sink node is set
as Ei ¼ 200 mJ; i ¼ 1; 2; 3; 4, the distances between the sink nodes and the base
station are the same as d ¼ 100 m. The simulation results from Figs. 6, 7, 8, 9, 10,
11, and 12 are all obtained from the simulation results by the Lingo optimization
software based on the optimization model Figs. 3, 4, and 5.

In Figs. 6, 7, and 8 we display the optimal routing based on the three different
models (Max T, Mix ET, Min E) in the first round.
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41 104f =
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20 204f =

10 304f =4 3 2 1 043 48f =
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Fig. 6 The optimal routers
based on lifetime maximize
protocol
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Using Figs. 9, 10, 11 and 12, it is easy to find that the communication rounds
which represent the lifetime time of the system in Max T Model and Mix ET Model
are longer than Min E Model. In Fig. 9, the minimum residual energy of all sink
nodes with Mix ET Model is similar to Mat T while much more than Min E Model.
As shown in Fig. 10, the total residual energy of all sink nodes is similar to each
other with different models while the variance of the Min E Model is much bigger
than the other two models. From Fig. 11, the variance of the residual energy in
Mix ET is similar to Mat T but much smaller than Min E, it means that the energy
consumption in the two methods is more balanced and it is benefited to improve the
system lifetime. In Fig. 12, the number of hops in Mix ET Model is much less than
Max T Model while slightly more than Min E Model in most of the communication
rounds, which means that in the performance of latency, the Mix ET Model is close
to the Min E Model which with the single-objective to minimize the latency.

Fig. 9 Comparison of the
minimum residual energy of
all sink nodes

Fig. 10 Comparison of the
total residual energy of all
sink nodes
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In general, the utility of the Mix ET Model is superior to the other two models,
whose lifetime is same to Max T Model but more than Min E Model and the latency
is close to Min E Model while less than Max T Model.

5 Conclusions

The lifetime maximum, latency minimum, and utility maximum models based on
the multi-hop communication protocol are proposed in this paper. The multi-hop
communication protocol aims to divide the transmitted data packets into several
small packets and allocated the transmission tasks among all the sink nodes to
balance the energy consumption. The first two single-objective models aim to
maximize the lifetime and minimize the latency of the system respectively.

Fig. 11 Comparison of the
residual energy variance of all
sink nodes

Fig. 12 Comparison of the
number of hops for all sink
nodes
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The third model aims to improve the utility of the system, which takes the two
factors into consideration at the same time. The simulation results show that the
performance of the utility model is superior to the other two models and is more
suitable to be used in the railway infrastructure wireless monitoring system.
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Application of High Accelerated Life
Testing for an Integrated Control Board

Yingying Yuan, Xuhui Zhang, Shaohua Du, Zaiwu Peng,
Xiaochun Xiao and Jiani Zuo

Abstract As a core part of the electric vehicle motor controller, the integrated
control board plays an important role in reliability and safety of the controller
running. In order to ensure the stability of the performance of the new controller,
this paper carried out a high accelerated life test for the relatively weak integrated
control board, so as to quickly stimulate the weakness and defects of the PCBA in
design and production process. Based on the discovered faults, we can improve and
optimize the design and process as early as possible. As a result, we can reduce the
failure rate of the product and finally improve its inherent reliability level. In
addition, this test may also provide parameters for the following reliability tests
such as high accelerated stress screening test, so the plan design proposed in this
paper is of great value and significance.

Keywords High accelerated life test � Test profile � HALT � Stress limit

1 Introduction

In recent years, based on the development trend of high power density of motor
controller, we developed a highly integrated control board, which combines the
functions of power control, motor control, and vehicle control. In order to meet the
fast and changing market demand, this type of integrated control board is urgently
needed to be assessed by reliability test. However, the conventional reliability test,
such as routine test and environmental test which is of low stress level and long
testing time, cannot quickly and completely expose the potential defects of product
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efficiently. For the shortcomings of the traditional test, this article applied highly
accelerated life test (HALT) [1–3] which was first proposed by Dr. Hobbs for the
integrated control board. The biggest feature of HALT technology is time saving,
that is, it can stimulate the potential defects of the product efficiently by using the
increasing stress which is much larger than technical specifications [4–6], so it can
stimulate the defects of PCBA in design and production process rapidly. After
design optimization and test verification, we can ultimately improve the reliability
of the product.

In this paper, we conduct HALT technology on the integrated control board.
Through the optimization and improvement of the problems explored by HALT, we
can improve the inherent reliability of the PCBA [7, 8]. What is more important is
that the consumption of human and material costs of the problems founded in the
design and development stage by HALT is far less than the investment cost of
post-failure processing, thus saving huge operating costs.

2 Test Procedure of HALT

Based on the experience of practical engineering application, this paper draws out
the HALT test procedure, which is divided into four steps and is demonstrated in
Fig. 1.

First, according to verification needs in design and development stage, and based
on the historical fault data, we should clear the objects of HALT, such as the
machine, key parts, the product which is of the high frequency of occurrence.

Second, we should clear the test environment and carry out the preparatory work
required for the HALT of PCBA, which includes the selection of test equipment,
the number of test samples and the test items, the fixture production, the test
standards, the failure criteria, the system connection of test, and the test operation
precautions.

Third, design the test profile. At the beginning, we should find the stress limi-
tation of temperature and vibration of the PCBA such as the working limit where
the failure can be restored and the damage limit where the failure cannot be
restored, which can provide the parameter input for the temperature cycle and
comprehensive tests. After that, based on the stubborn failure exposed in temper-
ature cycle and comprehensive test, we can provide effective fault information for
the following design optimization and improvement of the product.

Fourth, according to the fault inspired by HALT, the designers could discuss and
analyze the fault type, and conduct the fault diagnosis and fault location, and
propose feasible measures, and then verify the feasibility and effectiveness of
measures. Finally, we output the test report.

942 Y. Yuan et al.



Fig. 1 Test procedure of HALT
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3 Test Plan Design

3.1 Test Object

In this paper, the object of HALT is the integrated control board, and the number of
samples is eight. The specific distribution of the samples in HALT is shown in
Table 1.

3.2 Test Environment

The basic performance parameters of the HALT test equipment is shown in
Table 2.

The design of test tool of the integrated control board should consider the
following six factors, such as the test efficiency, the size and weight of the samples
and the tools, the installation location of wires, and the vibration level of the HALT
equipment. In this HALT, we adopt the aluminum design, where the plate can place
two PCBAs at the same time, which saved half of the test time.

The system connection diagram of the integrated control panel is shown in
Fig. 2. And the test equipment includes low-voltage power supply, precision power
supply, signal generator, oscilloscope, etc., and the performance test of PCBA is
referred to the debugging outline.

Table 1 The distribution of the integrated control board

No Test item Test samples

1 Low-temperature step test 1#, 2#

2 High-temperature step test 3#, 4#

3 Random vibration step test 5#, 6#

4 Temperature cycle with
vibrating step test

Good samples selected from the above six samples
(spare: 7#, 8#)

Table 2 The performance parameters of the HALT test equipment

No Item Performance parameters

1 Temperature range −100 °C to +200 °C (liquid nitrogen cooling,
and the temperature deviation is ±3 °C)

2 Temperature variability Not less than 60 °C/min

3 Vibration type Random vibration (the bandwidth of vibration energy is
2–10,000 Hz, and the output of vibration level is at least 80 g
in case of no load, and the deviation of vibration is ±3 g)
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3.3 Test Profile Design

The HALT test profile of the integrated control board includes four stages, such as
low-temperature step test, high-temperature step test, vibration step test, and inte-
grated stress test.

The test samples of low temperature step are 1#, 2#. The test conditions are that
the temperature variability is 60 °C/min, and the time of cold soaking and per-
formance test is 30 and 5 min. Before the routine performance test, we should carry
out five power off tests. The beginning step value is −10 °C. When the temperature
is close to the working limit, the step value is −5 °C. When the temperature reaches
the low-temperature working limit, the test is ended. The specific low-temperature
test profile is shown in Fig. 3.

Fig. 2 The connection of test system

Fig. 3 The low-temperature step test profile of integrated control board
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When the temperature is −80 °C, the performance test of the integrated control
board is still normal. According to the stop criterion, we end the test, and make
−80 °C as the low temperature working limit of the PCBA.

The test samples of high temperature step are 3#, 4#. The test conditions are that
the temperature variability is +60 °C/min, and the time of heat soaking and per-
formance test is 30 and 5 min. The whole test process is of electricity. The tem-
perature rises from the room temperature to 65 °C at first, and the step value is
+10 °C. When the temperature is close to the high-temperature limit, we reduce the
step value to +5 °C until it reaches the high temperature working limit of the
PCBA. The specific high-temperature test profile is shown in Fig. 4.

Through the high-temperature step test, we find the high-temperature working
limit (135 °C) and the high-temperature damaging limit (137 °C) of the integrated
control board.

The test samples of vibration step are 5#, 6#. The acceleration rate of vibration is
30 g/min, and the random vibration begins from 5 g to the value that we find the
working limit of the integrated control board. Each vibration step includes two
stages, and the time of stabilization stage and performance test stage is 10 min and
5 min. Before each performance test stage, we should conduct 3 min of weak
vibration which the value is 5 g, so as to find the failure of the PCBA efficiently.
The specific vibration test profile is shown in Fig. 5.

Through the vibration step, we find the vibration working limit (40 g) of the
integrated control board.

The samples of the integrated stress test are 1#, 2#, 7#, 8#. The test includes
three kinds of stress—the fast temperature cycling, the random vibration, and the
electric stress. The temperature cycle includes two parts: cold/hot penetration and
performance test, and each of the time is one hour and five minutes. Based on the
working limit of the low/high-temperature step test and the vibration step test, we
can determine the parameters of the integrated stress test profile. Normally we set

Fig. 4 The high-temperature step test profile of integrated control board
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up five cycles, however, if the PCBA is still of a good performance after five cycles,
we could improve the test stress by increasing the number of cycles or increasing
the stress level of the temperature or vibration for stimulating the potential fault of
the product. The specific comprehensive test profile is shown in Fig. 6.

According to the low/high temperature and vibration step test, we find the upper
and lower limits of the comprehensive stress test, which are 130 and −75 °C, and
set the temperature change rate to 60 °C/min. The vibration step will be started at
20 g.

Fig. 5 The random vibration step test profile of integrated control board

Fig. 6 The comprehensive stress test profile of integrated control board
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4 Test Result

Through the test profile design and implementation of HALT, we finally stimulate
13 potential faults, and find the working limitation of low/high temperature and the
random vibration which are −80, 135 °C, and 40 g, and the damage limit of high
temperature is 137 °C.

The weakness of the integrated control board which is sensitive to the stress of
low/high temperature, random vibration, and integrated test we found is shown as
follows. The power module D6 and diodes such as V23, V24, V31, V32, V33 are
failure in 105 °C. Power modules such as D3 and D2 are failure at 135 and 137 °C.
The power module like D6 is failure at the vibration level of 40 Grms. The power
modules (D3, D6), and the capacitance (C12), and the inductance (L5) are failure at
the stage of integrated stress.

5 Fault Location and Design Optimization

Through the HALT test of the integrated control board, we found five
non-recoverable faults. The specific fault phenomena and the corresponding
fault analysis and suggestions for improvement and optimization of the PCBA are
shown in Table 3.

It can be proved that the failures stimulated by HALT can be eliminated after
adopting the suggestions proposed in Table 3, which once again proves that the
measures carried out are feasibile and effective. According to the conclusions of this
article and the information we obtained from other environmental experiment and
white box test, the designers can revise and optimize the design of PCBA, which
can avoid the potential risk of failure thoroughly.

Table 3 Fault location and analysis

No Fault phenomenon Cause analysis Suggestion

1 D2 is damaged at the
moment of power-up in
high temperature

The voltage difference
between the 26th and 28th
pins of D2 is about 10 V,
which is greater than the
voltage threshold of 8.5 V

The output time of D2 is
extended from 4.2 to
10 ms

2 Under the condition of high
temperature and high
vibration, the pins of C12,
L5, D3, and D6 are loose
and disconnected

These components are not
placed very well

Strengthen the dispensing
of the components and
similar devices

3 D3 and D6 are damaged at
the temperature of 135 °C

The value has exceeded the
temperature specified by the
technical specification

Looking for the alternative
models

(continued)
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6 Conclusion

In this paper, we established a complete set of process system of HALT technology,
which includes the test samples selection, the bench building, the test profile
designing, and the fault location and redesign optimization. It could provide a
reference for other reliability experiments in future. We conducted the HALT by
taking integrated control board as an example, and from the test, we stimulated 13
failures. Based on the fault location and analysis of failures, we proposed
improvement measures, and once again through the HALT test to verify its
effectiveness, and finally closed the cycle of fault problems. What needs to be
pointed out is that this HALT test successfully reproduced the failure of power chip
of D2, which behaves abnormally in the actual electric drive system, and this
demonstrates the high efficiency of HALT test profile design. Additionally, through
the low/ high-temperature limitation found in this article, we can provide basis
parameters input for HASS and dynamic aging test.

As an effective mean of positive reliability design, the effective use of HALT test
at the design and development stage can quickly stimulate the defects of PCBA.
Only when we have the ability to stimulate fault, correct fault, and verify the
effectiveness of the methods proposed for HALT technology, we can reduce the
failure rate of PCBA and achieve the growth of reliability genuinely.
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Remote Monitoring System of Electrical
Equipment Based on GPRS

Yu Wang and Xuedong Jiang

Abstract Based on GPRS, the remote monitoring system of electrical equipment
realizes the data sharing between the electrical equipment of each train and the
remote terminals. This system consists of three parts: vehicle acquisition module,
mobile network equipment and remote terminal. The CAN controller of the vehicle
acquisition module transmits the collected power parameter data to the protocol
converter, and the main controller periodically transmits the data to the remote
terminal through the GPRS module, then the remote terminal stores and displays
the data. The system can greatly improve the efficiency of the accident handling and
improve the train running safety factor.

Keywords Remote monitoring system � GPRS � Data sharing

1 Introduction

With the vigorous development of railway construction, the high-speed railway has
become the inevitable trend of the modern railway. Then the question of how to
improve the safety factor of the railway becomes particularly important. Remote
monitoring system realizes data sharing, so the safety problem has been solved [1–
3]. As the whole power source of the train, the electrical equipment has a direct
impact on the safe operation of the train. Through GPRS [4–6], the power parameters
of electrical equipment will be shared. Based on these information, the dispatch
centre can make the right decision to let the past vehicle change the line or keep
running, then sends trailer and maintenance personnel to deal with the problem. This
can effectively shorten the accident processing time and the normal operation of the
railway line is guaranteed—to the maximum extent [7, 8]. In addition, compared to
the previous system, this system uses advanced technology module, so its perfor-
mance, stability and power consumption have been greatly improved.
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The remote monitoring system is simple in structure, the vehicle acquisition
module is installed on the train, the remote terminal is located in the traffic control
centre, and the mobile network equipment is taken as the middle link. The concrete
structure is shown in Fig. 1.

2 Vehicle Acquisition Module

The vehicle acquisition module mainly includes the main controller, CAN
controller, communication protocol conversion module, and storage. The CAN
controller collects and transfers the data to the protocol conversion module, and
convert the data that conforms to the CAN protocol to the data in the LKJ-93 format
that conforms to the 485 communication protocol. The main controller transmits the
real-time data to the GPRS module at regular intervals. Hardwire of the vehicle
acquisition module is shown in Fig. 2.

Through the remote monitoring equipment based on GPRS, the power param-
eters on the CAN bus can be collected in real time. The application of the equip-
ment can effectively shorten the processing time of the accident.

Fig. 1 Structure of remote
monitoring system

Fig. 2 Hardwire of the
vehicle acquisition module
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2.1 The Main Controller

The main controller receives the data sent by the protocol converter, caches it and
sends the data to the GPRS module at regular intervals for long-distance
transmission.

The main controller uses 32-bit RISC processor STM32F103RCT6. The
STM32F103 [9] family uses a high-performance, low-cost, low-power ARM
Cortex-M3 kernel. The maximum operating frequency of the main controller is
72 MHz, which has 256 K bytes flash, 64 K bytes of SRAM, 4–16 MHz crystal
oscillator, 1.25 DMIPS/MHz, and three low-power modes: sleep, downtime, and
standby. The module has 64 pins, 51 general-purpose I/O port, communications
ports that supports multiple protocols and 3 general 16-bit timer. The working
temperature range is −40–85 °C.

The main controller’s supply voltage is 2.0–3.6 V. In this paper, through the
2541 chip and filter circuit, the battery with 12 V voltage is converted to a more
pure 3.3 V. The power supply part of the schematic diagram is as Fig. 3.

2.2 The CAN Controller

CAN controller is a serial data communication bus developed to solve the data
exchange between various measuring and controlling components. In this paper,
SJA1000 is used as an alternative to the PHILIPS semiconductor PCA82C200 CAN
controller with a bit rate of up to 1 Mbps.

The CAN controller controls the transmission and reception of data frames
according to the CAN bus protocol. The controller can store a full standard or
extended message and pass the required data to the main controller via the protocol
converter.

Fig. 3 Schematic of power
supply circuit

Remote Monitoring System of Electrical … 953



2.3 The Communication Protocol Conversion Module

Turn the CAN bus protocol into the RS485 protocol. This communication method
transmits data through differential signals. The interface signal level is reduced by
232, so the service life of the interface chip can be extended. The interface uses a
combination of balanced drives and differential receivers, which enhances the
anti-common mode interference capability. The converter supports up to 32 nodes
at the same time.

This article uses the products of Beijing An Rong Hu Tong Technology Co.,
Ltd. The product is equipped with high-speed photoelectric isolation opt coupler
and DC/DC isolated power module, which ensures that the converter has a strong
anti-interference ability, while improving the reliability of the system in harsh
environments.

3 Mobile Network Equipment

We use the Quectel MC20 module as mobile network equipment, through the
asynchronous serial port module connected to the main controller. The module uses
MediaTek’s latest multi-function communication positioning chip, which has
ultra-small size, low-power consumption, embedded rich network protocols (such
as TCP, UDP, PPP, FTP, HTTP and SSL), integrated multi-constellation satellite
system (such as the Big Dipper, GPS, QZSS), which can provide wireless mobile
communications and accurate positioning function. Its receive sensitivity can be up
to −149 dBm. The power consumption in low-power mode (GLP Mode) is only
40% of the normal operating mode.

Data exchange between module and server uses AT command, which is easy to
understand. The data transmission speed can be controlled by adjusting the baud
rate. The data transfer process is as shown in Fig. 4.

4 The Remote Terminal

The remote terminal is located in the dispatch centre, which mainly includes access
equipment, database and host compute. GPRS terminal (access device) and PC
(data centre) have established a TCP connection to the directory server, and the link
maintenance of the host computer and the directory server is done automatically by
the TCP/IP protocol. Link maintenance operations still need to be performed
between the GPRS terminal and the directory server. We use the Microsoft SQL
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Server database as the database management software, which manages all the
locomotive power parameter information, data analysis, report generation, access
permissions and user terminal management.

The remote terminal receives data sent by the mobile network device and stores,
processes and displays the data in the database. When the number of abnormal data
occurs, the dispatcher can do the corresponding processing according to the data.
The topology interface of the remote terminal is shown in the following Fig. 5.

Fig. 4 The data transfer
process
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5 Conclusions

Through the remote monitoring equipment based on GPRS, the power parameters
of the power equipment can be shown in real time for us to make the right choice.
The application of the equipment can effectively shorten the processing time of the
accident.
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YQuery: A Novel Privacy-
and Integrity-Preserving Range Queries
in Two-Tiered Sensor Networks

Lvyou Yu, Jingwen Yu, Lei Wang and Linai Kuang

Abstract A novel protocol named YQuery was proposed in this paper to prevent
attackers from gaining the information processed by or stored in storage nodes,
which can not only achieve the goals of data privacy and integrity preserving, but
also ensure the secure range query without incurring false positive, and allow sink
node to detect the compromised storage nodes when they misbehave. To preserve
privacy, YQuery uses an order encryption mechanism by adopting stream cipher to
encrypt/decrypt both sensed data and queries. To preserve integrity, YQuery uses a
new data structure called S2L, which allows sink node to verify the integrity of
retrieved data via the so-called verification information. Analysis and experimental
results demonstrate the effectiveness of YQuery.

Keywords Two-tiered wireless sensor network � Secure range query
Data privacy � Integrity preserving

1 Introduction

Wireless sensor networks (WSN) are composed of spatially distributed autonomous
sensors to monitor physical or environmental conditions and to cooperatively pass
their data through the network to the main location [1].

A range query is a fundamental operation inWSNs. Recently, some efficient range
query protocols with privacy and integrity protection have been proposed for
two-tiered WSNs already. For example, Sheng et al. [2] proposed a verifiable
privacy-preserving range query scheme in a two-tieredWSN, in which, the bucketing
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technique was utilized to mix the data in a certain range, and a verifiable query
protocol was designed by employing encoding numbers to enable sink to validate the
query reply. Later, Chen et al. [3] proposed an efficient secure range query protocol
named SafeQ based on the prefix membership verification [4], in which, neighbor-
hood chain was constructed to guarantee the completeness of query result, and the
Bloom-Filter [5] was adopted to reduce the cost of communication. Tsou et al. [6]
proposed a privacy- and integrity-preserving rang querymethod named EQ, in which,
an order encryption mechanism based on stream cipher was used to achieve privacy
protection, and a new data structure named XOR-linked list was constructed to
achieve the integrity of query result.

In this paper, a secure range query protocol with privacy and integrity protection
was proposed for two-tiered WSNs, in which, for data privacy protection, an order
encryption mechanism was used by adopting stream cipher to encrypt/decrypt both
sensors sensed data and sink-issued queries such that storage nodes can only pro-
cess sink-issued queries over stored data in the encryption domain, and for data
integrity preserving, a new data structure called S2L was constructed to generate the
integrity verification information so that inquirers can verify the integrity of query
result. Comparing with existing methods, simulation results show that our newly
proposed method has better performance of privacy and integrity protection,
smaller communication overheads, and required less energy and storage space for
range queries.

The rest of this paper is organized as follows. Section 1 summarizes related
work. Network model and attacker model are described in Sect. 2. Section 3
introduces the proposed scheme. System analysis is elaborated in Sect. 4. Section 5
presents the performance evaluation. And Sect. 6 concludes this paper with some
future works.

2 Network and Attack Models of Two-tiered WSNs

Network Model: We consider two-tiered sensor networks as shown in Fig. 1.
A two-tiered WSN can be partitioned into multiple cells, and each cell contains a
storage node and some sensor nodes. Hence, in the two-tiered WSN, there are three
kinds of nodes such as sink, storage node, and sensor. Among them, sensors are
inexpensive sensing devices with limited storage, computation, and power, and
every sensor will collect the environmental data in a fixed rate and periodically
submit them to the storage node which is in charge of the cell that the sensor lies in
[7]. The storage nodes have the strong computing power and a large storage
capacity relative to the sensors. Each sensor periodically transmits the data collected
by itself to the nearest storage node. When the sink receives a query request from a
user, it will rewrite the query request and sends it to the storage node, and then, the
storage node will return the data that satisfies the condition to sink according to the
query request.
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In the two-tiered WSN, we state the problem of range queries in the following
way: a range query that aims to find all the data items collected by the sensor node
SNi at the current time slot t in the range low; high½ � is denoted as
Qt ¼ SNi; t; low; high½ �ð Þ.

Attack Model: For two-tiered sensor networks, we assume that sensors and sink
are trusted, but the storage nodes are not credible. Obviously, if a storage node is
compromised, then the data collected by the sensors in the same cell of the storage
node and the query sent from sink might be known by the attacker. In addition, the
compromised storage node may be manipulated to return the wrong or incomplete
reply in response to the sink-issued query. Therefore, in this paper, we mainly focus
on the security of storage nodes.

3 The Proposed Scheme

Data Encryption: Once a storage node is attacked, the goals of data privacy and
integrity preserving cannot be achieved. In order to address the above problems, We
use the order encryption mechanism (OEM) proposed by Tsou et al. [6] to encrypt/
decrypt both sensors sensed data and sink-issued queries. And the OEM function
will be set up for the sink and sensor nodes at system initialization. To perform
OEM, the domain of values of sensed data will be mapped into c equivalent and
consecutive nonoverlapping intervals such as P1; P2; . . .;Pc according to the net-
work owner first, where these c intervals are taken together shall cover the whole
sensed data domain dmin; dmaxð Þ, and each interval Pq is associated with a serial
number q and a key kq 1� q� cð Þ that is decided by the network owner and would
be used as parameters of the OEM function.

In this following, we will describe the behaviors of sensor nodes, the storage
node, and sink, in detail, respectively. Without loss of generality, we will focus on
one cluster consisting of N sensor nodes such as SN1; SN2; . . .; SNNf g and a storage
node S0.

Behavior of the Sensor Node: First, each sensor node will sort all sensed data
with each of n bits collected by itself in the current time slot. For any given sensor
node SNi, let d1; d2; . . .; dmf g be all of the m sensed data values(plaintexts) collected
by it in the current time slot, where there is dmin\d1 � d2 � � � � � dm\dmax. Let
the interval size used in OEM be l, then SNi will map each sensed data

di 1� i�mð Þ to a corresponding interval p di
ld e, where

di
l

l m
means to round di

l up to

Fig. 1 Architecture of two-tiered sensor networks
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an integer. And furthermore, for the integrity protection of query results, we pro-
posed a new data structure S2L. Each sensed data di 1� i�mð Þ will be concate-
nated with a log2 mþ 1ð Þd e-bits Tagi and expressed as Tagijdi, where Tagi ¼ i� di,
“|” represents a concatenation operation and � represents XOR operation.

Next, we will expand the set f 1jd1ð Þ; 2jd2ð Þ; . . .; mjdmð Þg obtained above to a
new set 0jdminð Þ; 1jd1ð Þ; 2jd2ð Þ; . . .; mjdmð Þ; mþ 1jdmaxð Þf g. And then, ijdið Þ
instead of the single di 1� i�mð Þ will be encrypted for confidentiality. Let Ek

represent the OEM function and satisfy Ek x1 x2j j. . .jxmð Þ ¼ Ek x1
ld e x1ð Þ

. . .j jEk xm
ld e xmð Þ. Then SNi will upload the packet i; t;Ek ð0jdminÞjð1jd1Þ . . .j jfh

ðmjdmÞjðmþ 1jdmaxÞgi to its closest storage node during the current time slot t.
In order to illustrate the behavior of sensor nodes more intuitively, we give an

example as follows: Let D ¼ dif g10i¼1¼ 2; 270; . . .; 800; 1000f g be the sensed data
collected and sorted by the sensor node SN1 at the time slot 3, and then, as shown in
Fig. 2, first, SN1 will map each sensed data in D to a corresponding interval (Step 1
in Fig. 2). Next, SN1 will concatenate each sensed data with a Tag and obtain a set
(Step 2 in Fig. 2). And later, SN1 will expand the set to a new set such as
0jdminð Þ; 1j2ð Þ; . . .; 10j1000ð Þ; 11jdmaxð Þf g (Step 3 in Fig. 2). Finally, SN1 will

upload the packet 1; 3;Ekðð0jdminÞjð1j2Þ . . .j jð10j1000Þjð11jdmaxÞh i to its closest
storage node (Step 4 in Fig. 2).

Fig. 2 The flowchart for data retrieval
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Behavior of the Storage Node: When a packet arrives, it is obvious that the
storage node can easily retrieve each sensed data value by slicing the ciphertext in
the packet according to the structure of S2L. When the sink wants to query the
sensor node SNi for the data within the range low,high½ � and sensed during the time
slot t, it will construct a query packet i; t;Ekðdt1 dt2j j. . .jdtkÞh i first, where there is
dt1 � � � � � dtm and low and high are the lower and upper bound of
fdt1; dt2; . . .; dtkg, respectively, and then it will send the query packet to the storage
node. After receiving the query packet, the storage node will search for the
requested data stored in its database. Let DR ¼ Ekðdwj. . .jdpÞ

� �
1�w� p�mð Þ be

the set of all encrypted sensed data stored in the database of the storage node and
satisfying the sink-issued query request, where dw ¼ minðdwj. . .jdpÞ and dw ¼
maxðdwj. . .jdpÞ are the min and max of the set DR. Specifically, in storage node’s
database, there are dmin � dw�1\dw � � � �\dp\dpþ 1 � dmax. dw�1 is the left
neighborhood of dw and dpþ 1 is the right neighborhood of dp in the database of the
storage node. dw�1 and dpþ 1 satisfy the following: dw�1; dwð Þ \ d1; d2; . . .; dmf g
¼ ;; dp; dpþ 1

� �\ d1; d2; . . .; dmf g ¼ ;.
If there is DR 6¼ ;, the storage node shall include Tagw�1jdw�1ð Þ and

Tagpþ 1jdpþ 1

� �
in the query result(QR) because Tagw�1jdw�1ð Þ and

Tagpþ 1jdpþ 1

� �
ensure that the query result does include all encrypted sensed data

that satisfy the query as the query result is bounded by them, which is expressed as
Ek Tagn1�1jdn1�1

� �
Tagn1 jdn1
� ��� ��. . . Tagnw jdnw

� ��� �� Tagnw þ 1jdnw þ 1
� �	 
� �

. Then,
storage node sends the QR to sink as result; If DR ¼ ;, storage nodes do not send
any message to sink as result. For example, when the sink wants to query the storage
node for the data in the range [510, 517] sensed by SN1 in time slot t = 3, it builds
the query packet 1; 3;Ekð510 511j j512j. . .j516j517Þh i and sends to the storage node.
When storage node receives the query packet, the storage node searches for the
requested data stored in its database. In addition, the encrypted sensed data stored in
the storage node’s database intersected to the query range is the QR for the range
query, such as Ek4 511ð Þ;Ek5 513ð Þ;Ek5 515ð Þ and Ek5 516ð Þ, as shown in the storage
node of Fig. 2. Then, while the network is reliable, storage node will send QR ¼
Ek4 2j270ð Þ Ek4 3j511ð Þ . . .j jEk5 6j516ð Þj jEk5 7j600ð Þf g to sink as result.
Behavior of the Sink: When the sink wants to query the storage node for the

data in the range low; high½ � sensed by SNi during the current time slot t, first, it will
map the query range into the corresponding interval. Then using the OEM to
encrypt the query range, such as Ekðdsj. . .jdeÞ, where low� ds � � � � � de � high.
Next, encapsulating a query packet expressed as i; t;Ekðdsj. . .jdeÞh i and then
sending to the storage node SNi. For example, when the sink wants to query the
storage node for the data in the range [510, 517] sensed by SN1 in time slot 3, first,
it maps the query range into the corresponding interval (Step 1 in the storage node
of Fig. 2). Then encrypting the query range, such as Ek 510 511j j. . . 516j j517ð Þ (Step
2 in the storage node of Fig. 2). Finally, building a query packet and sending to the
storage node, such as 1; 3;Ek 510 . . .j j517ð Þh i (Step 3 in the storage node of Fig. 2).
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After a sink receives the QR obtained via Eq. (1).

Ek Tagn1�1jdn1�1
� �

Tagn1 jdn1
� ��� ��. . . Tagnw jdnw

� ��� �� Tagnw þ 1jdnw þ 1
� �	 
 ð1Þ

where dn1�1 � dn1 � � � � � dnw � dnw þ 1. Then let the actual query results be DR.

For each encrypted item Ek dj
l

� � Tagjjdj
� �

, it can be decrypted to get Tagjjdj
� �

using

the key k dj
l

� � decryption, where dn1�1 � dj � dnw þ 1. The following is a description

of the rules for integrity validation.

1. If there exists n1\j\nw, but Tagjjdj
� � 62 QR, the sink can know that there is

missing sensed data by calculating Tagjþ 1 � Tagj�1 [ 1. We assume the cor-
rect QR is 2j270ð Þ 3j511ð Þj j 4j513ð Þ 5j515ð Þj j 6j516ð Þj 7j600ð Þf g. If (4|513) is
missing, then sink will receive a wrong QR. Sink can know that there is missing
sensed data between (3|511) and (5|515) by calculating Tag5 � Tag3 ¼ 2[ 1.

2. If Tagn1 jdn1
� � 62 QR, then sink can also detect that there is missing sensed data

by calculating Tagn1 þ 1 � Tagn1�1 [ 1. For example, if (3|511) is missing, the
sink can detect that there is missing sensed data by calculating
Tag4 � Tag2 [ 1.

3. If ðTagnw jdnwÞ 62 QR, sink can detect that there is missing sensed data
Tagnw þ 1 � Tagnw�1 [ 1, for example, if (6|516) is missing, then sink can detect
that there is missing sensed data by calculating Tag7 � Tag5 [ 1.

4 System Analysis

Privacy Analysis: In the phase of receiving and processing the packet, the sensed
data in storage node is encrypted. Therefore, it is impossible to calculate the actual
value of the sensed data without knowing the corresponding key; What is more, in
the phase of processing sink-issued queries and sending query results, storage node
only receives the encrypted range query. Without knowing the key used in OEM, it
is computationally infeasible to compute of sink-issued queries. Through paper [6],
we can get that our method satisfies the property of a negligible function which is
used in security analysis to characterize the probability that a computationally
bounded adversary successfully breaks a computationally secure encryption
scheme.

Integrity Analysis: The goal of the integrity verification is to detect whether
there is missing data. The data structure S2L satisfies this purpose. The integrity of
QR can be verified firmly as described in the Sink Behavior of Sect. 3. And its
computational complexity is O mð Þ.
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5 Performance Evaluation

In this section, the performance of our method is evaluated and compared with the
schemes of SafeQ-Bloom [3], and EQ [6]. The performance comparison is analyzed
in these aspects: (1) Energy consumption of transmitting encrypted and transmitting
encrypted query result. (2) Storage node storage space overhead.

We use MATLAB to implement SafeQ-Bloom, EQ, and our methods. In the
following, we will introduce the experimental model and the experimental results.

Experimental model: We randomly distributed 100 sensors in a field of
100-meter long and 100-meter wide, and then placed a storage node in the center of
the field. For sending L bit data over a distance d, the total energy consumed by a
node (Et) is as follows [8]:

Et ¼ LEelect þ L 2fs d2 d\d0
LEelect þ L 2mp d4 d� d0;


ð2Þ

where d0 denotes the shortest crossover distance, Eelect represents the energy
required to activate electronic circuits, Eelect is the energy required to activate
electronic circuits and 2fs;2mp denotes the parameters related to receiver’s sensi-
tivity and noise shape. Each sensor periodically collects 10,128-bit sensed data and
sends encrypted sensed data to its nearby storage node. In particular, each encrypted
sensed data in our method consists of a 5-bit tag and 128-bit sensed data value.

Evaluation Results: The experimental results show that the YQuery protocol is
superior to SafeQ-Bloom and EQ scheme in terms of energy consumption and
storage space cost.

Energy Consumption of Transmitting Encrypted Data: As shown in Fig. 3a, we
can observe that our method consumed less energy than other methods. When
compared with YQuery, EQ consumes about 1.5 times more energy and
SafeQ-Bloom consumes about 5.7 times more energy.

Energy Consumption of Transmitting Query Results: From the results shown in
Fig. 3b, we can observe that our method consumes 37% less energy than EQ.
Compared with our method, SafeQ-Bloom consumes 8.1 times more energy.

Fig. 3 The evaluation results. a Energy consumption of transmitting encrypted data. b Energy
consumption of transmitting query results. c Space overhead in the storage node
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Space Overhead in Storage Node: As shown in Fig. 3c, we can obtain that our
method is much better then SafeQ-Bloom in terms of space overhead. What is
more, EQ consumes 1.6 times more space overhead than our method.

6 Conclusion

We propose an efficient protocol for handling range queries in two-tiered sensor
networks in a privacy- and integrity-preserving fashion. The protocol allows the
sink to correctly handle the query, it also protects the privacy of the data and the
integrity of the query results effectively. We use the stream cipher and S2L structure
to achieve the protection of data privacy and data integrity. In this paper, the
simulation test is carried out and the experimental results show that our method has
lower communication energy and storage space cost than SafeQ-Bloom and EQ.
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Simulation Study on High-Speed Milling
Performance of Rail U71Mn Material

Chao Pan, Jianqiang Zhang, Yuelei He, Haitao Xia
and Baosheng Wang

Abstract The high-speed milling of rail is one of the important directions in the
development of rail maintenance technology. In order to study the high-speed
milling performance of rail material, the U71Mn material milling simulation model
was established using metal cutting simulation software AdvantEdge to analyze the
changing rule of cutting force and cutting temperature during milling. Results show
that the cutting force decreased with the increase of the milling speed of the rail, and
the cutting force decreased with the cutting speed of 1200 r/min. The cutting heat
increased significantly with the cutting speed, and the heat is mainly taken away by
the chips, and the temperature rise is small. The research results to achieve
high-speed rail milling have important guiding significance.

Keywords U71Mn � High-speed milling � Milling force � Milling temperature

1 Introduction

The mobile maintenance of rail milling is an important means for ensuring the
status of rail. With the development of technology, the method of rail maintaining
will be developed from grinding to multiple methods of milling, from low speed to
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high speed, and the maintenance efficiency and quality will be greatly enhanced.
The high-speed mobile milling of rail will be one of the important directions in rail
maintenance technologies.

Based on the theory of high-speed milling, it can greatly improve the material
removal rate and raise the surface processing quality of the material. Since rail is a
long and huge workpiece, with the continuous working of the equipment, the
high-speed milling technology is suitable for online maintenance of rail. Scholars in
China and abroad have done a lot of studies on the high-speed properties of metal
materials, especially on the physical performances such as milling process and
cutting force, cutting heat and made a series of achievements. Pang et al. conducted
an experiment on high-speed milling 45 Steel, and studied the influence of cutting
speed, workpiece hardness, material properties on cutting force, and made pre-
diction studies on the surface roughness of 45 Steel in milling [1–3], Su Fa et al.
studied the high-speed milling performances of Cr12-quenched steel and analyzed
the influence of milling speed, back engagement feeding speed on milling force,
Wang et al. studied the wearing status and wearing mechanism of hard alloy tool
with different surface coatings on quenched steel; Cui et al. studied the influence of
CBN tool on the form of chips and roughness on the surface of workpiece in the
milling process of quenched steel [4–8]. There are many varieties and types of steel,
however, there are few reports on the studies of the high-speed milling performance
of rail.

This paper adopted the simulation software AdvantEdge of metal cutting,
established a high-speed milling simulation model on the large radius hard alloy
tool with TiAlN surface coating, studied and analyzed the changing rules of cutting
force, cutting temperature distribution under different milling speeds, and laid a
solid theoretical foundation for manufacturing of a new generation of mobile online
high-speed rail milling equipment.

2 Finite Element Modeling

2.1 Constitutive Model

The constitutive relationship of material describes the influence of strain, strain rate,
and temperature on flowing stress; it plays an important role in the simulation and
processing of finite element modeling and is directly related to the precision in
simulation. This paper adopted the power law material model, which has isotropic
elastoplastic performances and stress hardening, the stress function of the model is

rðep; e;TÞ ¼ g epð Þ � C 2ð Þ �H Tð Þ ð1Þ

where g epð Þ is the working hardening function, C 2ð Þ is the stress velocity effect
function, and H Tð Þ is the thermal softening function.
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The stress rate in the power law can be expressed as follows:

1þ _ep

_ep0
¼ r*

rf epð Þ

 !m1

; ð2Þ

where r* is the von Mises stress, ep is the accumulated plastic strain, _ep0 is the plastic
strain rate for reference, rf is the flow stress, and _ep is the plastic strain rate.

The flow stress in the power law can be expressed as follows:

rf ¼ r0H Tð Þ 1þ ep

2p
0

� �1=n

ð3Þ

where r0 is the initial yield stress at the temperature of T0, H Tð Þ is the thermal
softening function, 2p

0 is the plastic deformation for reference, and n is hardening
index.

2.2 Rail U71Mn and Parameters of Milling Tool

The steel of the rail is a special steel, and normally the high-carbon and
micro-alloyed steel after hot-rolling and quenching. At present, the U71Mn is used
on 60 kg/m rail in China, and its physical and mechanical properties are shown in
Table 1.

The mobile rail milling is peripheral milling. The cutter is fixed with blades of
different shapes and sizes. In order to save calculation time and ensure the reliability
of the results, the model was simplified, and the cutting edge was simulated in a
rectilinear motion. The milling tool material of the rail milling train is hard alloy,
with the advantages of high hardness, good abrasive resistance, high temperature
resistance, and corrosion resistance. The surface coating on the tool was TiAlN. The
surface coating material as the chemical and thermal shield reduced the diffusion
and chemical reaction between the tool and workpiece. TiAlN is a kind of ideal
surface coating material, as its hardness has good chemical stability with a small
affinity with metal, low friction coefficient, good lubricating properties, and can
greatly reduce friction and wearing of the tool and prevent caking and cold welding.
The cutter-head of rail milling train is large and its diameter was set as 600 mm as
simulation parameter. In order to minimize simulation calculation, the teeth number
of the tool was set as 2. The parameters of the cutters are shown in Table 2.

Table 1 Physical and mechanical properties of U71Mn

Tensile
strength rb

Yield strength
rs/(GPa)

Elasticity modulus
E/(GPa)

Ductility
d0.5/(%)

Brinell
hardness HBS

0.98–1.03 0.77–0.82 211 50–80 170–220
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2.3 Setting of Milling Parameters

Based on the actual working status of the rail milling train, the simulated parameters
were set. During working, the disk milling cutters above the rail rotated around the
horizontal shaft perpendicular to the rail and realized the climb milling of the rail, as
is shown in Fig. 1. In order to avoid the adverse effect of cutting fluid on the friction
coefficient and environmental pollution, dry milling was adopted. The simulation
parameters can be found in Table 3, and the spindle speed increased gradually from
200 r/min.

3 Milling Process Simulation and Result Analysis

3.1 Influence of Milling Speed on Cutting Force

During the process of rail milling, cutting force determines the power consumed in
milling and also directly influences the wearing of rail milling tool, quality of
surface processing, precision and stability of milling system of the rail milling train.
The simulation results of the influence of milling velocity on cutting force are
shown in Fig. 2. Since climb milling was adopted in rail milling, at an early period

Table 2 Parameters of
cutters

Material Hard alloy

Surface coating TiAlN

Thickness of surface coating l 5

Diameter (mm) 600

Teeth number 2

Front angle (°) 11

Rear angle (°) 1

Corner radius (mm) 0.02

Down milling

Working direction

Cutterhead

Rail

Fig. 1 Mobile rail milling
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of milling, the thickness of cutting materials by cutter tooth was the maximum, and
with the rotation of the cutter, the milling thickness decreased, so the cutting force
first reached a maximum value and then gradually decreased. With the increase in
milling velocity, the cutting force also increased. When spindle speed reached to
1200 r/min, the chief cutting force and feeding resistance both decreased signifi-
cantly. The decrease of cutting force renders great advantage to the high-speed
milling of rail milling train, and can reduce the power consumption of the milling
train, improve the working efficiency and velocity of the rail milling train.

3.2 Influence of Milling Speed on Cutting Temperature

During rail milling, the cutting heat directly influences the rail processing quality
and wearing speed of the tool, the cutting temperature distribution of U71Mn steel
is shown in Fig. 3. Figure 3 shows that the cutting heat is mainly within the contact
area between the front tool face and chips. This was caused by the fact that a large

Table 3 Parameters of milling process

Milling
method

Milling width
(mm)

Feed per tooth
(mm)

Milling depth
(mm)

Initial temperature
(°C)

Down 2 2 3 20

(1) chief cutting force

(2) Feeding resistance

Fig. 2 The change of cutting force with milling speed
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amount of heat produced in friction could not be dissipated and the heat in friction
gradually increased along the contact area. Figure 2 shows that, with the increase in
milling speed, the high-temperature area was continuously expanded between chips
and front tool face, and the area influenced by the heat of the chips also became
larger. It shows that the heat produced in milling was removed by chips with the
increase of milling speed. The heat affected zone in the front tool face gradually
reduced, with increasing temperature gradient, besides, the maximum temperature
area was not at the blade, but some distance from the blade. The total heat produced
in the milling area increased rapidly, however, most of the heat was brought away
by the chips, there was little heat transferred to rail and the tool, besides, with the
increase of milling speed, the more heat was brought away by chips and less heat
was transferred to rail, which would lower the temperature rise on rail surface and
temperature stress [9].

Figure 4 shows the changing rules of peak temperatures under different milling
velocities, and with the increase in milling speed, the peak temperature also
increases gradually. The high cutting temperature will soften tool material and
reduce the strength and milling performance of the tool, accelerate tool wear, and
affect the working precision of rail and working quality on the surface.

(1) Temperature distribution at 400 r/min (2) Temperature distribution at 800 r/min 

(3) Temperature distribution at 1000 r/min (4) Temperature distribution at 1200 r/min

Fig. 3 Distribution of cutting temperature
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4 Conclusions

(1) High-speed mobile milling of rail will be one of the important directions in rail
maintenance technologies, and high-speed milling of rail can greatly improve
the material removal rate and raise the working quality of rail surface.

(2) In the process of milling, the cutting force also increased with the increase of
milling speed, when spindle speed reached to 1200 r/min, the cutting force
significantly decreased.

(3) In the process of milling, the heat produced in the milling area and peak cutting
temperature also increased with the increase of milling speed, but most of the
heat was removed along with chips, and it was good for lowering temperature
rise on rail surface and temperature stress.
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Adaptive Control with Asymptotic
Stability Guarantees for High-Speed
Train Systems with Uncertain Input
Nonlinearities

Dongyue Yang and Lin Niu

Abstract The running process of high-speed train is a complex, multivariable, and
nonlinear dynamic system with many uncertain factors. Nonlinear, time-varying
and other factors make it difficult to achieve the desired performance with the linear
time-invariant feedback controller. A class of adaptive learning control method is
proposed to solve the problem of unknown time varying in high-speed train
operation. The parametric system is used to describe the high-speed train dynamics
model, and the nonlinear characteristics of the system are studied.
A parameter-adaptive learning control method is given. Based on the Lyapunov
functional analysis method, it is proved that the adaptive learning control method
and its improved form can guarantee the train to converge to the desired speed
trajectory every point. Finally, numerical simulations are conducted to verify the
effectiveness of the proposed method.

Keywords Adaptive learning control � High-speed train � Traction and braking
Uncertain system

1 Introduction

With the development of high-speed trains (HST), automatic driving has become an
essential means of modern train control which is needed to accurately control train
traction and braking system [1].

The theory and application of advanced control strategy has made great progress
in recent years, and some achievements have been made in the research of train
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safety operation control. However with the increase of train running speed over 350
km/h, the traditional train operation safety mode cannot satisfy the development
demand of high-speed train. Compared with the traditional low-speed train, braking
and tracking control faces great challenge in high-speed train, such as system
parameter uncertainty, model uncertainty and resistance uncertainty, hierarchical
traction and braking input nonlinearities and input saturation index, the brake
device circuit structure, non-affine characteristics of train. Therefore, the adjustment
of train traction/braking control faces the following problems:

(1) Aerodynamic effect: The traditional medium and low-speed trains have little
influence on the stability and safety of the train because of its low running
speed. Therefore, in most of the existing train control technologies, the influ-
ence of aerodynamic effects on operational safety has not been studied deeply.
For high-speed trains with speed of over 350 km/h, the aerodynamic effect is
very obvious, which is enough to endanger the safety of train operation.
Therefore, it must be taken as an important factor to consider and study the
control strategy and method of high-speed train safety operation satisfying the
aerodynamic law [2, 3].

(2) Kinetic model: In the traditional research on low-speed train control, the con-
nection of cars of a train can be considered as rigid connection, thus operation
safety of traction/braking control can be studied with the train as a whole for
dynamic modeling, ignoring the interaction characteristics between cars and the
operation safety influence. However, for the actual high-speed train, each car is
connected by spring and damping mechanism, and the car has different
microscopic forms in speed, displacement, posture, and vibration characteris-
tics. When the train is running, these microscopic effects will evolve into
important factors that affect the safety of the operation [4–6].

(3) Inherent uncertainty, nonlinear and non-affine characteristics of the system: The
operation of the train can be changed by many uncertain factors, such as
weather conditions, line curvature, and slope, the weight of the car, which
makes it very difficult to accurately measure the drag coefficient, high-speed
train additional resistance, and other environmental disturbances. At the same
time, the passenger numbers and train freight volumes are different in operation
stages, so that the quality of high-speed train changes in the process of train
operation, the time-varying characteristics makes it difficult to establish the
precise model and accurate information to the measurement system parameters
of the train system [7, 8].

(4) Traction/braking system failure: It is difficult to avoid the fault of traction/
braking system in long time running of high-speed train. This requires that train
control system has the fault tolerance ability to deal with the fault automati-
cally. At present, the fault detection and diagnosis and redundancy technology
have their advantages, but also have shortcomings. Therefore, it is necessary to
establish more effective fault response system [9].

A novel adaptive control method is proposed to solve the above problems.
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2 Dynamic Model of High-Speed Train

Consider a multi-mass point model of trains. Each carriage of the train is regarded
as a mass point, and each point is connected by a link system. Model form is taken
as follows:

mi€xi ¼ €Fi � fdi; ð1Þ

where mii ¼ 1; . . .; n) for the i carriage mass, Fi(i ¼ 1; . . .; n) is traction force or
braking force for corresponding driving, fdi(i ¼ 1; . . .; n) indicates the resistance
used for the i carriage. It is necessary to point out that the exact value of mi is not
easy to be determined due to the different passenger number and at each carriage.

3 Adaptive Control

Rewriting formula (1) forms following adaptive control format:

_xi ¼
XR
j¼1

gjð-Þ j j
i ðXiÞþ# j

i ðXiÞxiþ 1
� �

_xn ¼
XR
j¼1

gjð-Þ j j
nðXnÞþ# j

nðXnÞu
� �

;

ð2Þ

where Xn 2 Rn is state vector, u 2 R is the input signal, i ¼ 1; 2; . . .; n� 1, Xi ¼
½x1; x2; . . .; xi�T and gjðj ¼ 1; 2; . . .;RÞ are interpolating functions, - 2 Rq is an
exogenous scheduling variable.

Denote for convenience

jci ðXi; rÞ ¼
XR
j¼1

gjðrÞj j
i ðXiÞ

#c
i ðXi; rÞ ¼

XR
j¼1

gjðrÞ# j
i ðXiÞ:

ð3Þ

Assume that jci and #c
i are sufficiently smooth in their arguments, and for all

Xi 2 Ri and r 2 Ri, i ¼ 1; . . .; n we have

jci ð0; rÞ ¼ 0

#c
i ðXi; rÞ 6¼ 0;

ð4Þ
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where the interpolation functions gj are given, the functions j
c
i and #

c
i are uncertain,

and a stabilizing control law can be built based on the approximations to the plant
dynamics.

For each vector Xi; we assume the existence of a compact set Si � Ri such that
Si � Siþ 1; i ¼ 1; . . .; n� 1. We will also assume

0\ �#ðXirÞ�#c
i ðXi; rÞ; i ¼ 1; . . .; n� 1: ð5Þ

For the system dynamics, we let

j j
i Xið Þ ¼ h�T

j j
i
fj j

i
Xið Þþ dj j

i
Xið Þ for all Xi 2 Si; ð6Þ

# j
i Xið Þ ¼ h�T

# j
i
f# j

i
Xið Þþ d# j

i
Xið Þ for all Xi 2 Si: ð7Þ

To obtain optimal parameter vector h�
j j
i
and h�

# j
i
, we let

h�j j
i
¼ arg min

h
j j
k
2Xji

sup
Xi2Si

j j
i � hTj j

i
fj j

i
ðXiÞ

��� ���� �

h�
# j
i
¼ arg min

h
#
j
k
2X#i

sup
Xi2Si

# j
i � hT

# j
i
f# j

i
ðXiÞ

��� ���� �
:

ð8Þ

Choose the function approximators as

bjc
i Xi; rð Þ ¼

XR
j¼1

gjðrÞbhTj j
i
fj j

i
Xið Þ;

b#c
i Xi; rð Þ ¼

XR
j¼1

gjðrÞbhT# j
i
f# j

i
Xið Þ:

ð9Þ

The parameter errors for the jth approximator in the ith state are Uj j
i
¼ h�j j

i
� ĥj j

i

and U# j
i
¼ h�

# j
i
� ĥ# j

i
i ¼ 1; . . .; n� 1; j ¼ 1; 2; . . .;R:

Assume fj j
i
and f# j

i
to be at least n� i times continuously differentiable for

i ¼ 1; . . .; n� 1; j ¼ 1; 2; . . .;R

@n�1fj j
i

@Xn�i
i

\1
�����

�����; @n�1f# j
i

@Xn�i
i

\1
�����

�����: ð10Þ
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4 Adaptive Control Theorem

In case of the scheduling vector -n�1 bounded and available for measurement,
assume that Xið0Þ lies within a sufficiently small subset of Si � Ri i ¼ 1; . . .; n� 1,
where Si are compact sets specified a priori. Consider the following
diffeomorphism:

y1 ¼ x1
yi ¼ xi � asi�1 � ai � 1; i ¼ 2; . . .; n;

ð11Þ

where a1 ¼ 1
#̂c
1

�ĵc1 � c1y1
� �

; as1 ¼ � y1
#1

b11 þ b12a
2
1

� �
:

For m ¼ 2; . . .; n

asm ¼ � ym
#m

bm1 þ bm2a
2
m þ

Xm�1

i¼1

bi1
@am�1

@xi
þ @asm�1

@xi

� �2

þ
Xm�2

i¼1

bi2x
2
iþ 1

 
:

@am�1

@xi
þ @asm�1

@xi

� �2

þ 2bðm�1Þ2x
2
m

@am�1

@xm�1
þ @asm�1

@xm�1

� �2

þ 2bðm�1Þ2y
2
m�1

!
;

ð12Þ

where ci [ 0; bi1 [ 0; bi2 [ 0; i ¼ 1; 2; . . .; n are design constants, cj j
i
[ 0,

c# j
i
[ 0, i ¼ 1; 2; . . .; n, j ¼ 1; 2; . . .;R are adaptation constants.

Define auxiliary functions (m ¼ 2; . . .; n)

sj j
i1
¼ gjfj j

i
yi �

bj j
i

cj j
i

ĥj j
i
; i ¼ 1; 2; . . .; n ð13Þ

s# j
i1
¼ gjf# j

i
yiai �

b# j
i

c# j
i

ĥ# j
i

i ¼ 1; 2; . . .; n ð14Þ

s# j
ðm�1Þ2

¼ s# j
ðm�1Þl

� gjf# j
ðm�1Þl

� @am�1

@xm�1
þ @asm�1

@xm�1

� �
ymxm � ym�1ym

� �
ð15Þ

sj j
iðmþ 1�iÞ

¼ sj j
iðm�iÞ

� gjfj j
i
� @am�1

@xi
þ @asm�1

@xi

� �
ym; i ¼ 1; 2; . . .;m� 1 ð16Þ

s# j
iðmþ 1�iÞ

¼ s# j
iðm�iÞ

� gjf# j
i

@am�1

@xi
þ @asm�1

@xi

� �
ymxiþ 1; i ¼ 1; 2; . . .;m� 2 ð17Þ

Then bj j
i
[ 0; b# j

i
[ 0, i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;R

When m ¼ 3; . . .; n (Let g2 ¼ 0)
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gm ¼ �
Xm�2

i¼1

XR
j¼1

Xm�1

l¼2

yl
@al�1

@ĥj j
i

þ @asl�1

@ĥj j
i

0@ 1AT0@ 1Acj j
i
f# j

i
� @am�1

@x̂i
þ @asm�1

@x̂i

� �24
þ

Xm�1

l¼2

yl
@al�1

@ĥ# j
i

þ @asl�1

@ĥ# j
i

0@ 1AT0@ 1Ac# j
i
fj j

i
� @am�1

@x̂i
þ @asm�1

@x̂i

� �
xiþ 1

35:
ð18Þ

Assume that the function fj j
i
ðXiÞ and f# j

i
ðXiÞ satisfies the condition (10).

Consider the adaptive laws for the parameter vectors

ĥj j
i
2 R

N
j j
i and ĥ# j

i
2 R

N
#
j
i

where Nj j
k
2 N; N# j

k
2 N; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;R:

Let ynþ 1 ¼ 0; xnþ 1 ¼ 0:
Then, the control law

u ¼ an þ asn: ð19Þ

5 Simulations

Consider an example:

x1ðkþ 1Þ ¼ x2ðkÞ
x2ðkþ 1Þ ¼ 1� e�x1ðkÞð Þ= 1þ e�x1ðkÞð Þ � 0:2x1ðkÞ sinðtÞþ uðkÞþ dðkÞ

yðkÞ ¼ x1ðkÞ;
ð20Þ

where dðkÞ ¼ 0:2 cosð0:3tÞ is the external disturbance.

ydðtÞ ¼ sinð0:2tÞþ cosð0:4tÞ is the reference trajectory.
Where we choose the internal noise to obey Gaussian distribution, and train the

data sample with this distribution data.

5.1 Case 1––Free of Internal Noise

Figures 1 and 2 gives control signal uðkÞ, where the tracking performance of the
output trajectory is yðkÞ and the reference trajectory is ydðkÞ.
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5.2 Case 2––Training Data Corrupted

The tracking performance of the output trajectory and the reference trajectory are
shown in Figs. 3 and 4 respectively. Figure 5 gives mean square of the tracking
error in Case 1 and Case 2 separately.

The experimental results show that the tracking performance is satisfactory.

Fig. 1 The output
trajectories of yðkÞ and ydðkÞ

Fig. 2 Control input uðkÞ

Fig. 3 The output
trajectories of yðkÞ and ydðkÞ
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6 Conclusion

Aiming at the complex nonlinear system of high-speed train, this paper discussed
systematically the train system model uncertainty, time-varying parameters, exter-
nal disturbance and uncertain actuator/sensor fault traction, and braking tracking
control problem, the train model is established based on nonlinear dynamics
principle. Analysis of Lyapunov theory and related model based on the establish-
ment of the traction and the brake-adaptive control method is reliable, stable
tracking of the ideal velocity displacement trajectory makes the system uncertain
and nonlinear in a variety of circumstances, to ensure that the train can run safely in
normal conditions and possible fault conditions. The high-speed train tracking
control problem are systematically analyzed and discussed, but there are still many
problems to be further explored, such as the analysis of the relationship between the
control performance and sensitivity of designed parameters.

Acknowledgements The project was supported by the National Natural Science Foundation of
China (Grant No. 61463013).

References

1. Masoud M, Kent G, Kozan E (2016) A new multi-objective model to optimize rail transport
scheduler. J Transp Technol 06(2):86–98

Fig. 4 Control input uðkÞ

Fig. 5 Mean square of the tracking error of Case 1(left) and Case 2(right)

982 D. Yang and L. Niu



2. Gao R, Wang Y, Lai J (2016) Neuro-adaptive fault-tolerant control of high speed trains under
traction-braking failures using self-structuring neural networks. Inf Sci 368:449–462

3. Wang Y, Song Y, Gao H (2016) Distributed fault-tolerant control of virtually and physically
interconnected systems with application to high-speed trains under traction/braking failures.
IEEE Trans Intell Transp Syst 17(2):535–545

4. Cai W, Liao W, Li D (2014) Observer based traction/Braking control design for high speed
trains considering adhesion nonlinearity. Abstr Appl Anal 1:1–10

5. Zhou R, Zolotas A, Goodall R (2014) Robust system state estimation for active suspension
control in high-speed tilting trains. Veh Syst Dyn 52(sup1):355–369

6. Shaltout R, Ulianov C, Baeza L (2015) Development of a simulation tool for the dynamic
analysis of railway vehicle-track interaction. Transp Probl 10(SE):47–58

7. Liu D, Lechner B, Freudenstein S (2016) Evaluation of high-speed track quality using dynamic
simulation of vehicle-track interaction. J Transp Technol 06(1):9–14

8. Liu Y, Chen C, Guoxing G (2011) Adaptive neural output feedback tracking control for a class
of uncertain discrete-time nonlinear systems. IEEE Trans Neural Networks 22:1162–1167

9. Song Q (2014) Robust adaptive and fault-tolerant control of high speed trains [Ph.D]. Beijing
Jiaotong University, Beijing (in Chinese)

Adaptive Control with Asymptotic Stability Guarantees for High-… 983



Research on Key Technology
of Platform Screen Door Control System
for High-Speed Railway

Zhifei Wang

Abstract Platform screen door (PSD) control system is a complicated distribution
parameter control system. It integrates construction, machinery, electronics control,
and other disciplines at an organic whole. Aiming at the problem of low localization
of the original PSD products, the paper realizes the autonomy of two core tech-
nologies, door machine and door control. Control system can be divided into signal
system level, local control level, and the manual operation of three control levels
from high to low order. The key technology realizing the platform screen door
system can be divided into the central control panel design, gating unit design, and
software design. At last, the model machine of control system has been tested in
platform screen doors controlling experiment.The test results show that the system
has an excellent dynamic performance and a high reliability,and thus the validity
and the feasibility of the proposed approach are proved.The system has the
advantages of high national productivity, reducing project cost, and owning inde-
pendent intellectual property right.

Keywords High-speed railway � Platform screen door � Control system

1 System Architecture

PSD is composed of the machine and electrical part; the electric part comprises a
power supply system and control system. PSD system is shown in Fig. 1. In the
PSD system of Rail transit, the central Control Panel (PSC), monitoring system and
power supply system are set in the heart of the equipment, in which the monitoring
system is composed of the instruction processing module and the monitoring
module [1–3]. The monitoring module via the CAN bus with each of the DCU door
controller connected to the output end of the monitoring module LSL each display
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connected to the input of the monitoring module with the JC safety detector con-
nected via local bus and monitoring module PSA monitoring machine connected to
a PC monitor module and portable two-way connection, the monitoring module,
respectively, and the station control system signaling devices, electromechanical
equipment monitoring device is connected; said PSL site controller output door
controller with DCU input terminal; said platform security gate power supply input
terminal connected to the station, providing the system components and the power
circuit.

2 Control System

Control system can be divided into signal system level, local control level, and the
manual operation of three control levels from high to low order. The Door Control
unit (DCU) consists of a logic control unit, a motor drive control unit, an interface
unit, and related software. As a security door control system at the core of the
system, door control unit receives the control from the central controller command,
the logic control unit deals with all kinds of signals, and then through the drive
control unit control brushless DC motor has to perform open–close action; and
through the MODBUS communication status information feedback of the door, the
real time to effectively hold exit at work of all kinds of data is uploaded to the
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Fig. 1 The system diagram
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central processing ark, to guarantee the normal work of PSD. The screen door
control system ranks from low to high as its priority includes signal system level,
local control level, and manual control level. In the three levels, signal system level
shares the lowest priority and the manual control shares the highest priority. The
lower priority operations can be done only when the high priority level is done.
Sketch map of the priority appeared is shown in Fig. 2.

3 Central Control Design

PSC includes cabinet, LCU, monitoring host and display terminal, and the signal
system, port instruments of the ISCS, meters and the related cases, and condition
lights of PSC board. The central control board includes two mutually independent
PEDCs, each PEDC includes a control unit, controlling the opposite side’s screen
door at the stage, and the redundancy protection that is realized by the safe relay.
The PSC connects the DCU, LCP, and IBP board through rigid line, to realize the
key control and signal tickling. There is a monitoring host PLC at each side, it can
realize the real-time communication with the very side’s stage via the trunk function
of the redundancy site, and to transfer the fault, operating condition to PLC through
trunk. PSC also includes the rigid line port with signal system, port with ISCS
system (RJ45 port), the internet port with display terminal of PSC board, related
buttons and switches on cabinet boards and terminal block, indicating light, repair
outlets, and so on. The wiring diagram of screen door system and signal system is
shown in Fig. 3.
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System on each side uses the delay logistic circuit to realize the redundancy
protection of controlling function. When the PLC working normally, the relay
switches to the PLC control mode, and all controlling input signals get into PLC.
When the PLC comes with faults, the relay switches to relay mode and all con-
trolling input signals get into relay circuit, unceasingly realizing the command
making function of screen door.

The monitoring host completes the condition monitoring to screen door system. It
realizes the system to collect and analyze on related information, realizes the
information exchanging between DCU, LCP, and ISCS, and can do condition
monitoring on signal system and IBP board port. The system owns the function of
real-time monitoring and self-diagnosis. The system can monitor all monitoring sites
of the stage, which can monitor the whole screen doors or independent door of the
alarm, condition, accident information, and update to main monitoring system
through live trunk network, the main monitoring system will do collection, analysis,
and recording on these information, and do the information exchanging with the
DCU units and external system. It can also do online altering to the operating data of
DCU (including the choice on path of open/close door, clamp force when door
closing, times of closing door when suffering barriers, delaying time when reopening
doors, and so on) and automatically note the faults and major operating; the faults
and operating notes share the functions of display, check, delete, and so on.

4 Design on Door Control System

DCU is one of the most important parts of the screen doors. The DCU receives all
signals gives out by PSC control cabinet; controls switches of the sliding doors,
electric lock, open/close door when suffering barriers, infrared block, and so on;
realizes remote, manual, auto, and other modes; realizes what the real-time gives
out of condition indicating, as well as that the specifications can pass the deploy
of the upper computer. The DCU also returns signals to PSC cabinet monitoring
computer to display the current condition of the screen door. DCUs of each side
are connected in series, and the rigid lines are connected to the central control
board at the end and head, forming the safety circuit (as shown in Fig. 9), with
ring protection, to ensure any independent circuit’s broke would not influence the
open/close function of screen doors. The DCU fault influences only on single
door. The central control board’s control to DCU owns the safety relay redun-
dancy protection. The system controls the LCB to allow the station or staffs use
the LCB to change the operating modes when adjusting or maintenance; the major
operating includes auto mode, manual turn on command, manual shut down
command, and so on.

The DCU door control system consists of three parts: motor driving module,
logical control module, and power sourcing module. The motor driving module
mainly does the digitally control on motors based on the feedback from digital
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encoder after algorithm. Logical control module achieves the demanded curvilinear
motion controlling based on the returned signals after logical analysis and transfers
the control order to motor driving module. The power sourcing module major
concerns the actual applying space and the compatibility of strong and weak
electric, and then designed the auxiliary control circuit module to realize the power
supply for motor driving module, logical control module, controlling function of the
110 V YL, and relay safety circuit. The power sourcing module consists of four
parts: motor driving module power, source, logical controlling module power
source, safety control circuit, and YL logical control circuit (Fig. 4).

The functions completed by DCU door controlling include the following:

(1) DCU stores the necessary velocity curve internally and sets up a series of doors
clamp forces, reclosing interval time and the delay time, times, and velocity
curve.

(2) The DCU realizes the controlling on motors through the self-learned setting the
velocity curve, can collect the condition information of doors, and locks the
related faults information.

(3) It shares the function of offline adjust on controlling units, through the internal
encoding port to do resetting and encoding on specification.

(4) Realize the control commands from system level and stage level.
(5) DCU can control the condition indicating lights right including flashing,

long-lighting, and long die-out.
(6) Once the faults happen when the door opening or closing, the two processors of

DCU can realize the fault from speed-down of motor and the increasing of
current, so there is no need of ports and special sensor, which highly ensures
the redundancy.
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5 Software Design of the System

Parts of the system are high performance Interconnect ARM environment, the
program written in C language. The system language uses the modular construction
and time-sharing operation, to give out the control command and realize the screen
door’s real-time control based on the signal system’s open/close command and
sliding door condition (Fig. 5).

The high-speed railway platform screen door with the method of system control,
the metro driven into station and stopped within the allowed mistake scope, the
train signal system gives out the open/close command to the central control system,
the control command of screen door sent to the DCU through signal system, DCU
controls the sliding door in real-time, and realize the open/close operating on screen
door. The processes of normally open on screen door are shown in Fig. 6.

When the high-speed train signal system is running right, the railway metro stops
within the allowed mistake, and the signal system cancels the “OPEN” command
and and starts the CLOSE program. The flow chart of the CLOSE control process is
shown in Fig. 7.
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The screen door system is running under the right condition; if the sliding door
at any side suffers from the barriers, the sliding door will stop and can be open
manually; and other sliding doors still under right condition. After delayed waiting
(adjustable among 0–10 s), the door would try to open for three times; if the barrier
still exists, the door condition lighting starts and the door is at a free condition till
when the sliding door closed and locked.

When the signal system gives out the CLOSE command, the doors launching
low-speed command would be shut down automatically. If the screen door suffers
barriers during the CLOSE command, by receiving the CLOSE command, the
screen door will turn to barriers detecting the function on CLOSE. The flow chart of
the barriers detecting OPEN/CLOSE doors is shown in Fig. 7.

6 Experimental Verification

The experimental apparatus is shown in Fig. 8 consisting of platform screen door
control system by China academy railway sciences. The platform screen door
consists of one gated unit, a door machine system, a central control Panel, one
in situ control disk, and a power supply system. Power switch uses AC380 power
supply, door control unit using Dc110v power supply, central control panel using
Dc110v, and $literal power supply.

The door with door control unit to the design of this article has carried out the
related test; the results are shown in Fig. 9. The first part of figure is door operation
curve: door runs with a maximum shutter speed 580 mm/s, the open time of whole
process is 2.5 s, door in place target speed keeps to prevent, and the passengers can
restore to open the door after door in place. The second part of figure is door closing
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Fig. 7 Flow chart of the barriers detecting OPEN/CLOSE doors
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curve: door closes with a maximum shutter speed 510 mm/s and the close time of
whole process is 2.5 s. Opening and closing time can be changed through the
maximum opening and closing step-less adjustment of speed. Opening and closing
time can be changed through step-less adjustment of the maximum opening and
closing speed.

From the graph, we can see that internal target curve of motor driver and
feedback speed curve of the waveform are in agreement. It explains that machine
door control unit can better achieve security door controls.

7 Conclusion

The control system is the key technology of the platform screen door of high-speed
railway, which will play a very important role in improving the safety and reliability
of the high-speed railway platform. This paper focuses on the control system, which
can be divided into signal system level, local control level, and the manual

Fig. 8 System test picture

Fig. 9 The experimental speed curve
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operation of three control levels from high to low order. The key technology to
realize the platform screen door system can be divided into the central control panel
design and gating unit design. On this basis, the control system software design and
control system algorithm are completed. The established control system is validated
on the platform of the high-speed railway safety gate. The test results show that the
system can complete the switch door of the platform door accurately and has the
practical value of engineering.

References

1. Lao Y (2011) Metro platform screen door’s control system research. South China University of
Technology, Guozhou

2. Zhou C, Zhou J, Zhang H (2009) The system frame and control style of platform screen doors
for bus rapid transit. J Dev Innov Mach Electr Prod 122(4):138–140

3. Haihui C, Yueming H, Jianming X (2002) Proposal of control system of metro platform screen
door. J S China Univ Technol (Nat Sci Ed) 30(4):44–47

Research on Key Technology of Platform Screen Door Control … 993



Information Platform Framework
for the Integrated Management
of Intercity Arterial Roads

Haiyang Wang

Abstract This chapter considers the comprehensive management of urban arterial
roads, analyzes the current status and key components of integrated information
management systems—in terms of road and transport related socioeconomic
management issues—and describes the target and significance of the information
system framework. By using system analysis combined with traffic engineering and
relevant information system design, an integrated management information system
framework, for an urban trunk road system, is put forward, including its main
framework components and their functions.

Keywords Arterial road � Integrated management � Informatizaion
System framework

1 Introduction

With rapid development of the road system in China, an ever increasing intercity
arterial system, and transport-related socioeconomic activity, the traditional frag-
mented traffic management system used for arterial roads clearly cannot meet
developmental needs. It is imperative and necessary to have an integrated man-
agement information system framework for effectively coordinating each of the
components of road system management based on a sharing of information [1, 2].

By learning from the experience of developed countries in terms of road system
management information systems, with their successful application of intelligent
transportation system (ITS) technology in traffic monitoring; weight–load controls;
roadwork-related data collection; and processing management information platform
construction and information release, we can effectively improve the efficiency and
capacity of the operation and management of the roads and traffic, and improve the
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quality of the transport service available to the public in China. It is in this context
that the current situation of developing an urban arterial road management infor-
mation system will be considered [1].

2 Existing Problems of the Road Management
Information System in China

Great effort has been made by each of the major cities in China in terms of research
and development of road management information systems and their components
(such as road traffic monitoring, traffic overload control, and roadwork and office
management). However, there are many problems with the present mode of oper-
ation of China’s management information system [3, 4].

• Each component of the road management system, in terms of its operation, is
relatively independent and therefore the system lacks effective integration.

• Information hubs need to be well-organized and based on information sharing
for an effective and efficient use of resources.

• There is a lack of development of hardware systems for database/information
service centers.

• There is no uniform geographic information service platform to provide a
practical visual display.

• There is a requirement for the development of more efficient, multifunctional,
comprehensive data/information collection systems.

• A greater effort is required to develop multiterminal publications containing
travel information and services.

• The existing automated systems running in network offices needs improvement.

3 Objective and Significance of the Framework Design

The framework design includes road traffic management, road facilities and man-
agement of equipment, and data/information management and services to support
decision-making in both the public and private sectors. This study represents a
comprehensive analysis of the key issues of road infrastructure development and
the application of an intelligent transportation system. To this end, a number of
frameworks are proposed for a comprehensive integrated management information
system, including those required for road traffic control, transport facilities and
equipment, traveler information and services, among others [5].

It is expected that such a comprehensive data/information service would be
provided to administration departments at all levels in order to realize total office
automation and daily management, for use in both public and private sectors,
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ensuring timely, accurate, comprehensive, and adequate information services to
support informed decision making and to enhance the capacity for scientific deci-
sion making in terms of routine management, emergency response, and first aid.

4 Design of the Integrated Road Management
Information System

4.1 Overall Framework for the Information
System Platform

On the basis of the current status of ITS research and the road management
information system development in China, this chapter introduces the theory of
management information–sharing platforms for the integrated development of the
road management system, with an initial application of an integrated road man-
agement system framework based on the common information platform, as shown
in Fig. 1. The framework consists of the following four levels [1].

1. A user interface layer through Browser/Server and Client/Server application for
different users with different user application interfaces.

2. A middle application layer, including application frameworks, database engine,
and a communication module responsible for transaction processing and control
of database operations in order to achieve transmission and processing of data,
accepting and processing client requests, and taking responsibility for the sys-
tem’s logic processing across a variety of applications.

Fig. 1 Framework design for an integrated road management information system
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3. A data management layer used as an underlying database for the entire system’s
operation, providing the necessary data services for the middle application layer,
including vast amounts of spatial data and system information data.

4. An integrated interface layer responsible for information exchange and control
between a management information platform and various service subsystems,
through unified messaging and web service interface exchange of information
via a technical subsystem and external systems, such as a traffic management
data center. It should also be connected to a basic geographic information
platform remotely via Spatial Database Engine.

In addition, the integrated information platform is composed of seven support
subsystems and six business service subsystems, respectively. The supporting
subsystems are implemented to ensure information platform functions. The
business subsystems should realize data sharing and functional communication
through the information platform [6].

4.2 Technical Support Subsystems

Traffic Information Collection System
Due to user demand for dynamic and static traffic data, this system is an information
system incorporating dynamic road traffic operational data monitoring, through a
seamless linked network, providing reliable, accurate, and real-time traffic perfor-
mance data for the integrated road management information platform, permitting
the release of traffic information and system services.

Road Traffic Monitoring System
Through a monitoring system, real-time images of traffic conditions, infrastructure
status, and weather conditions can be compiled. The system includes timely
detection of abnormal traffic events, including traffic jams, accidents, and vehicle
identification (ID) monitoring, as well as the use of rest service areas, and the
monitoring of abnormal real-time events, which can act as a basis for the emergency
services [2].

Meteorological Environmental Monitoring System
Weather conditions represent one of the main impacts on road travel. This moni-
toring system is designed to monitor meteorological environmental conditions and
information that may have an impact on road traffic, including visibility,
weather-related surface conditions, and other relevant meteorological environment
conditions.

Traffic Information Release System
The information release system relies on the fusion of traffic data/information and
analysis, based on multi-sourced data/information collection, fusion, processing,
analysis, and in-depth data excavation, with intelligent data calculation processing
results seamlessly connected to the integrated management information platform, so

998 H. Wang



as to achieve the system functions allowing real-time data access, communication,
and dynamic traffic information dissemination. The main release methods include
variable message signs, traffic radio, a telephone customer service hotline, mobile
apps, and internet sites [3–7].

Individual System
This system is defined as a system for on-duty officials with contingency com-
munication equipment, operating through a 3G wireless network. This system
makes it possible for the on-duty officials to send live images, location information,
and record in real-time back to a command center. At the same time the system
allows administrators at the command center to dispatch on-duty officials in
real-time when needed for emergency responses [8]. The real-time communication
equipment used in such emergency responses should be able to collect and store
information and allow real-time communication.

Vehicle-Positioning System
The vehicle-positioning system is based on the functions of onboard computers
(mobile electronic police) with cameras, and sound-recording functions, in addition
to a 3G communication module and global positioning system (GPS) module,
permitting mobile patrols, traffic law enforcement, and similar tasks. Using an
information access platform, it is possible to achieve a two-way dialog between the
platform and the vehicle, and ultimately to achieve an effective cross-regional
uniform command for vehicle dispatch, monitoring, and management.

Communication and Information Security System
The system includes two types of information communication, one for information
communication between different departments inside the command center, the other
one for use between the command center and field. In the command center room are
three types of internet system, i.e., the common Internet, a special network for road
authorities, and a mobile Virtual special network. The communication system
includes a front-end node, trunk transmission, and mobile communications.
Information security is concerned with network security (including system-specific
network security, a separation of the special network from the Internet, and security
of information transmission) and software security (including data storage security,
confidential data transmission, user password security, logging and analysis, and
protection against viruses [3].

4.3 Traffic Service Application Subsystem

Road Conditions Management System
This management system provides basic data maintenance, data query, and print
functions. It not only provides a basic data platform for road maintenance, road
administration, a geographical information system (GIS), and other subsystems but
can also be used as a stand-alone subsystem. At the same time, this subsystem can
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provide a record of all data items of historical information and data revocation
functions in particular, to ensure integrity and accuracy of the underlying data.

Bridge and Tunnel Management System
This system maintains detailed records of basic information, as well as archived
information, for bridges and tunnels, including records and analysis of routine
management, regular inspections, maintenance, and management, with a focus on
providing a variety of tools for data recording, mission planning, assessment
analysis, and statistical reports required for bridge and tunnel administration. This
system helps achieve a more scientific and efficient management of bridges and
tunnels, as well as improving maintenance work.

Road Maintenance and Management System
As an important part of road operations, the maintenance and management system
is an essential link to ensure the smooth implementation and completion of daily
maintenance work. It is also an essential link to justify the necessary financial input
and verify the success or failure of the maintenance work, so as to ensure a rea-
sonable allocation of maintenance funds and facilitate informed decision making in
maintenance and work planning. The main functions of this system include a
statistical summary of minor repairs and monthly maintenance reports, road bul-
letins, road maintenance inspections, development of cost plans for minor repairs
and maintenance, assessment of the technical conditions of roads, and basic data
management [8].

Green Management System
This system relies on information technology being used for the management of
tree planting, saplings, greening spaces, and other relevant areas. It includes rich
botanical knowledge and is used to develop an early warning mechanism for pest
control. The scientific data analysis and processing methodology of the system
provides fast, accurate, high-quality pictures and texts for use by environmental
departments.

Road Administration System
This system is in compliance with the relevant laws and regulations of the road, and
makes use of computer technology and network technology as an auxiliary man-
agement tool. It establishes the scientific management and real-time monitoring
mechanisms for enforcement, application reviews and approvals, road patrols, and
obstacle removals. It continuously improves road administration by following the
principles of responsibility, standardization, and transparency, in order to reduce
duplicated work and improve efficiency and effectiveness.

Maintenance Management System
This system focuses on the scientific assessment of decisions taken for road
maintenance as well as the efficiency of daily management. Its task is to achieve
basic data collection, assessment of maintenance quality, evaluation of routine
inspections, maintenance project management, and maintenance scheme evaluation
based on full life cycle analysis of information from the management system [4].
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5 Functional Design of the Information Platform

5.1 An Integrated Display Function Based
on Geographical Information Systems

A GIS platform can transform data/information into digitalized traffic maps, i.e., the
road network infrastructure, traffic volumes, resources for emergency response
services, road conditions according to inspections, monitoring the weight of goods
vehicles, traffic incidents, etc.

The system could be used to provide support for decision makers, establishing
corresponding thematic maps based on decision maker demands.

5.2 Road Network Operational Monitoring
and Early Warning System

This platform conducts correlation analysis of collected and shared data/
information concerning the road network’s environment, traffic operations, traffic
incidents, road condition tests, road meteorological conditions, and geological
hazards. The platform can also make road network condition assessments and
dynamic forecasts, provide an analysis of developing road operational trends,
provide a mid- and short-term impact forecast service, and offer the possibility of
forecasting and analyzing unusual road network incidents [2].

5.3 Emergency Response Command
and Dispatch Management

Based on the preliminary knowledge bank of emergency response command and
management, the information service platform establishes a mode of enquiry into
the resources used by the emergency services. In the event of an emergency, a set of
emergency response procedures shall be followed, including initiating a preliminary
plan, road network coordinated traffic control, and resource dispatch and moni-
toring. All of these are supplemented with emergency response information,
including processing results and statistical analysis.

5.4 Information Dissemination and Public
Information Services

There are two ways to achieve information release. One is an internal traffic
management information release (by use of a browser, official users may logon to
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the integrated management information platform set by the roads authority), the
other is an external information release for the public (by use of a different website
or media terminal, such as that of a vehicle management system, road department
website, traffic radio broadcast, on-board terminal, road bureau WeChat platform,
or road and other information broadcast apps). The information released would
include: road infrastructure, service facilities, travel planning, traffic conditions,
road accidents/incidents, roadworks, road environment, emergency rescue inci-
dents, traffic administration, auxiliary service information.

5.5 The Facility’s Intelligent Operation and Maintenance

This platform’s function includes time corrections to the system, a showcasing of
facilities and equipment, real-time monitoring of networked devices, alarm infor-
mation automatic acquisition, manual prompting of malfunctions and relevant
incidents, operational and maintenance issues, knowledge base, facility design,
facility work management.

5.6 Global Positioning System Vehicle (Driver)
Management

This platform uses standardized interfaces integrated with a GPS vehicle (driver), to
achieve vehicle identification and display, fuzzy inquiry, vehicle tracking, sending
instructions, track playback and etc.

5.7 Hotline Service

This platform uses an integrated interface connected to its users, to provide a hotline
service, with configured functional modules, including those for dispatching
communications, making digital recordings, and coordinating emergency respon-
ses, in order to achieve a thematic map display of hotline information, hotline
service scheduling management, storage of digital recordings, incident manage-
ment, as well as information enquiries, etc.

5.8 User Management Service

This includes the management service for unit users, individual users, defined
system roles, and access rights.
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6 Conclusions and Outlook

Based on analysis of an intercity urban arterial road information management
system and ITS technology, this paper has established an integrated management
information system framework for road system management, including a logical
configuration of functional modules within the framework. The functions of seven
subsystem were designed to support the information integration platform. The
functions of six service functions were designed to establish an effective and effi-
cient integrated road management information system framework.

In future studies, more emphasis should be given to ITS data-processing tech-
nology, so that data fusion, data mining, GIS, and other technologies associated
with data processing can be better integrated in road transport system management,
to further optimize and improve key technological applications to facilitate a
continuous improvement of the road management information system.
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Study on a Mn–Cr–V–Ni Bainitic Forging
Steel for Railway Transportation

Yunlei Lin and Qingyue Zhou

Abstract A bainitic forging steel for railway transportation was developed and
produced with secondary refining, vacuum degassing, blooming casting, and billet
slow cooling, with addition of silicon, manganese, chromium, nickel, and vana-
dium. The influence of cooling rates on the microstructure of the Mn–Cr–V–Ni
alloy was studied by optical microscopy and SEM. And the influences of heat
treatment on the mechanical properties and microstructure were investigated, the
microstructure analysis and tensile tests were carried after 920 °C annealing–nor-
malizing–tempering. The results show that carbide-free bainite structure was
obtained by cooling from 950 °C to room temperature at less than 0.3 °C/s,
martensite structure was obtained at 8.0 °C/s. A good combination of strength and
toughness was obtained through the annealing–normalizing–tempering, with tensile
strength of 1353 MPa, yield strength of 1057 MPa, an elongation of 17%, a
reduction of 52%, impact toughness of 110 J/cm2, and 42.0 HRC.

Keywords Bainitic steel � Railway transportation � Carbide-free bainite

1 Introduction

Railway transportation is one of the most primary traffic modes in China, and it
plays an important role in national economy and country’s public transport system.
George Stephenson made the first steam locomotive with tubular boiler in 1814,
then, the first passenger railway was opened between Stockton and Darlington.
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Over the years, railway has increasingly become a new vehicle, a combination of
capacity, velocity, and reliability, alongside economic development and technical
progress.

As an essential equipment of railroad, the function of rail is guiding train wheels
to move forward, bearing and transferring load. Railway industry and relevant
industry have always paid great attentions to research on rail both at home and
abroad. 800–1280 MPa rails have been developed for various lines in U.S., Japan,
Europe, China, etc., which offers technical guarantee to construct safe, reliable,
rapid railway. However, now exist in the use and maintenance the following
problems: rails in the sharp-radius curve have poor wear-resisting performance,
upper rails appear side abrasion and spalling defects, lower rails appear corrugation
and crack on surface. These issues influence the service life of rail and increase the
maintenance workload of rail and wheel. A railroad turnout is one of the mechanical
devices enabling railway trains to be guided from one track to another. As the
operation condition of turnout is rigorous, the damage of turnout is fearful, as
shown in Fig. 1.

In the wake of developments in high speed and heavy haul railway, more and
more attentions are paid to the quality of rail, with a strong focus on strength–
toughness properties in steel. In order to improve performance of available pearlitic
rail steel, all countries are eagerly developing high strength and toughness bainitic
steel. Bainitic steel rail has high strength, high toughness, good wear resistance, and
high rolling contact fatigue (RCF) life, compared with pearlitic steel rail. Therefore,
it has broad development prospect in future railway transportation technology.

The microstructure of bainitic steel usually consists of ferrite and cementite,
similar to the microstructure of pearlitic steel. Pearlite has good plasticity and
toughness, but it is limited to improve the strength to 1300 MPa or greater of pearlitic
rail steel by decreasing the distance between rows of pearlite through alloying and
heat treatment. So researchers fixed their sights on bainitic steel [1, 2]. Unlike that of
typical lamellar pearlite structure, the morphology of ferrite in bainitic is mainly
acicular or lath form and the carbides are discrete particles. Bainitic rail steel is
superior in mechanical properties and fracture toughness to pearlitic rail steel. Yates
[3] thought that it was difficult to improve the properties of pearlitic steel rail even
more and he developed a low-carbon carbide-free bainitic steel. Pacyna [4],

Fig. 1 Spalling defects of
turnout
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a researcher of AGH University of Science, developed a new type bainitic steel
RB390, the tensile strength, yield strength, elongation, and cracking resistance in
dynamic conditions (KU2) of J6 were, respectively, 1347–1353MPa, 825–832 MPa,
13.0–14.9%, and 73.1–79.5 J. It is worth mentioning that the KU2 and resistance to
crack propagation were better than the same properties of traditional rails.

In China, Chen et al. [5] have studied the microstructure and mechanical
properties of a kind of low-alloy bainitic steel. Huang et al. [6] have examined
effects of a quenching-long portioning (Q-LP) heat treatment on the microstructure
and mechanical properties of a bainitic steel. They found that the impact toughness
is increased from 83.8 J/cm2 to a maximum value of 103.8 J/cm2 after the Q-LP
heat treatment with a partitioning time of 60 min.

In recent years, with the increase in the annual amount and axle load of heavy
haul railway in China, the service conditions of rail become more and more harsh.
Especially in small-radius curve, though heat treated rails with tensile strength of
1280 MPa, percent elongation of more than 8%, impact toughness of more than
30 J and harness of rail top surface of 370 HB-410 HB have been laid, upper rail
side abrasion remains and shelling defects on lower rail occurs. It is urgently needed
in developing high strength, good weldability, and contact fatigue resistance rail to
meet the need of heavy haul railway development in China.

The 1180 MPa grade and 1280 MPa grade air-cooling bainite rail have been
developed successfully. The 1180 MPa grade air-cooling bainite rail shows
excellent performances in contact fatigue resistance and wear resistance after using
in the Railway Administration of Beijing, Taiyuan, Chengdu, Shenyang, etc. The
integrated performances are better than those of heat treated pearlite rail. But there
are some problems existing in the 1280 MPa grade air-cooling bainite rail, such as
serious micro-segregation, poor weldability, unstable quality, and so on.

In order to reduce cost as well as to further increase strength, toughness,
weldability to ensure the safety, and prolong the service life, it is meaningful to
develop a long-life rail mainly composed of lath martensite and lower bainite by
using alloying treatment and online heat treatment in combination, which has
tensile strength of 1300–1400 MPa and impact toughness greater than 100 J/cm2.

In this paper, in order to seek a combination of high strength and toughness, a
Mn–Cr–V–Ni bainitic forging steel for railway transportation is developed, and its
mechanical properties and microstructures after heat treatment are studied.

2 Experimental Procedure

A Mn–Cr–V–Ni alloy was prepared as base material, as shown in Table 1.
Manganese and chromium were added to lower the bainite start (Bs) temperature
and increase the hardness of the steel, while vanadium was added to increase
strength. The bainitic billets were produced with secondary refining, vacuum
degassing, blooming casting, billet slow cooling, and so on. After the ingot was
hot-forged and then hot-rolled to bars, four test pieces were cut from the bars.
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The tests consist of two parts: cooling test and heating treatment test. For part one,
in order to study the microstructure of the test alloy after different cooling rates
(referred to test 1, 2, 3), three samples were chosen to be austenitized at 10 °C/s to
950 °C for 5 min under vacuum, then the samples were cooled by chosen cooling
rates (0.05, 0.3, 8.0 °C/s). Samples for microstructure analysis were mechanically
ground, chemically polished, and etched in 4% Nital, and then microstructures were
observed by optical microscope and transmission electron microscope.

For part two, combined with the results of above tests, the remaining one piece
was subjected to a heat treatment (referred to test 4). The test piece was austenitized
at 200 °C/h to 920 °C for 100 min, followed by furnace-cooling to room temper-
ature. Then, the test piece was heated at 200 °C/h to a temperature (>850 °C) for
100 min, followed by air-cooling to room temperature. The last step was tempering.

For the piece treated by heat treatment, hardness, tensile, and Charpy-U impact
tests were carried to measure the Rockwell hardness, the strength, plasticity, and
toughness. The hardness was examined in a Rockwell hardness tester, the tensile
testing was tested by MTS system, and the Charpy-U tests was tested by a pen-
dulum impact testing machine. Samples for microstructure analysis were mechan-
ically ground, chemically polished and etched in 4% Nital, and then microstructures
were observed by optical microscope and scanning electron microscope.

3 Results and Discussion

3.1 Roles of Alloy Elements

Carbon is an essential part of steel, it can form carbides and solid solution. To some
extent, the strength and wear resistance of steel increase with the increase of carbon
content. But high carbon content will decrease toughness and influence welding
quality. And carbon contributes to stabilize austenite, because of its high solubility
in austenite and low solubility in ferrite.

Silicon is a non-carbide forming element and one of the strengthening elements
in steel. In low-carbon bainite steel, the amount of retained austenite and its heat
stability and mechanical stability will improve along the increase of silicon [7].
Silicon can suppress precipitation of cementite and bainitic ferrite. In general, the
silicon content of steel is 1–2.5%.

Manganese and Nickel [8] are added to enhance the hardenability of martensite
and bainite, and improve the amount of them by reducing the temperatures of
martensite and bainite phase transformation. Meanwhile, manganese and nickel
promote the formation of austenite.

Table 1 Composition (wt%) of studied alloy

C Mn Si Cr Ni Mo V

0.28–0.29 1.7–1.8 1.5–1.8 0.8–1.0 0.2–0.4 0.3–0.5 0.08–0.12
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Chromium is a crucial and functional element in steel, it can suppress ferrite
formation and increase hardenability of bainite during continuous cooling [9].
Chromium is added to refine the microstructure of bainite and enhance the strength
and toughness of steel. But chromium carbide and nitride are easily formed in steel.

Vanadium is a strong carbide forming element, it dissolves in ferrite or exists in
carbo-nitride form in steel mostly. Vanadium plays a role of precipitation
strengthen and it increases retained austenite content.

3.2 The Effects of Different Cooling Rates
to the Microstructures of the Mn–Cr–V–Ni Alloy

Three samples were austenitized at 10 °C/s to 950 °C for 5 min under vacuum,
then cooled by different cooling rates (0.05, 0.3, 8.0 °C/s). Microstructures of test
alloy are listed in Table 2 and Figs. 2 and 3. The microstructure of the Mn–Cr–V–
Ni alloy consisted of bainite and a small amount of proeutectoid ferrite after cooling
at 0.05 °C/s, filminess retained austenite existed discontinuous between bainite
ferrite. Because the silicon content was high, the steel had a microstructure of
carbide-free bainite and a few proeutectoid ferrite due to high silicon content. And it
consisted of carbide-free bainite (lath bainite ferrite and filminess retained austenite
between laths) when cooled from 950 °C to room temperature at 0.3 °C/s, lath
martensite and a little bainite were obtained when cooling rate increase to 8.0 °C/s.
The addition of Si and Mn increased the amount of retained austenite with higher
stability, and still, improved the strength and toughness. High cooling speed was the
main reason to form a martensitic structure. With the increase of cooling rate, the
microstructure shaped to needle-like lower bainite.

Table 2 Microstructures of the test alloy under different cooling rates

Test Cooling rate (°C/s) Microstructure

1 0.05 Bainite + proeutectoid ferrite

2 0.3 Carbide-free bainite

3 8.0 Lath martensite

   
(a) 0.05 /s                        (b) 0.3 /s                       (c) 8.0 /s 

Fig. 2 Microstructures of the steel under different cooling rates
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3.3 The Effects of Heat Treatment to the Mn–Cr–V–Ni Alloy

3.3.1 Mechanical Properties of the Bainitic Steel After Heat Treatment

The mechanical properties of the bainitic steel after 920 °C annealing–normalizing–
tempering heat treatment are shown in Table 3. For test 4, it can be seen that the
alloy has tensile strength of 1353 MPa, yield strength of 1057 MPa, an elongation
of 17%, a reduction of 52%, impact toughness of 110 J/cm2, and 42.0 HRC. In
general, under the condition of test 4, the alloy had a good combination of strength
and toughness. It illustrates that annealing improves the elongation and reduction of
area. With the addition of silicon, manganese, chromium, nickel, and vanadium, the
alloy has high strength and toughness.

3.3.2 Microstructure of the Bainitic Steel After Different Heat
Treatment

The microstructures of testing bainitic steel obtained by 920 °C annealing–nor-
malizing–tempering heat treatment are shown in Fig. 4. The steel had a
microstructure of lath bainite and a few proeutectoid ferrites. The alloy consisted of

(a) BF and γR (0.05 /s) (b) SAD of BF and γR(0.05 /s)

(c) BF (0.3 /s) (d) BF (8.0 /s)

Fig. 3 TEM micrographs of the steel under different cooling rates
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parallel lath bainite ferrite and carbon-rich thin-film retained austenite. This was due
to silicon, and silicon suppressed carbide precipitation of alloy. Then more and
more carbon appeared in austenite, which reduced Martensite start
(Ms) temperature under room temperature.

Combined the data of microstructure and mechanical properties, the steel will
have good combination of strength, toughness, stabilization, and homogeneity of
microstructure through 920 °C annealing–normalizing–tempering as designed.

The well-closed formation could be attributed to heat treatment and addition of
alloy elements. The main goals of annealing are making microstructure and com-
position uniform, refining grain, eliminating internal stress and work hardening, etc.
The temperatures annealing and normalizing are similar, but cooling rates are
different: cooling rate of normalizing is fast. The strength and hardness are high
after normalizing. Tempering helps in decreasing notch sensitivity of steel and
obtaining a good combination of high strength and high toughness. And chromium
can improves the temper stability and hardenability of bainitic steel, therefore the
steel can increase and improve combination of high strength and toughness further.

4 Conclusion

A Mn–Cr–V–Ni forging bainitic steel for railway transportation has been devel-
oped. In this paper, the following conclusions have been obtained:

Table 3 Mechanical properties of the test alloy after heat treatment

Test Ultimate tensile
strength (MPa)

Yield
strength
(MPa)

Elongation
(%)

Reduction
of area (%)

Impact
toughness
(J/cm2)

Rockwell
hardness
(HRC)

4 1353 1057 17 52 110 42.0

 (a) metallographic structure (b) scanning electron microscope photograph

Fig. 4 Microstructure of the bainitic steel after heat treatment
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1. A Mn–Cr–V–Ni alloy was prepared, and its composition is: C 0.28–0.29, Mn
1.7–1.8, Si 1.5–1.8, Cr 0.8–1.0, Ni 0.2–0.4, Mo 0.3–0.5, V 0.08–0.12. The alloy
was produced with secondary refining, vacuum degassing, blooming casting,
billet slow cooling, etc.

2. The Mn–Cr–V–Ni alloy was cooled from 950 °C to room temperature at dif-
ferent cooling rates, microstructure of the alloy consisted of bainite and a small
amount of proeutectoid ferrite under cooling rate of 0.05 °C/s, and it consisted
of carbide-free bainite under cooling rate of 0.3 °C/s, filminess retained
austenite existed discontinuous between bainite ferrite. The test alloy got lath
martensite and a little bainite when cooling rate increase to 8.0 °C/s.

3. The Mn–Cr–V–Ni alloy was heat treated by 920 °C annealing–normalizing–
tempering, a good combination of tensile strength of 1353 MPa, yield strength
of 1057 MPa, an elongation of 17%, a reduction of 52%, impact toughness of
110 J/cm2, and 42.0 HRC.
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Design of and Research on an Attendance
System Based on RFID and WSN
Technologies for the Rail Transportation
Industry

Chongjun Liu, Kuangang Fan, Yi Pan and Yindong Ren

Abstract To address the serious conflict and poor reliability issues in existing
radio-frequency identification (RFID) systems, a complete set of remote wireless
noncontact attendance system was designed using a 2.4 GHz active RFID system as
the terminal reading device for recording employee attendance information.
Combined with a wireless network architecture provided by a wireless sensor
network, the system wirelessly transmits attendance information to a remote
computer control system, thereby effectively improving the cumbersome wiring,
poor mobility, and expansibility faults of the cable-contacted attendance system
used in the Rail Transportation industry. Consequently, production safety and
personnel attendance management become more convenient. The client manage-
ment system communicates using LabVIEW development tools with the
SQL SERVER 2008 database to achieve attendance management functions. To
address the electronic tag collision problem in an active RFID system, an improved
framed-slotted ALOHA anti-collision algorithm was proposed by combining the
original algorithm with dynamic grouping ideas, thereby improving RFID system
performance and efficiency.

Keywords Rail transportation attendance system � RFID � WSN
LabVIEW � Anti-collision algorithm
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1 Introduction

To address the shortcomings of the attendance system used for employees working
in the Rail Transportation industry, such as being error prone [1, 2], exhibiting poor
anti-interference capability [3, 4], and using an inconvenient storage system [5, 6],
this study mainly introduces an attendance system that combines radio-frequency
identification (RFID) and wireless sensor network (WSN) technologies to realize a
long-distance and noncontact attendance management system. Managers can check
the attendance of operators working in real time, thereby improving production
safety and management in the Rail Transportation industry and making the atten-
dance management of operators convenient and scientific.

2 Design and Analysis

The slave computer used in the proposed system is the ARM chip and its peripheral
device. Each RFID node connects with each monitoring point to form an infor-
mation control platform through WSNs. The host computer is an information
management system for employee attendance in the Rail Transportation industry.
This system is used to manage attendance data inquiries and report forms. The
entire system involves wireless communication RFID, database creation, and data
control system. The overall diagram of the system is presented in Fig. 1.

A fieldbus system is used for energy transmission; it is connected with the
attendance system through a WSN. A reader for rail transportation personnel
exchanges background data with the database used for attendance monitoring in the
main system to realize attendance management of personnel. The design of the
network is shown in Fig. 2.

Fig. 1 Overall block diagram of the system
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3 The Design of Software Model

The slave computer, i.e., LabVIEW, is connected with the database; it indexes
personnel information from the host computer to realize attendance function. The
diagram of the system software modules is provided in Fig. 3.

The main part of the software design is the LabVIEW client, which communi-
cates with the ARM chip and the database to realize certain attendance functions.
The database is established using the database management system software
SQL SERVER 2008. The E–R diagram of the database is shown in Fig. 4.

LabVIEW and the database use LabSQL module to achieve interconnected
communication.

Fig. 2 Overall network structure of the system

Fig. 3 Block diagram of system software module
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4 Improvement of the ALOHA Algorithm

While the RFID system is working, the integrity of anti-collision algorithm
determines the system performance largely [3, 4]. When the frame length is L and
the label is N, the system reads the correct slot rate, s shown in Formula (1):

Pl ¼ n
L

1� 1
L

� �n�1

ð1Þ

The idle slot rate is shown in Formula (2):

P0 ¼ 1� 1
L

� �n

ð2Þ

The collision slot rate is shown in Formula (3):

Pk ¼ 1� P0 � Pl ¼ 1� 1� 1
L

� �n

� n
L

1� 1
L

� �n�1

ð3Þ

Fig. 4 Database entity E-R diagram
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From the preceding mathematical models, the simulation of the framed-slotted
ALOHA algorithm is illustrated in Fig. 5.

To address the shortcoming of the framed-slotted ALOHA algorithm, a dynamic
frame-slotted ALOHA (DFSA) algorithm is proposed to improve the efficiency of
label recognition in the framed-slotted ALOHA algorithm [6], which effectively
enhances system efficiency [7]. Moreover, the DFSA algorithm should estimate the
number of labels during the reading process, and several ideas for estimating labels
[8], such as estimating the total number or the number of unrecognized labels, are
presented [9–11].

The DFSA algorithm dynamically adjusts frame length according to the current
idle and collision rates to improve efficiency [12, 13]. Compared with the fixed
framed-slotted ALOHA algorithm, the proposed algorithm exhibits higher recog-
nition rate and stability [14]. The main objective of the improved algorithm is to
address the poor recognition performance of the framed-slotted ALOHA algorithm
when the number of labels exceeds 256. A grouping framed-slotted ALOHA
(GFSA) anti-collision algorithm, which plays an important role when the frame
length is 1.7 times the number of labels, is proposed. On the basis of this con-
clusion, the improved packet DFSA algorithm is more convenient for determining
the optimal frame length and adjusting it in real time [15]. The concept of the
improved GFSA algorithm is illustrated in Fig. 6, and the mathematical model for
the time-GFSA algorithm simulation is shown in Fig. 7. The throughput rate
increases as frame length increases. Meanwhile, the recognition rate gradually
increases as the idle rate declines. The improved DFSA algorithm performs best
when F reaches 256.

The relation between the number of slots and the number of labels in the
improved DFSA algorithm is shown in Fig. 8. When the frame length is longer than

Fig. 5 Throughput, collision rate, idle rate, and label number of frame time slot ALOHA
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Fig. 6 The improved idea of DFSA algorithm

Fig. 7 The relationship of
throughput rate, collision rate
idle rate, and the number of
tags in frame time slot
time-GFSA
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256, performance sharply deteriorates. When the number of labels reaches 500, the
number of slots sharply increases. The number of readable labels is increased by at
least 9.36%.

5 Performance Analysis of RFID System

The RFID signal will experience loses during the channel transmission process due
to various factors. The receiving power formula for the power transmission signal is
given in Formula (4)

PðdÞ ¼ d�n � SðdÞ � RðdÞ ð4Þ

In this formula, “d” is the distance between the sending and receiving ends.
Figure 9 shows the path loss, slow decline, and rapid decline of the RFID signal

passing through the RFID channel. In the simulation, we set the reference distance
d0 as 1 m and the other parameter settings are as follows: frequency = 2.4 GHz,
n = 2.4, and Xr ¼ 9:6 dB. The distance in the figure is represented by a logarithm
(which corresponds to UHF RFID systems).

We assume that the binary phase-shift keying (BPSK) signal, which applies
BPSK modulation, is similar to Formula (5).

sBPSKðtÞ ¼ A
X1
n¼�1

angtðt � nTbÞ
" #

cosxct ð5Þ

In this formula, anf g is a binary number sequence and the two electrical levels
exhibit the same probability to appear. Tb is the binary symbol interval, and gTðtÞ is
impulse response of Baseband Transmitting Forming Filter, and we assume that
gTðtÞ has a nonzero rectangular shape.

Fig. 8 The relation between
the number of slots and the
number of tags in the
improved DFSA
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When a BPSK signal is demodulated using a matching filter, we sample the
matched filter output under the condition of sending +1 and t = Tb. The sampling
value is given in Formula (6).

yðTbÞ ¼
ZTb
0

s1ðtÞþ nwðtÞ½ �s1ðtÞdðtÞ ¼ Eb þ Z ð6Þ

In Formula (6), Z ¼ R Tb
0 nwðtÞs1ðtÞdðtÞ

When sending −1, the sampling value is given in Formula (7)

yðTbÞ ¼
ZTb
0

s1ðtÞþ nwðtÞ½ �s1ðtÞdðtÞ ¼ �Eb þ Z ð7Þ

We assume that y ¼ yðTbÞ, and its sampling value is given in Formula (8–9).

pðyjs1Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
pN0E0

p exp �ðy� EbÞ2
N0Eb

" #
ð8Þ

p yjs1ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
pN0E0

p exp �ðyþEbÞ2
N0Eb

" #
ð9Þ

When Pðs1Þ ¼ Pðs2Þ ¼ 1
2, the average bit error ratio (BER) A is given in

Formula (10)

Pb ¼ P ejs1ð Þ ¼ P ejs2ð Þ ð10Þ

In this formula, P ejs1ð Þ R 0
�1 P yjs1ð Þ dy ¼ 1

2 erfc
ffiffiffiffi
Eb
N0

q� �

Fig. 9 The relationship of
path loss, slow decline, and
fast decline in power
transmission
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Thus, the optimal obtained BER is given in Formula (11).

Pb ¼ 1
2
erfc

ffiffiffiffiffi
Eb

N0

s" #
¼ Q

ffiffiffiffiffiffiffiffi
2Eb

N0

s" #
ð11Þ

The wall transmission environment or other obstacles in radio obscuration will
lead to a decline in the accepted signal intensity of path loss d�n, which varies with
distance in a large-scale range and with the slow change in the median of the signal
level in medium-range slow fading SðdÞ. Multipath scattering produces fast fading,
in which the instantaneous value of the signal field strength varies rapidly within a
small range. Under the same signal-to-noise ratio (SNR), the BER performance of
the signal in the additive Gaussian white noise channel is better than that in the
multipath channel. When the SNR is 14 dB, the additive Gaussian white noise
channel has a BER of less than 10�3, and the error rate of the multipath Rayleigh
fading channel is approximately 5%. To obtain a transmission effect that is
equivalent to the additive Gaussian white noise channel, SNR should be increased.

6 System Experimental Test

When the attendance system for the Rail Transportation industry is opened, the
corresponding log-in interface will be displayed. The main interface, including the
current time, welcome remarks, and description design, along with the three
function modules, namely, staff information entry, real-time attendance table, and
attendance query, will pop up after successful landing is achieved. First, in the staff
information entry module, the basic information, entry post, and card number of a
new employee should be inputted into the left column. When data entry is suc-
cessful, the aforementioned information, together with the recording time, will be
displayed in the right column. Second, the real-time attendance table module can be
used to display the real-time information of workers under the current credit card
and stored in the database for managers to query. Third, in the attendance query
module, the employee name or card number to be queried is selected through the
query option button, and the corresponding query information is entered in the
query box, the staff attendance situation will then be presented.

Various algorithms are used to perform a comprehensive test on the RFID
attendance system, with multiple interference sources, to verify the corresponding
work situation. The results are provided in Table 1.
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7 Conclusion

A long-distance attendance system is designed after considering the problems in
existing attendance systems. The RFID technique combines WSNs and the features
of an RFID signal to identify a target while simultaneously realizing wireless
communication. The active perception and communication functions can realize
no-contact, long-distance attendance monitoring and record attendance data in real
time. The host computer of the client and the terminal reader communicate data
transmission through WSNs, which is convenient for gathering statistics and
inquiring about the attendance data of employees working in the Rail
Transportation industry, thereby enabling an enterprise to improve accuracy and
efficiency in the production safety management of employees. An improved DFSA
anti-collision algorithm that is suitable for the attendance system is proposed based
on the time during which a staff member enters the scan range. In addition, a
mathematical model image is drawn through Matlab to compare the advantages and
disadvantages of various algorithms. Subsequently, the improved DFSA algorithm
presents the improved method and programming concept of the algorithm, and then
verifies the applicability and feasibility of the system. Ultimately, the number of
effective slots read by the system is increased, i.e., it is 9.36% higher than the
previous value, thereby proving that the system exhibits a high degree of deter-
mination and conflict prevention functions. In addition, the system is convenient for
gathering statistics and inquiring about the attendance data of employees who are
working in the Rail Transportation industry. Accordingly, an enterprise can better
manage the production safety of its employees.
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