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Study on Catenary Current Harmonic
and Traction Characteristics of New
Type Electric Multiple Unit

Haibo Zhao and Ruijing Ouyang

Abstract Harmonic characteristics of catenary current and traction characteristics
play so important role in the traction systems of electric multiple unit (EMU).
Throughout the track and measurement of a new type EMU, this paper is aimed to
analyze the harmonic characteristics of catenary current by Fourier transform
method and figure out the curve of traction characteristics by electric power
method. Test results indicate that the catenary current of the new type EMU are in
low harmonic, whether the EMU is at the state of traction or braking. When the
input power of EMU is above 5 MW, harmonic content of the catenary current is
below 1% and total harmonic distortion rate is less than 3%. At the same time,
equivalent disturbance current is below 1.5 A and power factor is above 0.98. In
addition, the new type EMU has the similar traction characteristics as other EMUs.

Keywords EMU � Catenary current � Harmonic characteristics
Traction characteristics

1 Introduction

According to UIC, until April 1st 2017, the whole world altogether have 24
countries and areas own EMU, and beyond the border the number is 2452 standard
vehicles, China has surpass 2500 standard vehicles, which accounts for the global
total above 50%, simultaneously in running mileage, Chinese high-speed-railway
mileage is 22,000 km, accounts for the global total above 60%, Chinese EMU from
the technology to the digestion absorption, innovates from the scientific research to
the independent research and development, passes through several years, have
already made belonged to own EMU brand.

With rapid development of high-speed railway mileage and EMU, the rela-
tionship between EUM and become more prominent, specially to entire
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high-speed-railway power supply system is obvious day by day [1], when begin-
ning of mainline from Wuhan to Guangzhou and Beijing to Shanghai, the accident
of influence of leaded to catenary power supply exceptionally both happened,
therefore, controlling EMU harmonic ratio effectively is important [2]. This paper is
for the purpose of by measuring and calculating new type EMU harmonic, and
expounding by application harmonic suppression measure, EMU harmonic ratio
conform to the correlation requirement, simultaneously has not influence to its
traction characteristic, and satisfied utilization request [3].

2 Harmonic of Traction Unit

Figure 1 shows a single traction unit of EMU a lot of electric power and electronic
component are massively used in traction converter, therefore created frequency
spectrum to be widely, between 3 and 200 Hz, simultaneously massive EMU are
running, it is easy to lead to harmonic oscillation between EMU and catenary of
power supply, and in specific frequency band harmonic current resonating as well
as the resonant overvoltage, finally caused to EMU and the power supply devices
be breakdown and overburning accident, therefore we must control EMU harmonic
effectively.

The limit of EMU converter power module’s switching frequency and control-
ling of the whole traction converters is key point and the difficulty of solve
harmonic question [4], now following two methods are usually deal with this issue:

Fig. 1 EMU Main electrical diagram

2 H. Zhao and R. Ouyang



• Reducing harmonic through three level ways or harmonic filter on the electric
circuit hardware [5];

• Based on the mean current feedback, based on the original side current feedback
which two kind of optimization transient current control strategies, and using in
the converter control software control strategy and the Carrier Phase-Shifted
control technology and so on the way reduces the overtone, and one or all
methods are applied in engineering practice for most economical and the finest
control effect [6].

3 Computational Methods

3.1 Catenary Current Harmonic Computational Method

Catenary current can be expressed in frequency domain by periodic function as [7]:

f ðtÞ ¼ f ðtþ kTÞ ð1Þ

Then it is represented by Fourier’s series as:

f ðtÞ ¼ a0 þ
X1
k¼1

ak cosðkx1tÞþ bk sinðkx1tÞ½ � ð2Þ

a0 ¼ 2
T

Z T

0
f ðtÞdt

ak ¼ 2
T

Z T

0
f ðtÞ cosðkw1tÞdt

bk ¼ 2
T

Z T

0
f ðtÞ sinðkw1tÞdt

8>>>>>>>><
>>>>>>>>:

ð3Þ

It can be further simplified as:

f ðtÞ ¼ A0 þ
X1
k¼1

Akm cosðkx1tþwkÞ½ � ð4Þ

A0 ¼ a0

Akm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2k þ b2k

q

wk ¼ arctan � bk
ak

� �

8>>>><
>>>>:

ð5Þ
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Equivalent disturbing current equation [8]:

JP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X100
n¼1

ðS2n � I2nÞ
vuut ð6Þ

where:

JP Equivalent disturbing current, A;
In RMS of n sub-harmonic current, A;
Sn The international telegram inquiry board stipulated static appraisal

co-coefficient.

Power factor computational formula is:

k ¼ P
U � I

� 100% ð7Þ

where:

k power factor;
U RMS of catenary voltage, kV;
I RMS of catenary current, A;
P active power, kW.

3.2 Computation of Traction Force at the Wheel Rim

Traction force at rim can be calculated as:

F ¼ 3:6N
Pn

i¼1 Pigmgg
nv

ð8Þ

where:

N Total number of traction motors, and N = 16;
n Number of measured traction motors;
Pi The ith motor of active power, kW;
V Instantaneous velocity, km/h;
m Motor efficiency, and is 0.947;
g Gear efficiency, and is 0.975.
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4 Test Results and Analysis

Before experiments starts officially, EMU must run continually at least 30 min, so
temperature of axis and each revolution partial condition close to actual utilization
condition. EMU will run at full traction and full brake, carries on the continual
sampling to various operating modes data [9].

The following data must be recorded during test procedure:

(1) EMU catenary voltage, V;
(2) EMU catenary current, A;
(3) EMU velocity, km/h;
(4) traction motor input voltage, V;
(5) traction motor input current, A.

4.1 Test Results Analyze

EMU start running at straight track and accelerate to 350 km/h, Fig. 2 is EMU’s
RMS and frequency spectrum of catenary current in this process, and catenary
current rises reposefully after EMU start, until EMU enter the permanent power
stage, at that time the catenary current stabilizes about 460 A, and velocity probably
is 160 km/h, in the harmonic components, the third subharmonic contents is
highest, but content does not pass 0.6%.

As shown in Fig. 3, we can see that power factor rises with active power’s rising
during EMU’s accelerating, namely the power is bigger, the power factor is higher.
When the power surpasses 5 MW, the power factor reaches above 0.98.

Figure 4 shows the relationship among primary current distortion factor,
Equivalent disturbing current and active power map, RMS of catenary current to be
bigger (traction power to be bigger), primary current distortion factor to be lower.
When the power surpasses 5 MW, primary current distortion factor below 3%,
equivalent disturbing current below 1.5 A.

4.2 Traction Characteristic

As shown in Fig. 5, the traction characteristic divides into two areas, namely
constant force area and constant power area. In constant force area, traction force
along with the speed ascension slow drop. This is consistent with the speed change
tendency of the adhesion characteristics of the EMU.

In high speed area, because the motor voltage or the power limit, output power
invariable, the force of traction assumes the hyperbolic curve relations along with
the speed ascension to drop. The constant power area beginning is probably
160 km/h.

Study on Catenary Current Harmonic and Traction … 5



Fig. 2 Catenary current and the frequency spectrum (full traction)

Fig. 3 Relation of power
factor with active power (full
traction)
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5 Conclusion

New type EMU uses Carrier Phase-Shifted control technology effective control
harmonic, regardless of in traction operating mode and brake operating mode, when
the power surpassed 5 MW, the catenary current harmonic components is lower,
total harmonic distortion rate of the network is less than 3%, the equivalent

Fig. 4 Relationship among
primary current distortion
factor, equivalent disturbing
current and active power (full
traction)

Fig. 5 Traction characteristic
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disturbing current is below 1.5 A, and the power factor is above 0.98, and the total
harmonic disturbing rate of each harmonic is not more than 1%. The new EMU has
similar traction characteristics to the previous EMU, including the constant torque
and constant power sections. The method taken to suppress harmonics do not affect
the traction characteristics of the train.
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Research on Optimization Strategy
of Forced Convection Heat Dissipation
for Super Capacitor Energy Storage
Power Supply

Jun Zhang, Zhongcheng Jiang, Jixiong Jiang, JingJing Chen
and Li Zhou

Abstract The service life of the super capacitor is very sensitive to the tempera-
ture. In order to obtain the optimization strategy of forced convection heat dissi-
pation for super capacitor energy storage power, the main factors affecting the
efficiency of forced convection heat dissipation are analysed based on the heat
transfer theory, and the main direction of heat dissipation optimization are deter-
mined. The numerical heat transfer calculation model is established by the method
of computational fluid dynamics. The internal flow field and temperature field
distribution characteristics of super capacitor power supply are analysed. And the
influence of cold air volume flow rate, air outlet layout and super capacitor heat
dissipation structure on the heat dissipation effect is calculated and compared. The
results show that the super capacitor heat dissipation structure and air outlet layout
are most obvious to the improvement of heat dissipation. The maximum temper-
ature of super capacitor is reduced to 32.62 °C from 68.69 °C through optimization
in the same ventilation air volume flow rate and temperature. The improvement
effect is very obvious.

Keywords Super capacitor � Forced convection � Heat dissipation
Computational fluid dynamics

1 Instruction

Super capacitor is a new energy storage component, which is different from con-
ventional capacitance, its capacity can be thousands farad. It has the advantages of
high power density of conventional capacitors and high energy density of battery,
fast charge and discharge, and long service life, has developed into a new, efficient,
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practical energy storage device. In recent years, super capacitor has been applied in
urban rail vehicles [1]. In order to achieve the long distance continuous operation,
the super capacitor energy storage power supply complete charging in a short time
at the stop by the high efficient charging and discharging performance.

The super capacitor will produce thermal loss due to its internal resistance during
the working process. The heat generated by internal resistance causes the temper-
ature rise. Forced ventilation cooling is usually used to dissipate heat from the super
capacitor energy storage. Based on the heat dissipation of super capacitor energy
storage power supply, the optimization direction and strategy of forced ventilation
heat dissipation are studied in this paper.

2 Introduction of Super Capacitor Energy Storage
Power Supply

In order to form a large energy storage capacity and a certain working current and
voltage, a super capacitor module is usually connected in series and in parallel, as
shown in Fig. 1. The super capacitor module is composed of super capacitor
monomer, electrode connecting copper, module skeleton, single isolation strip, and
module equalizer circuit board. A gap of 3 mm between each monomer is used for
ventilation and is separated by isolation strips. The ventilation holes of copper and
circuit board correspond to the gap between the module, and the air can pass up and
down through these gaps.

Through the layer arrangement of the module, a complete super capacitor energy
storage power supply is formed, as shown in Fig. 2. According to the working
current and internal resistance of the super capacitor energy storage power, the total
heating power is 681 W. The cold air of the air conditioning system in the vehicle
passenger compartment is used as the forced convection cooling medium of the
super capacitor energy storage power supply.

3 Theoretical Analysis

The air conditioning cold air is used in the ventilation cooling of super capacitor
energy storage power supply, which is a typical physical process of forced con-
vection heat transfer. Each super capacitor is a heat source. The cold air flows
through the gap between each monomer. The heat of the super capacitor is removed
through the convective heat transfer between the cold air and the surface of the
super capacitor, which is the process of heat dissipation.

The heat calculation formula of convection is given by Newton cooling formula
(1) [2].

10 J. Zhang et al.



q ¼ h � A � Dt ð1Þ

where q is the heat flow through an unit area in an unit time; h is convective surface
heat transfer coefficient; Dt is the mean temperature difference between a solid
surface and its surrounding fluid.

The convective surface heat transfer coefficient is a very important parameter.
Newton cooling formula only gives its definition formula. Its value is related to
many factors, including the physical properties, movement state, phase change, and
the shape and size of the solid heat transfer surface [1]. Taking the single-phase
forced convection heat transfer as an example, when the high speed flow is
excluded, the surface heat transfer coefficient can be expressed as a function which
is shown in the formula (1.2) [3].

h ¼ f u; l; q; l; k; cp
� � ð2Þ

Fig. 2 Super capacitor
energy storage power supply

Fig. 1 Super capacitor
module
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where u is the velocity of fluid flow; l is a characteristic length of solid heat transfer
surface; q is the density of the fluid; l is the dynamic viscosity of fluid; k is the
coefficient of thermal conductivity of fluid; cp is the specific heat capacity of fluid
[4].

From the formula (1), it can be seen that increasing the heat dissipation area and
the temperature difference between fluid and solid can improve the efficiency of
convection heat dissipation. Because of the limits of the volume and weight of the
super capacitor energy storage power supply, the method of enlarging the heat
dissipation area will greatly increase the system complexity. Lowering the cooling
air temperature can increase the temperature difference between fluid and super
capacitor to enhance heat dissipation efficiency. Because the air conditioning sys-
tem temperature is determined by the HVAC design, reducing the cold air will
affect the comfort of passengers. These methods are not desirable.

It can be seen from the formula (2) that convection cooling efficiency can be
improved by changing the physical properties of the fluid, increasing the flow
velocity of the fluid and changing the geometry dimensions of the object. When the
ambient temperature is certain, the physical parameters of the air are constant. If the
parameters such as the thermal conductivity of the fluid can be improved by
changing the cooling medium, the complexity of the cooling system will be
increased, and the system design of the vehicle will be greatly affected. It is almost
impossible. When the volume and weight of the energy storage power can not be
changed, the characteristic length of convective heat transfer is constant. Therefore,
the thermal efficiency of super capacitor can only be improved by increasing the
velocity of air flow [5].

Improving the flow velocity of the surface air of the super capacitor can be
realized by increasing the air flow and optimizing the local flow characteristics. In
this paper, computational fluid dynamics method is used to calculate the
three-dimensional temperature field of super capacitor energy storage power, and
determine the optimization strategy of super capacitor heat dissipation.

4 Numerical Calculation Model

The fluid and solid calculation domain are discretized by hexahedral mesh. The
turbulence model is used to simulate. And the commercial computational fluid
dynamics software based on the finite volume method is used to calculate [6, 7].

Using the simplified geometric model, a very fine hexahedral calculation grid is
established, and the calculation region is discretized. The overall schematic diagram
of the grid is shown in Fig. 3, and the fluid domain body grid and partial surface
mesh are hidden for visual convenience [8, 9].

The super capacitor energy storage power supply is installed inside the pas-
senger compartment. Both inside and outside of the box are cold air provided by the
air conditioning system, the temperature difference between inside and outside is
very small. In order to simplify the calculation, the temperature difference between
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the inside and outside of the box is ignored, so the convective heat transfer of the
inner air and the super capacitor energy storage power supply box wall can be
ignored.

The ideal gas is used to calculate, considering the change of air density with the
change of temperature, the other physical properties of air are approximately
determined as constant. The super capacitor monomer is approximated to be a
homogeneous heating body, and its equivalent thermal physical properties are
shown in Table 1.

The air inlet of the ventilation system is set to the velocity inlet boundary
condition. The inlet velocity is calculated according to the ventilation air flow
volume. The inlet air temperature is 20 °C. Pressure export boundary conditions are
used for air outlet of the ventilation system. The pressure is 1 ATM. The wall of
box is set as no slip adiabatic wall boundary.

Ignoring the transient process of super capacitor temperature, all simulation
calculations are steady-state calculation.

5 Calculation Results and Analysis of Initial Scheme

For the initial scheme, the cold air temperature is 20 °C, the cold air volume flow
rate is 400 m3/h. The air inlet size is 250 mm � 100 mm, the size of each air outlet
is 110 mm � 110 mm. The layout of the four air outlets is shown in Fig. 4.

Fig. 3 Mesh model of
numerical calculation

Table 1 Equivalent physical properties of super capacitor monomer

Physical properties Density kg/m3 Specific heat capacity
J/(kg K)

Thermal conductivity
W/(m K)

Value 810 2265 0.7
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The simulation model is established, and the numerical solution and
post-processing are carried out. The maximum temperature of the super capacitor is
68.69 °C. The highest air temperature is 59.29 °C. The average outlet air temper-
ature is 24.82 °C. Figure 5 is the temperature distribution cloud picture at the
symmetrical section. Figure 6 is the velocity distribution cloud picture at the
symmetrical section. Figure 7 is the air flow trace picture.

As shown in Fig. 5, the internal temperature distribution in the super capacitor
box is very uneven. The highest temperature of the middle two of the third layer
module is 68.69 °C. This is obviously not the best working temperature for the
super capacitor. The initial scheme should be improved.

As shown in Figs. 6 and 7, the air flow velocity distribution uniformity is very
poor. The air velocity is high between the super capacitors in the first layer of super
capacitor module, which is low in the second and the third layer. The gap between
the super capacitor installation trays is relatively large; the air flow velocity through
this gap is very high. In particular, the air velocity between the tray and the wall

Fig. 4 The layout of the four
air outlets

Fig. 5 The temperature
distribution cloud picture at
the symmetrical section
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surface of the box is very large. Figure 7 is the trace of 500 random selected
massless particles from the inlet through the entire fluid domain driven by the
velocity vector field. As shown in Fig. 7, the particles flow between the super

Fig. 6 The velocity
distribution cloud picture at
the symmetrical section

Fig. 7 The air flow trace
picture
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capacitor monomers in the second and third layer modules are very few and the
flow velocity is very low.

Because the four outlets are located at the bottom of the left and right trays of the
third layer module, there is almost no particle flow through the middle tray in the
third layer module. The arrangement of the outlet is also the cause of the high
temperature of the super capacitor in the third layer module.

According to the mechanism of forced convection heat transfer, the higher the
flow velocity on the surface of the high temperature object, the greater the heat
transfer in the unit time. The cooling efficiency of the super capacitor can be
improved by increasing the flow velocity at the surface of the super capacitor.

According to the analysis of the above calculation results, in order to improve
the ventilation and heat dissipation effect of the super capacitor box, reduce the
maximum capacitance temperature, can be optimized from the following aspects.

The first, increase the air volume flow rate: by increasing the total air volume
flow rate of the heat dissipation, the air velocity in the super capacitor box can be
increased, so as to accelerate the convective heat transfer and reduce the maximum
temperature of the super capacitor.

The second improve outlet arrangement: Add two air outlets below the inter-
mediate tray in the third layer module. Improve the cooling effect of the interme-
diate super capacitor in the third layer, thereby reducing the maximum temperature
of the super capacitor.

The third, adjust the gap between the trays: by adjusting the gap between the tray
and the gap between the tray and the wall of the box, solve the problem of uneven
internal velocity distribution, so that the air flow velocity between the super
capacitor monomer can be increased under the same air volume flow rate, so as to
accelerate the convective heat transfer.

6 Effect of Increasing Air Volume Flow Rate

When the air volume flow rate is increased by half to 600 m3/h, the maximum
temperature of the super capacitor box is 60.94 °C. The highest air temperature is
57.75 °C. The average outlet air temperature is 23.33 °C. The calculation results
show that the heat dissipation efficiency can be improved by increasing the air
volume flow rate. But the maximum temperature of the super capacitor is still
relatively high. Super capacitor cooling efficiency can still be further improved.

7 Effect of Improved Air Outlet Layout

Add two air outlets below the intermediate tray in the third layer module. The added
outlets is in the middle of the original outlets, as shown in Fig. 8.
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For the improved air outlet layout scheme, the cold air temperature is 20 °C, the
cold air volume flow rate is 400 m3/h. Through calculation, the internal maximum
temperature of the super capacitor is 54.36 °C. The highest air temperature is
50.67 °C. The average outlet air temperature is 25.12 °C. Figure 9 is the temper-
ature distribution cloud picture at the symmetrical section.

Figure 9 shows that the overall temperature distribution is much more uniform
than Fig. 4 (initial scheme). And the maximum capacitance of super capacitor also
decreased about 14 °C, indicating that the improved outlet layout has obvious effect
on heat dissipation. The scheme is better than adding half of the air volume flow
rate, and the scheme does not increase the load of the air conditioning system. It is
suggested to adopt this improved outlet layout scheme in the project.

Fig. 8 Improved air outlet
layout

Fig. 9 The temperature
distribution cloud picture at
the symmetrical section
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8 Effect of Improvement of Internal Flow Field

In order to improve the uniformity of the velocity field, adjust the gaps to 5 mm
between the trays. The gaps between the module trays and the walls are canceled.
Improved six outlets layout scheme is adopted. The cold air temperature is 20 °C,
the cold air volume flow rate is 400 m3/h.

Through calculation, the internal maximum temperature of the super capacitor is
reduced to 32.62 °C. The highest air temperature is 30.90 °C. The average outlet air
temperature is 25.04 °C. Figure 10 is the temperature distribution cloud picture at
the symmetrical section. Figure 11 is the velocity distribution cloud picture at the
symmetrical section.

As shown in Fig. 10, the temperature distribution of each super capacitor
module is very uniform. The temperature of the first layer super capacitor is the
lowest. The temperature of the second and third layer modules increased slightly in
turn. The highest temperature is only 32.62 °C. And the improvement effect is
remarkable compared with the initial scheme. As shown in Fig. 11, the flow
velocity distribution is also very uniform.

Fig. 10 The temperature
distribution cloud picture at
the symmetrical section
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9 Conclusions

The Comparisons of different forced convection condition are listed in Table 2.
Through the research in this paper, it is found that increasing the flow velocity on
the surface of super capacitor is an effective way to improve the efficiency of forced
ventilation cooling of super capacitor energy storage power. It is not obvious to
enhance the heat dissipation efficiency of super capacitors by simply adding the air
volume flow rate method. Through optimizing the internal arrangement of the super

Table 2 Comparisons of different forced convection condition

Convection condition Maximum
temperature °C

Improving
temperature
difference °C

Remarks

Initial scheme: flow
rate 400 m3/h

68.69 – High temperature, uneven
distribution

Increasing air volume
flow rate to 600 m3/h

60.94 7.7 HVAC higher load; uneven
temperature distribution

Improved air outlet
layout
Flow rate 400 m3/h

54.36 14.33 Lower temperature
More uniform distribution

Improved internal flow
field
Flow rate 400 m3/h

32.62 36 Lowest temperature
More uniform distribution

Fig. 11 The velocity
distribution cloud picture at
the symmetrical section
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capacitor to change the air flow, and guide more air flow through the super
capacitor surface and the gap between the super capacitor monomers, forming more
effective air flow is a good way to improve the heat efficiency of super capacitor. In
another aspect, through the improvement of the arrangement of the air outlets,
changing the uniformity of cooling air flow velocity field has a good effect on the
uneven distribution of the temperature field of the super capacitor energy storage
power supply.
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Mechanism of Rectified Output Voltage
Spike in Isolated Converter Under
Wide Input Voltage

Chunhui Miao, Huiqing Du and Fei Xiao

Abstract There exists high rectified output voltage spike in isolated transformer’s
secondary, especially for the high frequency link auxiliary inverters under wide
input voltage. It will lead to increased voltage stress and loss of switching devices,
impeding the improvement of system’s reliable operation and conversion efficiency.
In order to solve the root causes of rectified output voltage spike, the mathematical
model of rectifier output voltage is established. Based on the model, the mechanism
of voltage spike is explored, deriving two main reasons: one is the wide input
voltage, and the other is the resonance between the transformer leakage and the
rectifier diode junction capacitor. Consequently, it is more pertinent to address the
problem and improve the system’s reliability.

Keywords Voltage spike � Wide input voltage � High frequency link
Isolated converter

1 Introduction

As the key equipment to ensure stable and comfortable running of rail trains,
auxiliary inverter undertakes important task of providing electric power for cooling
fans, air compressors, air conditioners, electric heaters, ventilators, information
display devices, etc. [1]. The train auxiliary inverter is essentially a converter which
transforms direct current into alternating current. As its dc input and ac output are
often required for safety isolation on the electrical side, the transformer is widely
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used because of electrical isolation, voltage adjustment and noise decoupling.
According to the different frequencies of the transformers, the auxiliary inverter can
be divided into two types: industrial-frequency isolation and high-frequency
isolation.

As seen in Fig. 1, the auxiliary inverter has its advantages such as fewer power
devices, compact circuit structure, convenient control, high reliability and long
lifetime. However, the defects are also significant, including the large and heavy
transformer, the large audio noise, the high losses and the uncontrollable zero
sequence components [2, 3].

In order to overcome the inherent defects of industrial-frequency isolation type,
P. M. Espelage and B. K. Bose proposed a high frequency link energy conversion
technique in 1997, whose electrical isolation was performed by using
high-frequency-pulse transformer instead of industrial-frequency transformer [4].
The application of the technique has greatly reduced the volume and weight of the
transformer, for example, when the frequency of the transformer is increased from
50 to 20 kHz, the volume and weight of the transformer can be reduced to
1/74 * 1/116 of the industrial-frequency isolated transformer (the former is for the
D310-0.08 silicon steel, and the latter is for the ferrite). It can effectively reduce
the train load, save the space of the train, improve the travel environment, reduce
the energy consumption of the train and improve the dynamic response of the
system. Moreover, high frequency topology is more in line with the future trends of
the development of semiconductor devices and magnetic materials, contributing to
further reduce the volume and weight of passive components, and increase the
power density by improving the switching frequency [5]. Therefore, this technology
has caused great research interest of the scholars, and some significant research
results have been made. At present, the high frequency topology has gradually
become the mainstream of train auxiliary inverter topologies [6].

There is a wide variety of high-frequency link topologies, and the most mature
topology of the train auxiliary inverter is the fixed dc link inverter as shown in
Fig. 2. It’s usually constituted by input LC filter, single phase inverter,
high-frequency isolated transformer, diode rectifier, middle LC filter, three phase
voltage source inverter and three phase LC filter. The whole system contains three
stages of power conversion, which are dc to high frequency ac, high frequency ac to
dc and dc to low frequency ac.

Input
voltage

Input LC filter Three phase VSI Industrial-frequency
isolated transformer

Output three phase 
LC filter

Output
voltage

DC/LFAC

Fig. 1 Topology of auxiliary inverter with industrial-frequency isolated transformer
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Despite the lightweight and miniaturized high-frequency transformers is used
instead of the industrial-frequency isolated transformer, the system still has the
problem of high voltage peak of the rectifier output, which becomes the key factor
in safe and reliable operation of the system. In order to solve the problem, previous
studies have used the combination of device series, module cascade, passive
snubber and active clamp. Although some achievements have been made, the
analysis of the mechanism of the output voltage spike is not comprehensive.

To solve the problem of high output voltage spike of fixed dc link Inverter, this
paper establishes the mathematical model of the rectifier output voltage. Based on
the model, the main reasons for the high voltage spike of the high frequency link
auxiliary inverter are analyzed. One is that the system input voltage varies widely,
the other is the resonance between the transformer leakage and the rectifier diode
junction capacitor.

2 Variation Characteristics of the Rectifier Output
Voltage Under Wide Input Voltage Range

For the fixed dc link inverter, at the beginning of system design, the ratio of high
frequency isolated transformer should be calculated when the intermediate dc
voltage Vodc is constant, the power is rated, and the input voltage Vdc-min is mini-
mum. Then the equivalent ratio of the former DC/DC converter should be set to
maximum, that Ddc-max � 1.0. Take full bridge converter as example to analysis,
Eq. (1) can be derived.

N ¼ ka
Vdc-minDdc-max

Vodc
ð1Þ

Wherein, ka is the additional adjustment factor considering the transmission
voltage drop, ka < 1.0. However, when the transformer in the system is confirmed,
Vodc will change linearly with the input voltage. When the system is at the highest
input voltage Vdc-max, Vodc is highest. Its expression is shown as Eq. (2).

Input LC 
filter

three phase 
VSI

Output
three phase 

LC filter

Output
voltage

Single
phase

inverter

High
frequency
transformer

diode
rectifier

middle
LC filter

DC/HFAC HFAC/DC DC/LFAC
DC/DC

Input
voltage

Fig. 2 Topology of high-frequency fixed DC-link inverter
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Vodc�max ¼ jin
Vodc

kaDdc-max
; jin ¼ Vdc-max

Vdc-min
ð2Þ

Equation (2) shows that it is not directly related to the absolute value of the input
voltage, which is determined by its range of variation. As shown in Fig. 3, the input
voltage variation of the auxiliary inverter is wide [7, 8]. For different voltage rating
systems, jin is usually 1.8 or 2.0. Therefore, Vodc-max can be as high as more than
2Vodc. If considering the parasitic oscillations mentioned in the next section, the
actual rectifier output voltage spikes will be higher.

3 Parasitic Oscillation Mechanism of Transformer’s
Secondary

In high frequency isolated DC/DC converter, the rectifier diodes take on a very
important role. But due to the presence of the junction capacitor, the diodes
experience a dynamic transition during switching state. Especially by forward bias
switches to reverse bias, the diodes do not shut off immediately, and during that
time there exists reverse recovery current, which will cause high frequency reso-
nance between the junction capacitance and the leakage inductance of the trans-
former, producing a larger voltage overshoot, and causing additional circuit loss. If
it is not properly handled, it will seriously threaten the safety of power devices.

In order to analyze the dynamic properties of the diode reverse-recovery process,
draw the typical waveform of diode reverse-recovery current, as shown in Fig. 4. In
the figure, when t = t0, the diode plus voltage is reversed by the forward and the
forward current is gradually reduced by the reverse pressure, and its slope is
determined by the size of the inverse voltage and the inductance in the circuit.
When t = t1, forward current drops to zero, but the diode does not restore the
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reverse blocking ability because PN junction on both sides still has a lot of minority
carriers, which are pulled away from the diode under the negative voltage, thus
forming the reverse recovery current. When t = t2, the minority carriers in the
vicinity of the space charge zone are exhausted, and begin to draw down the lower
concentrations of the lower concentrations of the space charge. When t = t3, the
reverse recovery current reaches maximum IRM and the space charge area begins to
widen rapidly, and the diode begins to recover the ability to block the reverse
voltage. After t > t3, the reverse current drops rapidly, and the current changing rate
is close to zero at t4, when the diode fully recovers the ability to block the reverse
voltage. Wherein, delay time tdl = t3 − t1, current fall time tf = t4 − t3, and reverse
recovery time trr = tdl + tf.

And then based on the reverse recovery characteristics of the diode, the actual
turn-off transient of the rectifier diode in the full bridge converter is analyzed.
Figure 5a is the simplified circuit of transformer’s secondary, and Fig. 5b is the
equivalent circuit of the resonant process, among them, us is the voltage of trans-
former’s secondary, is is the current of transformer’s secondary, Lks is the equiv-
alent leakage of transformer’s secondary, and irec is rectified output current, which
is approximate constant during the analysis process.

t0 t1 t2 t3 t4

IFM

IRM

t

di/dt

tdl tf
trr

Fig. 4 Waveform of diode
reverse recovery current

(a) Simplified circuit of  transformer’s secondary (b) Equivalent circuit of resonant process 
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Fig. 5 Transformer’s secondary simplified circuit and resonant circuit
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As seen in Fig. 5, before t = t0, the voltage of transformer’s secondary us = 0,
the current of transformer’s secondary is = 0, all the diodes in the rectifier are
conducting to provide a circulation circuit for the current irec. And the two groups of
bridge arms have average current. When t = t0, us increases from 0 to Vdc/N, is
gradually increases from 0 in the slope Vdc/(NLks), the current flowing through the
diode D2 and D3 gradually reduces from irec/2. When is increases to irec, D2 and D3
stop conducting, and their current reduces to 0, but the reverse recovery current irr
will flow past the junction capacitance of the diodes between point m and n. In turn,
the resonance between the junction capacitor and the transformer leakage induces
the m point potential to rise.

The initial state of the resonant circuit is umn(0) = 0, is(0) = irec, and then the
resonance equation can be got as shown in Formula (3).

umnðtÞ ¼ Vdc

N
½1� cosð t

ffiffiffiffiffiffiffiffiffiffi

LkCd
p Þ�

isðtÞ ¼ irec þ Vdc

N
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Lk=Cd

p sinð t
ffiffiffiffiffiffiffiffiffiffi

LkCd
p Þ

8

>

>

<

>

>

:

ð3Þ

Wherein, Cd = (Cd2/Cd3). It is thus obvious that, there will still be oscillation
peak which is at least twice of the maximum of ideal rectified output voltage Vrec.
Combined with the second chapter, the maximum output voltage peak can be up to
4Vodc as shown in Fig. 6. And in order to ensure that the final output ac voltage
meets customers’ requirement, as a general rule Vodc > 600 V, which means that
the peak voltage is up to more than 2400 V. If it is not properly handled, it will
cause the rectifier diode breakdown, which will seriously affect the reliable oper-
ation of the system.

Tc1/20 Tc1 3Tc1/2

Vodc/(kaDdc-max)

κinVodc/(kaDdc-max)

Ddc-min

Ddc-max

urec

t

Oscillation
spike

2κinVodc/(kaDdc-max)

Vrec-max

Vrec-min

Vdc-max Vdc-min

Fig. 6 Typical waveform of rectified output voltage
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4 Conclusion

As the key equipment of rail trains, train auxiliary inverters usually adopt the high
frequency link topologies. While they always have the problem of high rectified
output voltage spike in the isolated converters. In order to solve the reliable
problems, the mathematical model of rectifier output voltage is established. Based
on the model, the mechanism of voltage spike is explored, deriving two main
reasons:

(a) The input voltage of the system varies widely.
(b) There exists resonance between the transformer leakage and the rectifier diode

junction capacitor.
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Distributed Energy-Saving Dynamic
Matrix Control of Multi-locomotive
Traction Heavy Haul Train

Xiukun Wei and Jinglin Zhang

Abstract Due to the heavy haul train’s force condition is far more complex than
the ordinary train, broken hook and decoupling situation will become potential
danger in the operation of the train. The energy-saving operation of heavy haul train
is of great importance for rail transport. In this paper, we will study the distributed
co-control of heavy haul train from the aspects of reducing the load-bearing force
during the operation of heavy haul train and reducing the energy consumption of
heavy haul train. It is of great importance to ensure the safe and stable operation and
energy saving operation of heavy haul train. In this paper, simulink is used to build
the multi-locomotive multi-particle heavy haul train dynamic model. Based on the
dynamic matrix control (DMC) algorithm to establish the multi-locomotive
multi-particle heavy haul train dynamic matrix control system, the velocity curve
is tracked and controlled. The coupler force, running displacement and energy
consumption are obtained. The simulation results are compared with the results
which under the PID control system.

Keywords Heavy haul train � Multi-locomotive Multi-particle model
DMC � Simulink

1 Introduction

With the gradual improvement of China’s railway transport network, transport
energy consumption has gradually increased. It reflects the level of rail transport
organization and has a direct impact on the cost of rail transport.

The force condition during the operation of the heavy haul train is far more
complex. There are potential hazards during the operation of the train, such as
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breakage, decoupling and so on, which has become an urgent problem to be solved
in the heavy rail transport [1, 2]. So it is necessary to carry out detailed research.

2 Multi-locomotive Multi-particle Heavy Haul Train
Dynamic Model

Multi-locomotive multi-particle heavy haul train dynamic model is a dynamic
model that can reflect the actual marshalling situation of train. Each locomotive or
vehicle is treated as a particle with length and quality attributes, which are inde-
pendent of each other but closely linked through the tension between the front and
rear vehicles [3].

In multi-locomotive multi-particle heavy haul train dynamic model, the force
analysis of each compartment is carried out, and the equation is written to write
their state space equation, which is prepared for the establishment of the dynamic
model [4–8].

Analyze the force of the first locomotive of the multi-locomotive multi-particle
heavy haul train model, which is subject to traction, braking force, resistance, and
tension on the coupler, as shown in Fig. 1.

The force equation of the locomotive M0 is shown in type (1).

M0a0 ¼ Fq0 � R0 � B0 � Fc0 ð1Þ

Among the equation: M0 is the quality of locomotive, Unit as kg; a0 is the
acceleration of locomotive, Unit as m/s2; Fq0 is the traction of locomotive, Unit as
N; R0 is the resultant force of locomotive, Unit as N; B0 is the braking force of
locomotive, Unit as N; Fc0 is the Pulling force of locomotive coupler, Unit as N.

Regard the hook as a spring and dampers, k0 is the elastic coefficient of the
spring, h0 is the damping coefficient of the damper. Then the coupler force is shown
in type (2).

Fq0 ¼ k0 y0 � y1ð Þþ h0 v0 � v1ð Þ ð2Þ

0qF

0B

0R
0cF

V

0M

i

Fig. 1 Force analysis of the
first locomotive M0
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Among the equation: y0, y1 is the displacement of the locomotive M0 and the
wagon M1, Unit as m; v0, v1 is the speed of locomotives and wagons, Unit as m/s.

Let x0;1 represents the displacement of locomotive M0, x0;2 represents the speed
of locomotiveM0, x1;1 represents the displacement of wagonM1, x1;2 represents the
speed of wagon M1. The coupler force of the locomotive M0 can be expressed as
shown in type (3).

Fc0 ¼ k0 y0 � y1ð Þþ h0 v0 � v1ð Þ

¼ k0 h0½ � x0;1
x0;2

� �
þ �k0 �h0½ � x1;1

x1;2

� � ð3Þ

Based on the above analysis of locomotive M0, the state space equation can be
established as shown in type (4) and type (5).

_X0 ¼ _x0;1
_x0;2

� �
¼ 0 1

� k0
M0

� h0
M0

� �
x0;1
x0;2

� �
þ 0 0 0 0 0

k0
M0

h0
M0

1
M0

� 1
M0

� 1
M0

� � x1;1
x1;2
Fq0

R0

B0

2
66664

3
77775 ð4Þ

Y0 ¼
1 0
0 1
k0 h0

2
4

3
5 x0;1

x0;2

� �
þ

0 0 0 0 0
0 0 0 0 0

�k0 �h0 0 0 0

2
4

3
5

x1;1
x1;2
Fq0

R0

B0

2
66664

3
77775 ð5Þ

One locomotive is arranged in the head of the train, another locomotive is
arranged in the middle part of the train. According to the state space equation of
locomotives and wagons established before, the dynamic model of
multi-locomotive multi-particle heavy haul train is established.

The locomotive state space equation is represented by the locomotive module,
where A0 is the system matrix of the state space equation, B0 is the input matrix and
C0 is the output matrix, D0 is the direct transfer matrix.

These parameters will be calculated with the input vector
x1;1 x1;2 Fq0 R0 B0½ � of the locomotive, and finally get the output vector
x0;1 x0;2½ � of the locomotive, that is, the displacement and speed of the locomo-
tive, the coupler force of the locomotive can also output.

3 The PID Control System of Multi-locomotive Traction
Heavy Haul Train

Put the PID control to the multi-locomotive traction multi-particle heavy haul train
dynamic model, the structure shown in Fig. 2.
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In the PID control, the input is the error e between the actual running speed and
the target speed, the output is the control force of the multi-locomotive traction
heavy haul train. The input of multi-locomotive traction heavy haul train PID
control system is the target speed, the output is the actual speed. Use the PID
control system to control the speed and the coupler force during the operating of the
heavy haul train.

4 Dynamic Matrix Control System of Multi-locomotive
Traction Heavy Haul Train

Discrete the state equation of multi-locomotive multi-particle heavy haul train, then
obtain the train running state model of heavy haul train.

To discrete the locomotive M0. As shown in type (6) and type (7).
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Fig. 2 PID system for multi locomotive traction heavy haul train
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Multi-locomotive traction heavy haul train dynamic matrix control system
operation steps are as follows:

Step 1 to initialize the dynamic matrix control system. The system parameters are
set, including model coefficients ai, control coefficients di, correction
factors hi, control matrix R, error weight matrix Q, optimized time domain
length P, control time domain length M, and sampling period T .

Step 2 import the train state equation model into the system. Import the train
running curve.

Step 3 set the forecast initial value ey0 kþ ijkð Þ; i ¼ 1; . . .;N. And then correct the
predicted value, and then shift the initial value.

Step 4 detect the actual output of the object and calculate the error value e while
setting the actual output to the predicted initial value and correcting the
prediction value.

Step 5 shift setting the system moment predict initial value. The root shifts the
initial value at time.

Step 6 calculate the control increment Du. Then calculate and output the
prediction value, while feedback the output value to the calculation of
the error part of the calculation. Then calculate and output the predicted
value.

Step 7 determine whether to meet the termination conditions. If it is not satisfied,
feedback the output to the calculation of the error part of the calculation, to
achieve the entire control system cycle operation. If it is satisfied, the
calculation result is output and the calculation is terminated.

In this paper, all the simulations select 2 axle weight of 23t HXD3 locomotive;
select the C70 wagon and select 17 type coupler.

Simulation results analysis:

(1) Coupler force

As can be seen from the figure above, when the slope of the running line changes
greatly or the train acceleration changes, it will lead to a corresponding increase in
coupler force. The vehicle coupler force output by the PID control system and the
vehicle coupler force of the dynamic train control system of heavy haul train do not
exceed its minimum failure load. The coupler force output of the DMC system of
the heavy haul train is obviously smaller than the output under the PID control.
Therefore, when using dynamic matrix control system, heavy haul train in the
operation process will be safe and stable (Fig. 3).

(2) Speed tracking curve

The velocity tracking curves obtained by the two control systems are compared
together, as shown in Fig. 4.

As can be seen from the above figure, the speed of the two control systems are
fluctuating in the place where the train acceleration is changed or where the running
slope changes greatly. The overall tracking effect is good. When the train running at

Distributed Energy-Saving Dynamic Matrix Control … 33



0 1 2 3 4 5 6 7

x 10
4

-1.5

-1

-0.5

0

0.5

1

1.5

2
x 10

6

Distance unit m

C
ou

pl
er

 fo
rc

e
un

it
K

N

Coupler force Fc0

PID Control coupler force
DMC Control coupler force

Fig. 3 Coupler force Fc0 of locomotive M0 under DMC system and PID control

0 1 2 3 4 5 6 7

x 10
4

0

2

4

6

8

10

12

14

16

18

Distance unit m

Sp
ee

d
un

it
m

/s

Velocity distance curve

Target speed
DMC Control speed
PID Control speed

Fig. 4 Speed tracking curve under DMC system and PID control system

34 X. Wei and J. Zhang



40,000 to 50,000 m, due to line slope and line speed change, cause the PID control
system on the speed tracking had a large deviation. It can be seen that the tracking
speed of the DMC system of heavy haul train is better than that under PID system.

(3) Energy consumption

The energy consumption curves obtained by the two control systems are com-
pared together, as shown in Fig. 5.

As can be seen from the above figure, the energy consumption under PID control
system is 20:216� 109. The energy consumption under DMC system is
20:054� 109, energy-saving effect is remarkable.

5 Conclusion

This paper used simulink to build the multi-locomotive multi-particle heavy haul
train dynamic model. The PID control system is established and simulated. At the
same time, the dynamic matrix control system of multi-locomotive traction heavy
haul train is established based on dynamic matrix control algorithm. The simulation
results under the dynamic matrix control system are better than the results under the
PID control system.

0 1 2 3 4 5 6 7

x 104

0

0.5

1

1.5

2

2.5
x 1010

Distance (unit: m)

E
ne

rg
y 

co
ns

um
pt

io
n 

(u
ni

t: 
J)

Comparison of operating energy consumption

PIDenergy consumption
DMCenergy consumption

Fig. 5 Energy consumption curve under DMC system and PID control system

Distributed Energy-Saving Dynamic Matrix Control … 35



Acknowledgements This work is partly supported by Chinese National Key Technologies R&D
program (Contract No. 2013BAG24B03-2). This work is also partly supported by State Key Lab
of Rail Traffic Control & Safety (Contract No. RCS2016ZT006).

References

1. Sun Z, Sun X (1987) Countermeasures for developing heavy haul transportation—dynamics of
heavy haul trains and related technical problems. Railway Trans 1:91–97 (In Chinese)

2. Zhang H, Zhu J, Ma L (1999) Influence of train speed and heavy load on railway freight cars.
Railway Veh (2):21 (In Chinese)

3. Cheng L (2014) The application and realization of multi particle dynamics model in the train
simulation driving system. Lanzhou Jiaotong University, Lanzhou (In Chinese)

4. Zhu X, Zhenhua X (2011) Dynamic simulation of urban rail transit train based on single point
model. Railway Trans 33(6):14–19 (In Chinese)

5. Liu R, Golovitcher IM (2003) Energy-efficient operation of rail vehicles. Transp Res Part A
Policy Pract 37(10):917–932

6. Khmelnitsky E (2000) On an optimal control problem of train operation. Autom Control IEEE
Trans 45(7):1257–1266

7. Avery RM (1985) A coordinated visual representation of train performance, power, and energy
consumption. IEEE Trans Ind Appl 21(2):291–294

8. Zhou L, Zujun Y, Shi H (2004) Research on simulation system of train operation line. J Syst
Simul 16(7):1463–1466 (In Chinese)

36 X. Wei and J. Zhang



Research of Hybrid Energy Pack
for Rail Transit

Yejun Mao, Yuan Long, Shengcai Chen and Xiangyuan Xiao

Abstract Low carbon, green and energy-efficient are the important develop-
ment directions of railway transit. Based on the operational requirements of rail
transit and the characteristics of various energy storage components, this paper
introduces a new type of E-E hybrid drive technology with super capacitors and
batteries, and proposes a new configuration structure of super capacitors and bat-
teries. The power allocation method and the key technical requirements of the
technology are described, and the DC/DC voltage control optimization method is
proposed for the regenerative braking energy feedback. The energy package scheme
can effectively improve the performance of rail transit operation, which can provide
reference for other green power drive system design.

Keyword Hybrid energy pack � Energy storage power supply � Super capacitor

1 Introduction

At present, the energy source for rail transit is mainly from catenary or vehicle
internal combustion. The operating conditions of rolling stock are limited by
catenary. Meanwhile, with the development of railway electrification and the
application of more strict emission standards [1, 2], those rolling stocks powered by
internal combustion become less popular. The use of on board power pack can
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effectively solve the problem of internal combustion pollution and it enables rolling
stock to operate without catenary. In general, the rolling stock should have the
characteristics of long running time, big power under complicated operating
environment. Therefore, as the driving power, energy package must have the
characteristics of high energy, high power, long life cycle and good environmental
adaptability.

There are several types of electric energy storage components, which can be
divided into two categories, energy-based and power-based storage components
respectively. Energy-based storage components such as lead-acid battery, lithium
battery, etc., have the advantages of high energy density, long discharging time, but
the disadvantages are low power density, short life cycle [3]. Power-based storage
components such as super capacitors, have the advantages of high power density,
short response time and long life cycle, but the disadvantages are low energy
density, high self-discharging rate [4]. It is not possible to meet all the requirements
by a single energy storage component because of the performance limits listed
above. Through the application of hybrid energy storage components, based on
their own characteristics and taking full advantages of them, rail transit can realize
high power traction and braking and achieve green driving in non-electrified zone
without pollution and emission.

2 Overview of Power Storage Technology

As a power source of rail transit, it should have the characteristics of big capacity,
high energy and power density, long life cycle, wide operating temperature range,
safety, reliability, environmental friendly and non-pollution, etc.

At present, the main energy storage components are batteries, super capacitors
etc. Batteries include lead-acid batteries, alkaline batteries, lithium batteries. Power
batteries generally are lithium batteries which have a relatively large energy and
power density. The super capacitor is a new type of capacitor which has much
bigger capacity compared to conventional capacitor. Although power battery has
been widely used on pure electric vehicles and hybrid vehicles, its life and effi-
ciency is affected by the huge current shock, which is a problem recognized widely
by the industry. Super capacitor can be quickly charged and discharged with much
higher current, but the lower energy ratio of which decides that it is not suitable as a
vehicle energy storage alone. Therefore, the combination of power-based super
capacitor and energy-based battery is an effective solution for the power source of
rail transit.

By combining super capacitor with battery, the hybrid energy pack has the
advantages as follows.

(1) It offsets the deficiencies, and takes advantages of each component. The hybrid
energy storage system has the characteristics of high power and energy density,
which fulfils the locomotive power requirements.
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(2) It extends the battery life. The super capacitor undertakes the tasks of high
power charging or discharging, while the battery works within its power limit,
so that the battery is free from the huge current shock which extends its life.

(3) It utilizes regenerative braking energy. Due to the characteristics of fast
charging and discharging the super capacitor can absorb and store the regen-
erative braking energy which is released during the next traction phase of the
vehicle so that the regenerative braking energy is efficiently recycled.

(4) It has excellent low-temperature characteristics [2]. The capacity of battery
decreases sharply when the temperature decreases [5], the attenuation of which
may rise more than 70%. By contrast, the attenuation of super capacitor is very
small, because the charge transfer occurs mostly on the surface of the active
material of the electrode during the charge and discharge processes. Therefore,
the application of super capacitor is conducive to enhance the vehicle
low-temperature performance.

Table 1 compares the comprehensive performances of mainstream energy
storage components in applications [6].

Table 1 The comprehensive performance comparison of mainstream energy storage components
in applications

Performance Super capacitor
(9500 F)

Super
capacitor
(60,000 F)

Lead-acid
battery

Phosphoric
acid iron
battery
(LiFePo4)

Lithium
titanate
battery
(LTO)

Energy density
(Wh/kg)

3 19.49 18.86 56.91 36

Power density
(kW/kg)

0.28 0.23 0.02 (1C,
0.5 h)

0.07 (1C, 1 h) 0.2 (5C,
0.2 h)

Power per
volume (Wh/L)

1.6 11 45.79 56.61 45.26

Cycle life >1,000,000 times
(monomer 300A,
100%DOD)

>30,000
times (1C,
100%
DOD)

>1200
times (1C,
80%
DOD)

>3000 times
(1C, 100%
DOD)

>10,000
times (1C,
100%
DOD)

Operating
temperature
(low/high limit
value)

−40 °C −20 °C Under
0 °C
needs to
be heat

Under 0 °C
needs to be
heat

−25 °C

+55 °C +55 °C +45 °C +45 °C +55 °C
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2.1 Configuration of Energy Storage Components

By combining super capacitors with batteries, we can get a hybrid energy system.
There are mainly 4 kinds of combinations, and each has its own characteristics
based on the different characteristics of the battery and capacitor [7] as shown in
Table 2.

Table 2 Comparison of different combinations

Framework Robustness Configuration Operation
mode

Summary

The charge and
discharge power of
the batteries and
capacitors cannot be
controlled. Large
voltage fluctuations
on DC side

Both voltage
should be
configured to
DC-Link

Full dynamic
of capacitor
current, high
speed state
response

The power and
energy of both
components
cannot be
managed
effectively due
to the different
characteristic
of them

1. Stable DC
voltage
2. DC/DC converter
runs continuously
for long periods of
time

1. DC/DC
converter is
needed
2. The
voltage of
super
capacitors is
configured to
DC-Link

1. Fast state
response of
super
capacitors
2. The
continuous
energy output
depends on the
battery

With the rapid
increase of the
capacity of
super
capacitors, the
DC stability of
which is
enhanced
greatly

1. Stable DC
voltage
2. DC/DC converter
runs intermittently

1. DC/DC
converter is
needed
2. The
voltage of
batteries is
configured to
DC-Link

Energy output
mainly
depends on
batteries, while
big power
output and
regenerative
braking
depend on
super
capacitors

Now popular
for matching

1. High
requirements for the
control strategies
and synchronization
of these two DC/DC
converter
2. Complex
structure affects
system stability

More
configuration
of DC/DC
converter,
more
complex
design

The super
capacitors and
batteries are
output via
separate DC/
DC converter

Application in
part of trams in
China [8]
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Now, the super capacitor technology products with high capacity are upgraded
constantly, 30,000 and 60,000 F and even higher capacity super capacitors are
already introduced and applied in the market. The higher the capacity is, the less the
change rate of voltage is. Super capacitor with high capacity can effectively sta-
bilize the voltage of DC-Link, response promptly to the power requirement of the
vehicle. It plays a more and more important role in power and energy supply in the
traction and braking process of the vehicle. Therefore, the second matching scheme
in Table 2 has become the development trend of hybrid energy storage system, and
will be further developed and applied with the development of super capacitor
technology.

2.2 Power Configuration Principle

Combined the operational requirements of the rail transit mode with the charac-
teristics of batteries and super capacitors, the power of super capacitors and bat-
teries is managed by DC/DC converter under different operation modes which are
described below.

1. Charge the super capacitors with batteries

Since the energy stored in super capacitors is less than that in batteries, the
batteries can charge capacitors through a DC/DC converter when the vehicle starts
up for operation. The schematic diagram is shown in Fig. 1.

2. Charge both the super capacitors and batteries with the catenary

In the catenary mode, through a charger on board the DC-Link of traction
invertor charges the super capacitors as well as the batteries through the DC/DC
converter, as shown in Fig. 2.
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Fig. 1 Operating of charging super capacitors
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3. Low power traction mode

When the vehicle is in low power traction mode, the traction power can be
fulfilled by the batteries only. In this case, the super capacitors are used to stabilize
the DC-Link voltage.

While supplying power for traction and auxiliaries, the batteries can also charge
the super capacitors when the energy of the latter is too low. See Fig. 3.

4. High power traction mode

When the locomotive power increases (e.g. climbing, starting, heavy load run-
ning etc.), the batteries and super capacitors output together, and the power of the
former is limited by the DC/DC converter. See Fig. 4.
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Fig. 2 Operating of charging hybrid energy pack
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5. Regenerative braking

In the regenerative braking mode, energy generated by the traction inverter is
directly transmitted to the super capacitors. When the super capacitors are full
charged, the batteries will be charged through the DC/DC converter as shown in
Fig. 5.

2.3 DC/DC Converter

As a core device for the management of super capacitors and batteries, DC/DC
converter is responsible for the power and energy management of the whole
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system [8]. DC/DC converter is a Buck-Boost circuit in principle which is widely
used in the field of power electronics, and the basic topology is shown in Fig. 6.

In view of the operating conditions and application requirements of rail transit,
the following characteristics of DC/DC converter need to be considered.

1. Wide range of operating voltage

Since the operating voltage of the batteries and super capacitors varies within a
few hundred volts, the DC/DC converter must work reliably in normal operating
voltage ranges of both the energy components.

2. Bi-directional buck and boost function

Because the voltage range of these two energy components connected to DC/DC
converter is very broad and in extreme circumstances the voltage of capacitors may
be discharged to 0 V, the DC/DC converter must realize the bi-directional buck and
boost function.

3. High efficiency

Since the DC/DC converter needs to run for a long time in the operating process
of the vehicle, long term efficient operation becomes particularly important so that
energy loss is minimized. Normally, the efficiency of DC/DC converter should be
more than 95% under its own operating voltage range.

3 Parameter Configuration of Energy Pack

The configuration of super capacitors, batteries and DC/DC converter directly affect
the configuration of energy pack and the performance of the whole vehicle. By
giving full play to the advantages of each storage component, combining with the
vehicle existing main circuit, considering the weight, volume and cost constraints of
engineering application, the parameters of super capacitors, batteries and DC/DC
converter are selected from the point of view of power cycle and average power of
the vehicle [9]. The configuration of parameters for each section is analyzed below.

DC/DC converter

Fig. 6 Basic topology of DC/DC converter
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3.1 Configuration of Super Capacitors

1. Voltage of super capacitors in group

Since the super capacitor group is directly connected with the DC-Link, the
voltage range of which needs to match the operating voltage range of the vehicle
electric system (including traction inverter, traction motor and auxiliary inverter).

2. Power

The power of the super capacitor must at least meet the requirement of the
equation below.

Psupercap ¼ PDC linkpower � ðPbattery � EfficiencyDC=DCÞ ð1Þ

3. Energy

The capacity configuration of super capacitors is often limited by the weight and
installation space of the vehicle. The energy decreases (discharging during traction)
and increases (recharging during regenerative braking) intermittently when the
vehicle runs. So at least the capacity configuration needs to meet the requirements
for continuously running of the vehicle.

3.2 Configuration of Batteries

1. Voltage of batteries in group

The battery voltage is controlled by DC/DC converter under buck/boost mode.
On the one hand, if the voltage of batteries is too low, the operating current of the
batteries and DC/DC converter will increase for the same power output; on the
other hand, if this voltage is too close to the super capacitors, the switch frequency
of DC/DC converter will rise up, which will increase the control difficulty and
reduce the reliability and control accuracy. Usually, the voltage ratio of the batteries
to DC/DC converter is set to 0.5–0.7.

2. Power

The life and safety of batteries are affected by unexpected large power which has
to be limited. Usually, for lead-acid, iron-phosphate batteries, lithium titanate
batteries, the charging ratio is respectively selected as 0.2, 1, 3 C, while discharging
ratio as 0.2, 0.5, 2 C.

3. Energy

Since the energy of batteries determines the operating time of the vehicle,
configuration needs to meet the minimum energy requirements of the whole
working conditions of the vehicle.
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4 Optimization Method of Boost Control

Generally, the output voltage of the Boost circuit (super capacitor terminal) is a
fixed value [10]. Under this condition, if the energy of super capacitors and batteries
are almost full, the regenerative energy cannot be absorbed effectively while the
vehicle is braking, and the brake resistance of the vehicle is required to consume the
surplus regenerative braking energy.

Considering the above situations, we choose the boost voltage as a linear change
value. The higher the locomotive speed, the lower the boost voltage limit is;
contrarily, when the vehicle speed decreases, this limit increase, equal to that the
DC-Link voltage varies linearly with the locomotive speed.

Furthermore, the vehicle creates more regenerative braking energy at a high
speed, when the super capacitors can absorb more energy. On the other side, the
vehicle creates less energy at a low speed when the super capacitors can absorb less
energy. By doing so, it can make full use of the super capacitors to absorb the
regenerative braking energy, effectively reducing even eliminating the configuration
of the braking resistor.

5 Running Test

After installation of the energy package on one locomotive, some tests (such as
light load, heavy load, low speed and high speed) are carried out according to
different operational conditions. The parameters of the tests are shown in Table 3.

Running on the main electrified line, operating under different conditions with
different load, the main test results are shown in Table 4.

Table 3 Main parameters of test system

Definition Parameter

Locomotive weight 87.4 t

Maximum tractive force 120 kN

Maximum wheel power 300 kW

Rated voltage of battery pack DC500 V

Capacity of battery pack 285 Ah

Rated voltage of super capacitor pack DC900 V

Available energy of super capacitor pack 12 kwh

Test line Main electric locomotive line

Ambient temperature 0–5 °C
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6 Conclusion

At the present, energy storage components are developed and upgraded rapidly, and
the power and energy density of which are also enhanced. A single type of energy
storage component cannot meet the requirements of large power and high energy
for rail transit traction. By combining different energy storage components using
respective advantages and offsetting respective disadvantages, and controlling the
power and energy by DC/DC converter, the energy pack can effectively fulfil the
operational requirements of vehicle thus improve the driving capability.

Currently, the energy package scheme presented above has been applied in
Austria for a shunting locomotive and a series of tests have been carried out with
good results, which has received widespread attention in the industry.

Table 4 Test result

Operating
condition

Condition 1
The locomotive
pulls the 70 t load
and runs
continuously at
45 km/h

Condition 2
The locomotive
pulls the 600 t load
and runs
continuously at
10 km/h

Condition 3
The locomotive pulls the
1500 t load and runs in
200 m shunting for an hour
with the maximum speed–
10 km/h

Continuous
tractive
force

9.6 KN 23 KN 60 KN

Continuous
speed

45 km/h 10 km/h 9 km/h

Maximum
speed

65 km/h 10 km/h 10 km/h

Maximum
current of
battery pack

280 A 280 A 280 A

Maximum
current of
super
capacitor
pack

200 A (acceleration) 300 A 300 A

Initial
energy

95.2% (energy
pack)

70% (batteries)
60% (super
capacitors)

100% (energy pack)

Final
energy

46% (energy pack) 45% (energy pack) 44% (energy pack)

Distance 45 km 2.5 km 3 km
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Instantaneous Voltage PIR Closed-Loop
Control for the Auxiliary Inverter

Xuefu Cao, Yong Ding, Ruichang Qiu, Yun Kang and Yang Yu

Abstract As an important part of EMU (Electric Multiple Units), the auxiliary
power supply system plays an important role in the normal operation of the vehicle.
In order to improve the reliability of the auxiliary power supply system, this paper
analyses the harmonics of the auxiliary inverter under nonlinear load and suggests
that the 6th harmonic voltage components in the DQ synchronous rotating coor-
dinate system can be controlled to achieve the simultaneous control of the 5th and
7th harmonic voltage components in the three-phase static coordinate system. The
instantaneous voltage PIR (Proportion Integral Resonance) closed loop control
method in DQ synchronous rotating coordinate system is researched to eliminate
the voltage aberration caused by harmonics and ensure the quality of output volt-
age. Finally, the simulation results show that the design has achieved the desired
objectives.

Keyword Auxiliary inverter � Resonant control � Nonlinear load

1 Introduction

With the rapid development of China’s rail transportation, EMU has become an
important choice for people to travel [1]. The duty of the auxiliary inverter is to
provide a stable AC power supply for the medium voltage load on the vehicle
including air conditioning unit, air compressor, ventilation device, train wireless,
car socket, etc. [2].
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In the 80s of last century, K. P. Gohale introduced the deadbeat control into
inverters [3], whose output PWM duty cycle is obtained by the system state
equation and the feedback information of voltage and current, because of its sen-
sitivity to the filter circuit parameters, but the anti-disturbance ability of the system
is poor; Noue put forward a kind of repetitive control method: the correction signal
is assumed that the waveform distortion appearing in the previous period will
appear again in the next cycle [4], because of the delay of one power frequency
cycle and the existence of periodic delay, but its dynamic characteristics are poor;
PID control is one of the most classical and widely used industrial control methods
with the advantages of simple control, easy parameter setting, good robustness and
high reliability [5], however, the disturbance rejection effect of PID control system
under nonlinear load is not good, so it is necessary to add other control methods to
suppress the voltage distortion caused by nonlinear load.

This paper studies the nonlinear load harmonic characteristics of the auxiliary
inverter, sets up the auxiliary inverter system model with nonlinear load, and then
adopts instantaneous voltage PIR closed loop control method in DQ synchronous
rotating coordinate system to control the 5th and 7th harmonics voltage components
in the three-phase static coordinate system and improve the output voltage wave-
form quality of inverter.

2 Harmonic Analysis of Auxiliary Inverter Under
Nonlinear Load

The main nonlinear loads of the auxiliary inverter of EMU are variable frequency
air conditioning units and the chargers, which they are three-phase rectifier load.
Figure 1 is the topology of three-phase rectifier type nonlinear load.

Single phase rectifier type nonlinear load is rich in odd harmonics, and the
greater the number of harmonics, the smaller the harmonic content [6, 7]. For
three-phase rectifier type nonlinear load, because there is no 3rd harmonic and its
multiple harmonic paths [8], so the harmonic content of 3rd and multiple times is 0
but the 5th and 7th harmonic content is more. When the harmonic current flows
through the output impedance of the inverter, the harmonic voltage drop will occur,
which will cause the aberration of the output voltage.

D1 D3 D5

D2 D4 D6

RoCo

uoa
uob
uoc

ioa

Fig. 1 The circuit of three
phase rectifier load
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In three-phase static coordinate system, we can get the output voltage expres-
sions containing 5th and 7th harmonic components as the following formulas.

uoa ¼
ffiffiffi

2
p

U1 sinxtþ
ffiffiffi

2
p

U5 sin 5xtþ
ffiffiffi

2
p

U7 sin 7xt
uob ¼

ffiffiffi

2
p

U1 sinðxt � 120�Þþ ffiffiffi

2
p

U5 sin 5ðxt � 120�Þþ ffiffiffi

2
p

U7 sin 7ðxt � 120�Þ
uoc ¼

ffiffiffi

2
p

U1 sinðxtþ 120�Þþ ffiffiffi

2
p

U5 sin 5ðxtþ 120�Þþ ffiffiffi

2
p

U7 sin 7ðxtþ 120�Þ

8

<
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where x is fundamental angular frequency, U1 is the effective value of the fun-
damental positive sequence voltage, and U5, U7 are the effective values of 5th and
7th harmonic components respectively. The 5th and 7th harmonic voltage vectors
are negative sequence component and positive sequence component respectively.
We can get the following formulas by the formula (1).

uoa ¼
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2
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U1 sinxtþ
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After the Park coordinate transformation of (2), the expressions of the output
voltage which contains the 5th and 7th harmonic voltage in the DQ synchronous
rotating coordinate system are obtained:

uod ¼
ffiffiffi

2
p

U1 sin hþ
ffiffiffi

2
p

U5 sinð6xt � hÞþ ffiffiffi

2
p

U7 sinð6xt � hÞ
uoq ¼ � ffiffiffi

2
p

U1 cos hþ
ffiffiffi

2
p

U5 cosð6xt � hÞ � ffiffiffi

2
p

U7 cosð6xt � hÞ
�

ð3Þ

According to (3), the fundamental positive sequence voltage component is
transformed into the DC component, and the 5th and 7th harmonic voltage com-
ponents are converted to the 6th harmonic voltage component in the DQ syn-
chronous rotating coordinate system. Therefore, in the DQ synchronous rotating
coordinate system, the 6th harmonic voltage components can be controlled to
achieve the simultaneous control of the 5th and 7th harmonic voltage components
in the three-phase static coordinate system.

3 PIR Control in Synchronous Rotating
Coordinate System

The instantaneous voltage PI control in synchronous rotating coordinates can
realize the control of the static error of the positive sequence fundamental signal [9].
However, the harmonic frequency can not be well controlled, and the system has a
poor effect on the nonlinear load. According to the principle of internal model, the
resonance controller can be used to restrain the harmonic voltage, and ensure the
quality of the output voltage waveform.
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According to the analysis under nonlinear load of the auxiliary inverter, the
nonlinear load current of the auxiliary inverter is rich in 5th and 7th harmonic
current components, which form the corresponding harmonic voltage drop on the
output impedance of the inverter, resulting in the distortion of the output voltage
and the poor quality of the output voltage waveform. Therefore, the 5th and 7th
harmonic voltage should be controlled. Two kinds of resonant controllers in which
the 5th (250 Hz) and 7th (350 Hz) harmonics should be designed respectively in
the static coordinate system. In the DQ synchronous rotating coordinates, the 5th
and 7th harmonics are represented by the 6th harmonic (300 Hz), so there needs to
design a harmonic controller for the 6th harmonic.

The transfer function of the PIR controller is:

GPIRðsÞ ¼ Kp þ Ki

s
þ 2Krxcs

s2 þ 2xcsþx2
n

ð4Þ

where xc is used to adjust the controller bandwidth and xn is used as the controller
for the resonant angular frequency to eliminate the specific harmonics.

Figure 2 is the d axis control block diagram of the PIR controlled inverter in the
synchronous rotating coordinate system, iLd is the filter inductor L and iCd is current
passing through filter capacitor C. The q axis control block diagram is the same as
the d axis analysis method.

The output voltage of the d axis can be obtained according to Fig. 3:

uod ¼ GðsÞudref � ZðsÞiod ð5Þ

GðsÞ ¼ GPIRðsÞ � GpwmðsÞ
LCs2 þCrsþ 1þGPIRðsÞ � GpwmðsÞ � GpwmðsÞ ð6Þ

ZðsÞ ¼ Lsþ r
LCs2 þCrsþ 1þGPIRðsÞ � GpwmðsÞ � GpwmðsÞ ð7Þ

The derivation of the inverter control amount G(s) from (6) is shown in Fig. 3.

Fig. 2 Block diagram of inverter with PIR controller
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In the DQ synchronous rotating coordinate system, the 5th and 7th harmonics
are converted into the 6th harmonic, so we should observe the frequency response
at 300 Hz. It can be seen that the magnitude of the control quantity G(s) is about 1
at the frequency of 300 Hz and the phase angle is 0.

Bode diagrams of the equivalent output impedance Z(s) of the inverter can be
obtained from (7) as shown in Fig. 4.

We can see from Fig. 4 that the equivalent output impedance Z(s) of the inverter
is significantly reduced at 300 Hz.

According to Figs. 3 and 4, it can be concluded that adding PIR controller into
the inverter system can inhibit the aberration of output voltage of three-phase
rectifier type nonlinear load caused by 5th and 7th harmonic current.

4 Simulation Result

This paper using S-Function in Matlab/Simulink, by setting the interrupt similar to
DSP with C language, to construct a virtual DSP control system, better simulate
main circuit and the discrete control system of the actual operation of the inverter.
The simulation parameters are shown in Table 1.

Figure 5 is the output voltage and current waveforms, the inverter with 15 kW
three-phase rectifier type nonlinear load by the instantaneous voltage PI control. As
it can be seen from Fig. 5, the output voltage waveform is seriously distorted, and
the quality of the output voltage waveform is poor.

Fig. 3 The bode diagram of G(s) of inverter with PIR controller
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Figure 6 is output voltage harmonic analysis distribution with the instantaneous
voltage PI closed loop control for a single auxiliary inverter under 15 kW
three-phase rectifier type nonlinear load. It can be seen from Fig. 6 that the THD is
9.46% and the 5th harmonic voltage content is 8.99% and the 7th harmonic voltage
content is 1.55%.

Figure 7 shows the output voltage and current waveforms of the inverter with
the instantaneous voltage PIR closed-loop control. As can be seen from Fig. 7, the
output voltage waveform quality has been significantly improved. The output
voltage harmonic analysis of the inverter with 15 kW three-phase rectifier type
nonlinear load using the instantaneous voltage PIR control is shown in Fig. 8. At
this time, the THD is reduced to 2.85%, the 5th harmonic voltage content is reduced
to 1.2% and the 7th harmonic voltage content is reduced to 0.5%.

Fig. 4 The bode diagram of Z(s) of inverter with PIR controller

Table 1 Parameters of simulation

Parameters The setting value Parameters The setting value

DC voltage/V 1650 Co/uF 3000

DC filter inductor/mH 0.103 Ro/X 20

DC filter capacitor/uF 2000 Kp 0.7

Power frequency/Hz 50 Ki 0.05

Switch frequency/Hz 1000 Kr 60
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Through the above simulation and analysis, the design of the instantaneous
voltage PIR control of single inverter in DQ synchronous rotating coordinate
system is stable, and in the case of three-phase rectifier type nonlinear load, it still
can guarantee the good quality of the output voltage wave shape.

Fig. 5 Simulation waveforms of inverter with PI controller under nonlinear load

Fig. 6 FFT analysis of inverter with PI controller under nonlinear load
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5 Conclusion

In this paper, the harmonic analysis of the three-phase rectifier type nonlinear load
such as air conditioner and charger is carried out. It is concluded that the 5th and 7th
harmonics are represented by the 6th harmonic (300 Hz) In the DQ synchronous
rotating coordinates. In order to realize the accurate tracking of fundamental voltage
and the suppression of voltage distortion caused by nonlinear load, the instanta-
neous voltage PIR closed loop control of DQ synchronous rotating coordinate
system is adopted. The auxiliary inverter suppresses 5th and 7th harmonics and the
system can run stably.

Fig. 7 Simulation waveforms of inverter with PIR controller under nonlinear load

Fig. 8 FFT analysis of inverter with PIR controller under nonlinear load
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Comparative Study of Two Control
Strategies for Capacitor Voltage Balancing
in Three-Level Boost Converter
for Photovoltaic Grid-Connected
Power System

Yiming Chen, Zhencong Li, Shuping Yang, Wen Xu and Lingling Xie

Abstract The three-level boost converter (TLBC) which is applied in the photo-
voltaic (PV) grid-connected power generation system has an inherent defect of the
midpoint potential shift. This paper compares two control strategies which can
solve the problem. They are duty cycle independent control strategy and pulse
phase delay control strategy. Then the principles of the two control strategies are
analyzed, and in order to carry out simulation experiments more accurately and
quickly, the characteristics of the strategies are verified based on the co-simulation
of PSIM + Matlab. The results show that the duty cycle independent control
strategy has better performance under the condition of the bias voltage is larger.

Keywords Duty cycle independent control strategy � Pulse phase delay control
strategy � Co-simulation � Three-level boost converter

1 Introduction

With the development of new energy technologies, PV grid-connected power
generation system has been widely used. Its typical topology consists of Boost
converter, three-phase inverter and filter. It is necessary to boost the output voltage
of the PV module because it is unstable. Then convert DC into AC power through a
three-phase inverter to achieve the purpose of PV grid-connected power generation
[1]. In this paper, TLBC is used as the DC boost converter for PV modules.
Because TLBC can halve the power device voltage stress compared with the
conventional two-level boost converter. Additionally it has several advantages in
high voltage applications such as reduced switching losses and lower reverse
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Fig. 1 Topology of the PV grid-connected power generation system

recovery losses of the diode compared with the conventional boost converters
[2–4]. The topology is shown in Fig. 1.

As shown in Fig. 1, the PV grid-connected power generation system consists of
a PV modules, a TLBC, a three-phase inverter and a filter. This paper mainly
studies the TLBC which consists of an inductor Lb, two switch tubes Qb1, Qb2, two
diodes Db1, Db2 and two capacitors Cb1, Cb2. The duty cycle of the both switch
tubes is Don-b, and the output voltage gain of the converter is Vob/Vdc = 1/
(1 − Don-b), when the inductor current are continuous.

There is a problem that the output voltage of the two output filter capacitors is
inconsistent in TLBC [4, 5]. There are three reasons for the problem: (1) There is a
slight difference between the control circuit and the drive circuit; (2) Turn-on time
of the switch tubes cannot be completely equal; (3) The conduction voltage drop
and switching characteristics of the two switch tubes cannot be completely con-
sistent. Therefore, the voltage balancing of the two capacitors needs to be controlled
under the premise of stabilizing the output voltage Vob. To achieve effective control
of the output voltage Vob and two capacitance deviation voltage DVCb, it is a
common method that sample the two capacitor voltages uCb1, uCb2 separately. The
output voltage Vob is obtained by summing the two capacitor voltages. The sub-
tracting voltage can be obtained by dividing the two capacitor voltages,
DVCb = uCb1 − uCb2, then adjust the deviation voltage. According to the different
pulse generation methods, It can be divided into duty cycle independent control
strategy and pulse phase delay control strategy.

2 Analysis of Two Control Strategies for Capacitor
Voltage Balancing

2.1 The Principle of Duty Cycle Independent Control
Strategy

The schematic diagram of the duty cycle independent control strategy is shown in
Fig. 2.
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The control strategy is that the output voltage Vob and deviation voltage DVCb

are processed separately to obtain output voltage control signal uctrl and the devi-
ation voltage control signal Ductrl and then the pulse generation unit is adopted to
generate two switch pulses GQb1, GQb2.

uctrl ¼ ðuctrl1 þ uctrl2Þ=2
Ductrl ¼ ðuctrl2 � uctrl1Þ=2

�
ð1Þ

uctrl1 and uctrl2 are the duty ratio of the two switching tubes are Don-b1 and Don-b2.
The phase difference between the two triangular carriers utri1 and utri2 is 180
degrees. When the capacitor voltage uCb2 < uCb1, regulate uctrl2 < uctrl1, and the
typical operating waveforms of the TLBC under the duty cycle independent control
strategy is shown in Fig. 3.

As the Fig. 3 shows, the principle of the duty cycle independent control strategy
is that when the capacitor voltage uCb2 < uCb1, regulate Ductrl\0, and uctrl2 < uctrl1,
so that the duty cycle Don-b1 of the switch tube Qb1 increases and the duty cycle
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Fig. 2 Schematic diagram of duty cycle independent control strategy
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Fig. 3 Typical working waveforms of the TLBC under the duty cycle independent control
strategy when uctrl2 < uctrl1
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Don-b2 of the switch tube Qb2 decreases. Charging time of the capacitor Cb2 is
longer and the capacitor Cb2 stores more power so that the voltage balance between
the two capacitors is achieved. On the contrary, if the voltage uCb1 is lower than
uCb2, regulate Ductrl [ 0 to achieve the voltage balance between two capacitors.

2.2 The Principle of Pulse Phase Delay Control Strategy

The schematic diagram of the pulse phase delay control strategy is shown in Fig. 4.
As can be seen from Fig. 4, the output voltage control signal uctrl and the

deviation voltage control signal Ductrl are obtained by processing the output voltage
Vob and deviation voltage DuCb respectively. Then the two switch tube pulses GQb1,
GQb2 is generated by the logic processing unit and their duty cycles are Don-b and
their phase delay signal is kpd (kpd is the ratio of the pulse delay time tpd and the
switching period, kpd = tpd/Tsb). The typical operating waveforms of the TLBC
under the pulse phase delay control strategy is shown in Fig. 5.
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Fig. 4 Schematic diagram of pulse phase delay control strategy

GQb2

GQb1

iLb

uLb

t0 t1 t2

Toff

Tsb

Vob−Vdc

t

t

t

t

Ton

ab
c d

Vdc
Vdc−Vob/2

t3 t4
(a) Don-b≤0.5, 0<λpd<Don-b

GQb2

GQb1

iLb

uLb

t0 t1 t2

Tsb

Vob−Vdc

t

t

t
t

a b
c

d
Vdc

Vob/2−Vdc
t3 t4

(b) Don-b>0.5, 0<λpd<1−Don-b

ToffTon

Fig. 5 Typical working waveforms of the TLBC under the pulse phase delay control strategy
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It can be seen from Fig. 5 that the pulse phase delay control strategy is under the
premise that duty cycles of the two switching tubes are equal. Although the charge
time of the two capacitors is equal, the average charging current of them is different,
so that one capacitor stores more energy, and the other capacitor stores less energy.
Taking Fig. 5a as an example, it can be seen that the average value of the inductor
current during t0 * t1 is obviously smaller than that during t2 * t3. The charging
current of the capacitor Cb1 is significantly higher than that of the capacitor Cb2 and
capacitor Cb1 stores more energy during each switching cycle, so that the voltage on
the capacitor Cb1 is relatively increased. Thus, we can adjust the phase delay signal
kpd to achieve capacitance voltage balance.

3 The Results Based on Co-simulation of PSIM + Matlab

In order to make the simulation results more accurate, this paper use co-simulation
of PSIM + Matlab. The specific approach is as follows: use PSIM to build power
electronic circuit model and use Matlab to establish a control system model. This
method can also improve the simulation efficiency greatly, and shorten the devel-
opment cycle [6–8]. The simulation model based on PSIM + Matlab co-simulation
is shown in Fig. 6.

3.1 Simulation Research on Duty Cycle Independent
Control Strategy

In order to verify the adjustment ability of duty cycle independent control strategy, a
simulation experiment with unbalanced loads of TLBC is carried out. The main
circuit parameter is as follows: Vdc = 490 V, Vob = 700 V, fsb = 8 kHz, Lb = 2 mH,
Cb1 = Cb2 = 2267 lF, Don-b = 0.3 and the load resistances are adjusted as needed.

When Rb1 = 55X, Rb2 = 50X, the experimental waveform is shown in Fig. 7a.
And when Rb1 = 65X, Rb2 = 50X, the waveform is shown in Fig. 7b. uCb1, uCb2 are
voltages of the two capacitors, uctrl is the output voltage control signal, Ductrl is the
deviation voltage control signal, Vob is the output voltage.

It can be seen from Fig. 7a that the two capacitor initial voltage deviation is
31.5 V. After adjustment of 0.05 s, the midpoint potential is balanced and the Vob

fluctuates in the range of 700 ± 10 V during the adjustment process. It can be seen
from Fig. 7b that the initial voltage deviation of the two capacitors is 85.8 V. After
adjusting of 0.1 s, the midpoint of the potential reaches balance and Vob fluctuates
within the range of 700 ± 18 V during the deviation voltage regulation process.

It is proved that the duty cycle independent control strategy can effectively adjust
the large range deviation potential, but the output voltage fluctuates because the
duty cycle of the two switches is not same during the adjustment process.
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3.2 Simulation Research on Pulse Phase Delay Control
Strategy

The pulse phase delay control strategy is simulated based on the same experimental
conditions. The experimental waveforms are shown in Fig. 8.

It can be seen from Fig. 8a that the deviation voltage is maintained at 31.8 V
when the deviation voltage is not adjusted. After adjustment of 1.8 s, the two
capacitor voltages is balanced, and output voltage is relatively stable during the
adjustment process. As seen from Fig. 8b, the two capacitor voltage deviation is
maintained at 86.1 V when the deviation voltage is not adjusted. After adjustment
of 0.25 s, the deviation voltage gradually reduces to 45.5 V and become stability.
During the adjustment process, the output voltage fluctuation is very small and the
phase delay signal kpd remains at the limit value, so that the deviation voltage can’t
be further adjusted.

It is shown that the pulse phase delay control strategy has limited ability to adjust
the deviation voltage, but the output voltage is not affected during the adjustment
process, and the adjustment process is slower than the other strategy.
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Fig. 8 Waveforms of the system with pulse phase delay control strategy
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4 Conclusion

The paper mainly contrasts two control strategies that are proposed to suppress the
potential shift in TLBC. The conclusions can be drawn from the theoretical analysis
and simulation experiments:

1. Both control strategies can make effective adjustment on the midpoint potential
when the shift is small.

2. The adjustment range on deviation voltage under duty cycle independent control
strategy is larger than the other strategy.

3. The adjustment process of duty cycle independent control strategy is faster than
the other strategy, but it will cause the output voltage fluctuations during the
deviation voltage regulation processing.

In summary, in the case of smaller deviation voltage, the pulse phase delay
control strategy has more advantages; while the midpoint potential shift is larger,
the duty cycle independent control strategy is more applicable.
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A Resonant Push–Pull DC–DC Converter

Shiying Yuan, Zhe Tang, Jiyun Tian and Hui Cao

Abstract This paper presents a novel topology of a resonant push–pull DC–DC
converter. The primary side of the transformer applies a traditional two-transistor
push–pull circuit structure, while the secondary side of the transformer includes a
circuit of duplex windings and a LC resonant voltage-double structure. The average
output voltage of the converter is four times of the voltage-double resonant
capacitors. The LC resonance of the voltage-double capacitors and the secondary
leakage inductors of the transformer transfers the energy from the primary side to
the secondary side. The circuit adopts the strategy of fixing turn-on time and
frequency modulation method. All switches and diodes can achieve ZCS (zero
current switching). The paper analyses every operation mode in detail. Because of
symmetrical working of the secondary upper and lower windings of the trans-
former, it can be transformed into two-port network to analyze the AC equivalent
circuit through fundamental analysis method. And on this basis, the paper deduces
the gain characteristic expression of the AC fundamental wave, plots the curve of
voltage gain with different frequency ratio m, excitation inductance/leakage
inductance ratio h and quality factor Q by MATLAB, and utilizes the voltage gain
curve to design the circuit experimental parameters. At last, a sample converter of
20–28 V input/360 V output/rated power 400 W is built and tested. The experi-
mental waveforms verify the correctness of the circuit and validity of the gain
model. The experimental conversion efficiency indicates that the switch achieves
ZCS to reduce the switching loss of existing push–pull circuit effectively and
improve the conversion efficiency. The measured efficiency was 93.5% at rated
load.
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1 Introduction

The traditional push–pull circuit has the advantages of simple structure and drive
circuit without isolation. The disadvantages are that the voltage stress of the switch
is more than two times of the input voltage, and the switch is hard-switching.
Therefore many researches on improved push–pull circuit have been continuously
expanding and deepening. A scheme is a soft-switching push–pull circuit of four
switches in [1]. The disadvantages are the increase of the number of switches and
complex isolated driver circuit. The second scheme is a soft-switching push–pull
forward circuit in [2], which achieves the zero current switching and reduces the
switching loss, but the disadvantages are that an auxiliary switch which increases
isolated driver circuit in the secondary side is necessary and the output filter
inductor is retained. The third scheme is a soft-switching three-transistor push–pull
converter. Yisheng and Qunfang [3] introduces the basic topology, and the control
strategy of main and vice switches is same as two bridge arms of phase shifted full
bridge circuit, turn-off currents of main switches are half than the latter, but aux-
iliary switch could only achieve the zero voltage switching under heavy load
conditions. The fourth scheme is LC resonant soft-switching push–pull circuit.
Yisheng and Changwei [4] shows that if the resonant period of the secondary LC is
less than turn-on time of the switch, the secondary inductor and capacitor will be
resonant in multi periods. Under the condition of changing load, the output voltage
will appear alternating characteristics of voltage source and current source, and the
applicable range is relatively narrow.

This paper presents a novel topology of the resonant push–pull DC–DC con-
verter with a voltage-fourfold structure, which is different from the traditional
topologies of LC [4], LCL [5] and LLC [6]. The leakage inductors of transformer as
resonant inductors and series resonant capacitors consist of the voltage-double
resonant structure. And the voltage-double capacitors of the secondary windings
have charging and discharging process on the contrary. The output voltage is four
times of the average voltage of each voltage-double capacitor, which is the origin of
voltage-fourfold structure. Both of the primary switches and the secondary diodes
can achieve ZCS. According to the equivalent model of the circuit based on first
harmonic approximation (FHA), the three dimensional curve analysis of the voltage
gain variable is performed and the circuit parameters are optimized. An experi-
mental prototype of 400 W is made. The test results verify the feasibility of the
circuit and the effectiveness of the gain model.

2 Operation Principle

Figure 1 is the voltage-fourfold resonant push–pull circuit. Switch Q1, Q2 consist of
the push–pull structure. D1, D2 are the parasitic diodes of Q1, Q2. And C1, C2

include the parasitic capacitors and external parallel capacitors of Q1, Q2. Cr1, Cr2
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are the voltage-double capacitors. Ll1, Ll2, Ll3, Ll4 are leakage inductors of primary
and secondary sides of the transformer. The physical reference directions are shown
in Fig. 1.

Before analyzing the principle of the circuit, make the following assumptions:

1. the voltage drop of the switching devices is zero;
2. the number of turns of the transformer TX: N1 = N2 = N3/N = N4/N, Where N is

the ratio; Lm1 = Lm2 = Lm = Lm3/N
2 = Lm4/N

2; Leakage inductances
Ll1 = Ll2 = Ll = Ll3/N

2 = Ll4/N
2 is much less than Lm;

3. equivalent capacitances of the two switches C1 = C2 = C;
4. the voltage-double capacitances Cr1 = Cr2 = Cr, the average voltage is Uo/4, this

is the origin of voltage-fourfold structure.

The key operational waveforms of the circuit are shown in Fig. 2. In one
switching period, there are eight operation modes in voltage-fourfold resonant
converter, the analysis of each mode is as follows.

(1) Mode 1[t0 * t1]: charging and discharging stage of parallel capacitors of the
switches

In the moment before t0, Q2 is turned on, the loop is Ui − N2 − Q2 − Ui, the
reverse of the excitation current increases. The excitation current reaches the
maximum value of the reverse in the moment of t0. At the time, the secondary side
has ended resonance, the resonant capacitor voltage is kept constant, the voltage of
Cr1 reaches the minimum value, the voltage of Cr2 reaches maximum value, the
resonant current is zero, the winding of the secondary side is open, the primary
voltage is clamped by the secondary voltage.
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Fig. 1 Resonant push–pull DC–DC converter with a voltage-fourfold structure
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In the time t0, Q2 is turned off, the excitation inductance and leakage inductances
of the primary side and C2, C1 are resonant. During the resonant process, the
excitation current charges C2 to make U2 rise, and discharges C1 to make U1 drop.

Um2 has reverse reduction and then has positive increase. Set Ll1 = Ll2 = Ll, the
voltage and node current equations in the primary circuit can be listed:

Ui � um1 � L1di1=dt � u1 ¼ 0
Ui þ um2 � L1di2=dt � u2 ¼ 0
um1 ¼ um2 ¼ um
i1 þ i2 ¼ ii
i2 � i1 ¼ Imm
i1 ¼ Cdu1=dt
i2 ¼ Cdu2=dt

8>>>>>>>><
>>>>>>>>:

ð1Þ
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Fig. 2 Key working waveforms of the converter
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The variables are as follows:

u1 ¼ 2Ui � Immðt � t0Þ=2Cþ Imm
2

ffiffiffiffiffiffiffiffiffiffiffi
L1=C

p
sin ðt�t0Þffiffiffiffiffiffi

L1C
p

u2 ¼ Immðt � t0Þ=2Cþ Imm
2

ffiffiffiffiffiffiffiffiffiffiffi
L1=C

p
sin ðt�t0Þffiffiffiffiffiffi

L1C
p

um ¼ Immðt � t0Þ=2C � Ui

ii ¼ Imm cos ðt�t0Þffiffiffiffiffiffi
L1C

p

i1 ¼ �Imm=2þ Imm
2 cos ðt�t0Þffiffiffiffiffiffi

L1C
p

i2 ¼ Imm=2þ Imm
2 cos ðt�t0Þffiffiffiffiffiffi

L1C
p

8>>>>>>>>><
>>>>>>>>>:

ð2Þ

In the formula, Imm is the maximum value of the excitation current.
The leakage inductances are much less than the excitation inductance, so the

leakage inductances can be neglected in series. Because this process is very short, it
can be considered that the excitation current is kept constant in the process of Imm.

In the time t1, u1 is reduced from 2Ui to the platform value; u2 is increased from 0
to the platform value, and the primary voltage of the transformer rises from −Ui to
the voltage valley value, which is converted from the secondary boundary value of
the resonant capacitor Cr1. According to the solutions of the equation group, it is
known that the duration of this stage is

t01 ¼ 2CðUcr1 þNUiÞ=NImm ð3Þ

(2) Mode 2[t1 * t2]: resonant stage of the secondary excitation

At the moment t1, due to the rise of the voltage of C2, the voltage of Lm2 rises.
When meeting um3 > ucrl, um4 > Uo/2 − ucrm, Do1, Do4 are turned on. In the for-
mula, ucrl is the voltage valley value of the resonant capacitor Cr1, and ucrm is the
voltage peak value of the resonant capacitor Cr2. Ideally, according to the symmetry
of the circuit, the voltage valley value of the resonant capacitor Cr2 is ucrl, and the
peak value of the resonant capacitor Cr1 is ucrm.

Therefore, the excitation current is transferred from the primary side to the
secondary side, which provides a resonant current for the secondary side. The
secondary side begins to resonate, when ignoring the leakage inductors, the reso-
nant loops are N3 − Do1 − Cr1 − N3 and N4 − Co2 − Do4 − Cr2 − N4. The reso-
nant voltage of Cr1 rises, the resonant voltage of Cr2 decreases, the both resonant
currents decrease. The primary voltage is clamped by the secondary side. C1, C2,
Ll1, Ll2 participate in the resonance, and each current is rapidly reduced to zero due
to damping resonance. The voltage and current equations of the two top and bottom
winding loops are listed as follows:

Lm3diDo1=dtþ ucr1 ¼ 0
iDo1 ¼ Cr1ducr1=dt
Lm4diDo4=dtþUo=2� ucr2 ¼ 0
iDo4 ¼ �Cr2ducr2=dt
um3 ¼ um4

8>>>><
>>>>:

ð4Þ
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The variables are as follows:

iDo1 ¼ � Ucrl

N
ffiffiffiffiffiffiffiffiffi
Lm=Cr

p sinxcðt � t1Þþ Imm
N cosxcðt � t1Þ

ucr1 ¼ Imm

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lm=Cr

p
sinxcðt � t1ÞþUcrl cosxcðt � t1Þ

iDo4 ¼ Uo=2�Ucrm

N
ffiffiffiffiffiffiffiffiffi
Lm=Cr

p sinxcðt � t1Þþ Imm
N cosxcðt � t1Þ

ucr2 ¼ Uo
2 � Imm

ffiffiffiffi
Lm
Cr

q
sinxcðt � t1Þ

þ ðUo=2� UcrmÞ cosxcðt � t1Þ Uo
2 � Ucrm ¼ Ucrl

xc ¼ 1=ðN ffiffiffiffiffiffiffiffiffiffiffi
LmCr

p Þ

8>>>>>>>>>><
>>>>>>>>>>:

ð5Þ

In the formula, xc is resonant angle frequency of series resonant circuit for this
mode. According to the solutions of the equations, the relationship between the peak
value and the valley value of the resonant capacitor voltage is Uo=2� Ucrm ¼ Ucrl.
The primary winding voltage is clamped by the secondary side in ucrl/N, i.e., it is
clamped in (Uo/2 − ucrm)/N, and the two are equal. The platforms of U1, U2 occur.

In the moment t2, ii drops to zero. Output diode current iDo1 and iDo4 drop a value
of zero or slightly greater than zero, called it Iml. ucr1 and ucr2 do not change much,
and ucr1 is made up to U0

crl and ucr2 is made down to U0
crm respectively.

At the end of this mode, Q1 is turned on. The duration of this mode is deter-
mined by the dead time.

(3) Mode 3[t2 * t3]: the main resonant stage

In the moment t2, Q1 is turned on. The excitation inductors and leakage inductors
of the primary and secondary sides and resonant capacitors are resonant together.
Secondary loops are N3 − Do1 − Cr1 − Ll3 − N3, N4 − Co2 − Do4 − Cr2 − Ll4

− N4. The primary resonant current varies from zero; u1 decreases and u2 increases
due to resonance. The secondary resonant current varies from zero or a slightly greater
than zero. The voltage of charging Cr1 rises; the voltage of discharging Cr2 drops.

When the primary side is converted to the secondary side, the equations are listed
as follows:

NUi � ucr1 � 2N2L1diDo1=dt ¼ 0
iDo1 ¼ Cr1ducr1=dt
NUi þ ucr2 � Uo=2� 2N2L1diDo4=dt ¼ 0
iDo4 ¼ �Cr2ducr2=dt

8>><
>>:

ð6Þ

The variables are as follows:

ucr1 ¼ NUi þ Im1N
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2L1=Cr

p
sinxrðt � t2Þ � ðNUi � U

0
cr1Þ cosxrðt � t2Þ

iDo1 ¼ NUi�U
0
cr1

N
ffiffiffiffiffiffiffiffiffiffiffi
2L1=Cr

p sinxrðt � t2Þþ Im1 cosxrðt � t2Þ
ucr2 ¼ Uo=2� NUi � Im1N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2L1=Cr

p
sinxrðt � t2Þþ ðNUi þU

0
crm � Uo=2Þ cosxrðt � t2Þ

iDo4 ¼ NUi þU
0
crm�Uo=2

N
ffiffiffiffiffiffiffiffiffiffiffi
2L1=Cr

p sinxrðt � t2Þþ Im1 cosxrðt � t2Þ

if ¼ 2ðNUi�U
0
cr1Þ

N
ffiffiffiffiffiffiffiffiffiffiffi
2L1=Cr

p sinxrðt � t2Þþ 2Im1 cosxrðt � t2Þ
Uo=2� U

0
crm ¼ U

0
cr1

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð7Þ
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In the formula, xr ¼ 1=ðN ffiffiffiffiffiffiffiffiffiffiffiffi
2L1Cr

p Þ is resonant angle frequency of series res-
onant circuit for this mode.

In the moment t3, the resonance of the secondary side ends, and the resonant
current is zero. The primary current drops to the excitation current. U2 rises to a
certain value; ucr1 rises to the maximum; ucr2 drops to the minimum. This mode is
over, the duration of this mode is

t23 ¼ pN
ffiffiffiffiffiffiffiffiffiffiffiffi
2L1Cr

p
ð8Þ

(4) Mode 4[t3 * t4]: the charging stage of the primary excitation inductor

In the moment t3, the secondary resonance ends, um1 is Ui. The primary exci-
tation winding is charged, the loop is Ui − N1 − Q1 − Ui, the secondary current is
zero. The primary current ii is the excitation current at this stage:

ii ¼ imðt3ÞþUiðt � t3Þ=Lm ð9Þ

The duration of this mode is a difference between the turn-on time of the switch
and the half resonant period of the secondary side.

Four modes in the follow are similar to the first four modes, i.e., the resonant
capacitors of the two secondary windings have opposite charging and discharging
process. Therefore that won’t be said again here.

3 DC Gain Characteristics of the Voltage-Fourfold
Resonant Converter

The circuit uses the fixed turn-on time to adjust the switching frequency fs to control
the output voltage. In order to enable the switches and diodes to achieve ZCS, fs
should be less than the resonant frequency fr.

In the design of the circuit, the secondary resonant network ends resonance in
advance before the switch is turned off, so the switch is off at the peak of the
excitation current. In order to reduce the current and the turn-off switching loss, the
durations of mode 4 and mode 8 must be reduced, that is, the half resonant period is
close to the turn-on time.

In addition, in mode 2 and mode 6, the excitation current is very small. After the
excitation current is transferred to the secondary side, the resonant current is very
small, the secondary winding inductance is very large, the energy is basically
unchanged, the voltage change of the secondary resonant capacitor is very small, so
the function of energy transfer of mode 2 and mode 6 is ignored.

Based on above analyses, the secondary stages of energy transfer, i.e., mode 2
and mode 6, as well as the modes which time are very short, i.e., mode 1, 4, 5, 8, are
ignored. So only consider the main stages of energy transfer, namely, mode 3 and
mode 7.
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In mode 3 and mode 7, the switches Q1, Q2 are turned on respectively. The
primary and secondary windings of the converter in essence are three-port, but due
to symmetrical working of upper and lower windings, it can be transformed into
two-port network to analyze the AC equivalent circuit through fundamental anal-
ysis method. The equivalent models of the two secondary windings are the same. In
order to simplify the analysis, when the circuit is stable, only the equivalent model
of the upper winding is analyzed.

When Q1 is turned on, the network diagram of the two-port network is shown in
Fig. 3a. When Q2 is turned on, the network diagram of the two-port network is
shown in Fig. 3b.

The total DC gain expression can be deduced

Gdc ¼ Uo

NUi
¼ 32mQ sinðpm=2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½8mQðHþ 1Þ sinðpm=2Þ�2 þ p4½m2ðHþ 2Þ � 2ðHþ 1Þ�2
q ð10Þ

In the above formula, h = Ll3/Lm3 = Ll/Lm is the leakage inductance coefficient.
Q0 ¼ Ra1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ll3=Cr1

p
is resonance quality factor Q is custom quality factor,

Q ¼ Ro=2ffiffiffiffiffiffiffiffiffiffiffi
2Ll3=Cr

p .

4 Design of Key Circuit Parameters

The key circuit parameters of m, Q and h are designed by using the voltage-fourfold
resonant converter of input DC voltage 20–28 V, output voltage 360 V, rated
power 400 W, working frequency of fs = 40–80 kHz as an example.

In the actual circuit, due to the line loss and other reasons, the voltage gain is not
up to the highest value. Therefore, take Gdc(max) = 3.7 here. So the transformer ratio
is

N ¼ UoðminÞ
UiðminÞGdcðmaxÞ

¼ 4:86 ð11Þ
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(a) Q1 is turned on (b) Q 2 is turned on

Fig. 3 Two-port network at different switches terms
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At the same time, according to the maximum input voltage, the required mini-
mum voltage gain can be obtained as follows

GdcðminÞ ¼
UoðmaxÞ
NUiðmaxÞ

¼ 2:65 ð12Þ

Based on the total DC gain expression (10), Q is fixed to 8.3 firstly, then the
leakage inductance coefficient h is desirable for 1/350. In order to ensure that
the switch is turned off with a smaller current and the dead time is considered, the
maximum operating frequency of the switch should be slightly less than fr, Ton is
desirable for 6.2 ls, so the resonant frequency fr of the circuit is desirable for
81 kHz.

According to the custom quality factor Q and the resonant frequency formula of
the circuit in the expression of DC voltage gain, the following equations can be
listed:

Q ¼ Ro=2ffiffiffiffiffiffiffiffiffiffiffiffi
2L13=Cr

p
fr ¼ 1

2p
ffiffiffiffiffiffiffiffiffiffi
2L13Cr

p

Ro ¼ U2
o

Po

8>><
>>:

ð13Þ

The solutions of the above equations can be obtained, Ro = 324 X,
Ll3 = Ll4 = 19.3 lH, Cr1 = Cr2 = Cr = 100 nF, then Lm3 = Ll3/h = 6.8 mH;
Lm1 = Lm3/N

2 = 288 lH; Ll1 = Ll2 = Ll3/N
2 = 0.8 lH.

The circuit selects UC3867 as the driver chip and ETD49 as the core of the
transformer. A laboratory prototype with a rated power of 400 W is made according
to the above circuit parameters.

5 Experimental Results

Figure 4 shows the test waveforms of the input voltage of 20, 24 and 28 V
respectively under rated load conditions. As can be seen from the secondary res-
onant current waveform in each figure, the excitation current is very small relative
to the resonant current, the switch can achieve zero current shutdown; the primary
current is resonant from zero, the switch achieves zero current switching; The half
of the secondary resonant period is slightly less than the turn-on time of the switch,
so the secondary current is resonant to zero in advance, and the diode can achieve
zero current shutdown. The switching frequency is adjusted to 77, 48 and 41 kHz.

Figure 5a shows the waveforms of the resonant capacitor voltage ucr1 of the
secondary upper winding and the resonant current il1, as well as the waveform of
the diode voltage uDo1 under the rated input/nominal load; there is no voltage spike
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in uDo1 and uDo2, the voltage of the diode is zero in mode 2, the diode withstands
reverse voltage of Uo/2 in mode 6. The circuit is suitable for high voltage output.

In Fig. 5b, ucr1 and ucr2 are similar to trapezoidal wave, and the valley value can
be negative, the peak value can be greater than Uo/2, but its average value is Uo/4.
And the rapid change of the voltage is only in mode 3 and mode 7, which is
consistent with the theoretical analysis. The rise and fall of the voltage of Cr1 are
not synchronized with those of Cr2, but the slopes of the rise and fall of the voltages
are the same, the peak and the valley voltage of them are the same and mirror
symmetrical.

The measured efficiency under the rated load is 93.5%.

6 Conclusion

This paper presents a topology of a resonant push–pull DC–DC converter with a
voltage-fourfold structure. The circuit has the following characteristics:

1. The output voltage is 4 times of the average voltage of the voltage-double
capacitor, which is voltage-fourfold structure. Its maximum voltage conversion
rate is 4Ns/Np. And it is suitable for large current input and high voltage output.

2. The circuit adopts the secondary LC resonant mode. The switch can be turned
on in a wide range of load with zero current and turned off with a small
excitation current.

3. The voltage of each rectifier diode is only half of the output voltage. The
secondary current is resonant to zero in advance during the turn-on time of the
switch. The switch achieves ZCS to reduce the switching loss of existing push–
pull circuit effectively and improve the conversion efficiency.

4. Different from the traditional frequency conversion mode, the circuit adopts the
frequency conversion mode of fixed conduction time, which makes the result of
the fundamental analysis method more accurate and effective.
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Distribution Network Planning
Considering DG Under Uncertainty

Yanfei Liu and Hui Zhou

Abstract With the rise of a new round of energy revolution, the distribution
network with distributed generation (DG) has become an important form of the
future power grid. However, DG itself has the characteristics of randomness and
intermittence, which brings impacts and challenges to the distribution network
planning. Based on the uncertainty theory, the fuzzy simulation of DG and load are
used to model the distribution network. The model takes the minimum annual
investment cost and the minimum cost of network loss as the optimization target.
Single parent genetic algorithm based on spanning tree is optimized and verified by
18 node system simulation.

Keywords Distribution generation � Network planning � Uncertainty theory
Genetic algorithm

1 Introduction

In recent years, a new type of power network, which is based on distributed power
supply and micro grid, has been developed for the new elements of access to power
system [1]. However, the increasing of DG, flexible load, electric vehicles and other
controllable devices is continued, which also has a negative effect on the distri-
bution network [2]. The planning of the distribution network under a variety of
uncertain factors should be reasonable, so as to play full role of DG.

The research of distribution network planning has been developed rapidly, which
is mainly reflected in the planning method, the modeling method of uncertain
factors, the modeling and optimization algorithm. The objective function of liter-
ature [3, 4] are only considering the minimum cost of investment, and did not
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consider other indicators. In [5], distribution network planning is divided into
different stages to consider the load change dynamically. In [6], a method based on
interval variable correlation affine form is provided. In literature [7], wind power,
photovoltaic power generation, storage battery and gas turbine are analyzed, and the
comprehensive state power distributed model is established, too. In [8], the
charging and discharging state of the electric vehicle polymerization station is
considered, and the dynamic optimal scheduling is carried out.

In this paper, the uncertain planning theory and its application are used into the
distribution network planning model. The simulation of fuzzy DG and load are
established, and the uncertain model of distribution network planning is modeled.
The improved partheno genetic algorithm is used to solve the model and verified by
an example.

2 Uncertainty Theory

Uncertainty theory is the general name of probability theory, credibility theory and
trust theory. Randomness, fuzziness and roughness belong to the category of
uncertainty. The following definitions and operations are presented in this paper [9].

Definition 1 Credibility measure A is an aggregate of PðHÞ, AC is the opposite
aggregate of A, sup stands for supremum. If Pos satisfies the Four Axioms, then Pos
is named as feasibility measure, ðH; PðHÞ; PosÞ is described as feasible space,
necessity measure of A is described as

NecfAg ¼ 1� PosfACg ð1Þ

The credibility measure of A is

CrfAg ¼ 1=2ðPosfAgþNecfAgÞ ð2Þ
Definition 2 Membership function Let’s assume n is a fuzzy variable in the pos-
sibility space ðH; PðHÞ; PosÞ, so

lðxÞ ¼ Posfh 2 HjnðhÞ ¼ xg; x 2 R ð3Þ

is the membership function of n.
If x1; x2; . . .; xn are independent fuzzy evens which happen in the same time, then

the membership function lðxÞ is the supremum of minimum value of the inde-
pendent membership function liðxiÞ, which means

lðxÞ ¼ sup
x1;x2;���;xn2R

f min
1� i� n

liðxiÞjx ¼ f ðx1; x2; . . .; xnÞg ð4Þ
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Definition 3 Expected value of fuzzy variable Let’s assume n is a fuzzy variable,
which is a function from the possibility space ðH; PðHÞ; PosÞ to Real line R, then

E½n� ¼
Zþ1

0

Crfn� rgdr �
Z0

�1
Crfn� rgdr ð5Þ

is the expected value of n.

3 The Uncertainty Simulation of DG and Load

3.1 Wind Power Output Uncertain Model

The output power of wind turbine is mainly related to wind speed, and it can be
used to represent the relationship as [10]:

PðVÞ ¼
0 0�V �Vci or Vco �V
Prated � V�Vci

Vrated�Vci
Vci �V �Vrated

Prated Vrated �V �Vco

8<
: ð6Þ

where, Prated is the rated active power output of wind turbine; Vci, Vrated , Vco is the
cutting speed, rated wind speed and cutting speed, respectively.

In general, short-term forecast for output power of large-scale wind turbine, is
predicted by the power curve of wind speed and wind machine. Otherwise in the
long-term forecast, the wind speed has no randomness, which can be described as
fuzzy variables. The trapezoidal fuzzy variables are used to express the wind speed
prediction values the Eq. (7).

lðVÞ ¼
V�S1
S2�S1

S1 �V � S2
1 S2 �V � S3

V�S4
S3�S4

S3 �V � S4
0 others

8>><
>>:

ð7Þ

Thus, if the trapezoidal fuzzy variables ðS1; S2; S3; S4Þ and the cutting speed,
rated wind speed and cutting speed are given, the wind power output power can be
fuzzy simulated.

3.2 Photovoltaic Generation Output Uncertain Model

Ideally, the relationship between the output and the solar radiation intensity is
sinusoidal. However, light intensity change is complicated. After extensive
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research, the light intensity can approximately obey the Berta distribution of [11],
the probability density function is:

f ðsÞ ¼ Cðaþ bÞ
CðaÞCðbÞ ð

s
smax

Þða�1Þð1� s
smax

Þðb�1Þ ð8Þ

where Cð:Þ is the Gamma function; s is the actual light intensity; smax is the
maximum of light intensity; a, b is the shape parameter of Beta distribution.

Similarly to wind power generation, for the long-term forecast, solar radiation
intensity is not random, the output power of the membership function is expressing
similarly to the wind power generation. So, the output of photovoltaic can be fuzzy
simulated as long as the light intensity of radiation and the trapezoidal fuzzy
number are given.

3.3 Load Uncertain Model

Most of the papers use the normal distribution model to simulate the load, which
reflects the uncertainty of the load. There is a large amount of data base to be fitted
by the normal distribution, and sometimes it is not fit for the difference of individual
load. In this paper, the trapezoidal fuzzy variable lðPLÞ ¼ ðPL1;PL2;PL3;PL4ÞT is
similar to the load.

4 Grid Planning Model with DG

4.1 Grid Planning Model

In this paper, the fuzzy expected value of the investment cost is chosen as the
objective function:

minE½f � ¼ minE½
X

Cijnij þ
X

Closs� ð9Þ

st:
Pis ¼ Ui

P
j2i

UjðGij cos hij þBij sin hijÞ
Qis ¼ Ui

P
j2i

UjðGij sin hij � Bij cos hijÞ

8<
: ð10Þ

s:t:
0�E½PV � � P̂V

0�E½PS� � P̂S

0�E½PL� � P̂L

8<
: ð11Þ
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where Cij is the investment in new routes; nij the numbers of lines from node i to

node j; Closs is the cost of operation; Closs ¼ c
Pl

i¼1 si~PlossðxÞ, l is the numbers of
branch; si is the hours of maximum load; ~PlossðxÞ is the fuzzy cost of branches; Pis,
Qis is the positive and negative power of node i; Ui is the voltage of node i; j 2 i
indicates node j and node i are connected. Gij, Bij is the real and imaginary parts of
node admittance matrix of Yij; hij is the phase-angle difference of the voltage of
node i and node j; P̂V , P̂S is the limitation of wind and photovoltaic output; P̂L is the
maximum of load.

4.2 Power Flow

Newton Raphson method is used as the basic method to calculate the power flow.
And the output of wind, photovoltaic and load are described as trapezoidal fuzzy
variables, which replace the digital analog variables into the system. Then, the
credibility theory statistical value expectations are used to gain the practical and
final results. Steps are as follows:

(1) Input the original data, including the line parameters, the node load, the wind
speed of the wind power DG, the illumination intensity of the DG, the number
of years, the number of sampling, the electricity price, etc.;

(2) Pre-processing of parameters: read the node fuzzy vector, create array variable
space;

(3) Cycle processing: sampling calculation process, each sampling to call the
ground state power flow, a series of calculation results;

(4) Post-processing: indicators of node voltage, phase angle and branch flow
expectation, variance, overload and overvoltage of statistics, fuzzy expected
current fuzzy objective function of vector case with the values given credibility
theory.

4.3 Improved Genetic Algorithm

The basic principle of partheno genetic algorithm is: through individual repro-
duction, to cancel the crossover operator of traditional genetic algorithm, but with
the gene exchange operator operating only in one chromosome (recombination
operator), including gene transposition, gene translocation and gene inversion [12].
The selection operation can be used in roulette or ranking based on the strategy.
Among them, the selection of the operation to achieve the purpose of survival of the
fittest, shift operations and reassignment operations are equivalent to binary coded
genetic manipulation and genetic mutation in single parent genetic operations.
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(1) Selection operator: the roulette wheel selection mechanism is used, and the
optimal hold operation is added to make the algorithm converge globally.

(2) Shift operator: the father node except the root node is changed. In the father
generation, we randomly select a shift point C, disconnect it from the father
node A, and then select a new father node of a node B and connect the B and C
nodes. In the selection process, B, C can be a node in a different tree, but B
cannot be the original father node or descendant of node C, as shown in Fig. 1a.

(3) Redistribution operator: be similar to shift operation, we choose a redistribution
node C from the father nodes randomly, as shown in Fig. 1b, then redistribute
all the nodes (node 5 in all, 6, 7) rooted on node C.

5 Example Studies

A 10 kV distribution system initial network has 10 nodes and 9 lines, in the future a
certain level, increased to 18 node. The network topology and parameters such as
node parameters and line parameters are shown in literature [13].

The fuzzy simulation of wind power generation and photovoltaic generation are
shown as Fig. 2.

The DG and the load in the form of fuzzy numbers are used to calculate fuzzy
power flow. The voltage of some nodes (nodes in 4 as an example) are shown in
Fig. 3. The fuzzy power of some branches (branch 1, 4, 14, 22, 26 as examples) are
shown in Table 1.

In Fig. 3, V1, V2, V3, V4 are the four states of the voltage trapezoidal fuzzy
quantity respectively, namely Vnode4 ¼ ½V1;V2;V3;V4�. The voltage fluctuates in the
range of �3%, the trapezoidal fuzzy variables fluctuates in the range of �4%, and
when the number of iterations is greater than 25, the node voltage begin to
converge.

In Table 1, branch 1 and branch 4 in the existing grid can satisfy the given
operation mode and do not overload under normal circumstances; branch 14 and 26
is in a overload situation, so we need to expand these lines; while the t branch line
22 can be removed because of its small effect.

Fig. 1 Genetic manipulation
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Finally, a series of optimization under the fuzzy expected value programming
method are shown in Table 2. The fuzzy expected value of the total investment cost
is about 35 million yuan, the fuzzy expectation value of the network loss is about
600 thousand yuan, and the number of iterations can reach the convergence about
30 times. The wind and photovoltaic generator are connected to the node 4 and 11

Fig. 2 Membership function of power forecast values of DG
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Fig. 3 Fuzzy voltages of node 4

Table 1 Fuzzy active and reactive power of partial branches

Branch Positive power (10*e4kW) Negative power (10*e4Var)

1 [194.33, 210.76, 224.35, 227.32] [94.12, 102.08, 108.66, 110.10]

4 [172.51, 181.66, 195.47, 202.19] [83.55, 87.98, 94.67, 97.93]

14 [279.13, 283.04, 291.6302.72] [135.19, 137.08, 141.23, 146.61]

22 [−33.20, −16.02, 0.48, 14.52] [−16.08, −7.76, 0.23, 7.03]

26 [220.13, 235.67, 242.56, 248.89] [106.61, 114.14, 117.48, 120.54]
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respectively, then the line 1–11, 5–12, 11–12, 12–13 and 4–16 have different
consumption, thus there are diversities of the line extension.

6 Conclusion

In this paper, the optimal planning of the distribution network with DG based the
uncertainty theory is studied. DG and load are fuzzy proceeded respectively, and
then a fuzzy expectation programming are solved by the power flow calculation.
Through the comparison of the calculated results of the example, considering the
uncertainty factors, the operation cost of the distribution network and network cost
are saved greatly. The improved genetic algorithm based on tree structure encoding
can quickly find the optimal value, improve the convergence.
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Reliability Evaluation of Inverter Based
on Accelerated Degradation Test

Xinghui Qiu and Jianwei Yang

Abstract In order to evaluate the reliability of the inverter, this paper adopted
sequence and stress accelerated degradation test of a certain type of inverter. Take
the voltage as the accelerated stress, setting 0.8 as the linear growth proportion
coefficient of stress levels, through the detection of the inverter IGBT collector
emitter voltage state and diode voltage to judge the wear condition of the inverter.
The accelerated model is obtained through analyzing the test data, and the model
parameters are estimated by the least square method. At the same time, the relia-
bility of the inverter is evaluated, and the reliability curve is obtained. Finally, the
reliability at the normal stress level is solved through accelerate model. In order to
evaluate the effectiveness of Bayes reliability analysis of inverter, the Monte Carlo
simulation about accelerated test is done, simulation results and evaluation results
are similar. It shows that the accelerated degradation testing data is valid. The
evaluation method can be used to evaluate the reliability of other power electronic
devices in the rail transit vehicle.

Keywords Accelerated degradation test � Inverter � Inverse power law model
Bayes reliability

1 Introduction

Urbanization is the inevitable trend of development in China, railway transit vehicle
carrying an important historical mission as the key equipment on the road of
urbanization. As a power electronic device, traction inverter is an important part of
the traction system. To ensure the stable operation of the train, it is necessary to
evaluate the reliability of traction inverter in advance. The electronic device in the
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railway transit railway has a long life, it is difficult to obtain enough data. Thus, the
accelerated degradation test is adopted to research this problem.

Many researches [1–5] analyzed the reliability and the wear-out failure of
electronic device in the railway transit vehicle. Xiao et al. [6–8] used accelerated
degradation test to evaluate the reliability of some products, through managing the
environment temperature and reliability change with time, more accurate results
were obtained. In the Bayes reliability field, Zhu and Jia [9, 10] evaluated the
reliability of bearing and other parts under the circumstance of extremely small
sample and minimal failure data. Trabelsi [11] analyzed the fault diagnosis of the
IGBT modules in the voltage source inverter, a new control system can increase the
efficiency of the inverter has been found. Czerny et al. [12–14] conclude that the
longer the time of temperature swing is, the smaller the failure cycling number is.
And a new method to evaluate the reliability of inverter has been presented.

This article put forward a method of evaluating the reliability of inverter using
the accelerated degradation test. Meantime, the Bayes method is adopted to estimate
the failure rate. In order to analysis the effectiveness of the reliability evaluating of
the inverter, the Monte Carlo simulation about the accelerated degradation test of
inverter is operated.

2 Accelerated Degradation Test

Figure 1 shows the layout of accelerated degradation test with inverter, it consist of
three parts, the first part is the power system with 220 V alternating current and the
load converter, it provides the needed voltage that input to the test inverter, also
monitoring the IGBT collector emitter voltage and the forward voltage of the diode
to decide the inverter is failure or not. The second part is the control system. It
consists of the PC et al. It can achieve the object that improve the voltage

Fig. 1 The layout of accelerated degradation test system
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accordingly and control the environment temperature. The third part is the water
cooling system, it can keep the environment temperature relatively constant, and it
can simulate the reality situation closely.

2.1 Testing Program

The object of the accelerated degradation test is a kind of inverter, the plate size of
the inverter is 15.2*10.2 cm, the rated input voltage of the inverter is 32 V. The
main reason that caused the failure of the traction inverter is the wear-out of the
switch components, mainly marked by the short circuit and the broken circuit of the
IGBT power switches. Taking the overall level of the test into account, voltage is
chosen as the acceleration stress of the test, set from scratch, and the scale coeffi-
cient of the linear growth stress level is 0.8. To control the cost of the accelerated
degradation test and meet the statistical requirements, the test inverter sample is set
as 4. In the test, the change of the IGBT collector emitter voltage and the forward
voltage is taken as the degradation parameter, and the failure threshold is the change
of the IGBT collector emitter voltage is up to 3 V. The censored time of each sub
test is set as: [72 205 252 277 300 324 348 372 374].

2.2 Testing Circuit

To simulate the working circuit of the traction inverter closely, the test circuit is
designed as Fig. 2. The unit is the dashed box above is the test inverter, and the unit
in the dashed box below is the load converter. The load converter provides the
needed voltage to test inverter, this two are connected with the electric fuse, it
protects the whole system from abnormal heavy current. The IGBT collector
emitter voltage is monitored by the online testing circuit that can tell the inverter is
failure or not. The test inverter and the load converter are both controlled by the
control board, the control board is consists of DSP and PC terminal. The water
cooling system makes the whole system a temperature stable state.

2.3 Test Data Processing

The data processing of the accelerated degradation test is shown as Fig. 3. It shows
the voltage variation trend of 4 samples, as time goes on, the value of the voltage
variation is continuous increase. It fits the purpose of the accelerated degradation
test that the test can accelerate the wear-out of the inverter, and the priori infor-
mation can be obtained from the test results. According to the results of the
accelerated degradation test, the fault type of inverter can be diagnosed as wear-out
type failure.
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3 Analysis of the Acceleration Model

In the accelerated degradation testwith electronic equipment, inverse power lawmodel
is often adopted to describe the relation between product life and the added stress:

gðV) = 1/[dV^C ] ð1Þ

Fig. 2 The circuit of the accelerated degradation test of inverter

Fig. 3 The data of the accelerated degradation test of inverter
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where, V is the stress, gðVÞ is the scale parameter, parameter to be estimated c and d
is irrelative to stress V. Log on Eq. (1):

ln½gðVÞ� ¼ b0 þ b½/ðVÞ� ð2Þ

where, b0 ¼ � lnðdÞ; b ¼ �c;/ðVÞ ¼ lnðVÞ:
In the test, the failure mechanism of inverter is high voltage, the voltage that far

greater than the rated voltage caused the high temperature of inverter, accelerated
the damage of the IGBT module, thus, the fault type of inverter can be also
diagnosed as wear-out type failure. It assumed that the life distribution of inverter is
two-parameter Weibull distribution weiðh; bÞ, h is scale parameter, b is the shape
parameter. Thus, on the condition of order stress VðtÞ ¼ Kt, the cumulative failure
probability is:

F�ðtÞ ¼ exp � dmKmc

cþ 1
tmðcþ 1Þ

� �
¼ 1� exp � t

h

� �b� �
¼ G

lnt � l
r

� �
ð3Þ

where, GðxÞ ¼ 1 ¼ exp½� expðxÞ� is the distribution function of standard extreme
value distribution, and:

b ¼ 1
r ¼ mð1þ cÞ

l ¼ lnh ¼ AþBlnK

�
ð4Þ

where,
A ¼ �mlndþ ln(1 + c)

mð1þ cÞ
B ¼ � c

1þ c

(
There is a set of stress levels: k1\k2\ � � �\kpðp� 2Þ, owing to

li � lj ¼ Bðln ki � kjÞ; 1� i\j� p, there is hi ¼ eli ; i ¼ 1; 2; . . .; p. And:

hp\hp�1\ � � �\h1\h2k2;1\ � � �\hpkp;1 ð5Þ

where, ki;j ¼ ki=kj; i; j ¼ 1; 2; . . .; p:

4 Parameter Estimation

There are ni products in the accelerated degradation test, the ordered stress is
ViðtÞ ¼ kit: The failure time of the products is 0\ti1\ti2\ � � �\tiri
\si0; ri\ni; i ¼ 1; 2; . . .p: si0 is the censored time. ri is the number of failed
products before the censored time.

Assumed that r ¼Pp
i¼1

ri;V ¼ QP
i¼1

Qri
j¼1

tij; s ¼ ðni; ri; tij; j ¼ 1; 2; . . .; pÞ; and

siðbÞ ¼
Xri
j¼1

tb þ ijðni � riÞsbi0:
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From the analysis above, the likelihood function is:

Lðb; hjsÞ ¼ brVb�1
Yp
i¼1

1

hbi ri
exp � siðbÞ

hbi

" #
ð6Þ

According to the Bayes method about the prior distribution [15], it assumed that
the prior distribution of hbj is the inverse C distribution IGðaj; bjÞ, from the prior
information, it concludes that aj [ 0; bj [ 0, thus, the prior distribution is:

pðhjjbÞ ¼
bba

j

j

CðajÞ h
�ð1þbajÞ
j exp � bj

hbj

 !
ð7Þ

When b 2 ð0; 1Þ, the prior distribution of b is beta distribution:

p1ðbÞ ¼ 1
Bða1; b1Þ

ba1�1ð1� bÞb1�1; 0� b� 1 ð8Þ

When b 2 ð1;1Þ, the prior distribution of b� 1 is C distribution Cða2; b2Þ:

p2ðbÞ ¼ ba22
Bða1; b1Þ

ðb� 1Þa2�1e�b2ðb�1Þ; b[ 1 ð9Þ

From the prior distribution, it can be affirmed that a1 [ 1; b1 [ 1; a2 � 1;
b2 [ 0: And:

@2p1ðbÞ
@b2

¼ � a1 � 1

b2
� b1 � 1

ðb� 1Þ2 \0

@2p2ðbÞ
@b2

¼ � a2 � 1

b2
\0

From the equation above, the prior distribution about b is both logarithmic
convex function. Where, B is the value space of b, and Hp is the value space of h,
where HP ¼ fðh1; . . .; hpÞjhp\hp�1\ � � �\h1\h2k2;1\ � � �\hpkp;1g, it assumed
that the prior distribution of b is pðbÞ. According to the Bayes equation, the

posterior distribution of b; h
!

is:

gðb; hjsÞ / pðbÞbrþ pVb�1
Yp
i¼1

1

h1þbðai þ riÞ
i

exp � siðbÞþ bi
hbi

" #
b 2 B; h 2 Hp ð10Þ

It is difficult to solve the equation through traditional method, in this article, the
Gibbs sampling is used to solve the equation above. The foundation of the Gibbs
sampling is the complete posterior distribution that can be sampled.
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h
*

�j ¼ fhi; i 6¼ j; i ¼ 1; 2. . .pg, according to Eq. (10), the complete posterior dis-
tribution of hj is:

pðhjjb; hð�jÞ; sÞ ¼ bðbj þ sjðbÞÞaj þ rj

Cðaj þ rjÞ
1

h1þ bðaj þ rjÞ
j

exp � bj þ sjðbÞ
hbj

 !
ð11Þ

That is: ðhjjb; hð�jÞ; sÞ� IGðaj þ rj; bj þ sjðbÞÞ j ¼ 1; 2; � � � ; p; hj 2 Gj, and

G1 ¼ fh1 : h2\h1\h2k2;1g
Gp ¼ fhp : hp�1kp�1;p\hp\hp�1g
Gi ¼ fhi : hiþ 1\hi\hi�1; hi�1ki�1;i\hi\kiþ 1;ihiþ 1g

¼ fhi : maxðhiþ 1; hi�1ki�1;iÞ\hi\minðhi�1; kiþ 1;ihiþ 1Þg

The complete posterior distribution of b is:

pðbjh; s�!Þ
/ pðbÞbrþ pVb�1 Qp

i¼1

1
h
1þ bðai þ riÞ
i

exp � siðbÞþ bi
hbi

" #
; b 2 B ð12Þ

Make lnpðbj h!; sÞ ¼ hðbÞ, there is:

@2hðbÞ
@b2

¼ @2lnpðbÞ
@b2

� rþ p

b2

�
Xp
i¼1

Xri
k¼1

tik
hi

� 	b

ln
tik
hi

� �2
þðni � riÞ si0

hi

� 	b

ln
si0
hi

� �2( )

�
Xp
i¼1

bi
hbi
½ln(hiÞ�2

From the analysis above, it can be concluded that
bi [ 0; i ¼ 1; 2; . . .; p; si0 [ 0; tik [ 0; k ¼ 1; 2; . . .; ri; i ¼ 1; 2; . . .; p, the concavity
of b complete posterior distribution depends on the concavity of pðbÞ, that is the
logarithmic convex. The sampling method is as follows:

It assumed that ðhk;1; hk;2; . . .; hk;p; bk; k ¼ 1; 2; . . .;M1;M1 þ 1Þ is a sample of
parameter ðh1; . . .; hp; bÞ, M1 is the abandoned sample capacity. Thus, the estimated
value of hj; b can be obtained as follows:

ĥj ¼ 1
M �M1

XM
k¼M1 þ 1

hk;j; j ¼ 1; 2. . .; p; ð13Þ
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b̂ ¼ 1
M �M1

XM
k¼M1 þ 1

bk ð14Þ

According to Eqs. (4), (13), (14) and the Markov theorem, the estimation value
of m, c and d can be obtained as follows:

m̂ ¼ b̂ð1þ b̂Þ;

ĉ ¼ � B̂

1þ B̂
;

â ¼ �lnðbdÞ ¼ ln(1þ B̂)þ Â

1þ B̂
;

where, Â ¼ GH�IM
EG�I2 , B̂ ¼ EM�IH

EG�I2 , I ¼
Pp

i¼1 Ari ; ni
�1ln(kiÞ,

G ¼Pp
i¼1 Ari;ni

�1ln2ðkiÞ,H ¼Pp
i¼1 l̂l, M ¼Pp

i¼1 Ari;ni
�1l̂lln(kiÞ,

E ¼Pp
i¼1 Ari;ni

�1, l̂l ¼ lnĥl, A�1
ri;ni is the coefficient of variation. Supposed that

the estimation of A and B is the normal least square estimation so that the value of
the coefficient of variation is 1. Refer to the [16], the acceleration model, the
coefficient of the acceleration model and the reliability of inverter under the normal
voltage can be obtained as follow:

lnĝV ¼ �ln ðbdÞ � ĉln(V),

ŝp ¼ V
V0

� 	ĉ

;

R̂VðtÞ ¼ expf�ðd̂V ĉtÞm̂g; t[ 0

ð15Þ

5 Reliability Evaluation of Inverter

From the hypothesis above, the life distribution of inverter is two-parameter
Weibull distribution, and the scale parameter and the added stress meet the inverse
power law model. From the test data in the second part of this article and the
expertise experience, the value of b is larger than 1, according to Eq. (9), the prior
distribution of b�1 is Cð12; 2Þ, the prior distribution of hb1 ; h

b
2 ; h

b
3 ; h

b
4 is

IGð10; 9	 1010Þ; IGð8; 5	 1010Þ; IGð5; 8	 109Þ; IGð3; 4	 106Þ. In the Gibbs
sampling, the iterations are M ¼ 1000, the initial value is b ¼ 4:6; h1 ¼ 80; h2 ¼
30; h3 ¼ 10; h4 ¼ 5; after the sampling, the results is
b̂ ¼ 6:0206; ĥ1 ¼ 54:3507; ĥ2 ¼ 41:3841; ĥ3 ¼ 29:9559; ĥ4 ¼ 11:4457, according
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to Eq. (15), the estimation value of m; c; a can be obtained as follows:
m̂ ¼ 0:2385; ĉ ¼ 24:2384; â ¼ 111:6332. And the acceleration model is as follows:

ln ĝv ¼ 111:6332� 24:2387 lnV

When the inverter works under the rated voltage 32 V, the reliability of inverter
at any work time can be described as follows:

R̂VðtÞ ¼ expf�ð111:6332	 3224:2387tÞ0:2385g

The reliability curve of inverter is showed as Fig. 4.
To checkout the evaluation results of the inverter based on the Bayes reliability,

the simulation of the accelerated degradation test based on Monte Carlo is thought
to be done. The detailed procedure is as follow:

1. Generate the candidate point xð0Þ.
2. Given the proposal distribution qðxðkÞ; xðk�1ÞÞ, this distribution refers to the

probability of the value of xðkÞ transfer to the value of xðk�1Þ. This probability is
also called alternative probability. Based on the current value xðk�1Þ, extract the
x� from the distribution qðxðkÞ; xðk�1ÞÞ.

3. Compute the accept probability aaccept.

aaccept ¼ min½1; pðx�Þqðx�; xðÞk � 1Þ
pðxðk � 1ÞqðxðÞk � 1Þ; x�Þ�
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Fig. 4 The reliability curve of inverter
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4. Extract the value of a0 from [0, 1], if a0\aaccept, then the x� is accepted. If not, x�

is rejected, that is xðkÞ ¼ xðk�1Þ.
5. Repeat the previous step, until the sampling is down.

The simulation of accelerated degradation with inverter is done, the life distri-
bution of inverter is two-parameter Weibull distribution, and the acceleration model
is inverse power law model, the simulation scheme is as follows:

The normal stress of the inverter is 32 V, set the scale coefficient as 0.8, the
accelerated stress is growing as time goes, the initial value is b ¼ 4:6;
h1 ¼ 80; h2 ¼ 30; h3 ¼ 10; h4 ¼ 5, the times of the Monte Carlo simulation is
2000. The simulation results are as Fig. 5.
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Fig. 5 Monte Carlo simulation results of parameter b; h
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According to the results of simulation, the average value of b; h can be obtained
as �b ¼ 5:3128; �h1 ¼ 59:3527; �h2 ¼ 39:2596; �h3 ¼ 31:4867; �h4 ¼ 13:1694, put
these value into equation of m̂; ĉ; â and Eq. (15), the acceleration model is:

ln ĝv ¼ 125:5483� 23:2571 lnV

As shown above, the reliability of inverter under the normal working voltage
32 V is:

R̂VðtÞ ¼ expf�ð125:5483	 3223:2571tÞ0:2015g

Figure 6 shows the comparison of two reliability curve under the Bayes method
and the Monte Carlo simulation. From the curve, it is obviously that the two curves
are extremely close. It validates the accuracy of the evaluation method of inverter’s
reliability.

Several conclusions can be drawn from this article:

1. In the accelerated degradation test, the water cooling system is adopted to
maintain the test temperature relatively stable, thus, the failure mechanism of
inverter can consistent with practice, during the test, the fault type of inverter
can be diagnosed as wear-out type failure. It assumed that the life distribution of
inverter is two-parameter Weibull distribution.
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Fig. 6 The comparison of reliability curve based on Bayes and Monte Carlo method
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2. Combined with Weibull distribution, the acceleration model is analyzed, using
the Bayes method, the evaluation method of inverter is obtained, and the reli-
ability curve of inverter is solved through the accelerated degradation test.

3. To checkout the evaluation results of the inverter based on the Bayes reliability,
the simulation of the accelerated degradation test based on Monte Carlo is
operated. The evaluate results and the simulation results are extremely close. It
validates the accuracy of the evaluation method of inverter’s reliability. This
method can used to evaluate the other electronic equipments’ reliability.
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Analysis and Elimination of Early Failure
of CNC Grinding Machine

Yulong Li, Genbao Zhang, Yongqin Wang, Xiaogang Zhang
and Yan Ran

Abstract The problem of early failure of domestic CNC grinding machine is
studied herein. Minitab is used to analyze the machine fault data collected, and the
best fitting function about it is obtained. On the basis, the early failure period about
the machine is found, and the fault data in the early failure period is also analyzed
by FMEA. Meanwhile, the main fault location, fault mode and fault reason in the
early failure period of the machine are obtained. Some measures to eliminate the
early failure, which are related to the self-made parts, purchased parts and enterprise
management, are proposed. These studies lay a foundation for improving the
reliability of the series machine.

Keywords Grinding machine � Early failure � Reliability

1 Introduction

CNC machine tools industry provides the basis technology and equipment for the
equipment manufacturing industry and national defense industry, and it is the core
of the equipment manufacturing industry [1]. Meanwhile, its development level
represents a country level of manufacturing [2]. The early use of machine tools is a
critical time for users to judge the quality of the product [3], it is important to
improve the reliability of CNC machine tools in this period [4]. So eliminating the
early faults is the key for improving the reliability of CNC machine tools. In recent
years, domestic and foreign scholars have done a lot of researches. For example,
Xiujun Fan [4] obtains the early failure point of the machine tools, and set up a set
of technical system to eliminate its early faults. Keller [5, 6] introduces the fuzzy
theory to the fault analysis and evaluation of NC machine tools, which makes the
fuzzy uncertainty problem be quantified. The problems of the hardware and
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software of the CNC system is studied by Haibo Zhang [7], and the reliability
growth technology of the system is proposed. Xie [8] uses the extended Weibull
model to establish the failure rate curve model and proposes the corresponding
parameter estimation method.

However, there are still some deficiencies in these studies. For example, the
failure data of machine tools are fitted according to experience, and it lacks the
comparison of multiple function fitting data, so it is impossible to confirm that the
double Weibull distribution is the best fitting function. Meanwhile, the enterprises
lack technology and management methods to improve the reliability about their
products. This will reduce the competitiveness of the domestic machine tool.

To solve those problems, a CNC grinding machine is researched herein. The
failure data are analyzed by Minitab and the best fitting function is obtained. The
early failure period of the machine tool is found. The failure occurred in the early
failure period is analyzed, and techniques and methods for improving the reliability
of the machine tool are presented.

2 Determination of Early Failure Period

Early failures are failures occurring in the early stages of the product, which is caused
by the internal design errors, the material, the technical defects, the improper instal-
lation and running, and so on. This type of failure must be detected and eliminated as
early as possible in order to reduce the failure rate of the machine tools.

2.1 The Best Fitting Function

The data used in this paper are from the service center of a machine tool factory in
china. The fault frequency table and the probability density plot of the gear
grinding machine are obtained and shown respectively in Table 1 and Fig. 1.

Table 1 Failure frequency table

Group Lower
interval/
h

Upper
interval/
h

Median
value/h

Frequency Probability Cumulative
probability

Sample
probability

1 0 1322 661 214 0.862903 0.862903 0.0006527

2 1323 2645 1984 24 0.096774 0.959677 0.0000732

3 2646 3968 3307 5 0.020161 0.979838 0.0000153

4 3969 5291 4630 1 0.004032 0.983871 0.0000031

5 5292 6614 5953 1 0.004032 0.987903 0.0000031

6 6615 7937 7276 2 0.008065 0.995968 0.0000062

7 7938 9260 8599 1 0.004032 1.000000 0.0000031
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It can be seen that the failure data generally obey exponential distribution,
lognormal distribution, Gama distribution or Weibull distribution in Fig. 1. These
data are analyzed by Minitab, and the probability plot is shown in Fig. 2.

It can be seen that the P value of the Weibull distribution is the largest in Fig. 2,
which indicates that the Weibull distribution is the best fit to the data.

2.2 Determination of Early Failure Period

The Weibull fitting of the data is shown in Fig. 3, and it can be seen from the Fig. 3
that the data belong to the double piecewise Weibull function [9].

The reliability about the Weibull function can be expressed as follows [10]:

RðtÞ ¼
k1 exp � t=a1ð Þb1

h i
0\t� t1

k2 exp � t=a2ð Þb2
h i

t1\t� t2

k3 exp � t=a3ð Þb3
h i

t2 � t

8>>><
>>>:

ð1Þ

where t1 is the dividing point between the early failure period and the accidental
failure period.

The formula (1) is solved, and the results are as follows:

t1 ¼ ½b1ab22 =b2=a
b1
1 �1=ðb2�b1Þ

t2 ¼ ½b2ab33 =b3=a
b2
2 �1=ðb3�b2Þ

k2 ¼ exp½ð1� b2=b1Þðt1=a2Þb2 �
k3 ¼ exp½ð1� b3=b2Þðt2=a3Þb3 �

8>>><
>>>:

ð2Þ

Fig. 1 Probability density plot
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Taking the data into the above formula, and the t1 = 1641. It means that the early
failure usually occurs about 1641 h after the machine leaves the factory, and it is
consistent with the phenomenon reflected by the users.

Fig. 2 Comparison of probability plot of data fitting

Fig. 3 Weibull data fitting plot
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3 Early Failure Elimination Mechanism

The reliability design and analysis technology, and consistency control technique of
machining and assembly process have been used as the theoretical foundation of the
early failure eliminate mechanism. The reliability test is used as the excitation
method of the early failure elimination mechanism, and the reliability management
technology is used as its guarantee. Then, improvement measures are put forward to
eliminate the defects in the process of design and manufacture [4].

Early failure can not be completely eliminated before it leaves the factory, and
some early failures may occur in using the machine. The FMEA is usually used to
analysis those failures, and the corresponding improvement measures can be put
forward to improve the reliability of products.

4 FMEA Analysis of Early Failure

4.1 Analysis of Early Failure Location

There are 153 failures occurred in the early failure period of the grinding machine,
and those early failures belong to the 8 subsystems, as shown in Table 2. The
proportion plot of each subsystem is shown in Fig. 4.

It can be seen from the Table 2 and Fig. 4 that the failures of auxiliary system in
the early failure occur most frequently, followed by the electrical system, the bed
and so on.

4.2 Analysis of Early Failure Mode

Early failure mode frequency table and proportion plot of the machine tools are
shown in Table 3 and Fig. 5.

Table 2 Frequency table of failure location

Location Frequency Probability Location Frequency Probability

Diamond wheel
device

3 0.0175 Working frame 20 0.1170

Grinding wheel frame 4 0.0234 Bed 26 0.1520

Dresser 6 0.0351 Electrical system 48 0.2807

Column 14 0.0819 Auxiliary system 50 0.2924
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It can be seen from Table 3 and Fig. 5 that the failure modes of the grinding
machine mainly are the components function loss, the parts damage, the geometric
accuracy exceeded and the operation can not be carried out properly.

Fig. 4 Proportion plot of failure location

Table 3 Failure mode frequency table

Failure mode Frequency Probability

Improper stroke 1 0.0046

Program control failure 2 0.0092

Parts or components damage of liquid, gas or oil 3 0.0138

Armor or shield damage 3 0.0138

Liquid, gas and oil blockage 4 0.0183

Can not accurately return to zero 4 0.0183

Improper operation 4 0.0183

Moving parts jitter 5 0.0229

Abnormal sound 5 0.0229

Component damage 8 0.0367

Software deficiency 9 0.0413

Liquid, gas and oil leakage 9 0.0413

Unable to rotate and move 10 0.0459

Machine tool cannot be executed in program instructions 11 0.0505

Spindle disorder 12 0.0550

Work accuracy exceeded 19 0.0872

Operation can not be carried out properly 20 0.0917

Geometric accuracy exceeded 21 0.0963

Parts damage 33 0.1514

Components function loss 35 0.1606
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4.3 Analysis of Early Failure Cause

The reason why analyzing the failure cause of the machine tools is that finding its
defective part so that the measures to improve the reliability are found. Early failure
cause frequency table and proportion plot are shown in Table 4 and Fig. 6.

It can be seen from Table 4 and Fig. 6 that the failure causes in early failure of
the grinding machine mainly are the component damage, the parts damage, the
incorrect operation and the parameter or program error.

Fig. 5 Failure mode proportion plot

Table 4 Failure cause frequency table

Failure cause Frequency Probability Failure cause Frequency Probability

Design error 1 0.0068 Loose 5 0.0338

Insufficient
cleaning

1 0.0068 Poor connection
to the Wiring

7 0.0473

Motor damage 1 0.0068 Poor assembly 8 0.0541

Abrasion 1 0.0068 Improper
pressure flow

9 0.0608

Aging 1 0.0068 Parameter or
program error

15 0.1014

Improper
adjustment

2 0.0135 Incorrect operation 17 0.1149

leakage 3 0.0203 Parts damage 26 0.1757

blocking 4 0.0270 Component damage 42 0.2838

Software or
system damage

5 0.0338
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In addition, whether the failure in the early failure period caused by the
self-made or purchased parts need to be analyzed. Failure frequency table and
proportion plot about them are shown in Table 5 and Fig. 7.

It can be seen from Table 5 and Fig. 7 that the early failure of the grinding
machine mainly caused by the purchased parts.

5 Suggestions for Shortening Early Failure Period

5.1 Early Failure Elimination for Self-Made Parts

In order to eliminate the early failure of the machine tool within the enterprise as
much as possible, and it is necessary to control the self-made products. The early
failure elimination methods are shown in Table 6.

Fig. 6 Failure cause proportion plot

Table 5 Self-made and purchased parts frequency table

Category Frequency Probability

Self-made parts 34 0.2297

Purchased parts 114 0.7703
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5.2 Early Failure Elimination for Purchased Parts

Improving the quality of purchased parts plays an important role in shortening the
early failure period. Purchased parts should be purchased in fixed manufacturers,
and the corresponding inspection instructions of the key purchased parts should be
made by quality inspection department. The acceptance strength of purchased parts
should be increased to ensure their quality in the inspection process. In addition, the
corresponding reliability test platform should be built to verify the reliability of the
purchased parts before them enter the factory. At the same time, manufacturers
should train the users and assist them to do daily maintenance.

Fig. 7 Self-made and purchased parts proportion plot

Table 6 Early failure elimination method for self made parts

Fault phase Early failure elimination plan

Design phase The consistency of the design method of product structure and reliability
should be adopted. A reasonable reliability test should also be designed to
revise the defect of product structure design

Manufacturing
phase

The potential defects of the product should be exposed by environmental
stress screening test, and the control measures of processing and assembly
process consistency should be formulated

Fault phase Early failure elimination plan

Assembly phase The assembly process documents should be formulated by the technology
and assembly department. The processing quality of self-made parts should
be checked carefully and the cleanliness of the assembly site should be
control in the assembly site

Debug phase The machine tool should be debugged on the premise that the instructions,
electrical and programming are known by workers

Using phase Some reliability analysis tools should by used to put forward some
improvement measures for machine tool
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5.3 Improvement Measures for Enterprise Management

The following suggestions have been proposed to solve the problem of reliability
management in enterprises. Firstly, the company should put forward the overall
plan for machine tool reliability work in the design phase of the project. Secondly,
the company should establish a checklist system to achieve reliability control of
design, manufacturing and assembly activities. Thirdly, the company should
strengthen the reliability test and evaluation activities in order to analyze and
improve the reliability of their products. Fourthly, the degree of involvement of the
supplier in the design selection phase should also be improved to ensure the proper
selection and use of the purchased parts. Finally, the company should set up the
management standard of oil to ensure its quality and cleanliness.

In order to find out the corresponding improvement measures, the FMEA should
be used to analyze the early faults which cannot be eliminated before the factory.
And the fault location, the reason and the detailed solution should be promptly
summarized and sorted to improve the product failure database.

6 Conclusions

The empirical fitting distribution of machine failure data is discarded herein, and the
best fitting function of the data is obtained by Minitab. The best fitting function is
analyzed and the early failure period of the target machine is found. Machine data
on early failure period are analyzed by FMEA, and the improvement measures to
eliminate the early failure are proposed. These measures also laid a foundation for
improving the reliability of the series of machine tool. The method can also be used
for other types of machine tool.
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Reliability Fuzzy Comprehensive
Evaluation of All Factors in CNC Machine
Tool Assembly Process

Xiaogang Zhang, Genbao Zhang, Xiansheng Gong, Yulong Li
and Yan Ran

Abstract There are many complex factors for the reliability of CNC machine tool
assembly process. For this question, reliability factors system of a CNC machine
tool assembly process is established by analyzing systematically and comprehen-
sively using 5M1E method. For lots of uncertainties in evaluating the reliability of
the CNC machine tool assembly process, a multiple target multi-level fuzzy
comprehensive model is established by fuzzy mathematical theory. At the same
time, the relationship of common reliability and fuzzy reliability is found, and
weights of the various factors are obtained by expert scoring method and AHP
method. The overall level of CNC machine tool reliability can be grasped by
reliability comprehensive evaluation of its assembly process. Lastly, a certain type
of CNC lathe is taken as an example to illustrate the validation of the model.

Keyword CNC machine tool � Assembly process � Fuzzy comprehensive
evaluation

1 Introduction

Defined as the combination of various parts to realize the predetermined functions
of products, assembly is an important part of the product quality, and the reliability
of assembly process is getting more attention [1]. Beiter, who uses the assembly
quality analysis method (Total Quality Management, TQM) to analyze the under-
lying assembly method of the allied resources in the form of production from the
design phase, evaluate the quality of product assembly, and improves assembly
quality of products in the design stage [2]. Tsinarakis establishes a multi-assembly
manufacturing system model by the Petri-nets technology [3]. According to the
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reliability status of products in the assembly workshop, Suzuki et al. proposes the
assembly reliability evaluation method, and quantitatively researched the assembly
failure rate through the design factors and workshop factors, and improved the
corresponding impact factors enhance the reliability level of assembly workshops
[4, 5]. Utilizing polychromatic sets and dynamic Bayesian network, Zhang [6, 7]
comes up the model of assembly process and technology drove by reliability and
analyzes the main factors influencing the reliability of the assembly process, and he
also proposes the corresponding control measures and improves the reliability of
the product assembly. By human error analysis of a gearbox assembly process,
Feilong Zhong studies the human reliability of the transmission assembly process
and reveals the weak links in the assembly process and the possible influence of
human error, and he also ultimately provides the basis for relevant departments to
take measures [8]. The all above studies are just for some influence factors of the
assembly process reliability. The research from the perspective of the whole factors
of assembly process reliability is required, so 5M1E (Man, Machine, Material,
Method, Measurement and Environment) Method is adopted.

5M1E is abbreviation of the six main factors about influencing the quality of
products in the theory of TQM. The assembly process of CNC machine tool is a
complicated production system. Using 5M1E method, all factors of it are analyzed,
and the influencing factors system is established. The comprehensive evaluation
model of CNC assembly system reliability is presented by applying the theory of
fuzzy mathematics, which can solve the problem of uncertain factors in the analysis
process.

2 All Influencing Factors Analysis of Assembly
Process Reliability

The assembly process reliability of CNC machine tool is synthetically decided by
the six factors, man, machine, material, method, measurement and environment,
and any breakdown of these factors will affect the reliability of the whole system.

Therefore, the whole factor structure system is established by researching the
reliability influencing factors of the CNC machine assembly process from these six
aspects of 5M1E method. Human factors analysis can be presented from two
aspects, namely, assembly workers and the support personnel. For assembly
workers error analysis, it includes operation error with illness, distracted assembly
error etc. Similarly, for the support personnel, management error of management
organization and part scheduling error should be considered. The influence factors
of machine reliability are mainly considered in the two aspects of assembly machine
fault (Clamp fault, Manipulator fault, etc.) and auxiliary machine fault (such as
crown block fault, forklift fault). The influencing factors of the material reliability
mainly contain defective parts for assembly and without incoming inspection. For
methods, unreasonable assembly process and unreasonable operating specifications
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are the crucial factors. For measurement, it holds measuring method error, mea-
suring instrument fault and not measured by specification. At last, for environment,
the main influencing factors are temperature, humidity, noise, vibration, etc.

Through the above analysis, the structural system influential factors of the
reliability of CNC machine tools assembly process is established, as shown in
Fig. 1, and the various factors are numbered in the diagram.

Reliability of 
man(A1)

Reliability of 
machine(A2)

Reliability of 
material(A3)

Reliability of 
method(A4)

Reliability of 
measurement

(A5)

Reliability of 
environment

(A6)

Reliability of 
assembly

process(A0)

Assembly
worker(A11)

The support 
personnel (A12)

Operation error with illness(A111)

Assembly
machine

fault(A21)

Auxiliary
machine fault

(A22)

Distracted  assembly error (A112)

Inexperienced assembly error(A113)

Low assembly precision with insufficient 
technical level (A114)

Management error of management 
organization(A121)

Part scheduling error(A122)

Clamp fault(A211)

Manipulator fault(A212)

 Tightening tool fault(A213)

 Crown block fault(A221)

Forklift fault(A222)

Derrick fault(A223)

Material rack breakdown(A224)

 Tool rack breakdown(A225)

Defective parts for assembly(A31)

Without Incoming inspection(A32)

Unreasonable assembly process(A41) 

 Unreasonable operating specifications(A42)  

Measuring method error(A51)

Measuring instrument fault(A52)

Not measured by specification(A53)

 Temperature(A61)

Humidity(A62)

Noise(A63)

Vibration(A64)

Water and electricity supply(A65)

Oil liquid cleanliness(A66)

Assembly field cleanliness(A67)

Fig. 1 The influential factors of the reliability of CNC machine tools assembly process
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3 Fuzzy Comprehensive Evaluation of Assembly Process

As shown in Fig. 1, the structure of the factors affecting the reliability of CNC
machine tools assembly system is arranged in a hierarchy. The assembly system
reliability of CNC machine tools is the top layer (set as 0 layer), then the reliability
of six factors (man, machine, material, method, measurement and environment) is
set as the first layer, and the other layers are set in turn. Meanwhile, the 0 layer is
considered as the parent of the first layer, and the first layer is the child, and the
other corresponding levels are set as well. As suggested above, the factors structure
system affecting the assembly reliability of CNC machine tools is multi-objective
and multi-level. Therefore, the fuzzy evaluation of it is a typical multi-objective
multilevel comprehensive evaluation process.

3.1 Fuzzy Membership Functions of Assembly System

When studying the dependability of the assembly process, a very important
parameter is reliability, but sometimes an accurate number of reliability can’t
quickly form a clear concept, thus some fuzzy languages are used to describe the
work state of CNC assembly system. The evaluation set, E ¼ e1; e2; . . .; e6ð Þ, in the
comprehenssive evaluation of the assembly system reliability of CNC machine too,
is adopted, and from e1 to e6, is orderly described as highly reliable, very reliable,
reliable, unreliable, very unreliable and highly unreliable.

The mathematical model is used to describe the mapping relationship between
reliability values and fuzzy reliability languages. The mapping relationship is pre-
sented as follows:

R xð Þ ¼ ej; ej 2 E; j ¼ 1; . . .; 6 ð1Þ

Thereby, x is used for the system unit, E for the values space of fuzzy reliability
language, ej for one value of fuzzy reliability language.

Based on literature [9], “very reliable” is defined as:

le2 Rð Þ ¼

0 0�R� a
2 R�a

1�a

� �2
a�R\0:5 1þ að Þ

1� 2 R�1
1�a

� �2
0:5 1þ að Þ�R\1� 0:437 1� að Þ

1� 1� 2 R�1
1�a

� �2h i2
1� 0:437 1� að Þ�R� 1

8>>>><
>>>>:

ð2Þ

where, a 0:5\a\1ð Þ is a parameter and here a = 0.7.
According to the definition of fuzzy tone factors and Eq. (2), the relationship of

membership functions can be obtained as follows:
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le6 = le1 1� Rð Þ; le4 = le3 1� Rð Þ; le4 = le3 1� Rð Þ ð3Þ

Then, the 6 membership functions of fuzzy can be expressed as follows:

le1 Rð Þ ¼
0 0�R\0:7
4 R�0:7

0:3

� �2 0:7�R\0:85

1� 2 R�1
0:3

� �2
0:85�R� 1

8<
: ð4Þ

le2 Rð Þ ¼

0 0�R\0:7
2 R�0:7

0:3

� �2
0:7�R\0:85

1� 2 R�1
0:3

� �2
0:85�R\0:87

1� 1� 2 R�1
0:3

� �2h i2
0:87�R� 1

8>>>><
>>>>:

ð5Þ

le3 Rð Þ ¼
0 0�R\0:7ffiffiffi
2

p
R�0:7
0:3

� �2
0:7�R\0:83

1� 2 R�0:7
0:3

� �2
0:83�R\0:85

2 R�1
0:3

� �2
0:85�R� 1

8>>><
>>>:

ð6Þ

le4 Rð Þ ¼
2 R

0:3

� �2
0�R\0:15

1� 2 R�0:3
0:3

� �2 0:15�R\0:17ffiffiffi
2

p
0:3�R
0:3

� �
0:17�R\0:3

0 0:3�R� 1

8>>><
>>>:

ð7Þ

le5 Rð Þ ¼
1� 1� 2 R

0:3

� �2h i2
0�R\0:13

1� 2 R
0:3

� �2 0:13�R\0:15
2 0:3�R

0:3

� �
0:15�R\0:3

0 0:3�R� 1

8>>>><
>>>>:

ð8Þ

le6 Rð Þ ¼
1� 2 R

0:3

� �2
0�R\0:15

4 0:3�R
0:3

� �2
0:15�R\0:3

0 0:3�R� 1

8><
>:

ð9Þ

3.2 Single-Stage Fuzzy Evaluation

The influence factor gather of a target is set as S = s1; s2; . . .; si; . . .; smf g, and the
corresponding remark is set as E ¼ e1; e2; . . .; ej; . . .; en

� �
, and the weight is set as

W = w1;w2; . . .;wi; . . .;wmf g. The weight wi i = 1; 2; . . .;mð Þ is used to describe
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the importance of the factor si i = 1; 2; . . .;mð Þ. The fuzzy relationship R between
the S and E is obtained as follows:

R =

r11 r12 � � � r1j � � � r1n
r21 r22 � � � r2j � � � r2n
..
. ..

. ..
. ..

. ..
. ..

.

ri1 ri2 � � � rij � � � rin
..
. ..

. ..
. ..

. ..
. ..

.

rm1 rm2 � � � rmj � � � rmn

2
666666664

3
777777775

ð10Þ

While rij stands for the membership of the factor si with the remark ej,
Ri = ri1; ri2; . . .; rij; . . .rin

� �
for the remark set of the factor si.

Thus, the comprehensive evaluation for the objective can be obtained as follows:

A = W � R

= w1;w2; . . .;wi; . . .;wmð Þ

r11 r12 � � � r1j � � � r1n
r21 r22 � � � r2j � � � r2n

..

. ..
. ..

. ..
. ..

. ..
.

ri1 ri2 � � � rij � � � rin

..

. ..
. ..

. ..
. ..

. ..
.

rm1 rm2 � � � rmj � � � rmn

2
66666666664

3
77777777775

= a11; a12; . . .; a1j; . . .; a1n
� �

ð11Þ

3.3 Multistage Multiobjective Comprehensive Fuzzy
Evaluation

By the previous method, the comprehensive evaluation value of the same layer of
the target can be obtained, and comment set Agk constructs a new fuzzy matrix Rg.
Thereby, Agk for comment aggregation of the layer g and the target k, l for the factor
numbers of target in the layer g.

Rg =

Ag1

Ag2

..

.

Agl

2
6664

3
7775 =

Ag11 Ag12 � � � Ag1n

Ag21 Ag22 � � � Ag2n

..

. ..
. ..

. ..
.

Agl1 Agl2 � � � Agln

2
6664

3
7775 ð12Þ
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The weight set of targets in the layer g shows as follows:

Wg = wg1;wg2; . . .;wgj; . . .;wgl
� �

: ð13Þ

The comprehensive assessment of the parent layer g − 1 for the layer g can be
calculated from Eq. (9) as:

Ag�1 = Wg � Rg

= wg1;wg2; . . .;wgj; . . .;wgl
� �

Ag11 Ag12 � � � Ag1n

Ag21 Ag22 � � � Ag2n

..

. ..
. ..

. ..
.

Agl1 Agl2 � � � Agln

2
66664

3
77775

= ag�1;1; ag�1;2; . . .; ag�1;n
� �

ð14Þ

Thus, through layer-by-layer evaluation, the comprehensive assessment of the
general target can be acquired as:

A0 = A01;A02; . . .;A0nð Þ: ð15Þ

3.4 Weight Calculation

In order to minimize the subjective factors of evaluators, experts grading methods
(EGM) and the analytic hierarchy process (AHP) are adopted to determine the
weight of each evaluation factor [10, 11]. When using EGM, the selection of
experts is very important. In order to get more accurate index weight, an experts
group, including specialists from the experienced assembly technical staff, assem-
bly process makers, quality inspection personnel and production management, is
constructed.

4 Case Study

The influence factors structure system of CNC assembly process reliability and the
corresponding evaluation method have been given. Hence, the assembly process of
a CNC lathe of Baoji Machine Tool Group Co., Ltd., as an example, is used to
verify the research.

According to EGM and AHP, the influence factor weights of assembly system
reliability of the CNC lathe can be obtained carefully in Table 1.

Based on a large amount reliability data of assembly field, the probabilities and
the common reliabilities of various influencing factors can be calculated. Then,
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fuzzy reliabilities of influential factors in the bottom layer can be figured out by
Eqs. (4)–(9) in Table 2.

Using the above fuzzy synthetic evaluation method, the fuzzy reliability of each
parent layer is calculated by the Eqs. (10)–(15), and the final fuzzy reliability of
assembly process can also be acquired (see Table 3).

The result shows that the membership degree of assembly process reliability of
CNC lathe, for the first level (very reliable) is 0.7913, for the second level (very
reliable) is 0.1975, and for the third level (reliable) is 0.2616. According to the
maximum membership degree principle, the assembly process reliability of CNC
lathe is very reliable and is consistent with the actual situation in the company.

Table 1 The weights influence factor of assembly system reliability of the CNC lathe

Factor Weight Factor Weight Factor Weight

A1 0.3 A42 0.3 A113 0.3

A2 0.2 A51 0.3 A114 0.3

A3 0.2 A52 0.4 A121 0.4

A4 0.1 A53 0.3 A122 0.6

A5 0.1 A61 0.1 A211 0.6

A6 0.1 A62 0.1 A212 0.2

A11 0.7 A63 0.1 A213 0.2

A12 0.3 A64 0.1 A221 0.2

A21 0.6 A65 0.1 A222 0.2

A22 0.4 A66 0.2 A223 0.2

A31 0.6 A67 0.3 A224 0.2

A32 0.4 A111 0.2 A225 0.2

A41 0.7 A112 0.2

Table 2 Fuzzy reliabilities of influential factors in the bottom layer

Factor Fuzzy reliabilities Factor Fuzzy reliabilities

A111 (0.944, 0108, 0.056, 0, 0, 0) A225 (0.944, 0.108, 0.056, 0, 0, 0)

A112 (0.964, 0.070, 0.036, 0, 0, 0) A31 (0.564, 0.564, 0.436, 0, 0, 0)

A113 (0.964, 0.070, 0.036, 0, 0, 0) A32 (0.447, 0.111, 0.778, 0, 0, 0)

A114 (0.778, 0.395, 0.222, 0, 0, 0) A41 (0.920, 0.154, 0.080, 0, 0, 0)

A121 (0.944, 0.108, 0.056, 0, 0, 0) A42 (0.964, 0.070, 0.056, 0, 0, 0)

A122 (0.980, 0.040, 0.020, 0, 0, 0) A53 (0.564, 0.564, 0.436, 0, 0, 0)

A211 (0.444, 0.111, 0.778, 0, 0, 0) A61 (0.991, 0.018, 0.009, 0, 0, 0)

A212 (0.964, 0.070, 0.036, 0, 0, 0) A62 (0.991, 0.018, 0.009, 0, 0, 0)

A213 (0.991, 0.018, 0.009, 0, 0, 0) A63 (0.944, 0.108, 0.056, 0, 0, 0)

A221 (0.998, 0.004, 0.002, 0, 0, 0) A64 (0.920, 0.154, 0.008, 0, 0, 0)

A222 (0.998, 0.004, 0.002, 0, 0, 0) A65 (0.998, 0.004, 0.002, 0, 0, 0)

A223 (0.991, 0.018, 0.009, 0, 0, 0) A66 (0.444, 0.111, 0.778, 0, 0, 0)

A224 (0.991, 0.018, 0.009, 0, 0, 0) A67 (0.871, 0.436, 0.564, 0, 0, 0)
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5 Conclusion

Using 5M1E method, the whole influential factors of assembly process reliability of
CNC machine tools are analyzed, and the influencing factors structure system of
reliability is constructed. Then combining the theory of fuzzy mathematics, the
multi-objective multi-level fuzzy comprehensive evaluation method of assembly
system reliability is established.

Taking a type of CNC lathe in Baoji Machine Tool Group Co., Ltd. as an
example, the fuzzy comprehensive evaluation of its assembly process is accom-
plished, and the result shows its reliability situation is “very reliable”, which is in
conformity with the actual situation and verifies the feasibility of the proposed
evaluation method.

This method is not just limited to CNC lathe. It can also be applied to other types
of CNC machine tool.
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A Compacted Brushless Dual Mechanical
Port Electrical Machine Model

Shaowei Wang and Zhenghao Wang

Abstract A Pole-Modulation Brushless Dual Mechanical Port Machine
(PMB-DMPM) model is presented. This model removes brush, the stator and its
embedded winding are ordinary, the outer rotor is single-layer concentric cage, and
the inner rotor is permanent magnets. By the modulating function of the cage rotor,
the stator windings and the permanent magnets of the inner rotor produce a mag-
netic field individually, whose rotational speed and magnetic pole’s number are
consistent with each other, and the energy can delivery through the stator, the outer
rotor and inner rotor. The simulation results show that the machine model can
achieve a good magnetic field modulation effect, and validate the proposed model’s
feasibility.

Keywords Dual mechanical port � Brushless � Model � Energy conversation

1 Introduction

In recent years, dual mechanical ports machine has been widely studied in domestic
and international institutes. It mainly contains two rotors, with which mechanical
parts are connected. Currently there are some types as following: (a) permanent
magnet & permanent magnet [1], where the inner rotor is winding, the both sides of
the outer rotor’s surface are permanent magnets, and the stator is embedded with
windings; (b) squirrel cage & squirrel cage [2], where the inner rotor is winding and
both sides of outer rotor are squirrel cages; (c) single permanent magnet type [3–7],
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where the inner rotor is windings and the outer rotor is a single layer permanent
magnet. All of the inner rotors in (a), (b), (c) adopt windings, and brushes are used
to export wire. As result, the high frequency faults of the brush affect the machine’s
efficiency; (d) Recently Huang Sheng Hua, Wan Shan Ming, Chen Xiao etc. in
Huazhong University of Science and Technology have proposed dual mechanical
port brushless machine [8]. There are two independent windings in the stator and
three windings in the outer rotor, of which two windings are linked in reverse order.
The inner rotor is a permanent magnet without brush. However, in order to
demolish brushes, increasing the number of motor windings enhances the excessive
coupling in the magnetic field, so it results in a more complicated control. In this
paper, based on pole modulation theory of concentric cage rotor, we propose a
compacted dual mechanical port brushless machine model called Pole-Modulator-
Brushless Dual Mechanical Port Machine (PMB-DMPM), where the outer rotor is
cage and the inner rotor is permanent magnet. PMB-DMPM can use mixed energy
without brushes and simple structure. The paper will explain the feasibility in the
term of magnetic field.

2 PMB-DMPM Model

2.1 PMB-DMPM Structure

As showed in Fig. 1, the proposed PMB-DMPM is divided into three layers: the
outer layer is a stator with 3-phases windings, which are the same to ordinary AC
stator and it can produce a rotating magnetic field after being electricity-powered;
the intermediate layer is outer rotor, whose function is modulating magnetic field;
the inner layer is inner rotor made up of permanent magnets. The PMB-DMPM has
clear and simple structure without brushes. When it begins running, the stator gets

Fig. 1 Structure of PMB-DMPM
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charged, the outer rotor’s shaft is driven by the load, and the inner rotor can be
connected to other power sources, such as internal combustion engines.

Since the magnetic fields produced by the stator and the inner rotor in
PMB-DMPM are two independent rotating magnetic fields with different pole
number and speed, in order to make the energy flow, every magnetic field should
through the outer rotor produce a rotating magnetic field with the same pole number
and speed of another field. The two rotating magnetic fields without direct magnetic
coupling can employ the outer rotor to mediate to realize magnetic coupling, and
promote the energy transfer between the inner rotor, the outer rotor and the stator.
This function of outer rotor is called pole-modulation mechanism.

2.2 Pole-Modulation

Some conditions are assumed as following: the stator’s surface is smooth, the two
magnetic fields in the stator and the inner rotor are independent, and the magnetic
fields are sine wave. In the outer-rotor rotating coordinate system, the fundamental
MMFs (Magneto Motive Force) generated in the stator windings and the inner rotor
are written as:

FSðxS; tÞ ¼ FSM sinðxOSt � PSxSÞ
FIðxI; tÞ ¼ FIM sinðxOIt � PIxIÞ

�
ð1Þ

where xOS ¼ PSxS � PSxO;xOI ¼ PIxI � PIxO, FS is the MMF generated by the
stator’s windings, FSM is its amplitude, FI is the MMF generated by the inner-rotor
permanent magnet, FIM is its amplitude, both FS and FI are functions of the position
and time, xS is the mechanical angle between the location of FSM and the outer-rotor
reference axis, xI is the mechanical angle between the location of FIM and the
outer-rotor reference axis, PS and xS are the pole pairs’ number and mechanical
rotation speed of stator magnet field. PI and xI are the pole pairs’ number and
mechanical rotation speed of the permanent magnet field, xO is the mechanical
rotation speed of the outer rotor, xOS and xOI are electric rotation speed of the
stator magnetic field and the permanent magnet magnetic field under the outer rotor
reference coordinate system.

The flux densities are:

BSðxS; tÞ ¼ FSðxS; tÞ � k ¼ BSM sinðxOSt � PSxSÞ
BIðxI; tÞ ¼ FIðxI; tÞ � k ¼ BIM sinðxOI t � PIxIÞ

�
ð2Þ

k is permeability coefficient, BS and BI are the flux density of the stator’s
magnetic field and the inner rotor’s magnetic field, respectively. If cage structure is
selected for the outer rotor, and Q represents the number of conducting bars, every
bar will cut the two magnetic fields. According to the cutting EMF formula, EMF
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can be calculated as follows:
Eðk; tÞ ¼ ESðk; tÞþEIðk; tÞ ¼ BSðk; tÞlxOS þBIðk; tÞlxOI ð3Þ

where ESðk; tÞ;EIðk; tÞ represent electromotive forces generated in the stator mag-
netic field and the inner-rotor magnetic field, respectively. BSðk; tÞ and BIðk; tÞ
represent the flux density of stator field and permanent magnetic field at the kth bar,
k = 0, 1, 2,…Q − 1, l is the length of bar. Since

BSðk; tÞ ¼ BSM sinðxOSt � 2PSp
Q � kÞ

BIðk; tÞ ¼ BIM sinðxOI t � 2PIp
Q � kÞ

(
ð4Þ

Thus,

EIðk; tÞ ¼ BIM sinðxOIt � 2PIp
Q � kÞlxOI

ESðk; tÞ ¼ BSM sinðxOSt � 2PSp
Q � kÞlxOS

(
ð5Þ

To make sure the frequency of ES and EI are the same, it can be assumed that
xOIj j ¼ xOSj j.
If xOI ¼ �xOS,

EIðk; tÞ ¼ BIM sinðxOI t � 2PIp
Q

� kÞlxOI

¼ �BIM sinð�xOSt � 2PIp
Q

� kÞlxOS

¼ BIM sinðxOStþ 2PIp
Q

� kÞlxOS

ð6Þ

To make EMFs in all cage have the same phase,

xOstþ 2PIp
Q

� k ¼ xOSt � 2PSp
Q

� kþ 2p � k ð7Þ

This is, Q ¼ PI þPS.
Therefore, if xOI ¼ �xOS, Q ¼ PI þPS, two magnetic fields in the cage outer

rotor can induce two electromotive forces with the same frequency and phase. In
order to reduce other unexpected harmonics, the number of cage bars should be
integral multiples of PI þPS, and the bars are divided into PI þPS groups, which of
them can be connected concentrically.

Further analysis should be made to figure out the relationship mode of the
outer-rotor speed, the stator magnetic field rotating speed and the permanent magnet
rotor speed. On condition that xOI ¼ �xOS, the stator magnetic field rotation
speed, the rotation speed of the inner rotor and outer rotor speed should meet the
following relationship:
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PSxS � PSxO ¼ �ðPIxI � PIxOÞ ð8Þ

So, the rotation speed of the outer rotor is:

xO ¼ PIxI þPSxS

PS þPI
ð9Þ

Another expression

nO ¼ PInI þ 60fS
PS þPI

ð10Þ

nI, nO represent the rotation speed of the inner rotor and outer rotor (rev/min).
fs represents stator current frequency.

On the other hand, the stator with tooth shape can generate harmonics magnetic
fields beside fundamental magnetic field:

BSZðxS; tÞ ¼ BSz sinðxOSt � PSxSÞ � sinðPS
Q
PS

xSÞ

¼ �BSZ

2
½cosðxOStþPSðQPS

� 1ÞxSÞ � cosðxOSt � PSðQPS
þ 1ÞxSÞ�

¼ BSZ1 þBSZ2

ð11Þ

where BSZ is harmonics magnetic fields. It can clearly be seen that the tooth
harmonics can be broken down into BSZ1 and BSZ2. They are all rotating
magnetic fields with constant amplitude. The pole pairs’ number of BSZ1 is
Q� PS, and the rotation direction is opposite to the fundamental magnet field.
Therefore when Q ¼ PI þPS, the speed, the number of pole pairs and the
direction of BSZ1 are the same to the main magnetic field established by the
permanent magnet field. Therefore, the stator can not only generate a funda-
mental magnetic field, but also can obtain a magnetic field component which
keeps the same to the permanent magnet through the harmonic modulation.
Similarly, the permanent magnet can not only produce a fundamental magnetic
field, but can also obtain a magnetic field component that is the same to the
stator’s main magnetic field.

In summary, when Q ¼ PI þPS and xOS ¼ �xOI , by the cage rotor’s modu-
lation, the stator magnetic field and the permanent magnet field can generate the
rotating magnetic field consistent with the same pole number and speed between
them, and thus the permanent magnet and the stator magnetic field can achieve
energy conversion through the cage out rotor.
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3 The Simulation

To verify the modulation process of PMB-DMPM, PMB-DMPM is constructed in
Ansoft Maxwell and the simulation of magnetic field modulation has been con-
ducted. PMB-DMPM’s main parameters: the number of slots in stator is 36,
PS ¼ 3, PI ¼ 1, Q = 20, which is divided into PI þPS ¼ 4 groups, each group
owns 5 bars. The two adjacent groups is connected by a short circuit ring, con-
centric connection exists within each group, and the sample PMB-DMPM is shown
in Fig. 2.

3.1 Magnetic Field Produced by Stator Windings

Removing the permanent magnet of the inner rotor, charging the three-phase AC
power, phase A = 500sin (2PI * 40 * t) volts in the stator windings, we can get a
simulation result. As shown in Fig. 3a and b, there can be clearly seen three pairs of
poles in the stator and one pair of poles in the inner rotor. Through FFT analyzing
the air gap magnetic field, as shown in Fig. 3c, the magnetic field components get
three pairs of poles as predominant; one pair of pole component produced by cage
rotor’s modulating is subordinated.

3.2 Magnetic Field Produced by Permanent Magnet
of Inner Rotor

When the stator winding is powered off and the inner rotor has one pair of per-
manent magnets, the simulation result is shown in Fig. 4a and b. Obviously a
magnetic field with one pair of poles in the core can be seen. By FFT analysis, a

Fig. 2 Sample PMB-DMPM
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magnetic field with 3 pairs of poles is generated by modulation, but the content is
not high, as shown in Fig. 4c. Certainly, there are other harmonic components of 5,
7 and 9.

If the stator winding is charged and inner rotor with permanent magnet is
rotating, the results are obtained as shown in Fig. 5. There are two magnetic field
components: one is one pair of poles, and the other is 3 pairs of poles.
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Fig. 3 Stator field and its modulation. a Flux linkage, b flux density, c energy of individual field
component
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Fig. 4 The inner rotor magnetic field and its modulation. a Flux linkage, b flux density, c energy
of individual field component
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Fig. 5 Mixing magnetic field and its modulation. a Flux linkage, b flux density, c energy of
individual field component
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4 Conclusions

The biggest advantage of dual mechanical ports motor lies in two features: simple
structure and without brushes. Through the modulation of the cage-type outer rotor,
the two magnetic fields produced by the stator winding and the inner rotor’s
magnetic field, can generate a magnetic field component consistent with each other,
respectively. As a result, every energy source can transfer in the two magnetic
fields, and this process sets the foundation for the running of PMB-DMPM. The
construction and the design of PMB-DMPM can be accomplished according to this
principle.
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A Measurement Design for Pantograph
Contact Force

Yuan Zhong, Pengfei Zhang and Jiqin Wu

Abstract Contact force between pantographs and overhead contact line used to
evaluate contact quality should be measured properly. Nowadays, force sensors are
usually assembled in pantograph head that appearance and dynamic performance of
pantograph could be changed and influenced. To solve the problem, the authors
designed a rod-type force sensor to replace the pantograph head pivot. At first, it is
theoretically analyzed that force sensors can be placed not only in pantograph head
but also in frame, and inertial correction is required. Aiming at a domestic pan-
tograph, a force sensor was designed based on calculation. Furthermore, test results
show great linearity and accuracy, which is over 90% with only inertial correction
of pantograph head that satisfied the requirement of EN50317. With full correction,
accuracy of the measurement system can reach 94%.

Keywords Force sensor � Contact force measurement � Pantograph

1 Introduction

Pantograph and overhead contact line system is to transit power to trains. During
working, contact force should be limited in an acceptable range for reliable current
collecting. By monitoring contact force, some potential failure may be defected. In
addition, site data can be used to verify simulation of pantograph and overhead
contact line system. Therefore appropriate measurement should be taken.

According to EN50317 [1], the measurement of contact force shall be carried out
on the pantograph using force sensors that shall be located as near as practicable
to the contact points. And contact force shall be compensated by temperature
and inertia force, barely effected by magnetic field, air flow and mass change.
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More importantly, only vertical component of the contact force that be defined as
vertical force on all contact points in EN50367 [2] shall be measured.

Cases [3–5] gave applications of load cells to measure contact force of the
pantographs. These distinctive designs integrated accelerators with load cells, so
that inertia force of pantograph head can be calculated and compensated into
contact force. The method using load cell is sound, but paper [5] clearly shows that
additional load cells reduce lifting force 50–60%. In addition, pantograph head
suspensions are different so measurement design cannot be the same.

In recent years, with the development of measurement technology, new
methods were published: Schroeder [6–8] and Bocciolone [9, 10] assembled fiber
optic sensor directly onto pantograph head to measure the contact force. It voids
the problem of isolation between high voltage condition and low voltage con-
dition. But Bocciolone points out that thermal compensation of FBG sensors is a
problem and need further discussion. Japanese researchers [11, 12] measured
displacement of pantograph head and upper frame by image processing tech-
nology. The results satisfied the requirements of EN50317 with less than 10%
error. However it need further discussion when spring of elastic structure is not
linear.

Briefly speaking, mentioned methods don’t have strong generality. However
contact force became more important in pantograph and overhead contact line
system, especially when trains’ speed increasing. Therefore, it needs a more general
force sensor to bring less influence and more accuracy.

2 Model Analyses

2.1 Force Sensor

Usually to measure force, there are two ways, spring scale and strain gauge. No
matter which way, force is reflexed as deformation and measured in Hooke’s Law.
It assumes that force sensors are connected to pantograph rigidly and only defor-
mation occurs in the deformation zone of force sensors. Then force sensors can be
seen as a spring with lumped masses m01 and m02 at both ends and reading can be
expressed as k0 x1 � x2ð Þ.

Lumped masses can be got by weighting, and additional fixture of force sensors
should be always considered. In this case, m01 and m02 are assumed to be 0.1 kg.

Usually the deformation of force sensors could be very small. The stiffness of
force sensors k0 can be calculated according to force and deformation.

Because stiffness of force sensors is much larger than the one in pantograph mass
model. In rough calculation, the stiffness is allowed to be 1010 N/m.
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2.2 Pantograph

In pantograph and overhead contact line system simulation, pantographs are usually
be seen as a mass-dumping-spring model, as shown in Fig. 1. Parameters in the
model can be found in EN50318 [13], shown in Table 1.

According to the model, dynamic equations can be got.

m1€x1 þ c1 _x1 � c1 _x2 þ k1x1 � k1x2 � Fc ¼ 0 ð1Þ

m2€x2 � c1 _x1 þ c1 þ c2ð Þ _x2 � k1x1 þ k1 þ k2ð Þx2 ¼ 0 ð2Þ

To evaluate dynamics of the system, the easiest way is to get its natural fre-
quencies. When damping is not considered, the natural frequencies are respectively
0.24 and 4.68 Hz.

3 Sensors in Pantograph

In EN50317, it straightly points out that force sensor should be located as near as
practicable to the contact points. Considering zigzag arrangement of overhead
contact wires, it is inclined to place force sensors out of contact strips. So in most
cases, force sensors were arranged near the suspension.

Fig. 1 Spring-mass-damping
of a pantograph

Table 1 Pantograph
parameters given in EN50318

Mass Unit kg Spring Unit N/m Damping Unit Ns/m

m1 7.2 k1 4200 c1 10

m2 15 k2 50 c2 90
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It is assumed that force sensors are directly assemble to pantograph, and the
connection is rigid. In this condition, pantograph collector head is divided into 2
parts. The model of pantograph with force sensors can be got as Fig. 2 shows.
When force sensors are assembled in frame, pantograph model is as Fig. 3 shows.

When sensors in pantograph head, dynamic equations can be got:

m1 � m0 þ m0

2

� �
€x1 þ c0 _x1 � c0 _x

0 þ k0x1 � k0x
0 ¼ Fc ð3Þ

m0

2
þm0

� �
€x0 � c0 _x1 þ c0 þ c1ð Þ _x0 � c1 _x2 � k0x1 þ k0 þ k1ð Þx0 � k1x2 ¼ 0 ð4Þ

m2€x2 � c1 _x0 þ c1 þ c2ð Þ _x2 � k1x0 þ k1 þ k2ð Þx2 ¼ 0 ð5Þ

When sensors in the frame, similar equations are present as follow:

m1€x1 þ c1 _x1 � c1 _x0 þ k1x1 � k1x0 ¼ Fc ð6Þ
m0

2
þm0

� �
€x0 � c1 _x1 þ c0 þ c1ð Þ _x0 � c0 _x2 � k1x1 þ k0 þ k1ð Þx0 � k0x2 ¼ 0 ð7Þ

m2 � m0 þ m0

2

� �
€x2 � c0 _x0 þ c0 þ c2ð Þ _x2 � k0x0 þ k0 þ k2ð Þx2 ¼ 0 ð8Þ

Force sensors brings one more freedom into the model as well as a very high
natural frequency. When sensors are in pantograph head, the 1st and 2nd mode is

Fig. 2 Model of pantograph
with force sensors in collector
head
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0.24 and 4.64 Hz. And when they are assembled in the frame, natural frequencies
of the first 2 model is 0.24 and 4.67 Hz, which are more similar to the origin one. It
is suggested that assembling force sensors in frame will bring less impact to pan-
tograph dynamic performance. According to literature [5], aerodynamics could
bring much more impact to dynamics of the system. These impacts did not be
considered in this paper.

Substitute Fc ¼ 100 sin xt into Eqs. (3)–(5), and set appropriate tolerance,
numerical solution can be got by some mature solver. And then reading of force
sensors can be calculated as well as inertial correction.

Measured force will changes with m0 and frequencies. As we can see in Fig. 4,
max error occurs at natural frequency 4.6 Hz. And as m0 grows, errors become less.
Therefore, it was verified that force sensor should be located as near as practicable
to the contact points as mentioned in EN50317.

In a similar way, motion of bodies in Fig. 3 can be got. According to Eqs. (6)
and (7), measured contact force is

Fc ¼ m1€x1 þ m0

2
þm0

� �
€x0 þ k0ðx0 � x2Þ ð9Þ

According to Eq. (9), inertial force of collector head and partial frame should be
used as correction. Figure 5 shows the measured force with changes of m0 and
frequency.

Fig. 3 Pantograph model
with force sensors in frame
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Measured force changes with frequency. And the max error occurring at natural
frequency is slightly greater than the one when force sensors in pantograph head,
but is less than 20% which is desirable.

Surprisingly, m0 increases, errors decreased on the contrary. However when m0 is
very small, its inertial force can be neglected, then correction become simpler.
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Fig. 4 Measured force when force sensors are in pantograph head
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Fig. 5 Measured force when force sensors are in pantograph frame
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According to calculation results, force sensors can be placed in frame and accuracy
is acceptable.

4 Sensor Design

To minimize aerodynamic effects of force sensor, it is ideal to make the force sensor
as the original parts in appearance and weight. In this way, sensors can be daily
used as a part of pantograph. And it is helpful for monitoring of pantograph and
contact line system.

Considering that there are various kinds of elasticity structure connecting col-
lector head and upper frame as a suspension, it is difficult to get a common solution
to replace them. However, pantograph head and frame structure are similar in
pantographs. As discussed above, force sensors can get accurate results no matter
where they assembled if there are accelerators attached to proper parts of pantograph
to get inertial force compensated. The author design a rod-type force sensor to
replace the inner axle of collector head pivot in upper frame for following reasons:

• Collector head pivots are widely used in nearly all kinds of pantographs, no
matter they are single-arm type, double-arm type or else. Slightly change can
make it widespread use.

• The collector head pivot is hollow structure containing 2 pipes. The outer pipe is
welding to pantograph frame, and the inner one is detachably connected to
pantograph head suspension. Bearings support inner the axle for rotating at end
of outer pipe. Pantograph head may rotate during traveling, but mounting plane
of the axle is always parallel to contact plane of all strips that vertical component
of contact force transferred to the inner pipe.

• Little appearance change makes no aerodynamic performance to pantograph.
And weight can be controlled in structure design and material selection, so this
design will not affect pantographs.

Considering about the above facts, it is decided to add deform zooms in the
pantograph head pivot, and make it as a force sensor. And accelerators are attached
on pantograph head and pivot tail.

An example to a certain domestic pantograph is given as follow. The pantograph
head is attached to the pantograph head pivot by 4 M6 screws. The original inner
pipe is shown in Fig. 6. Because in this case, the distance between the bearing and
mounting hole is not enough for a deform zoom, the pivot is lengthened as Fig. 6
shows. However lugs of the suspension can be respectively mirrored and make
spare room for the deform zoom. No additional fixed part need in this case.

To maintain the weight, radius of the force sensor center section was reduced.
But comparing to the ordinary, the designed sensor is 1.5 kg heavier. Considering
the extra weight, natural frequency changed only about 0.06 Hz. The change of
nature frequency is very small, so it can be thought that dynamics of the pantograph
remains.
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5 Measurement Results

To verify, the rod-type force sensor was equipped to the experiment pantograph.
Pantograph was limited at 650 mm height and standard force sensor connecting an
exciter is mounted over contact point. During the test, uplifting force was changed
by air pressure. Results from standard force sensor and designed rod-type force
sensor were recorded by computer.

At first, the exciter did not work, and only uplifting force changed. Results from
standard force sensor and designed force sensor are shown in Fig. 7. Results shows
great linearity and has little difference to the standard sensor.

Then, the vibrate exciter was controlled to do sine wave motion in different
frequencies. Force measured by the standard force sensor and the designed force
sensor were recorded as well as acceleration of the pantograph head and pivot tails.

Measured force from designed force sensor should be inertial corrected
according to Eq. (9). In the design case, suspensions are directly connect to the
force sensor, the mass is about 0.8 kg. The inertial force is not remarkable. So in the
test, the results were corrected in both ways.

Fig. 6 Designed force sensor
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Fig. 7 Measured results from standard and designed force sensor
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Take 1� Fmeasured
Fapplied

��� ��� as the error in each frequency, Fig. 8 can be obtained.

As we can see, when only inertial correction of pantograph head is taken, errors
goes over 20% at the natural frequency of the pantograph about 5 Hz, and then
decreases to about 5%. Results with both inertial correction are more smooth and
steady that errors are no more than 20%, even at the natural frequency of the
pantograph. Test results are similar to simulation results in Sect. 3, it is verified the
model to some extent.

According to EN50317, accuracy of contact force measurement system should
be calculated as

J ¼ 1� 1
fn � f1ð Þ

Xn�1

i¼1

fiþ 1 � fið Þ 1� Fmeasured

Fapplied

����
����

� � !
ð10Þ

The accuracies with partial and full inertial correction are 92.7% and 94.1%
respectively. According to EN50317, accuracy should be greater than 90% up to
20 Hz. Therefore with either compensation, the designed force measurement is
qualified. And with full compensation, measurement results are better.

6 Discussions

In this paper, force sensor is equivalent to a mass-spring model and substitute into a
pantograph mass-spring-damping model. By solving its dynamic equations, motion
of every parts can be obtained. Base on simulation, force sensors can be placed

Fig. 8 Errors in different frequencies
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anywhere in pantograph and error of contact force measurement system could
increase at pantographs’ natural frequencies.

Based on these conclusions, a rod-type force sensor was designed to replace
pantograph head pivot to get contact force. Test results show that the designed force
sensor has great linear and can measure contact force accurately. In line with
EN50317, accuracies of the contact force measurement system with partial/full
compensation are 92.7% and 94.1% satisfying the requirement 90%. Therefore this
system is convinced to be valid and practicable.

However, there are still some problems that need further research. The designed
force sensor haven’t been applied in site tests. And there is no temperature com-
pensation. Influence from longitude force such as friction was either not considered
in the model or tested. In addition, the weight can be further reduced for daily use.
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Cooperative Control of Voltage
Equalization for Multiple Supercapacitors

Ying Yang, Yanlin Zhang, Yejun Mao, Junmin Peng
and Fangrong Wu

Abstract In this paper, a cooperative voltage equalizer is proposed such that the
voltages of supercapacitors in the power source achieve consensus. Voltage
equalization for supercapacitors in the power source is a crucial issue since
unbalanced voltage states would result in inefficiency and acceleration of lifetime
decay. As multiple supercapacitors are connected in certain form, the power source
can be modeled as a networked system. In this view, voltage equalization problem
can be formulated as a consensus problem of multi-agent system. Combining
cooperative control theory and Lyapunov method, a distributed controller is
designed for each supercapacitor to drive its voltage synchronized to its neighbors
in the network. It is proved that under the topology condition that the graph is
connected, all voltages of supercapacitors can achieve consensus, i.e., voltage
equalization of the power source is achieved. Simulation result has been presented
to verify the effectiveness of the proposed controller.

Keywords Supercapacitor � Voltage equalization � Consensus
Cooperative control

1 Introduction

Recently, energy storage type tramcar attracts engineers attention due to its traction
power source, which is composed by multiple supercapacitors [1]. As an efficient
energy storage element, supercapacitor has significant advantages, such as high
power density, extremely high cycling capability and environment friendly [2].
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In application, multiple supercapacitors are series-connected or parallel-connected
together to compose the power source in order to satisfy the voltage requirement. In
this view, it can be modeled as a multi-agent system. Due to the different param-
eters of each supercapacity such as capacity, internal impedance, self-discharge rate
and so on, the voltages of supercapacitors are inevitably be different [3]. On account
of efficiency and safety, voltage of each supercapacitor should be equalized in
application, which is a challenging problem not only in power source that com-
posed by supercapacitors but also by batteries [4]. The key issue of voltage
equalization problem is to design control strategy such that the higher voltages are
reduced while the lower ones are increased, no matter which type of circuit is
employed to carry out the task [5]. In general, voltage equalization strategy is
divided into two classes: dissipative and non-dissipative approach. Dissipative
equalization mainly focus on consuming the extra energy of some supercapacitors
to realize voltage balanced, for the sake of circuit simplicity but with the short-
coming of energy waste [6]. On the other hand, non-dissipative equalization carry
out the task by transferring extra energy from higher voltage ones to the lower ones
[7], such as DC/DC converters [8], switch capacitor converter [9] and so on.
Although non-dissipative equalization has the advantage of efficiency, it increases
the hardware cost. Considering reliability and cost, in this paper, we propose the
voltage equalizer which is based on dissipative equalization.

In power source, supercapacitors are series-connected or parallel-connected, on
the other hand, their states, such as voltage, are transferred throughout CAN BUS.
In this view, the voltage equalization problem of power source can be equated with
the consensus problem of multi-agent system. To the best of our knowledge, most
existing works solve the problem via centralized control. In past decades, dis-
tributed control of multi-agent system has attracted intensive attention in the lit-
erature, due to its applications in various areas such as formation flight of
unmanned aerial vehicles (UAVs), cluster of satellites, automated highway systems
[10–12]. Combined graph theory and stability analysis, various controllers for
cooperative control of networked systems have been proposed as documented in the
reference papers [13, 14] and books [15, 16].

In this paper, the voltage equalization problem of power source which is composed
by multiple supercapacitors is transferred into the consensus problem in cooperative
control. A distributed voltage equalizer has been designed via graph theory and
Lyapunov method to achieve the voltage consensus of all supercapacitors.

The rest of this paper is organized as follows:The voltage equalization problem
is formulated as the consensus problem in Sect. 2, a distributed controller is pro-
posed for each supercapacitor to achieve voltage consensus in Sect. 3. Then a
numerical example is given in Sect. 4 to illustrate the effectiveness of the proposed
controller. Finally, conclusion and future work are given in Sect. 5.

146 Y. Yang et al.



2 Problem Formulation

2.1 Preliminary

Throughout this paper, Rm�n denotes the family of m� n real matrices. M�ð� Þ0
means that M is a semi-positive(semi-negative) definite matrix, M[ ð\Þ0 means
that M is a positive(negative) definite matrix.

We introduce some graph terminologies that can be found in [10]. A weighted
graph is denoted by G ¼ ðV ; fÞ, where V ¼ f1; 2; . . .;Ng is a nonempty finite set of
N nodes, an edge set f�V � V is used to model the communications among agents.
The neighbor set of node i is denoted by Ni ¼ fjjj 2 V ; ði; jÞ 2 fg. j 62 Ni means
there is no information flow from node j to node i. A sequence of successive edges
in the form fði; kÞ; ðk; lÞ; . . .; ðm; jÞg is defined as a directed path from node i to
node j. An undirected path in undirected graph is defined analogously. A directed
graph is strongly connected if there is a directed path from every node the every
other node. For the undirected graph, it is said to be connected if there is a path
from node i to node j, for all the distinct nodes i; j 2 V .

A weighted adjacent matrix A ¼ ½aij� 2 RN�N , aii ¼ 0; 8i and aij [ 0, i 6¼ j, if
ði; jÞ 2 f and 0 otherwise. In undirected graph, aij ¼ aji. Define the in-degree of
node i as di ¼

P
j aij and D ¼ diagfdig 2 RN�N is the in-degree matrix. Then, the

Laplacian matrix of graph L ¼ D� A. Let 1N ¼ ½1; 1; . . .; 1�T 2 RN , it is
well-known that 0 is the one of eigenvalues of the Laplacian matrix L associated
with the eigenvector 1N .

Lemma 1 Let the undirected graph be connected, then L 2 RN�N , L ¼ LT � 0 and
NullðLÞ ¼ spanf1Ng.
Lemma 2 Let the undirected graph be connected and G ¼ diagfg1; . . .; gNg 6¼ 0,
then H ¼ LþG[ 0 (Fig. 1).

Considering each supercapacitor in the power source as an agent in the net-
worked system, the voltage of agent i is

_vi ¼
1
Ci
I t 62 �diT

1
Ci

I � vi
Ri

� �
t 2 �diT

(
ð1Þ

Fig. 1 Power source together with voltage equalization circuit
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where vi 2 R is the voltage across supercapacitor i, i ¼ 1; . . .;N. I is the charging
or discharging current, Ci;Ri are the capacity and resistance respectively,
0� �di � 1 is the duty ratio of the switch Si at each period.

Remark 1 In application, Ci may be different from the nominal value, as a result, it
would be viewed as an unknown constant. The voltage dynamic across each
supercapacitor can be formulated as follows with the aid of state space average
modeling method.

_vi ¼ 1
Ci

I�di þ 1
Ci

I � vi
Ri

� �
ð1� �diÞ

¼ � vi
RiCi

ð1� �diÞþ 1
Ci

I
ð2Þ

Let

1
Ci

� vi
Ri

ð1� �diÞþ I

� �
¼ biui ð3Þ

Dynamic model (2) is converted into a first order integrator as follows:

_vi ¼ giui ð4Þ

where ui is the control input to be designed, gi denotes the control gain with
unknown amplitude.

2.2 Control Objective

The control objective of this paper is to design distributed controller ui for each
agent in the network such that all vi reach consensus, such that

lim
t!1 viðtÞ � vjðtÞ

�� �� ¼ 0; 8i; j ð5Þ

Since all voltages achieve consensus, voltage equalization of the each super-
capacitor in the power source achieved.

Remark 2 In application, �di is the final control signal to be carried out. In the power
source, ui is designed according to the voltage of itself and its neighbor, i.e.,
vi; vj; 8i; j 2 Ni. vi and vj are transmitted throughout the CAN BUS. As ui is
designed, �di can be obtained according to (3).
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3 Main Result

In this section, a distributed adaptive controller is introduced for each superca-
pacitor to achieve the voltage equalization objective.

Theorem 1 Given a network of N series connected supercapacitors (4) with fixed
communication topology. Under the circumstance that the related undirected G ¼
ðV ; fÞ is connected, then all supercapacitors’ voltages achieve consensus, i.e.,
voltage equalization of the power source is realized if the distributed controller (6)
is applied to each supercapacitor in the power source.

ui ¼ ki
X
j2Ni

aijðvj � viÞ ð6Þ

where 0� ki � I
NCi�v

is the control gain, I;Ci and �v are the charging(discharging)
current, capacity and the maximum voltage in product instruction, N is the aij is the
entry of adjacency matrix related to the digraph G ¼ ðV ; fÞ, which denotes the
weight from supercapacitor j to supercapacitor i, i.e., the information of the jth
supercapacitor transferred to the ith supercapacitor throughout the CAN BUS.

Proof Define a Lyapunov function component V

V ¼ 1
2
xTx ð7Þ

where x = [v1; . . .; vN �T 2 RN is the vector of all supercapacitors’ voltages. It can be
seen that its derivative with respect to time t along (6) as

_V ¼ �xTðLþ LTÞx ð8Þ

It can be obtained from Lemmas 1 and 2, matrix Lþ LT � 0, thus

_V � 0 ð9Þ

According to Barbarlet lemma, x = [x1; . . .; xN �T converges to the zero space of
matrix Lþ LT . Since L ¼ LT when graph is undirected, the null space of L is
1N ¼ ½1; 1; . . .; 1�T , thus, vi ! vj; 8i; j 2 V .

Remark 3 The effectiveness of the controller above is proven via taking the
derivative of the Lyapunov function V, then, the semi-positive definite characteristic
of graph-related matrix Lþ LT determines the convergence. Theorem 1 indicates
that consensus of multiple supercapacitors’ voltages can be achieved when dis-
tributed controller (6) is applied. But in real system, which is shown in the fol-
lowing figure, the ultimate voltage, i.e., the consensus state is assigned according to
the Motor. Therefore, the control objective aforementioned should be extended as
follows:
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lim
t!1 viðtÞ ¼ lim

t!1 vjðtÞ ¼ v0ðtÞ; 8i; j ð10Þ

where v0ðtÞ is the expected voltage.

Theorem 2 Given a network of N series connected supercapacitors (4) with fixed
communication topology. Under the circumstance that the related digraph G ¼
ðV ; fÞ has a spanning tree and at least one supercapacitor can obtained the
information of v0ðtÞ, then all supercapacitors’ voltages achieve consensus, mean-
while, coverage to the desired voltage, i.e., voltage equalization of the power
source is realized if the distributed controller (11) is applied to each supercapacitor
in the power source.

ui ¼ ki
X
j2Ni

aijðvj � viÞþ biðv0 � viÞ ð11Þ

control gain ki is defined as aforementioned, where bi ¼ 1 if supercapacitor i can
receive the information of v0, bi ¼ 0 otherwise.

Proof Similar to the proof of Theorem 1, the overall system can be written as

_n ¼ �ðLþBÞn ð12Þ

with n ¼ ½v1 � v0; . . .; vN � v0�T 2 RN , B ¼ diagfb1; . . .; bNg 2 RN�N . According
to Lemma 2, eigenvalues of matrix �ðLþBÞ are negative, thus, system (12) is
stable, i.e., n ¼ ½v1 � v0; . . .; vN � v0�T ! 0, which completes the proof.

When the graph is directed, under the same positive definite V, we have the
following corollary.

Corollary Given a network of N series connected supercapacitors (4) with fixed
communication topology. Under the circumstance that the digraph G ¼ ðV ; fÞ has
a spanning tree and v0ðtÞ can be obtained by the root agent, then all superca-
pacitors’ voltages achieve consensus, meanwhile, coverage to the desired voltage,
i.e., voltage equalization of the power source is realized if the distributed controller
(11) is applied to each supercapacitor in the power source.

4 Simulation

This section will provide a numerical example to illustrate the effectiveness of the
proposed controller. Consider a power source that constituted by 4 supercapacitors
in series as shown in Fig. 2. The weights of the edges are all set to 1 and thus
(Fig. 3).
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Fig. 2 Structure of traction power source

Fig. 3 Example system
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L ¼
1 �1 0 0
�1 2 �1 0
0 �1 2 �1
0 0 �1 1

2
664

3
775

Figure 4a shows that the voltages of all agents(supercapacitors) achieve consensus
when the distributed controller in Theorem 1 is applied to each supercapacitor with
different initial voltages v1ð0Þ ¼ 2:7; v2ð0Þ ¼ 2:6; v3ð0Þ ¼ 2:5; v4ð0Þ ¼ 2:65.

Furthermore, when v0 is transmitted to one agent(supercapacitor), such as
agent 2, controller (11) is proposed for that circumstance. Figure 4b shows that all
supercapacitors’ voltages are converged to the desired value v0¼ 2:55.

5 Conclusion and Future Work

In this paper, we consider the voltage equalization problem of multiple superca-
pacitors. Combining Lyapunov method together with graph theory, we construct a
Laplacian potential function for analysis. A distributed controller is designed for
each supercapacitor, such that the voltages of all supercapacitors achieve consensus
under the circumstance that the undirected graph is connected, i.e., voltage
equalization of the power source is achieved.

Our future work will consider other equalizer circuits, e.g., non-dissipative
equalizer rather than the dissipative equalizer, for efficiency.
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Research on Electromagnetic
Environment Safety of High-Speed
Railway Catenary

Huijuan Sun, Jun Liu and Can He

Abstract The simulation of electromagnetic fields distribution around high-speed
railway catenary on the platform by the finite element method. The research is
based on simulation models as classification material properties of human body
parts, and presents subdivision mesh sub-model method to calculate and simulate
the frequency electromagnetic fields around the human, and giving a comprehen-
sive evaluation on the safety of electromagnetic environment around high-speed
railway according to national standard limit.

Keywords Finite element � High-speed railway catenary � Subdivision mesh
sub-model method � Frequency electromagnetic fields

1 Introduction

With the increasingly serious environmental problems, traffic transportation and
other industry experts believe that high-speed railway as a new transport model in
the modern society, has a very distinct advantage. So planning and developing
high-speed railway is imperative [1–3]. The development of high-speed railway has
caused public concern, therefore it is very important to study the distribution of the
frequency electromagnetic field around the high-speed railway platform, and
necessary to calculate the electromagnetic radiation on the human body.

Literature [4] measured the electromagnetic changes of the train, there is doubt
as to the accuracy due to the impact on the measurement instrument itself; literature
[5] studies the relationship between the train material and the low frequency
magnetic, but it did not consider the impact of the environment literature [6] by the
mirror method to study the different power supply under the contact field of the
electric field strength; literature [7] explores biological effects of human under
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the high-voltage transmission line, but it cannot replace the original incentive
reasonably.

Based on above-mentioned reasons, the finite element method is used to study
the electromagnetic field distribution around the high-speed railway catenary, and
subdivision mesh sub-model method is proposed to calculate the electromagnetic
radiation around human body. Meanwhile, through analysis of numerical simula-
tion results, to make a comprehensive evaluation of the electromagnetic environ-
ment of high-speed railway, which provides the basis for the design of the circuit
and the evaluation of the environmental impact.

2 High-Speed Rail Platform and Human Body Model

In China, high-speed railway mostly using side platform and AT power supply.
Table 1 shows the catenary parameters and the simplified structure drawing of
platform is shown in Fig. 1.

In order to investigating whether the electromagnetic field caused by catenary
would affect the health of passengers, a more sophisticated human body model is
established. The human body are mainly composed of bones, blood, viscera, muscle
and other parts, the relative dielectric constant, conductivity and permeability as

Table 1 Catenary parameters

Name Line type Radius (mm) Voltage (kV) Current (A)

Line of contact TCJ-120 6.6 27.5 100

Carrier cable TCJ-110 5.9 27.5 100

Positive feeder LJ-185 7.7 −27 −192

Guard line LJ-70 4.7 0.25 −0.972

Fig. 1 The simplified structure drawing of high-speed railway platform
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shown in Table 2. In this paper, the human body consist of limbs, head, trunk and
feet, so the dielectric constant and conductivity of each part are replaced by average
value.

3 Numerical Calculation Method of Electromagnetic Field

3.1 Finite Element Method

The finite element method is a combination of discrete solutions domain as a group
of elements. The function of whole is replaced by the approximate function of each
unit [8]. The finite element algorithm flow chart is shown in Fig. 2:

The finite element analysis method and the algorithm flow can be realized by
ANSOFT finite element analysis software.

3.2 Subdivision Mesh Sub-model Method

The subdivision meshes sub-model method is based on the finite element analysis
software that the smaller the length of the mesh is, the more accurate the calculation

Table 2 Properties of the human body material parameters

Name of human tissue Relative dielectric constant Conductivity Permeability

Head 500,000 0.045 1

Trunk 9,570,000 0.11 1

Foot 8867.8 0.02 1

Limbs 8,800,000 0.125 1

Solving total equations by computer programming

Constructing the approximate matrix, and assembling the total 
matrix equation

Constructing the interpolation function in the unit, and 
determining the characteristic variables and boundary condition

Meshing the solution domain and dividing them into finite units

Dividing the space of high-speed railway platform and choosing 
reasonable solution domain

Fig. 2 Finite element algorithm flow chart
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result is. Meanwhile, finding out the equivalent excitation around a certain region in
the model, and adding the body of the region, and then finite element calculations
are performed to obtain more accurate electromagnetic fields around the human
body. Figure 3 shows the specific steps in the below flow chart.

4 Numerical Calculation and Analysis of Electromagnetic
Fields Around the Human Body

Many countries have their own electromagnetic exposure standards [9]. Table 3
shows the exposure limit of frequency electromagnetic field in China.

4.1 Subdivision Mesh Method for Solving Electromagnetic
Fields Around Human Body

Excluding external factors, and we select the site without train. Meanwhile
extracting 1.5 m long and 2 m wide solution area around the human body, and then
meshing it. The region is divided into three dimensions: the grid length is 5, 0.1 and
0.05 m.

The air under catenary will be divided into two parts, the appropriate space 
around the human body is region one, the entire air part is region two, the 

body itself is region three;

The entire region one as a solution object, get the electric field strength, and 
then export the boundary voltage values of region one and two.

Meshing the regional one and three, and making a circle with a radius of 
0.005m every 0.25m around the rectangle, and then adding voltage to them.

Computer simulation.

Fig. 3 Sub model process

Table 3 Frequency electromagnetic exposure limit

Name Frequency (Hz) E (kV/m) B ðlTÞ Contact current (mA)

China 50 4 22 0.5
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With the decrease of the length of the mesh, the number of grids increases, and
the result of grid focusing on the head and feet more obviously. The corresponding
electric field intensity and magnetic field intensity distribution as shown in Figs. 4
and 5, respectively.

Figures 4 and 5 show that the electromagnetic field distribution of high-speed
railway catenary around human body has the following characteristics: (1) The head
and shoulder is close to catenary, and it is easy to accumulate electric charge and
form a high electric field, so the electric field intensity around the body is mainly
concentrated on the head, shoulders and feet. (2) The internal magnetic field dis-
tribution of the human body is uneven, and is mainly concentrated on the legs and
feet, and the magnetic field doesn’t gather in the head, so the magnetic field of
high-speed railway does not harm to the brain.

Fig. 4 Distribution of electric field intensity around human body

Fig. 5 Distribution of magnetic field intensity around human body
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4.2 Subdivision Mesh Sub-model Method for Solving
Electromagnetic Fields Around Human Body

Meshing the sub-model in Fig. 4 with grid length of 0.05 m. Calculating the
potential for the boundary by analytical method, and according to the accuracy and
speed of the request, we add a radius of 0.005 m circles as an excitation every
0.25 m in the boundary.

The intensity distribution of the electric field around the human body is shown in
Fig. 6. It shows that the electric field was significantly enhanced on the head. And
in order to illustrating the superiority over the proposed method, the numerical
simulation results of the two methods are exported. The curve graph is shown in
Fig. 7, and the maximum electric field intensity on the head is shown in Table 4.

Figure 7 and Table 4 show that the electric field intensity curve obtained by the
sub-model method is similar to that of the subdivision grid method, but the value is
significantly enhanced, especially in the area near the head. The reason is that the

Fig. 6 Distribution of electric field intensity around human body

Horizontal distance/m

 Grid  length 5m
Grid  length 0.1m
Grid length 0.05m
Sub-model method

E
le

ct
ri

c 
fie

ld
 st

re
ng

th
/

V
/m

Fig. 7 The electric field intensity at the top of the human body
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sub-model method adds incentives around the human body to reduce the loss of
transmission, and avoid the interference from other factors. More agglomeration
effect on human charge is attracted, so the electric field strength value is more
accurate. Comparing with exposure limit of frequency electromagnetic field in
China (shown in Table 3), the value does not exceed the standard limit.

5 Conclusion

In this paper, we use the finite element method to calculate and simulate the
electromagnetic environment of high-speed railway catenary. The numerical sim-
ulation results show that the electromagnetic field generated by high-speed railway
catenary does not cause electromagnetic radiation damage to the human. And the
subdivision meshes sub-model method proposed to this paper can provide new idea
about electromagnetic modeling research in the future.
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Application Study of Active Noise Control
Technology for Rail Transit Vehicles

Xiaobo Liu, Jian Xu, Zhongcheng Jiang and Xianfeng Wang

Abstract Active noise control (ANC) technology is a powerful complement for the
traditional noise reduction technology. Analysed the current situation of noise
control for rail vehicles; according to the application range of ANC technology,
analysed the application strategy of ANC technology for rail transit vehicles;
measured and analysed noise characteristics of an electric locomotive cab under
different operating speeds and railway conditions, and proposed the ANC system
scheme based on the whole cab space. Through the preliminary simulation calcu-
lation, the total sound pressure level in cab can be reduced by 4 dB(A). It provides a
new idea for the noise control and comfort design of rail transit vehicles.

Keywords Rail transit vehicles � ANC � Electric locomotive cab

1 Introduction

Conventional passive noise control techniques work well at higher frequencies
above 1 kHz, but are not effective at the low frequency range below 1 kHz, because
of the long wavelengths associated with these frequencies. A good approach to
controlling low frequency interior cabin noise would be to add an active noise
control (ANC) system based on the principle of wave interference. ANC is achieved
by introducing an anti-noise sound through a secondary source, it is an active
complements for the traditional passive control methods.
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ANC technology has been applied to many industries, such as in headphones,in
aircraft [1], automobiles [2, 3], elevator cabin noise [4], engine noise [5], haul truck
noise [6], Heating, Ventilating and Air Conditioning (HVAC) system noise [7],
ventilation fan noise in ducts [8], passenger train compartments [9, 10], and
locomotive cab [11, 12]. The literature [9] used ANC technology to create local
quiet zones at passenger ears position. However, the system is very sensitive to
head movements, especially in higher frequencies.

The studies in the literature [11] have further confirmed the application feasi-
bility the ANC in a railway environment and especially in a locomotive cab,
The ANC around the driver’s ears provides a noise reduction from 3 to 4 dB(A),
and main annoying pure tones below 800 Hz are cut. But it consider as ANC is not
efficient in the full cab space, rather than only around the driver’s head.

This paper firstly analyzes main problems of noise control of railway vehicles at
present. Put forward the application strategy of ANC technology for railway vehicle
from three aspects: the local zones, the ducts of HVAC system and the large
space zones. Measured and analyzed noise characteristics of an electric locomotive
cab under different operating speeds and railway conditions, and proposed the ANC
system scheme based on the cab space. The preliminary results show that the ANC
system designed can effectively reduce the low-frequency noise below 300 Hz,
which can reduce the total sound pressure level in the cab by 4 dB(A).

2 Noise Control for Rail Vehicles

Although many measures have been taken to reduce vibration and noise of
vehicles, it is still difficult to achieve the ideal technical design requirements (1) The
faults of production process, such as pipeline sealing, door sealing problems and so
on, caused noise increase in local position, furthermore, the sound pressure level
has a certain difference at different positions in passenger compartment [13];
(2) Improper handling on the interior noise, such as secondary noise induced by air
duct structure and air supply mode of HVAC system, results the noise in passenger
compartment is difficult to be effectively controlled; (3) The elastic vibration of
lightweight body increases the vibration coupling between car body and equipment,
the vibration from car body and equipment caused structure borne radiation;
(4) With the trains speed increasing and the continuous improvement of the
vibration isolation measures of the operation track, the wheel polygon and the track
corrugation period are shortened in some extent, these vibration caused by the
polygon is transferred to the car body through the suspension system, which
increases the car body structure borne noise.

In order to effectively control noise, many measures has be taken, such as surface
spraying or pasting damping material, using sound insulation mat, aluminum
honeycomb panel, composite floor, and so on. These measures have a good effect in
the processing of high frequency noise, but there are obvious deficiencies in the low
frequency noise and structural borne noise.
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3 ANC Application Strategy for Rail Vehicles

3.1 ANC for Local Zones

ANC control for local zones includes active headphones and active headsets. They,
undoubtedly, are the most successful application of ANC. Active headset system is
the most widely used noise control methods at present, which is fit for the driver’s
seats and the passenger’s seats. Compared to the active headphones, there is not
oppression and weight for wearing headphones.

An active headset system [14] is actually two independent ANC systems that are
used to reduce the noise of the left and right ears, respectively. In order to facilitate
the head activities, the error sensor is usually far from the ear or eardrum position,
but this arrangement is no guarantee minimum noise at the eardrum, to solve this
problem, the virtual error sensing technology is used, that is, using the actual error
sensor to predict sound pressure of the cancelling noise point (virtual error sensor
position).

It should be noted that, considering the presence of the head, the zone sur-
rounded by the active headset formed a diffraction field, which has a significant
impact on system performance, such as, the stability of the adaptive algorithm. In
order to obtain a good acoustic performance, it is necessary to measure the acoustic
transmission impedance on site.

3.2 ANC Control for Air Duct Noise of HVAC

Another successful application for ANC technology is pipeline noise control, such
as, air-conditioning, industrial ventilation systems and engine exhausts.

The ANC of pipeline noise has been one of the focuses. The pipeline sound field
is a relatively small bounded sound field, the low frequency sound waves below the
pipeline cut-off frequency are propagated in plane waves form, the arrangement of
the secondary sound source is simple, and the single-channel system can achieve a
certain noise reduction effect, so that the sound field analysis were greatly
simplified.

Figure 1 shows noise spectrum comparison curves of HVAC air supply before
and after installed in vehicle. According to Fig. 2, the differences of the noise peaks
of the air supply lied on mainly after 250 Hz. Especially, the high frequency after
1000 Hz, the noise amplitudes have significant decline, because the sound
absorption of porous insulation materials outside the duct surface. But for the
frequencies below 1000 Hz, the noise amplitudes have a little difference, which is
the application effective frequency range of the ANC methods.
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Fig. 1 Sound pressure spectrum of HVAC supply air before and after installed

Fig. 2 The SPL spectrum above the floor of the bogie, passenger seat and gangway position
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3.3 ANC Control for Space Zones

Space zones refers to the entire passenger compartment zone or the driver cab zone,
ANC take the entire space zone as an acoustic cavity, the secondary sound source
layout inside the space zone, decline the acoustic energy of the entire zone to
minimum. Noise can be produced either from inside noise sources like the venti-
lation, air-conditioning systems, structure-borne sound, or from outside noise
sources like the wheel-rail interaction, the propulsion or hydraulic systems, brakes,
compressor and aerodynamics.

Figure 2 shows the sound pressure spectrum measured at 1.6 m above the floor
of a subway train bogie, 1.2 m above a passenger seat and 1.6 m above the
gangway floor center. It can be seen from this figure that the whole noise energy is
very wide, the band amplitude is mainly prominent in the 50 Hz, 125 Hz and 250–
1000 Hz, especially, at the gangway position, the overall noise level is higher than
the other two positions, mainly because the gangway is the channel to connect two
vehicles. One reason is its sound insulation relatively weak, another is the seal not
strict. From the noise characteristics of the passenger compartment, the noise of the
subway passenger compartment has obvious broadband characteristics, and there is
obvious regional difference in the space distribution of sound energy. Therefore, it
is extremely complex to achieve a wide range control effect by used ANC system in
passenger compartments.

4 ANC Application for an Electric Locomotive Cab

Compared to the subway passenger compartment, the space zones of electric
locomotive cab is a relatively small space, it is a good transition space of applying
ANC system from local zones to large space zones. If the ANC system succeeded in
the locomotive cab, then it can be used to the larger space.

4.1 Noise Characteristics of an Electric Locomotive Cab

The sound field inside a real locomotive cab is generated both by outside sources,
including wheel/rail noise, mechanical equipment noise, and in inside sources,
including air supply noise of HVAC system, structure-borne noise by vibrations of
interior panels. In railway, the sound pressure level in a driver cab must be less than
78 dBA at 80 km/h. Due to the customer’s requirements, the noise requirements in
the cab are becoming more stringent, requiring vehicle manufacturers adopt more
efficient low-sound design measures to reduce noise in cab.

In order to obtain the noise characteristics of the electric locomotive driver’s cab,
the noise data in driver’s cab were collected in a servicing electric locomotive. The
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test uses three acoustic sensors, located respectively at the main driver’s head
position (P1), the vice driver’s head position (P2) and the center position behind
two drivers (P3). Acquisition speed are two typical operating speed conditions:
70 km/h for freight locomotive and 90 km/h for passenger locomotive, Acquisition
conditions are also two typical operating environments, that is, in free fields and
tunnels. Figures 3 and 4, respectively, show the sound pressure spectrum at three
points at 70 km/h and 90 km/h. From the noise data collected can be seen (1) The
interior noise peak frequencies are mainly low frequency below 200 Hz; (2) with
the train speed increasing, the new peak also appears between 200 and 300 Hz.

Figure 5 shows the noise characteristics at P1 when the train through a con-
tinuous tunnel and intermittently through tunnels and the open line at 70 km/h
speed. Compared to Fig. 3, when the train running in a tunnel, or intermittently
through tunnels, the driver’s cab noise has no obviously change, mainly due to the
cab floor, side walls, partition walls, as well as the driver cab doors are made of
steel panels, sound-absorbing material and interior panels, which has a good sound
insulation performance, if the seals are good at every connecting position, even in
the tunnel, there is little airborne noise transmission from outside space field.
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The measuring data confirm the feasibility of the application of the ANC in a
railway environment and especially in the cabin of a locomotive. But, at the same
time, there are difficulties in control: the ANC control in the cab inevitably has
some problems such as frequency bandwidth, time-varying spectrum and space
distribution, and so on.

4.2 ANC System Scheme for an Electric Locomotive Cab

Figure 6 shows the 4 � 4 layout scheme of error microphones and loudspeakers for
a locomotive cabin. 4 error sensors are located above two drivers’ ears, the
microphone head pointed to the rear of the driver cab. 4 secondary sound sources
are located in the rear wall of the cab, two of which are located in two corner
positions on the floor, other two loudspeakers installed in partition wall behind the
seats, about 0.75 m from the floor. Four secondary sound sources are all faced to
front of the cab.
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4.3 Effect of ANC System in Electric Locomotive Cab

A preliminary calculation is carried out by using feed forward filtered-x least mean
square (FxLMS) algorithm, an adaptive filter algorithm most commonly used. The
basic structure of the adaptive active feed forward control system is shown in Fig. 7
p(t) is the primary signal produced by the noise source. x(t), y(t) and e(t) are the
reference signal, secondary signal and error signal, respectively.

Define the transfer function of the controller is W(z), and the transfer function of
reference path, primary path and secondary path are Hr(z), Hp(z) and Hs(z) whose
impulse response are hr(n), hp(n) and hs(n), respectively. Then, the adaptive feed
forward control system showed as Fig. 7 can be represented as a system block
diagram in discrete domain illustrated in Fig. 8. Corresponding with Fig. 8, x(n) is
the reference signal input into the filter; e(n) is residual noise downstream measured
by an error microphone; d(n) is undesired primary noise at the position of the error
microphone; y(n) is the output of filters which can be approximated as actual sound
generated by the secondary source; and s(n) is in fact the cancelling signal at the
position of the error microphone.

The signal received by the error sensor can be expressed as

eðnÞ ¼ dðnÞþ sðnÞ ¼ dðnÞþ rTðnÞWðnÞ ð1Þ

Fig. 7 Schematic diagram of adaptive active feed forward control system

Fig. 8 Simplified diagram of discrete domain adaptive feed forward control system
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where WðnÞ is the weight coefficient of the filter, and rTðnÞ is filtered-x signal
vector, the index T stands for transpose, whose relationship with the reference
signal vector XðnÞ is

rðnÞ ¼ XðnÞ � hsðnÞ ð2Þ

The control target of the ANC system usually chooses the minimum mean
square error criterion, thus the objective function of the control system is repre-
sented as

JðnÞ ¼ E½e2ðnÞ� ð3Þ

where Eð�Þ is time averaging of independent variable.
Substituting Eq. (1) into Eq. (3) gives

JðnÞ ¼ E½d2ðnÞ� þ 2PTWþWTRW ð4Þ

where P ¼ E½dðnÞrðnÞ�, R ¼ E½rðnÞrTðnÞ�.
Using the steepest descent algorithm, which updates the coefficient vector in the

negative gradient direction with step size l

Wðnþ 1Þ ¼ WðnÞ � lrðnÞ ð5Þ

where l is the convergence coefficient (or step size) that controls the stability and
convergence speed of the algorithm. rðnÞ is the gradient of mean square error. In
practical application, in order to simplify the calculation and meet the real-time
requirements of the system, the gradient of square of a single sample e(n) is gen-
erally taken as an estimate of the mean square error rðnÞ. Thus, the instantaneous
estimate of the mean square error gradient at time n, r̂ðnÞ, can be expressed as

r̂ðnÞ ¼ @e2ðnÞ
@W

¼ 2eðnÞrðnÞ ð6Þ

Substituting Eq. (6) into Eq. (5) can obtain the iteration formula of the weight
vector

Wðnþ 1Þ ¼ WðnÞ � 2leðnÞrðnÞ ð7Þ

Typical results are shown in Fig. 9, the total noise reduction achieved in the
cabin cavity is around 4 dB(A). It notes that the cancellation of sound at low below
300 Hz frequencies is quite effective, especially for the frequency below 200 Hz.
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5 Conclusion and Application Prospect

The noise of low-speed rail vehicles is mainly in the middle and low frequency,
such as electric locomotive cabs, passenger compartments. Obviously, the ANC
technology is very suitable. But the ANC control in the space zone inevitably has
some problems such as frequency bandwidth, time-varying spectrum and space
distribution. It is extremely complex to achieve a wide range control effect by using
ANC system in these space zones.

This paper put forward the application strategy of ANC technology of railway
vehicle from three aspects: the local zones, the ducts of HVAC system and the large
space zone. According to the noise characteristics of an electric locomotive cab
under different operating conditions, the ANC system scheme of the whole cab
space is proposed. The preliminary results show that the ANC system designed can
effectively reduce the low-frequency noise in the driver’s cab below 300 Hz, and
can reduce the total sound pressure level in the cab by 4dBA.

To further verify the ANC system noise reduction effect, the follow-up work is
to complete the test verification in the laboratory and in a real locomotive cab.
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DC Auto-Transformer Traction Power
Supply System for DC Railways
Application

Miao Wang, Xiaofeng Yang, Lulu Wang and Trillion Q. Zheng

Abstract In DC railways, the running rails are used as the return path for traction
current, which inevitably leads to stray current and rail potential issues with poor
insulation. However, the effects of existing solutions are limited, so DC
auto-transformer (DCAT) traction power supply system (TPSS) is analyzed in this
paper to solve the problems of stray current and rail potential fundamentally.
Compared with the existing TPSS (E-TPSS), the mathematical analysis and sim-
ulation results show that DCAT-TPSS may solve both stray current and rail
potential issues, which further reduce the voltage drop and power loss of power
supply lines additionally.

Keywords DC railways � DCAT traction power supply system
Stray current � Rail potential

1 Introduction

Nowadays, with the economic development and the growing of population, rail
transit systems play a more and more important role in transportation. In DC
railways, the running rails act as the return path of traction current. However, the
running rails are not totally isolated from the ground, so a part of current leaks to
the ground, which causes stray current issue. The stray current results in the electric
potential difference between the rails and the ground, which is called rail potential
[1–4]. The stray current will not only cause serious corrosion of the underground
structures such as reinforced concrete, but also reduce the service life of the
pipelines, such as oil and natural gas pipelines, resulting in greater economic losses.
Meanwhile, the rail potential will also threaten the safety of passengers and the safe
operation of DC railways.
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The main solutions for DC railways to reduce stray current and rail potential
include: (1) improving the supply voltage level; (2) strengthening the insulation
between the rails and the ground; (3) reducing the rail resistance; (4) establishing
stray current collection network; (5) adopting the drainage protection method, the
cathodic protection method and other protective means to protect the corrosion
objects; (6) setting the rail over-voltage protection devices (OVPD) [5–8]. Although
these methods may reduce stray current and rail potential, the costs are too high
while the effects are limited. So the stray current and rail potential issues still cause
huge economic losses. The fundamental reason for the limited effects of these
methods is that the running rails always act as the return path of traction current,
and it’s essential to propose a new structure of traction power supply system (TPSS)
to solve the problems fundamentally.

In order to solve the above mentioned issues, the fourth-rail DC railway system
has been used in practice [9, 10]. But it requires additional provision for the fourth
rail, whereas the cost is high. The fourth-rail DC railway system needs to improve
the train’s design additionally, so it doesn’t get a wide range of promotion. Reza
Fotouhi [11] proposed a DC booster circuit to reduce stray current and rail potential
in DC railways, by using DC booster circuit to transfer the traction current from the
rail to the return line. This method requires additional provision of the return line
and a number of the booster circuits, meanwhile each booster requires two bulky
inductors and eleven switches. All switches are operating in the hard switching
mode, and there is dead time interval between the switching operating modes.
During the dead time interval, the traction current still goes through the rail like the
existing TPSS (E-TPSS). Qunzhan Li [12] proposed a single-phase AC TPSS to
replace E-TPSS for urban rail transit. With higher power supply voltage, the
insulation level between the train and tunnels is higher. What’s more, the train’s
traction drive system needs to be improved greatly with DC power supply changed
to AC power supply.

Compared with these systems’ problems in terms of power density, efficiency,
cost, reliability and so on, Trillion Q. Zheng [13] proposed DC auto-transformer
(DCAT) TPSS. DCAT-TPSS uses DCAT to transfer the traction current from the
rail to the negative feeder, thus reduces stray current and rail potential fundamen-
tally. DCAT-TPSS is verified through the mathematical analysis and simulation in
this paper, by comparing with E-TPSS based on grounded scheme. The results
show that DCAT-TPSS not only solves both stray current and rail potential issues,
but also reduces the voltage drop and power loss of power supply lines.

2 Configuration and Principle of DCAT-TPSS

Figure 1 shows the general configuration of DCAT-TPSS, which adds the negative
feeder and several DCATs compared with E-TPSS. Figure 2 shows the configu-
ration of DCAT, which is comprised of two capacitors and one energy transfer
module (ETM). The ETM is responsible for balancing the voltage across of
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capacitors. The ETM may adopt the resonant cell (including the resonant capacitor
and the resonant inductor) to transfer the energy, as shown in Fig. 2b, or the DC
inductor, as shown in Fig. 2c, and the principles of ETM have been introduced in
[13, 14]. Moreover, DCAT’s terminals (i.e. HPT, MPT and LPT) are connected to
the contact line (or the third rail), the rail and the negative feeder respectively.

In DCAT-TPSS, DCAT is used as a step-up converter in the substation side and
a step-down converter in the train side, when the train runs under traction condition.
Therefore, the voltage level of power supply lines increases, the voltage drop and
power loss of power supply lines decreases, and the power supply distance of the
substations can be further extended. What’s more, the train’s voltage level remain
unchanged in DCAT-TPSS, which means the existing trains may be used in
DCAT-TPSS directly without any improvement.

As shown in Fig. 1, substation1 and substation2 supply the energy to the train
together, and by installing four DCATs, the rail can be divided into three sections:
section I, section II and section III. Figure 3 shows the current distribution of
DCAT-TPSS when the train is running on section II. No matter which section the
train is running on, DCAT will transfer the total traction current from the rail to the
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negative feeder. Thus the traction current only exists in the section which the train is
running on, and the current of the section which no train is running on is zero. So
DCAT-TPSS may solve the problems of stray current and rail potential
fundamentally.

3 Mathematical Analysis of DCAT-TPSS and E-TPSS

To compare DCAT-TPSS and E-TPSS, this paper will discuss rail potential, stray
current, leakage charge, voltage drop and power loss of power supply lines based
on grounded system (i.e. the negative terminal of the substations is grounded).

Figures 4 and 5 show the equivalent model of E-TPSS and DCAT-TPSS
respectively. In these models, the substations are equivalent to voltage sources Vin,
and the train is equivalent to current source Io. The distance between the substations
is l, and the distance between the train and the substation1 is x. The resistance per
unit length of the rail, the contact line and the negative feeder is R. What’s more, by
installing N + 1 DCATs, the rail of DCAT-TPSS can be divided into N sections,
and the train runs on section N1 + 1 (i.e. the running section).

3.1 Rail Potential

Based on the equivalent models of E-TPSS and DCAT-TPSS, the rail potential gets
the maximum value Vmax at position of the train, and the rail potential gets the
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Fig. 3 The current distribution of DCAT-TPSS when the train is running on section II
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minimum value (i.e. 0) at position of the substations. From the equivalent models,
the maximum rail potential value of E-TPSS and DCAT-TPSS can be described as

VE�TPSSmax ¼
lRIo
4

ð1Þ

VDCAT�TPSSmax ¼
lRIo
4N

ð2Þ

So the maximum rail potential ratio of DCAT-TPSS to E-TPSS is expressed as

VDCAT�TPSSmax

VE�TPSSmax

¼ 1
N

ð3Þ

3.2 Stray Current

Because the rail potential causes the voltage difference between the rail and the
ground, under the resistance RG between the rail and the ground, the leakage current
IG will gather together continuously, and cause the stray current issue. From the
equivalent models, the maximum stray current value of E-TPSS and DCAT-TPSS
can be described as

IE�TPSSmax ¼
l2RIo
16RG

ð4Þ

IDCAT�TPSSmax ¼
l2RIo

16N2RG
ð5Þ

So the maximum stray current ratio of DCAT-TPSS to E-TPSS is expressed as
IDCAT�TPSSmax

IE�TPSSmax

¼ 1
N2 ð6Þ
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3.3 Leakage Charge

According to the analysis of the stray current, the sum of the leakage currents
equals to the sum of the maximum stray currents on the left and right sides of the
train. For simplified analysis, it is assumed that the train runs from the substation1
to the substation2 at a constant speed v, and the sum of the leakage charges of
E-TPSS and DCAT-TPSS can be calculated as

QE�TPSS ¼
Z l

v

0

IG E�TPSSsumdt ¼
l3RIo
12vRG

ð7Þ

QDCAT�TPSS ¼
XN�1

N1¼0

ZðN1 þ 1Þl
Nv

N1 l
Nv

IG DCAT�TPSSsumdt ¼
l3RIo

12N2vRG
ð8Þ

So the leakage charge ratio of DCAT-TPSS to E-TPSS is expressed as

QDCAT�TPSS

QE�TPSS
¼ 1

N2 ð9Þ

3.4 Voltage Drop and Power Loss of Power Supply Lines

Based on the equivalent models of E-TPSS and DCAT-TPSS, the average voltage
drop and power loss of power supply lines can be expressed as

DVE�TPSSavg ¼
1
l

Z l

0

DVE�TPSSdx ¼ lRIo
3

ð10Þ

DPE�TPSSavg ¼
1
l

Z l

0

DPE�TPSSdx ¼ lRI2o
3

ð11Þ

DVDCAT�TPSSavg ¼
1
N

XN�1

N1¼0

N
l

ZðN1 þ 1Þl
N

N1 l
N

DVDCAT�TPSSdx

0
BB@

1
CCA ¼ ðN þ 3ÞlRIo

12N
ð12Þ

DPDCAT�TPSSavg ¼
1
N

XN�1

N1¼0

N
l

ZðN1 þ 1Þl
N

N1 l
N

DPDCAT�TPSSdx

0
BB@

1
CCA ¼ ðNþ 3ÞlRI2o

12N
ð13Þ
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So the average voltage drop ratio and power loss ratio of DCAT-TPSS to
E-TPSS are expressed as

DVDCAT�TPSSavg

DVE�TPSSavg
¼ DPDCAT�TPSSavg

DPE�TPSSavg
¼ N þ 3

4N
ð14Þ

From the mathematical analysis of DCAT-TPSS and E-TPSS, DCAT-TPSS can
solve the rail potential, stray current and leakage charge issues effectively compared
with E-TPSS, and reduce the voltage drop and power loss of the power supply lines
additionally, which means DCAT-TPSS can improve power distance and power
efficiency of the substations.

Compared with E-TPSS, if the rail is divided into N sections in DCAT-TPSS, it
can be concluded as: (1) the maximum rail potential ratio is 1/N; (2) the maximum
stray current ratio is 1/N2; (3) the leakage charge ratio is 1/N2; (4) the average
voltage drop ratio and power loss ratio are (N + 3)/4. As can be seen in Fig. 6, with
increasing the number N of sections (i.e. add one to the number of DCATs), the
effect of DCAT-TPSS will be better. With comprehensive consideration of the
effect and the cost of DCAT-TPSS, the recommended number of sections is 3 to 5
under the different distance between the substations.

4 Simulation Results

In order to validate the above mathematical analysis, build DCAT-TPSS as shown
in Fig. 1, and E-TPSS in Matlab software, which are based on grounded system.
DCAT’s EMT adopts the type A (i.e. the resonant cell), and the main parameters of
DCAT-TPSS and E-TPSS are given in Table 1. To simplify the analysis, all the
components are assumed ideal.
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Figure 7 shows the comparison about the rail potential and stray current, when
the train is running on the midpoint of the rail. The rail potential at position of the
train achieves the maximum value, and the stray current at position of the sub-
stations achieves the maximum value. Figure 8 shows the comparison about the
sum of leakage currents, leakage charge, voltage drop and power loss, when the
train runs from the substation1 to the substation2. The sum of leakage currents,
the voltage drop and power loss achieve the maximum value when the train is
running at midpoint of the rail, and the leakage charge achieves the maximum value
when the train is running at right substation (i.e. the end of the travel).

The simulation results are consistent with the mathematical results, which proves
the correctness of the mathematical analysis. The simulation results show that
DCAT-TPSS can effectively solve the problems of rail potential and stray current,
and reduce the voltage drop and power loss of the power supply lines.
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Table 1 Simulation parameters of DCAT-TPSS and E-TPSS

Parameters

Vin 750 V

Io 2000 A

R 30 mX/km

RG 15X km

l 3 km

v 120 km/h

The number of DCAT 4
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5 Conclusion

DCAT-TPSS has been described and demonstrated in this paper. Mathematical
analysis and simulation results show that, DCAT-TPSS may solve rail potential and
stray current issues by transferring the traction current from the rail to the negative
feeder, and reduce the voltage drop and power loss additionally with the voltage
level of power supply lines doubling, which effectively proves that DCAT-TPSS
has a promising application prospect in DC railways.
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An Optimized Method
for the Energy-Saving of Multi-metro
Trains at Peak Hours Based on Pareto
Multi-objective Genetic Algorithm

Muhan Zhu, Yong Zhang, Fei Sun and Zongyi Xing

Abstract Urban rail train starts and brakes frequently in it’s movement. It is
important to improve the utilization efficiency of electric energy and reduce the
traction energy consumption in the field of metro transit. At peak hours, the overlap
time between two trains in the same power supply interval is longer and there is
much more renewable energy generated by the train’s braking due to a large
increasement in passenger flow and the number of departure. In this paper, a
method based on pareto multi-objective genetic algorithm is proposed to optimize
energy consumption. By optimizing the stopping time of trains in each station, train
schedule is optimized and the regenerative braking energy can be used more
efficiently.

Keywords Train energy-saving � Multi-objective optimization
Genetic algorithm � Train timetable optimization

1 Introduction

Urban rail transit traction energy consumption occupies a larger proportion in the
social power consumption demand. Considering subway train’s traction perfor-
mance and it’s characteristic of frequent start and stop, energy-saving slope and
regenerative braking [1, 2] can greatly improve the utilization efficiency of elec-
tricity. At present, the research on regenerative braking energy mainly includes
installing energy absorption device [3], designing and developing contravariant
feedback device [4, 5], optimizing metro train’s timetable and so on. The opti-
mization of train schedule has gained many achievements which is both economical
and practical.
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Yang et al. [6] took stop time as the control variable, the maximization of
overlap time as the objective function, established an integer programming model
and used genetic algorithm to solve this problem. PeñaAlcaraz et al. [7] adopted the
method of mixed integer programming to optimize the off-peak hours train
schedules. Nasri et al. [8] took stop time as the optimized object, established an
objective function aimed at maximizing the exchange of energy between two trains
and built an optimal model combined with genetic algorithm. Feng Jia et al. [9]
established a kind of schedule optimization model considering the regenerative
energy, an adjusted energy saving model based on passenger flow volume, a
traction energy consumption and transport efficiency assessment model respectively
and illustrated the result based on some cases. This paper adopts Pareto
multi-objective genetic algorithm and builds an energy-saving optimization model
of multi-trains at peak hours.

2 Pareto Multi-objective Genetic Algorithm

2.1 Multi-objective Optimization

The optimal control for train’s energy saving is a typical multi-objective opti-
mization problem, it’s mathematical model can be described as:

MinFðxÞ ¼ ½f1ðxÞ; f2ðxÞ; f3ðxÞ; . . .; fnðxÞ�
s:t:

hiðxÞ ¼ 0; 0� i� I
gjðxÞ� 0; 0� j� I

�8<
: ð1Þ

where x ¼ ½x1; x2; . . .; xl� are control variables; FðxÞ are optimization objectives;
hiðxÞ and gjðxÞ are equation constraint and inequation constraint.

2.2 Pareto Non-dominated Solution

x 2 S are feasible solutions of multi-objective optimization problem, if and only if
there doesn’t exist any y � x in S, which means x are non-dominated individuals in S,
x are the Pareto non-dominated solutions [10] for multi-objective optimization
problem.

2.3 NSGA-II Algorithm

NSGA-II [11] is an improved algorithm based on NSGA. The algorithm steps are
listed below.
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Step 1: Initialize parameters.
Step 2: Generate initial population randomly.
Step 3: Solve fitness value.
Step 4: Do non-dominated sorting and calculate individual’s congestion distance
Step 5: Select elite individual and merge them with parent population.
Step 6: Do crossover and mutation operations and obtain a new population.
Step 7: If the interaction has not reached the maximum times, go back to step 4,

if not, finish the interaction calculation.

3 Multi-train Energy-Saving Optimization Model

Multi-train’s movement at peak hours is a complicated problem [12]. To simplify
the energy-saving problem, we need to make the following assumptions:

• The regenerative braking electricity energy can only be used by the accelerated
trains in the same power supply interval.

• The power supply system of two lines is separated, trains in one line don’t use
the braking energy generated by other trains in different lines.

• Trains running in the same direction between two stations share the same
running time and stop time.

• All the trains in one line share a same model, we suppose that train’s weight
equals to a constant and ignore the change of passengers on the train.

3.1 Model of Train’s Movement

At peak hours, adjacent trains can run cooperatively and utilize the regenerative
braking energy to an extreme through optimizing trains’ stop time under the con-
dition of keeping the running time between intervals constant. In the same power
supply interval, the longer the overlap time of two trains is, the more energy
generated by trains in braking state can be utilized by other tractive trains.

In the same traction power supply interval, the running situations of former and
latter trains can be divided as follows:
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(1) Situation 1

The former train accelerates to drive out of the station and the latter train brakes
to drive into the station. There are four cases in this situation:

Case 1: The former train has ended up accelerating, while the latter train has not
yet started braking, the overlap time is zero.

Case 2: The former train has not yet started accelerating, while the latter train has
ended up braking, the overlap time is zero.

Case 3: The time that former train stops accelerating is earlier than the time that
latter train stops braking. This case is shown in Fig. 1.

Case 4: The time that latter train stops braking is earlier than the time that former
train stops accelerating. This case is shown in Fig. 2

ja1
ja2

ja3
ja4

former train j

1
1
ja 1

2
ja

latter train j+1

1
3
ja 1

4
jaja1

ja2
ja3

ja4

former train j

v

t1
1
ja 1

2
ja

latter train j+1

1
3
ja 1

4
ja

Fig. 1 Former train stops
accelerating earlier than latter
train stops braking

ja 1
ja 2

ja 3
ja4

former train j

v

t1
1
ja 1

2
ja

latter train j+1

1
3
ja 1

4
ja

Fig. 2 Latter train stops
braking earlier than former
train stops accelerating

188 M. Zhu et al.



The calculating formula of overlap time for situation 1 is summarized as follows:

F1 ¼
0 a j

2 � ajþ 1
3

min½Tjþ 1
z ; ða j

2 � ajþ 1
3 Þ� a j

1\ajþ 1
3 � a j

2

min½T j
a ; ðajþ 1

4 � a j
1Þ� ajþ 1

3 \a j
1 � ajþ 1

4

0 ajþ 1
4 � a j

1

8>>><
>>>:

ð2Þ

where F1 is the overlap time of adjacent trains in case 1, a j
1 and a

j
2 are the time that the

jth train starts and stops accelerating, a j
3 and a

j
4 are the time that the jth train starts and

stops braking, T j
a and T j

z are the accelerating and braking time of the jth train.

(2) Situation 2

The second situation is the former train brakes to drive into the station and the
latter train in different interval accelerates to drive out of the station. There are also
four cases in this situation.

Case 1: The former train has ended up braking, while the latter train has not yet
started accelerating, the overlap time is zero.

Case 2: The former train has not started braking, while the latter train has
stopped accelerating, the overlap time is zero.

Case 3: The former train stops braking earlier than the latter train stops accel-
erating, this situation is shown in Fig. 3.

Case 4: The latter train stops accelerating earlier than the former train stops
braking, this situation is shown in Fig. 4.
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Considering these two trains are running in different intervals, they may working
in various power supply interval. It is necessary to judge whether these two trains
are running in the same interval. The calculating formula of overlap time for
situation 2 is summarized as follows, k ¼ 1 signifies these two trains are running in
the same power supply interval, k ¼ 0 signifies they are not running in the same
power supply interval.

F2 ¼

0 a j
4 � ajþ 1

1

min½Tjþ 1
a ; ða j

4 � ajþ 1
1 Þ� � kðj; jþ 1Þ a j

3\ajþ 1
1 � a j

4

min½T j
z ; ðajþ 1

2 � a j
3Þ� � kðj; jþ 1Þ ajþ 1

1 \a j
3 � ajþ 1

2

0 ajþ 1
2 � a j

3

8>>>>><
>>>>>:

ð3Þ

3.2 Objective Function and Constraint Condition

Take the utilization amount of regenerative braking energy as the optimization
objective and stop time as the control variable. The objective function f1ðxÞ is:

f1ðxÞ ¼
XN�1

i¼1

XM
m¼1

F1ðhiðxÞ; dmðxÞÞþ kði; iþ 1Þ � F2ðhiðxÞ; dmðxÞÞ½ � ð4Þ

where M is the amount of power supply intervals, N is the amount of trains running
in one direction per hour at peak hours. hi is the departure interval of the ith train, dn
is train’s stop time in nth station.

The objective function f2ðxÞ related to total running hours is:

f2ðxÞ ¼
XK
k¼1

ðdkðxÞÞþ
XK�1

j¼1

ðTjðxÞÞ
" #

ð5Þ

where dk is train’s stop time in Kth station, Tj is train’s running time in jth interval.
In order to ensure train running in the normal working condition, take safety index,
accurate parking index, comfort index as the constraint condition.

Constraint condition g1ðxÞ related to safety index is:

g1ðxÞ ¼ K V ¼ 0 ð6Þ

where K_V is the flag of speeding, K_V = 0 signifies not speeding, K_V = 1 sig-
nifies speeding.
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Constraint condition g2ðxÞ related to stop time is:

ldi � g2ðxÞ ¼ dn � udi ð7Þ

where ldi and udi are the minimum and maximum value of stop time respectively.
Constraint condition g3ðxÞ related to departure interval is:

lh � g3ðxÞ ¼ hi ¼ 3600
N

� �
ð8Þ

where 3600
N

� �
is the integer of departure interval, lh is the safe departure interval time.

3.3 Solve Optimization Model

The specified steps of solving multi-train energy-saving optimization model based
on Pareto multi-objective genetic algorithm are listed below.

Step 1: Input basic parameters and initialize population.
Step 2: Solve the fitness value of overlap time and total running time.
Step 3: Do non-dominated sorting and calculate individual’s congestion.
Step 4: Select elite individual, generate progeny population.
Step 5: Merge elite population with parent population and obtain a new

population
Step 6: Do crossover and mutation operation, obtain a new generation.
Step 7: If the interaction has not reached the maximum times, go back to step 2,

if not, go to step 8.
Step 8: Save the most optimal Pareto non-dominated solution.
Step 9: Obtain new stop time and timetable after optimization.

4 Experiment Analysis

Take the data of Guangzhou metro line No. 7 for energy-saving optimization
simulation analysis. The selected peak hours is from 7 a.m. to 8 a.m. The power
supply interval is divided into 6 sections. The expected departure number of trains
in up and down lines is 18 respectively from 7 a.m. to 8 a.m. The related para-
meters settings is shown in Tables 1 and 2.

The simulation result is shown in Fig. 5 and the comparison of schedule between
before and after optimization is shown in Table 3.
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As shown in Table 3, after the optimization, stop time in Shibi station reduced
from 30 to 29 s, stop time in Hanlong changxi station added from 30 to 31 s, stop
time in other stations kept unchanged, the total running time remained unchanged
but the total overlap time was 1462 s which had raised 53.6% compared with 952 s
before optimization.

Table 1 Simulation parameters for train’s running

Parameter Value

Train length (m) 118.32

Maximum speed (km/h) 80

Maximum acceleration (m/s2) 1.2

Transfer efficiency of regenerative braking energy 0.7

Simulation time step (s) 0.01

Table 2 Total running time and stop time settings

Parameter Total running
time

Maximum stop
time

Minimum stop time

Transfer
station

Non-transfer
station

Value (s) 1385 60 30 25

Fig. 5 Trains running simulation result
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Analyze the influence factor of the utilization of regenerative energy, we can
draw a conclusion that the departure interval affects the utilization. Departure
interval is inversely proportional to the number of departure in per hour. The
change of departure interval can result in a corresponding changing in timetable
(Table 4).

Take the data in metro line No. 7 as an example, analyze the relations between
departure interval and overlap time.

When the departure interval reduced from 200 to 163 s, the total overlap time
raised from 1462 to 2121 s, when departure interval reduced from 200 to 120 s, the
total overlap time raised from 2121 to 5495 s. departure interval has a great
influence to the total overlap time. The comparison between each train’s average
overlap time before and after optimization is shown in Fig. 6.

Table 3 Optimal departure timetable

Before optimization (s) After optimization (s)

Station Arrival Departure Stop Travel Arrival Departure Stop Travel

Guangzhou south 200 235 35 80 200 235 35 80

Shibi 315 345 30 121 315 344 29 121

Xiecun 466 491 25 133 465 490 25 133

Zhongcun 624 649 25 108 623 648 25 108

Hanxi changlong 757 802 45 132 756 801 45 132

Hezhuang 933 963 30 155 932 963 31 155

Guantang 1118 1153 35 143 1118 1153 35 143

Nancun 1296 1331 35 218 1296 1331 35 218

Daxuecheng
south

1549 1584 35 1549 1584 35 80

Running time 1385 1385

Overlap time 952 1462

Table 4 Relations between departure interval and overlap time

Departure interval (s) 200 163 120

Initial total overlap time (s) 952 1911 4963

Initial average overlap time (s) 52.9 86.9 165.4

Optimal overlap time (s) 1462 2121 5495

Average optimal overlap time (s) 81.2 96.4 183.2

Optimization rate 53.5% 10.9% 10.8%
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5 Conclusion

This paper proposed a method for multi-train energy saving based on Pareto
multi-objective genetic algorithm. The approach of optimizing train’s timetable is
easy to operate and this method can make the best of regenerative braking energy
and reduce total energy consumption in the process of train’s running. The simu-
lation result indicates the rationalization and feasibility of this optimization method.
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Optimized Discrete Model Based Model
Reference Adaptive System for Speed
Sensorless Control

Shaobo Yin, Yuwen Qi, Yi Xue, Huaiqiang Zhang and Dongyi Meng

Abstract In this paper, an improved inductive motor model reference adaptive
system (MRAS) is proposed based on an optimized full-order adaptive observer. By
using of an optimized discrete model of induction motor, the proposed method can
be applied to the condition of low switching frequency. The rotor speed is calcu-
lated by an adaptive scheme and used as the feedback signal for vector control. The
simulation results show that the modified version of MRAS enables accurate and
stable performance of speed sensorless control.

Keywords Traction inverter � Sensorless control � Vector control
Discrete model

1 Introduction

Speed sensorless vector control technique has the advantage of reducing the
hardware cost and increasing the robustness of system [1]. While the flux obser-
vation and speed estimation are the key points of speed sensorless control. The
orientation of the flux will affect the performance of the control system, where the
flux observation plays the most important role [2].

Thus far, there are so many schemes for speed sensorless control of induction
motor. Such as the open loop speed estimation based on motor dynamic model [3],
model reference adaptive system (MRAS) [4, 5], rotor speed estimation through
high frequency signal injection [6], extend Kalman Filter method [7] and sliding
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mode control [8]. Most of these strategies are based on the motor model in con-
tinuous domain, which are not suitable for low switching frequency control period.
In general, traction inverters have low switching frequency, as well as the control
algorithm. Then first-order Euler discrete method will not be applicable because it
will cause instability during the high speed range.

In this paper, an improved MRAS by using of optimized discrete model is
proposed, which maintains stable in high speed region and achieves good perfor-
mance of speed sensorless control in the condition of low switching frequency. The
simulation results are given based on the actual metro traction system for validation.

2 Control Strategy of Speed Sensorless

Speed sensorless control for traction motor can be shown in Fig. 1. Unlike con-
ventional vector control, speed information for speed sensorless vector control is
not obtained by mechanical speed sensor, but by mathematical model. Therefore,
accurate speed estimation is the key to speed sensorless vector control.

3 Speed Adaptive Flux Observer

As shown in Fig. 2, the adaptive state observer estimates the states and the rotor
speed x̂r, by regulating the value of x̂r in the matrix Â to eliminate the error

Fig. 1 Speed sensorless vector control block diagram of traction system
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between actual stator current is and estimated stator current îs. The adaptive scheme
for estimating the rotor speed is added to the observer. By using of Lyapunov
theory, we can get the equation of the adaptive scheme.

3.1 Flux Observer of Induction Motor

In the stationary reference frame, the induction motor can be described by the
following state equation:

_X ¼ AX þBVs ð1Þ

where X ¼ ½isa isb wra wrb�T ; Vs ¼ ½Usa Usb 0 0�T

isa; isb, Usa; Usb, are the a and b components of stator current and voltage,
respectively.

The coefficients of the state equation can be expressed as

Fig. 2 Block diagram of adaptive flux observer
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A ¼

L2r Rs þ L2mRr

LrðL2m�LsLrÞ 0 �LmRr
LrðL2m�LsLrÞ

�Lmxr
ðL2m�LsLrÞ

0 L2r Rs þL2mRr

LrðL2m�LsLrÞ
Lmxr

ðL2m�LsLrÞ
�LmRr

LrðL2m�LsLrÞ
LmRr
Lr

0 �Rr
Lr

�xr

0 LmRr
Lr

xr
�Rr
Lr

2
6666664

3
7777775

B ¼

1
rLs

0

0 1
rLs

0 0

0 0

2
66664

3
77775

ð2Þ

where, wra, wrb are the a and b components of rotor flux;Rs, Rr are the stator and
rotor resistances; Ls, Lr are the stator and rotor self inductances; Lm is the mutual
inductance; r is the leakage coefficient and r ¼ 1� L2m

�ðLsLrÞ; and xr is the motor
angular frequency.

Then the state observer for estimating the stator current and the rotor flux can be
written as:

d
dt

X̂
� � ¼ ÂX̂ þBVs þGðîs�isÞ ð3Þ

By replacing the actual speed xr with estimated speed x̂r in state equation A to
get the new state equation Â which is used for rotor speed and flux observation.

To make the adaptive observer stabilize in usual operation, the feedback gain
matrix G is calculated to make sure that observer poles is as k times (k� 1) as the
poles of the induction motor, as shown in (4).

G ¼

ðk � 1Þð 1sr þ 1
s0r
Þ ðk � 1Þx̂r

�ðk � 1Þx̂r ðk � 1Þð 1sr þ 1
s0r
Þ

rr
kr
ððk2 � 1Þð1� k1Þ � ðk � 1Þð1þ s0r

sr
ÞÞ � rr

kr
ðk � 1Þx̂rs0r

rr
kr
ðk � 1Þx̂rs0r

rr
kr
ððk2 � 1Þð1� k1Þ � ðk � 1Þð1þ s0r

sr
ÞÞ

2
666664

3
777775

ð4Þ

where sr ¼ Lr
Rr
; kr ¼ Lm

Lr
; rr ¼ Rs þ k2r Rr; k1 ¼ krLm=ðrrsrÞ; s0

r ¼ rLs=rr
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3.2 Optimized Discrete Model for Adaptive Scheme

It can be seen from (3) that the x̂r is included in the matrix Â of the state observer,
so the following scheme for the speed estimation can be derived by using
Lyapunov’s theory [9] as

x̂r ¼ kpðeisaŵrb � eisbŵraÞþ ki

Z
ðeisaŵrb � eisbŵraÞdt ð5Þ

where eisa ¼ isa � îsa; eisb ¼ isb � ^isb. kp and ki are PI parameters of speed
estimation.

By discretizing the equations of stator current and rotor flux in the stator and
rotor coordinate systems, respectively, the optimized discrete model can be
achieved like:

îsaðkþ 1Þ
^isbðkþ 1Þ

ŵraðkþ 1Þ

ŵrbðkþ 1Þ

2
666666664

3
777777775
¼

1þTs
L2r Rs þ L2mRr

LrðL2m�LsLrÞ 0 Ts �LmRr
LrðL2m�LsLrÞ Ts

�Lm xr
^ ðkÞ

ðL2m�LsLrÞ

0 1þ Ts
L2r Rs þL2mRr

LrðL2m�LsLrÞ Ts
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�LmRr

LrðL2m�LsLrÞ
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2
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ð6Þ

By using (5) and (6), estimated x̂r and rotor flux are obtained. The accuracy of x̂r

plays an important role in the output torque of induction motor. While the optimized
discrete model improves the discrete accuracy, and can estimate the rotor speed with
less error, then good performance of speed sensorless control can be achieved.

Table 1 Main parameters of
the traction induction motor

Parameters Value

Rated line voltage VN 550 V

Rated stator current IN 240 A

Rated power PN 180 kW

Rated stator frequency fN 77 Hz

Stator self-inductance Ls 0.01076 H

Rotor self-inductance Lr 0.01076 H

Magnetizing inductance Lm 0.010184 H

Stator resistance Rs 0.027027 X

Rotor resistance Rr 0.028424 X
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4 Simulation Results

In order to verify the proposed speed sensorless control strategy, a simulation model
was built in MATLAB/Simulink based on an actual traction motor, and the main
parameters are given in Table 1. The modulation method adopts hybrid method
[10]. The simulation results are shown in Figs. 3, 4 and 5.

A constant torque commend of 500 Nm is given to the motor. Then the motor
speed up from 0 to 100 Hz.

Fig. 3 Observation results of rotor flux
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From Fig. 3, compared to the results of traditional first-order forward Euler
model,the observed rotor flux of ŵra obtained by optimized discrete model is close
to the actual value of ŵra. And from the enlarged view of observation results, the
waveforms of rotor flux is smooth and sinusoidal, from low speed to high speed, the
discrete adaptive model achieves a good result.

From the Fig. 4, based on the traditional Euler discrete model, the estimated rotor
speed calculated by the purposed speed adaptive scheme becomes unstable during
high speed range, while under the same conditions, the optimized discrete model
maintains stable and get the rotor speed accurately during the whole speed range.

By replacing the measured speed with the estimated speed using optimized
discrete model, the vector control strategy shows good performance as shown in
Fig. 5. The output torque is stabilized in about 500 Nm, there is no phenomenon of
reduced or elevated torque compared to the results of traditional Euler discrete
model, and the stator current and actual rotor speed are stable during the acceler-
ation process.

5 Conclusion

This paper used modified version of the model reference adaptive system to esti-
mate the actual speed accurately. There is little influence on torque performance
when the estimated speed is used for vector control. The optimized discrete model
is stable in the whole speed region for speed sensorless control compared to tra-
ditional Euler discrete model. The simulation results verify the validity of the
proposed method.
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NPV Control Method by Injecting
Zero Sequence Voltage for Three
Level NPC Inverter

Bo Gong and Yang Liu

Abstract The relationship of the zero sequence voltage and the neutral point
voltage (NPV) is studied based on SPWM, in this paper. A new NPV control
scheme by injecting a simple zero sequence voltage is proposed. The presented
method does not require large collection of current and voltage signals, so it is very
easy to implement. And the validity of the NPV control method is verified based on
Matlab platform.

Keywords Zero sequence voltage � NPV � Control scheme � SPWM

1 Introduction

The NPV imbalance is an inherent problem of Neutral Point Clamped
(NPC) three-level inverters. Many control methods are used to maintain the NPV
balance [1–3]. Most of them are based on SVPWM and SPWM [4, 5].
For SVPWM, four types vectors are defined: large vectors, medium vectors, small
vectors, and zero vectors. There are two redundant states positive and negative for
each small vector, they have the same effect on the synthetic voltage vector, but
their effect on the MPV is the opposite. So, the positive small vector and negative
small vector are selected for NPV control [6]. But there are many combinations of
switch states, resulting in very complex computation. For SPWM, usually, the NPV
is controlled by superimposing the zero sequence component to the modulation
wave [7]. The bias term and an offset are added to command voltage for synthe-
sizing two auxiliary waves. Two auxiliary waves are used to balance the NPV [8].
However, the methods need a lot of parameters.

In this paper, the relationship of the zero sequence voltage and the NPV is
discussed, and a NPV control scheme by injecting a simple zero sequence voltage
based on SPWM is proposed. The zero sequence voltage used in this paper is very

B. Gong (&) � Y. Liu
Wuhan Institute of Marine Electric Propulsion, CSIC, Wuhan, China
e-mail: 151701728@163.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture
Notes in Electrical Engineering 482, https://doi.org/10.1007/978-981-10-7986-3_21

205



easy to implement with few parameters of the systems, Simulation results based on
Matlab platform show that the balance of NPV can be maintained well by using the
proposed method.

2 Instantaneous Volatility of NPV Analysis

The NPV unbalance can be represented as

dUc ¼ Uc1 � Uc2 ¼ iatao þ ibtbo þ ictco
C

ð1Þ

where tao, tbo, tco are the zero state time, tjoðj = a, b, c) can be represented as

tjo ¼
1� uj ðuj � 0Þ
1þ uj ðuj\0Þ

(
ð2Þ

As shown in Fig. 1, a voltage modulation wave cycle is divided into six ranges.
Assumed the injected zero sequence component is uz, then in range I, the

instantaneous volatility of NPV can be expressed as

DUc ¼ iað1� ua � uzÞþ ibð1þ ub þ uzÞ þ icð1� uc � uzÞ
C

¼ m� Im
C

� ½� cosu
2

� cosð2� xt � 4p
3
� uÞ� þ 2� Im � uz

C
� sinðxt � 2p

3
� uÞ
ð3Þ
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Following the same method, the NPV transient expression by injecting
zero-sequence component in other ranges are shown as below (Table 1).

Therefore, NPV can be controlled by selecting the appropriate zero sequence
voltage.

3 NPV Balance Control Method

A new SPWM scheme based on adding simple a zero sequence signal to the
modulation waves is proposed in this paper for NPV balance control. Maintaining
the NPV can be accomplished by changing the amplitude and phase of the zero
sequence signal. In the scheme, the modulation waves are changed. The zero
sequence signal uz is expressed by following expressions:

uz ¼ 8� K � ua � ub � uc � ðua � ubÞ � ðub � ucÞ � ðuc � uaÞ
3

ffiffiffi
3

p � m5
ð4Þ

Let K be the changing coefficient, uz should be limited within [−m/4, m/4] to
prevent excessive changes in the modulated wave, therefore, the range of K is [−1,
1]. The greater the K is, the better the NPV control effect is.

The changed modulation waves are

ua ¼ m sin xtþ uz
ub ¼ m sinðxt � 2

3 pÞþ uz
uc ¼ m sinðxt � 4

3 pÞþ uz

8<
: ð5Þ

The changed modulation waves are shown in Fig. 2.

Table 1 The instantaneous volatility of neutral point voltage

Range Instantaneous volatility of neutral point voltage

I m�Im
C � ½� cosu

2 � cosð2� xt � 4p
3 � uÞ� þ 2�Im�uz

C � sinðxt � 2p
3 � uÞ

II m�Im
C � cosu

2 þ cosð2� xt � uÞ� �� 2�Im�uz
C � sinðxt � uÞ

III m�Im
C � � cosu

2 � cosð2� xt � 2p
3 � uÞ� �þ 2�Im�uz

C � sinðxt � 4p
3 � uÞ

IV m�Im
C � cosu

2 þ cosð2� xt � 4p
3 � uÞ� �� 2�Im�uz

C � sinðxt � 2p
3 � uÞ

V m�Im
C � � cosu

2 � cosð2� xt � uÞ� �þ 2�Im�uz
C � sinðxt � uÞ

VI m�Im
C � cosu

2 þ cosð2� xt � 2p
3 � uÞ� �� 2�Im�uz

C � sinðxt � 4p
3 � uÞ
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4 Simulation Results

To verify the effectiveness of the proposed method, a NPV control model is built
based on Matlab. To make the NPV unbalance, a resistor is connected in parallel to
C2. The NPV control works at 0.2 s in the simulation.

As shown in Fig. 3, dUc shift away from zero at first, when the control method
works at 0.2 s, the regulation of NPV balance works quickly. And dUc is controlled
to be zero. The modulation index is 0.8 in Fig. 3a, b, but K is different. In
Fig. Figure 3a, K = 1, and in Fig. 3b, K = 0.5, it is clearly that the greater the K is,
the better the NPV control effect is, which is the same as the theoretical analysis. In
Fig. 3c, the modulation index is 0.4, and K = 1, the NPV is controlled to be balance
quickly even at low modulation index, it is proved that this control method is
effective at different modulation index.
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5 Conclusions

In this paper, a simple zero sequence voltage injecting method is proposed to
maintain the NPV balance. Compared to other zero-sequence signal injection
neutral point voltage control method, the present method does not require a large
collection of current and voltage signals, so it is very easy to implement, and the
simulation results show the effectiveness of the proposed method.
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Analysis on the Vehicle Network
Harmonic Oscillation and Its Influencing
Factors of China’s Electrified Railway

Yue Xu, Peng Lin, Shihui Liu, Fei Lin and Zhongping Yang

Abstract With the rapid development of China’s electrified railway, vehicle net-
work harmonic oscillation attracts more attention. The four-quadrant converter is an
important part of the traction drive system. Based on its main circuit and control
strategy, different vehicle network harmonic oscillation are classified by the
mechanism and frequency into mediate-frequency harmonic oscillation and high-
frequency harmonic oscillation. Their control loop transfer function are established
separately and their main influencing factors are analyzed. Use the main circuit
parameters of China’s electrified railway to establish a Simulink model. Analyze
current wave and its FFT result to compare the harmonic oscillation situation. The
simulation results verify the correctness of the analysis.

Keywords Four-quadrant converter � Vehicle network � Electrified railway
Harmonic oscillation � Influencing factors

1 Introduction

Traction converter in high-speed train traction drive system mainly uses pulse width
modulation. With the large-scale use of high-speed trains, phenomenon of sub-
station tripping, arrester burned, train outage and other accidents caused by har-
monic oscillation have occurred sometimes. In 2009, CRH2 EMU run in Hefei to
Longcheng line, where 850 Hz oscillation occurred [1]. In 2011, in Xuzhou East—
Bengbu South pilot section of the Beijing-Shanghai high-speed railway, CRH380
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in the test process occurred 4750 Hz grid voltage oscillation [2]. Analysis of
oscillation and its influencing factors is meaningful to avoid such accidents.

The research on the harmonic oscillation in the vehicle network is generally
analyzed in both trains and traction networks. In the domestic and international
research, the traction network model is mainly considered as the Thevenin equiv-
alent circuit model [3, 4], so the traction network model as a high-speed train power
supply is represented by the ideal infinite voltage source and the impedance in
series. High-speed train traction drive system is composed of traction transformer,
four quadrant converter, inverter and multiple motors. The support capacitor in the
middle DC side of the system is large. It is generally believed that the post-inverter
harmonics do not affect the forefront, so we focus on the impact of the four
quadrant converter [5–8].

The oscillation frequency is distributed in each frequency band, some are the
converter harmonic characteristics frequency, and some are caused by improper
converter control parameters [10–14]. In this paper, based on the analysis of the
four-quadrant converter, China’s electrified railway vehicle network harmonic
oscillation and its influencing factors are analyzed from two aspects, mediate fre-
quency (between power frequency and switching frequency), and high frequency
(above switching frequency). And the correctness of the analysis is verified by the
simulation.

2 Circuit Model

2.1 Topology of Four-Quadrant Converter

Considering the isolation effect of the DC link of the traction converter, the
single-phase four quadrant converter is considered as the key link of the coupling
between the high-speed train traction drive system and the traction network. At the
same time, the strong nonlinearity of the system determines the complexity of its
harmonic components.

Figure 1 is the main circuit structure of four-quadrant converter. Where, S1–S4
are semiconductor switching devices; L is ac-side inductor; Cd is dc support

+

_

L

ug ur udc

Cd
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S3

S4

+
_
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Fig. 1 Main circuit structure
of four-quadrant converter
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capacitor; ug is grid voltage, ur is converter ac-side voltage; ig and io are respec-
tively the grid current and load current; udc and idc are respectively the dc output
voltage and dc current [14].

2.2 Control Strategy of Single-Phase 4Q Converter

The current control strategy [15] of single-phase 4Q converter has been shown in
Fig. 2. Ud

* is for the DC-link voltage command, and Ud is represented for the DC
output voltage sampled value, and the current command (im

* ) amplitude is derived
from the PI controller output, and the current command phase is from the input
voltage source sampled value.

3 Mediate-Frequency Harmonic Oscillation

3.1 Theoretical Analysis

Considering the digital control delay, the transfer function block diagram in discrete
domain can be derived as Fig. 3 [16].
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H1ðzÞ ¼ ð2Kp þKiTsÞzþKiTs � 2Kp

2ðz� 1Þ ð1Þ

H2ðzÞ ¼ ðMUd sinu� xLmImÞ cosuTsRLðzþ 1Þ
sinu½ðRLTsMþ 4RLUdCd þ 2TsUdÞzþRLTsM � 4RLUdCd þ 2TsUd�

ð2Þ

H3ðzÞ ¼ T2
s ðzþ 1Þ2

ð4LgCg þ cosu1T2
s Þz2 þð�8LgCg þ 2 cosu1T2

s Þzþ 4LgCg þ cosu1T2
s

ð3Þ

The current loop proportional coefficient K is the most important parameters.

3.2 Simulation Analysis

Use the main circuit in China as shown in Table 1 to establish a Simulink model.
For the nominal loaded simulation model, with gradually increasing K, the

simulation waves and FFTs have been shown in Figs. 4 and 5.
When the sampling frequency of the digital control is 1250 Hz, if the gain of the

current loop reaches the critical value of the bifurcation, the current waveform has
obvious 200 Hz harmonic. When the digital control sampling frequency is
5000 Hz, the current loop gain of 800 Hz harmonics appear in current waveform
bifurcation critical value.

The mediate-frequency harmonic oscillation generated by the four quadrant
converter is mainly related to the current loop proportional coefficient of the
transient current control strategy, the harmonic oscillation frequency is positively
correlated with the switching frequency.

Table 1 Main circuit
parameter of a CRH2 EMUs
4Q converter and line
parameter in China

Meaning Symbol Value

Voltage source RMS Um 150 V

DC-link voltage command Ud
* 300 V

AC side inductance Lm 7 mH

DC-link capacitance Cd 3.3 mF

Nominal resistance load RL 200 X

Switching frequency fss 5 kHz

Line equivalent inductance LS 0.1 mH

Line equivalent resistance RS 0.01 X
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Fig. 4 AC-side current waves and FFT results of current wave when the sampling frequency of
the digital control is 1250 Hz. a AC-side current waves with nominal load when the gain of the
current loop below the critical value of the bifurcation b AC-side current waves with nominal load
when the gain of the current loop above the critical value of the bifurcation c FFT results of current
wave when the gain of the current loop above the critical value of the bifurcation
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4 High-Frequency Oscillation

The pulse rectifier is not a linear element. In the process of switching, the voltage
and current in the AC side will contain the harmonic multiple times of the switching
frequency. A harmonic current flows into the traction network, and a certain
oscillation circuit is formed with the traction network and the traction substation,
making the traction substation or train terminal voltage and current amplitude
increased significantly.

There are many factors influencing high frequency harmonics.

4.1 Multiplex Technology

The multiplex technology of the converter is one of the important factors.
The multiplex technology of the converter refers to the way through the trans-

former coupling of a number of the same structure of the converter unit in series or
parallel way combination. Each unit converter uses a common modulation wave,
the phase of the triangular carrier phase of each unit rectifier is staggered with the
same phase angle, namely the carrier phase shifting strategy.

When the multiplex technology is used properly, the harmonic content will be
reduced. It is obviously from Fig. 6 that the multiplex technology will change the
harmonic band. Harmonic frequency shift may also make high frequency oscillation
easier to occur.

In practical applications, due to the delay caused by signal transmission and
other reasons, carrier phase shift angle will have deviation. It will also affect the
harmonic content. In some particular harmonic frequencies, the effect is serious.

From Table 2, it is clearly that if multiple control strategies are applied accurately,
the harmonic content will be ideal and it is less likely to occur oscillation. However,
once carrier phase shift angle exists gross errors, some particular harmonic content
will rise very high, and due to harmonic frequency band is several times of the
switching frequency, it is very easy to trigger oscillation.
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Fig. 5 AC-side current waves and FFT results of current wave when the sampling frequency of
the digital control is 5000 Hz a AC-side current waves with nominal load when the gain of the
current loop above the critical value of the bifurcation b FFT results of current wave when the gain
of the current loop above the critical value of the bifurcation
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4.2 Other Factors

There are also some other factors to affect high-frequency oscillation.
The harmonic band is mainly concentrated in the 2 times and 4 times of

switching frequency. The change of switching frequency will affect the distribution
of harmonic band. After detection and check the inherent frequency of the traction
network, adjusting the value of the switching frequency can make the harmonic
wave of the converter avoid the inherent frequency of the traction network.

Too small transformer inductance will lead to increased harmonic content, and
too large inductance will increases transformer volume. Meeting the basic functions
of the converter, considering the transformer volume within a reasonable range,
increasing transformer inductance in an appropriate area can make current better.

5 Conclusion

Based on the model of four quadrant converter, this paper analyzes the influencing
factors problem of vehicle network oscillation of the China electrified railway from
the following two aspects, mediate frequency and high frequency.

By reasonable setting the current loop parameters, the medium oscillation can be
effectively reduced. High frequency harmonic oscillation has many influence fac-
tors. The multiplex strategy can effectively reduce the harmonic content and change

Fig. 6 FFT results of current wave a when double-converter b when quadruple-converter

Table 2 Under certain circumstances, the harmonic content before and after optimization

Conditions Content of 45th
harmonic (%)

Content of 47th
harmonic (%)

Carrier phase shift angle
exists gross errors

11.3 11.5

Optimize multiple control strategies 0.05 0.28
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the harmonic frequency band to higher frequency. However, if the phase angle is
not set properly, it will lead to the rise of harmonic content. Some particular
harmonic is very easy to trigger oscillation.

Simulation analysis verifies the specific impact of these factors. These analyses
are meaningful to the analysis of the vehicle network oscillation of China’s elec-
trified railway.
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Impact of Rail Transit System on Grid
Power Quality

Zerong Li, Lei Han, Dejing Che and Qingxia Wang

Abstract As the issues of energy security, environmental degradation and traffic
jam becoming more prominent, the rail transit is experiencing an unprecedented
prosperity. However, rail transit is a special load system with “four-non” features
which can cause the decline in power quality of grid, so it is more important to
solve the power quality problems. In this paper, the basic structure of the public
power grid and the power supply system of rail transit are introduced firstly. The
types and characteristics of main loads are summarized, and the influence factors
and potential hazards of the power quality problems are analyzed entirely. Finally,
some solutions are proposed to solve each kind of power quality problems.

Keywords Power quality � Rail transit � Harmonic � SVG

1 Introduction

As the issues of energy security, environmental degradation and traffic jam are
becoming more prominent, China’s transportation system will have a crucial period
in reducing energy consumption, accelerating mode transformation and trans-
portation system modernization in the next five to ten years [1–3]. Meanwhile, the
foreign market is the ‘development blue sea’ of China’s rail transit equipment. As a
transportation means of green environmental protection and large capacity, rail
transit equipment will be the pioneer in the “One Belt and One Road” strategy
which government is implementing energetically. There will be a huge demand
market along the “One Belt and One Road” and its radiation areas. It can be seen
that whether construction speed or construction scale, China’s urban rail transit is
experiencing an unprecedented prosperity.
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However, rail transit is a special load system, and its “four non” features,
namely, non-linear, non-sinusoidal, asymmetrical and non-continuous, will cause
decline in power quality of grid. When it’s serious, it can cause relay protection
device incorrect manipulation, trigger system resonance, small and medium-sized
generator rotor damage, or even large area blackout [4]. Under the background of
the active development of smart grid in China and in the social construction for
resource saving and environment-friendly, it is more important to solve the power
quality problems [5].

Therefore, in this paper, the basic structure of the public power grid and the
power supply system of rail transit are introduced. Then, the types and character-
istics of main loads are summarized, and the influence factors and potential hazards
of the power quality problems were analysed entirely. Finally, the corresponding
solutions are proposed for each kind of power quality problems and the power
quality of electric grid is improved effectively.

2 Power Supply System and Main Loads of Rail Transit

2.1 Public Grid and Traction Power System

As a special user of urban grid, rail transit obtains the electricity from urban grid
directly, without the need for separate power plant. Its power supply methods
include centralized, distributed and hybrid power supply. As shown in Fig. 1, the
urban rail transit uses 110/35 kV set of power supply mode.

In Fig. 1, three phase currents are firstly introduced from the urban grid.
Secondly, the voltage is reduced from 110 to 35 kV in the 110/35 kV main
transformer station by the main transformer. Thirdly, the power is supplied by the
35 kV medium voltage ring to the full traction substation and the lower voltage
transformer. Centralized power supply is conducive to the trail transit to be an
independent system, and easy to manage and operating [6]. This power supply way
is widely used in the world, such as Shanghai, Guangzhou, Nanjing, Hong Kong
and Teheran metro.

2.2 Main Loads

The rail transit power supply system mainly includes traction loads and power
illumination loads. The traction load is an electric vehicle for rail transit, and the
power illumination load is mainly used for communication, signal, ventilation, air
conditioning, lighting and so on.

The traction load is usually powered by DC traction power supply system which
voltage level is 750 V or 1500 V. The DC traction power supply system includes
traction substation, traction network (contact network or contact rail), electric motor
unit, reflux rail, etc. The traction substation converts 35 kV medium voltage to
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1500 VDC or 750VDC by the rectifier unit, then supplies the power for the running
electric motor unit through traction network and reflux through the rail. The
single-set rectifier unit of traction substation adopts three-phase bridge type 12
pulse rectifier mode, and two sets of rectifier units are parallel operation on the same
bus to constitute equivalent 24 pulse rectifier.

Power illumination system are usually powered by 380/220 V voltage grade as
shown in Fig. 2. Low voltage distribution and lighting system adopt three-phase
four-wire distribution mode, and use TN-S ground protection system.

There are more kinds of power illumination loads, including conventional loads
such as lighting, escalator and motor loads such as water supply and drainage
device, air conditioner and ventilation system. There are also some systems which
more sensitive to the power quality such as master control system, control system
and signal system.

3 Power Quality Problems in Rail Transit

3.1 Harmonics

The traction power supply system adopts the rectifier unit to provide DC power to
the train, therefore the harmonics are generated inevitably. The frequency of
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Inverter
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power supply

Contact Net
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Traction power 
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Fig. 1 Power supply system
of urban mass transit
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harmonic current in the rectifier unit is related to the output pulse number of the
rectifier unit. In ideal conditions, the harmonic current generated in the high voltage
side of the rectifier unit is k � (P ± 1) times (P is the pulse number of the rectifier
unit, k is positive integer). The simulation waveform and harmonic spectrum as
shown in Fig. 3. The higher pulse number of the rectifier unit, the less lower-order
harmonics, and the smaller impact on the system.

Some of factors can generate harmonics such as fluctuation of the power supply,
commutation of the rectifier diode, changing of the main loads, starting or braking
of the train, switching of the supply arm, and change of the vehicle, etc.

Low power illumination loads mainly include the ventilation air conditioning in
station, escalators, drainage, ventilation, fire control and the lighting loads of each
station, interval, substation, etc. There are a lot of frequency conversion loads which
can generate amount of harmonics in 5 or 7 times, and more frequency conversion
equipment will be used in future to reduce the energy consumption of the rail transit
system.

The harmonic current can increase the copper loss of the transformer and make
the transformer heat grow up [8]. The harmonic voltage can increase the hysteresis
loss and vortex loss of the power transformer. The harmonics can increase the
dielectric loss of the cable and the power loss on the transmission line, and cause
the temperature of transmission line to high and accelerate the insulation aging.
The influence of harmonics on the capacitor is mainly to make the capacitor
resonate, which lead to harmonic current magnify and result in damage of
capacitor.
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Substation

Station Distribution Substation
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Fig. 2 Power illumination supply system
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3.2 Reactive Power

The reactive power of the system is mainly from main transformer, traction load,
cable and power illumination loads. In the rail transit power supply system, electric
locomotive power supplied by 24 pulse rectifier unit. The rectifier unit have higher
power factor (typically 0.9 above) which follows load condition change. And
various transformers will consume certain perceptual reactive power in the system.
A large number of cable can also generate reactive power.

The higher reactive power can reduce the power factor of the power supply and
distribution system and the voltage of contact network, and increase the loss of lines
and equipment. This can cause the voltage instability, and then damage to the
electrical equipment. Thus power companies have set up a series of penalties for
reactive power as shown in Table 1.

According to the prescribed standards, excess reactive power will lead to
additional economic spending. It is not allowed to ignore the harm of reactive
power problems, and is urgent to solve the reactive power problems.
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4 Management Strategy of Power Quality

4.1 Harmonic Suppression Strategy

The major methods of reducing the harmonic content of power system is to adopt
multi-pulse rectifier circuit, active filter, passive filter and three-phase power factor
correction circuit. To the rail transit system, its general approaches mainly include:

(1) Suppress the harmonics by changing the power supply mode of the power
supply system. For instance, adopting three-level power supply mode to isolate
higher-order harmonic, and the step-down transformer (0.4 kV from 35 kV)
plays an isolation and restrain role of higher-order harmonic caused by the
traction rectifier equipment.

(2) Increase the number of pulsations of the rectifier to reduce and suppress low
frequency harmonic. From Figs. 4 and 5, we can see that after adopting
24-pulse rectifier, the main harmonic frequencies increase form 12 k ± 1 to
24 k ± 1, and THD decreases form 3.57–2.11%.

Table 1 Penalties for reactive power set up by power companies

No. Power factor of average monthly Electricity bills needed to pay (%)

1 Below the calibration 0.05 +2.5

2 Below the calibration 0.1 +5

3 Higher than the calibration 0.05 −1.5

4 Equal to the calibration −2.5
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Fig. 4 Measured harmonic spectrum of 12-pulse rectifier
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(3) Install a filter at the harmonic source to absorb the harmonics of the harmonic
source. But it’s just suitable for the condition when the output power is par-
ticularly high.

(4) Increase the harmonic suppression circuit in the 0.4 kV low voltage system to
eliminate the high harmonics.

4.2 Reactive Compensation Strategy

With the principles of cost savings, energy saving and consumption reducing, based
on the change characteristics of the subway load during day time, the ideal com-
pensation scheme should be able to track the change of the load, random timing
compensation, maintaining voltage stability, so as to meet the biphasic compen-
sation of reactive power in rail transit power supply system.

The capacity of reactive power compensation device in the traction substation
should be reasonable set, otherwise, there will be frequent changes of the reactive
power between sensibility and tolerance, and lead to the public power grid accident
and cause damage.

At present, compensation ways usually used in China are: the shunt reactor is
selected according to the maximum perceptual compensation capacity in the system
light load condition; the parallel capacitor is selected according to the maximum
capacitive compensation capacity.

In order to make up for the deficiency of static reactive compensation, the
dynamic reactive compensation is used at present. Dynamic reactive compensation
devices include: synchronous camera, saturation resistor, static synchronous com-
pensator, active power filter, etc. [9]. In contrast, a better method of reactive
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compensation is to use dynamic reactive compensation technology SVG (Static Var
Generator). As the third reactive compensation technology, the SVG has many
advantages such as high reliability, good safety, low loss, high efficiency operation,
and its power factor compensation value can be to 0.95 * 1.

5 Conclusions

Rail transit system will be the pioneer in the “One Belt and One Road” strategy
which is implemented energetically by the government. The power quality problem
is an important factor in its development and should not be allowed to ignore. In
this paper, the influence factors and potential hazards of the power quality problems
are analyzed entirely. And the corresponding solutions of problems are summarized
to improve the power quality of electric grid effectively.
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A Torque Command Generated Method
of Re-adhesion Control Based on Slip
Acceleration

Long Qi, Guohui Li and Chenchen Wang

Abstract This paper proposes a new method of generating torque command for
re-adhesion control by analyzing the mechanical equations of electric motor and
train. The method of torque command is based on designing the reference slip
acceleration without requiring a lot running control parameters and running test, so
that the slip acceleration of the train in slip/skid state is negative and the amount of
slip velocity can be theoretically determined. The effectiveness of the proposed
method has been confirmed by the numerical simulation with high utilization ratio
of adhesion force.

Keywords Re-adhesion control � Slip acceleration � Adhesion characteristic
Torque command for re-adhesion

1 Introduction

With the increasing of speed, the requirements for the safety of high-speed EMU
become more and more important. If the train has a slip/slide phenomenon without
adhesion control, it will lead to a consumption of both the rails and the wheels. So it
is important to study the adhesion control strategy of high-speed EMU. Good
adhesion utilization can improve the acceleration performance of train, shorten
braking distance, at the same time also can reduce slip/slide phenomenon, avoid
serious abrasion of wheel and rail, prolong the service life and improve the sitting
comfort.

When control device detecting slip/slide phenomenon, the increase of creep
speed can be restrained by adjusting torque command. So it is important to choose a
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suitable motor torque instruction value. References [1] and [2] describe traditional
adhesion control strategy, according to motor torque of slip/slide and determining
re-adhesion motor torque, the value is proportional to the torque of slip/slide.
References [3] and [4] present an adhesion control strategy which is based on the
tangential force estimation. And then the estimated load torque multiply a certain
percentage to determine re-adhesion motor torque, used to suppress slip/slide.

In order to implement re-adhesion and obtain high utilization rate of adhesion,
the above two strategies both need a large number of test to adjust the proportion
parameter to determine the re-adhesion motor torque command value. For this
reason, this paper proposes an adhesion control strategy based on creep accelera-
tion. Through the design reference creep acceleration value determining re-adhesion
motor torque instruction value, it can guarantee the creep speed decline rapidly and
realize re-adhesion, improve the utilization rate of adhesive. Simulation result
verifies the correctness and effectiveness of the proposed method.

2 Adhesion Mechanism of Wheel and Rail

2.1 Adhesion Characteristics

The ultimate power of trains is traction force. Studies have shown that only there is
a certain degree relative tangential movement in train wheel and rail contact, train
can produce its own forward traction. Define the speed of relative tangential
movement for creep speed vs, its value is wheel speed vd and vehicle speed vt
difference, namely

vs ¼ vd � vt ð1Þ

Tangential force coefficient is defined as the radio of wheel traction and vertical
load.

lðvsÞ ¼ Fs

W � g ð2Þ

where l(vs) is the tangential force coefficient, Fs for the wheel traction force, W for
the axle weight, g for the acceleration of gravity.

Trains can achieve the maximum traction force which is restricted by adhesion
conditions. When the condition of wheel/rail and train speed under certain condi-
tions, there is a maximum tangential force coefficient lmax namely adhesion
coefficient:

lmax ¼
Fmax

W � g ð3Þ
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The relationship between tangential force coefficient and the creep speed is
called adhesion properties, as shown in Fig. 1. Curve shows that with the increase
of creep speed in the adhesive area, tangential force coefficient increases, but when
the creep speed is greater than the adhesion coefficient corresponding with creep
speed, the train will enter into slip area from the adhesion area, then tangential force
coefficient will drop rapidly with the increase of creep speed, which resulted in the
traction reduction between the wheel and rail.

2.2 Model of Wheel and Rail

Train motion equation M dvt
dt ¼ Fs � Fd ð4Þ

where M is train weight, Fd is basic resistance for train motion.

Motor rotation equation Jm
dxm

dt ¼ Tm � TL ð5Þ

In (5), Jm is the moment of inertia converted to the motor side, xm is motor
angular speed, Tm is motor output torque, TL is motor load torque.

Wheel rotation equation J dxd

dt ¼ T � Fsr ð6Þ

J is the moment of inertia converted to the wheel side, xd is wheel angular
speed, T is driving torque, r is wheel radius. The traction force can be converted
into the motor load torque:

TL ¼ 1
Rg

lðvsÞ �W � g � r ð7Þ

Fig. 1 Adhesion
characteristic curve
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3 Control Strategy Based on Creeping Acceleration

3.1 Determination of Motor Torque Command Value

The motor rotation Eq. (5) is expressed by train acceleration and creep acceleration:

Tm ¼ TL þ Jm
Rg

r
ðvt� þ vs

� Þ ð8Þ

vt
�
is train acceleration, Rg is gear ratio, vs

�
is creep acceleration. After slipping, in

order to achieve re-adhesion, the creep acceleration should be of negative value, so
motor torque should be satisfied

Tm\TL þ Jm
Rg

r
vt
� ð9Þ

Tref
m ¼ T̂L þ Jm

Rg

r
_̂vt þ v

_ref
s

� �
ð10Þ

Tref
m is motor torque command value for re-adhesion, T̂L is load torque, _̂vt is train

acceleration, v _ref
s is reference creep speed.

The load torque can not be obtained directly, so the disturbance observer is
introduced to estimate the load torque

T̂L ¼ a
sþ a

Tm � Jmsxmð Þ ð11Þ

To sum up, it can be concluded that the value of the creep speed can be obtained
by design, and the torque command value of the adhesion motor can be obtained by
satisfying (9) to restrain the increase of creep speed.

3.2 Design of Reference Creep Acceleration

Taking into account the actual operation of the train, there is a limit to the degree of
slip, therefore, the adhesion characteristic curve can be approximately linearized
within the allowable slip range. The load torque expression is:

TL ¼ Tl0 þKls � vs ð12Þ

Tl0 is load torque initial value, Kls is the slope of the slip area for the load torque.
The Eqs. (10) (12) is brought into Eq. (5)
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Kð _vt þ _vsÞ ¼ T̂L þKð _̂vt þ v
_ref
s Þ � ðTl0 þKls � vsÞ ð13Þ

K ¼ Jm
Rg

r , differential equation of creep speed:

vs
� þ Kls

K
� vs þðTl0 � T̂L

K
� vrefs

�
Þ ¼ 0 ð14Þ

If the instant creep speed vs0 is detected, expressions of creep speed versus time:

vsðtÞ ¼ vs0 þ K
Kls

vrefs

�
ð1� e�

Kls
K tÞ ð15Þ

Average creep acceleration vs
�� ¼ Dvs

Dt
ð16Þ

The expression of creep acceleration is obtained by Eqs. (15, 16)

vrefs

�
¼ Kls

K
Dvs

1� e�
Kls
K Dt

ð17Þ

Form (17) reference creep acceleration can be designed by setting the creep
speed drop Dvs and Dt.

4 Simulation Verification

4.1 Simulation Conditions

The train model parameters are shown in Table 1. Use the adhesion control strategy
shown in Fig. 2. The adhesion control device uses the wheel circumference
acceleration as the slip criterion, and determines the current slip condition by
comparing with the slip speed threshold of the wheel circumference acceleration.
Set the creep acceleration threshold 2.6 m/s2. The simulation parameter settings are
shown in Table 2 including dry road conditions and wet road conditions. And

Table 1 Setting of
simulation model parameters

Converted moment of inertia Jm (kg m2) 5.813

Wheel radius r(m) 0.43

Gear ratio Rg 5.64

Train weight M(kg) 21250

Axle weight W(kg) 10000

Gravitational acceleration g½m=s2� 9.8
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T1ðDtÞ ¼ 100 ms, Dvs =0.15 m/s. In the simulation, the adhesion characteristic
curve is shown in the expression (18):

l ¼ c � expð�a � vsÞ � d � expð�b � vsÞ ð18Þ

4.2 Simulation Result Analysis

In Fig. 3, when t = 5 s, from the dry road into the wet road, the wheel acceleration
increases rapidly. When the wheel acceleration is greater than the set of slip
threshold 2.6 m/s2. The train has the tendency of slip running, and the motor torque
is decreased under the adhesion control, the tendency of slip running is suppressed.

Figure 4 is a local enlargement of the creep speed under wet condition.
Re-adhesion motor torque is maintained within 100 ms, creep speed is shown in
accordance with formula (15). The creep speed is detected when value is 1.35 m/s.
After falling, the creep velocity is approximately 1.2 m/s. Reentering the adhesive
area and introducing average creeping acceleration at the same time as an index to
evaluate the correctness of the adhesion control strategy. From the diagram, the
actual descent slope is 1.503 m/s2. The theoretical values are approximately

Fig. 2 Adhesion control strategy

Table 2 Simulation of road
condition parameters

Condition a b c d vs;lmax

Dry 0.54 1.2 1 1 (1.21, 0.2862)

Wet 0.54 1.2 0.4 0.4 (1.21, 0.1145)
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consistent with the average creep acceleration 1.5 m/s2, and the results prove the
feasibility and effectiveness.

Figure 5 is the actual rail surface tangential force coefficient and disturbance
observer of the tangential force coefficient changes with time, can be seen from the
figure accuracy of disturbance observer. At the same time the adhesion coefficient in
the wet conditions of tangential force coefficient can reach 0.1145 of the current road
conditions, and can basically keep unchanged, so that the train run on the rail surface
near the maximum adhesion force, make full use of the rail surface adhesion. The
simulation results show that the wet road adhesion utilization rate reached 99%.

Fig. 3 Motor torque, wheel
acceleration and creep speed
curve

Fig. 4 Local amplification
curve of creep velocity
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5 Conclusion

Based on the analysis of adhesion characteristic and adhesion mechanism, this
paper proposed a torque command generated method of re-adhesion control based
on slip acceleration. There is no need to adjust the scale parameters through a large
number of tests, so that the train can quickly achieve adhesion and obtain high
adhesion utilization. Finally, based on the Matlab/Simulink simulation platform.
The correctness and feasibility of the proposed method are proved.
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Research on Real-Time Simulation
Modeling of Four-Quadrant Converter
System Based on Basic Components

Yunxin Fan, Huanqing Zou and Jin Fu

Abstract In the field of real time HiL (hardware-in-Loop) simulation of rail
transportation traction electric drive system, in order to solve the problems that
real-time simulation model, based on the equation of equivalent circuit state,
occupies too many resources of system and lacks universality, and it is difficult to
achieve on-line adjustment of variables. This paper presents the analysis and
modeling of the basic components such as inductor, resistor, capacitor,
four-quadrant convertor and so on. It realizes the real-time simulation of the four
quadrant converter system. What’s more, the feasibility and effectiveness of the
simulation model are verified by comparing the real-time simulation results with the
experimental data.

Keywords Four-quadrant converter system � Real-time simulation
Inductor � Resistor � Capacitor � Four quadrant convertor

1 Introduction

With the improvement of the intelligent and complicated degree of modern rail
transit vehicles, real-time simulation in the development process becomes an
important means to save cost and improve efficiency. In particular, the development
of the four-quadrant converter controller or inverter controller in the traction electric
drive system is usually done through the real time HiL (hardware-in-Loop) simu-
lation, which involves the real-time simulation model of the main circuit [1–7], that
is, the simulator simulates main circuit’s input and output signals of traction electric
drive system through calculating the real time simulation model to complete the
testing process with the controller. In a complete main circuit of traction drive
system, high-power power electronic switching devices are used in rectifier and
inverter, which make the relationship between input and output electrical parameters
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more complex. Therefore, in the process of simulation modeling or system analysis,
the main circuit is divided into four quadrant converter system and the motor side
subsystem generally.

At present, there are two main methods to establish simulation model of four
quadrant converter system. One is to use the basic model of Matlab’s
SimPowerSystems toolbox to build a simulation model based on the circuit
structure of the emulated object [1, 2]. The advantage of the above-mentioned
method is that it’s easy to build the simulation model according to the different
circuit topology, but the real-time simulation is difficult to realize because the
real-time code program takes up too many system resources. Therefore, the dis-
advantage of using Matlab’s SimPowerSystems to build the simulation model is
that the system resources are occupied more and it’s difficult to achieve real-time
calculation. The other is that based on different conduction states of four quadrant
converter, we can also establish the equivalent circuit state description equation, to
get simulation method of four quadrant converter system mathematical model [3–
5]. Although this approach is easy to achieve real-time and take up less system
resources, it lacks universality. In other words, the original model is no longer
applicable when the simulation system circuit structure changes, so we must
establish a new simulation model.

In order to solve the above problems, this paper takes the inductor, resistor,
capacitor and four-quadrant converter in the equivalent circuit of four-quadrant
converter system (Fig. 1) as the basic components, carrying on the simulation
modeling respectively, and then combines them based on Kirchhoff law of voltage
and current, according to the circuit topology, to achieve real-time simulation for
four quadrant converter system.

L R
V1 VD1 V3 VD3

V2 VD2 V4 VD4

us

iac

idciout1

i ou
t2

uac
Cd udc

idc_in idc_out
Vdc

0

Vs1

Vs2

Vac

0

g1

g2

g3

g4

Fig. 1 Equivalent circuit diagram of single four quadrant converter system
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2 Modeling Analysis of Basic Components

2.1 Inductor Modeling Analysis

The relationship between the voltage and current of the linear inductor is shown
below.

uL tð Þ ¼ L
diL tð Þ
dt

ð1Þ

The Forward Euler method is used to discretize the continuous state equation.
Namely, assuming that the inductor voltage is constant at t1 to t2, Eq. (1) can be
written as follows,

iL t2ð Þ ¼ 1
L

Zt2

t1

uL tð Þdtþ iL t1ð Þ ¼ iL t2ð Þ ¼ t2 � t1ð Þ
L

uL t1ð Þþ iL t1ð Þ ð2Þ

2.2 Resistor Modeling Analysis

The relationship between the voltage and current of the linear resistor is shown
below.

uR tð Þ ¼ iR tð ÞR ð3Þ

2.3 Capacitor Modeling Analysis

The relationship between the voltage and current of the linear capacitor is shown
below.

iC tð Þ ¼ C
duc tð Þ
dt

ð4Þ

The Forward Euler method is used to discretize the continuous state equation.
Assuming that the capacitor current is constant at t1 to t2, Eq. (4) can be written as
follows,

uC t2ð Þ ¼ t2 � t1ð Þ
C

iC t1ð Þþ uC t1ð Þ ð5Þ
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2.4 Four-Quadrant Converter Modeling Analysis

Based on the simulation of system level, the dynamic characteristics of high-power
power electronic devices and their absorption circuits in the converter can be
neglected. Therefore, IGBT and diodes are regarded as ideal switching devices
during simulation modeling of four quadrant converters.

Considering that the structure of each four quadrant converter is identical, a
single four quadrant converter system is analyzed and modeled. As shown in Fig. 1,
iac is defined as its AC-side input current, idc is defined as its DC-side output
current, iout1 is the output current for the bridge arm 1, iout2 is the output current for
the bridge arm 2, the DC-Link positive busbar potential is Vdc. The negative
potential is 0, the potential difference between the positive and negative busbar of
the DC-Link is udc. The midpoint potential of the bridge arm 1 is Vs1, the midpoint
potential of the bridge arm 2 is Vs2, the middle point potential difference between
the two arms is the output voltage us. g1, g2, g3, g4 respectively represent control
signals of V1, V2, V3, V4, 1 means on, and 0 means off. At the same time, the
positive reference terminal potential of the AC power supply uac is defined as Vac,
while the negative reference terminal potential is 0.

From the composition of the four-quadrant converter, it is not difficult to see that
when g1, g2, g3, g4 are all 0, V1, V2, V3, V4 in the block state are not involved in the
work, the four quadrant converter is equivalent to diode Rectifier. Therefore,
according to the state of g1, g2, g3, g4 control signal, the four-quadrant converter is
divided into the switching state (V1, V2, V3, V4 involved) and the blocked state (V1,
V2, V3, V4 in blocked state) for modeling and simulation.

2.4.1 Modeling Analysis of Switching State
(V1, V2, V3, V4 Involved in the Work)

In the following sections, we first analyze the relationship between the main outputs
and inputs when a single bridge in different conduction states (not including the
bridge short-circuit conditions g1 = 1, g2 = 1, g3 = 1, g4 = 1). Then the main
outputs of four quadrant converter is calculated by idc ¼ iout1 þ iout2 and
us ¼ Vs1 � Vs2.

(a) simulation of bridge arm 1

The inputs of bridge arm 1 include iac;Vdc;Vac; g1, g2, the DC-Link negative
busbar potential 0. The outputs include Vs1; iout1.

According to the relationship between the main inputs and outputs of the bridge
arm 1, the simulation program execution flow chart can be written as follows
(Fig. 2),

(b) simulation of bridge arm 2

The inputs of bridge arm 2 include iac;Vdc; g3; g4, the AC power supply negative
reference terminal potential 0. The outputs include Vs2; iout2.
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According to the relationship between the main inputs and outputs of the bridge
arm 2, the simulation program execution flow chart can be written as follows
(Fig. 3),

2.4.2 Simulation Analysis of Blocked State
(V1, V2, V3, V4 in the Blocked State)

When g1 = 0, g2 = 0, g3 = 0, g4 = 0 and all IGBTs of the four-quadrant con-
verter are in the cut-off state, the four-quadrant converter is equivalent to the diode
rectifier, as shown in Fig. 4. Before analyzing the working status of the rectifier, we
should define the inputs and outputs first. The inputs include iac; uac; udc. The
outputs include us; idc.

Fig. 2 Simulation program
execution flow chart of bridge
arm 1

Fig. 3 Simulation program
execution flow chart of bridge
arm 2
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According to the relationship between the inputs and outputs, we can write the
four-quadrant converter blocked state simulation program execution flow chart as
Fig. 5.

According to the bridge arms 1 and 2 simulation program execution flow chart,
the relationship between bridge arm 1 outputs and bridge arm 2 outputs
idc ¼ iout1 þ iout2, us ¼ Vs1 � Vs2, and Simulation program execution flow chart of
blocked state(V1, V2, V3, V4 in the blocked state), we can write simulation program
execution flow chart Fig. 6 of four quadrant converter.

L R
VD1 VD3

VD2 VD4

us

iac

idc

uac
Cd udc

idc_in idc_outFig. 4 Equivalent diode
rectifier circuit diagram

Fig. 5 Simulation program
execution flow chart of
four-quadrant converter
blocked state
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3 Simulation Modeling of Four-Quadrant
Converter System

According to equivalent circuit topology of single four quadrant converter system
in Fig. 1 and Kirchhoff voltage and current law, we can obtain,

uL ¼ uac � uR � us ð6Þ

icd ¼ idc � idc�out ð7Þ

It is easy to construct the simulation model of single four quadrant converter
system by using the Eqs. (6), (7) and the resistor, inductance, capacitance and four
quadrant converter models.

In this paper, inductors and capacitors use forward Euler algorithm to construct
model. Because the convergence domain of forward Euler algorithm is relatively
small, in a simulation calculation step of processor, there may be no stable
numerical solution. We can calculate cyclically N times in a simulation step of
processor. Namely, reduce the simulation step and extend convergence region to
solve the problem. According to the actual parameters of the traction drive system,
based on the simulation operation of processors, if the simulation step of processors
is 40 ls, the number of cycles can be taken 20 times.

Fig. 6 Simulation program execution flow chart of four-quadrant converter
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4 Real-Time Simulation of the System

The basic models of four-quadrant converter, capacitor, inductor and resistor are
used to compose the main circuit simulation model of the HXD1 locomotive
grid-side converter system as shown in Fig. 7, according to the Kirchhoff voltage
and current law. Combining the four quadrant converter control algorithm, real-time
simulation of the system is carried out. The four-quadrant control algorithm uses the
following transient current control algorithm [8].

I�ac ¼ KpðU�
dc
� udcÞþ 1

Ti

Z
ðU�

dc
� udcÞdtþ Udc � Idc

Uac
ð8Þ

Transformer

pu

pi

L R

dC

Four quadrant converter

rL

rC

dcu

DC-Link

Fig. 7 The main circuit diagram of the HXD1 locomotive grid-side converter system
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u�
S
ðtÞ ¼ uacðtÞ � xLI�ac cos xt � RI�ac sin xt � K½I�ac sin xt � iacðtÞ� ð9Þ

KP and Ti are the regulator parameters of voltage loop PI in (8) and (9). K is the
proportional regulator parameters of current loop.

Simulation modeling uses MATLAB software, while the real-time calculation
hardware adopts dSPACE standard component system platform. The hardware
resources are shown in Fig. 8. In the hardware simulator, the network side subsystem
model is calculated by the processor. The switch signal of the controller is processed
by the DS5203 interface card. The current and voltage of each device are output by
DS2102. In the controller, 4QC control algorithm is operated by the processor,
DS5203 is responsible for issuing converter signals controlling converter, and the
DS2004 collects the current, voltage and other signals of the electrical equipment.

5 Comparison of Simulation and Experimental Data

The simulation calculation data were collected on the dSPACE hardware platform,
comparing with the test data of the HXD1 locomotive in the rolling test bench. The
test data include transformer primary voltage and current, input voltage and current
of four quadrant converter and DC-Link voltage. It can be seen from Table 1,

PC1 PC2

Digital
Processor

DS2004
(ADC)

DS5203
(DIO)

Digital
Processor

DS2102
(DAC)

DS5203
(DIO)

fiber fiber

Events

Events

Results

Results

Measure
Signals

Control
Signals

controller  hardward 
simulator

Fig. 8 dSPACE hardware and monitoring terminal diagram

Table 1 Comparison of main data during locomotive traction operation

Transformer primary 4QC1 4QC2 DC-link

Voltage Current Power
factor

Voltage Current Voltage Current Voltage

Measure 28.31 106.20 0.99 1260 748 1241 759 1726

Simulation 28.68 105.89 0.99 1268 740 1297 729 1798

Research on Real-Time Simulation Modeling of Four-Quadrant … 247



locomotive measured power is 2783 kW, simulation data is 2720 kW, and power
error is less than 2%. From the comparison of data in Fig. 9, it can be seen that the
simulation data are basically consistent with the measured data. Among them, in the
DC-Link voltage comparison of (c) and (d) in Fig. 9, the setting simulation

(a) Transformer primary voltage waveform (b)Transformer primary current waveform

(c) voltage of four -quadrant converter 1 (d) voltage of four -quadrant converter 2

(e) current of four -quadrant converter 1 (f) current of four -quadrant converter 2

Fig. 9 Main data waveform of locomotive grid-side converter system, a Transformer primary
voltage waveform, b transformer primary current waveform, c voltage of four-quadrant converter
1, d voltage of four-quadrant converter 2, e current of four-quadrant converter 1, f current of
four-quadrant converter 2
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DC-Link voltage is higher than the actual value for the sake of intuitive compari-
son. In Fig. 9 simulation modeling of (a) uses the ideal voltage source, not taking
the impedance and distributed capacitance of the catenary into account, so there is a
difference from the test data.

6 Conclusion

In this paper, the basic components of the equivalent circuit of four quadrant
converter system are analyzed and modeled to achieve a real-time simulation of
four-quadrant converter system. And the real-time simulation results are compared
with the test data to verify the feasibility and effectiveness of the model. The
simulation method takes up less system resources, requires a smaller simulation
step, is easy to implement real-time, and can easily adjust the parameters online. At
the same time, because the simulation model of the basic unit has the universality,
we can easily form a different system simulation model for real time simulation.
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Robust H∞ Control of Single-Sided
Linear Induction Motor for Low-Speed
Maglev Trains

Yifan Shen, Dawei Xiang and Jingsong Kang

Abstract The single-sided linear induction motor has been used widely in
low-speed maglev trains. In this paper, an H∞ control strategy under field orien-
tation has been proposed to reduce the end effects and enhance the dynamic per-
formance of the control system. First, the mathematic model of the SLIM is
established. Then, the model is simplified, the end effects are attributed to the
uncertainty of the system and the design is turned into an H∞ mixed-sensitivity
optimal design. After that, an H∞ method based on internal model principle is
proposed, by which a speed controller is designed finally. Simulation results
indicate that a system with an H∞ controller has much better performance than that
with a traditional PI controller.

Keywords SLIM � H∞ control � Internal model principle

1 Introduction

Single-sided Linear Induction Motor (SLIM) has been developed and widely used
in many areas these years. Compared to Rotary Induction Motor, SLIM has a
simpler structure, requires less maintenance and doesn’t need mechanical
rotary-to-linear converters [1]. Currently, most low-speed maglev trains have
adopted SLIM as their traction drives. In contrast with the rotary induction motor,
the SLIM has several unique features known as the End Effects [2], which are
relevant with the velocity of the motor.

Currently, the most commonly-used method of control strategy for the SLIM is
the scalar control [2]. It doesn’t require the accurate orientation of the field, which
simply the control strategy considerably. Many optimization methods for the scalar
control have been proposed to alleviate the end effects [2–4]. The Field Oriented
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Control (FOC), which has been widely-used for high performance Rotary Induction
Motors and accepted as an effective method, has also been adopted as the control
strategy for the SLIM and proved available [5, 6]. The FOC achieves a better
dynamic performance, in contrast to the scalar control. In this paper, an H∞ control
strategy based on internal model principle for the FOC is proposed. An H∞ speed
controller is designed to reduce the sensitivity of the control system, which lowers
the end effects and boosts the dynamic performance. The simulation is conducted
and indicates a much better performance of the H∞ Controllers in comparison with
the traditional PI controllers.

2 Mathematical Model of the SLIM

The SLIM used in this research consists of a long linor and a short primary. The
primary, which is designed to carry the carriage, is movable while the linor is fixed
as the rail. The equations of the SLIM on d-axis and q-axis with the consideration of
the end effects are shown as below [6, 7], where the Lm denotes the mutual
inductance, Llr and Lls denote the leakage inductance of the primary and the linor.
Rs and Rr denote the resistance of the primary and the linor. ids, iqs, idr and iqr denote
the current of the primary and the linor on d-axis and q-axis. vds and vqs can be
explained in the same way. xs denotes the angular velocity of the d-q reference
frame and xr denotes the electrical angular velocity of the linor.

vds ¼ Rsids þRrf ðQÞðids þ idrÞþ puds � xsuqs
vqs ¼ Rsiqs þ puqs þxsuds
0 ¼ Rr½idr þ f ðQÞðids þ idrÞ� þ pudr
0 ¼ Rriqr þðxs � xrÞudr

8
>><

>>:
ð1Þ

uds ¼ Llsids þ Lm½1� f ðQÞ�ðids þ idrÞ
uqs ¼ Llsiqs þ Lmðiqs þ iqrÞ
udr ¼ Llridr þ Lm½1� f ðQÞ�ðids þ idrÞ
0 ¼ Llriqr þ Lmðiqs þ iqrÞ

8
>><

>>:
ð2Þ

Fe ¼ 3p
2s pnðudsiqs � uqsidsÞ

Fe � Fm ¼ mpv

�
ð3Þ

In the above equations, Q ¼ DRr
ðLm þ LlrÞv; f ðQÞ ¼ 1�e�Q

Q ; xr ¼ pv
s

According to the equations above, the expression of the thrust force can be
derived as:

Fe ¼ 3p
2s

pn
Lm½1� f ðQÞ�

Llr þ Lm½1� f ðQÞ� udriqs �
L2lr
Lr

f ðQÞ
1� f ðQÞ idsiqs

� �
ð4Þ
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As is shown in the equations above, the coefficient, f(Q), represents the mea-
surement of the end effects. It ranges from 0 to 1, in accordance with the velocity of
the SLIM. The higher the velocity is, the larger the value of f(Q) would be.

3 Robust H∞ Control of the SLIM

According to the Eq. (4), the coefficients of the current in the expression of the
thrust force are no longer constants. However, considering that the SLIM for the
low-speed maglev train operates at a low speed under most circumstances and its
acceleration is also limited at 1m=s2, the coefficient change caused by end effects is
limited and slow. Therefore, the change could be attributed to the unconstructed
uncertainty of the control system, which could be handled properly and effectively
by the H∞ method.

3.1 H∞ Control Theory

A standard H∞ problem could be represented by the following state-space equa-
tions [8]:

_x ¼ AxþB1wþB2u
z ¼ C1xþD1u
y ¼ C2xþD2u

8
<

:
ð5Þ

where ‘u’ is the control input, ‘w’ is the exogenous input, ‘y’ is the measurement
output, ‘z’ is the control output. ‘x’ is the state vector of the plant. The state-space
equation of the controller K can be represented as:

_e ¼ AKeþBKy
u ¼ CKeþDKy

�
ð6Þ

where ‘e’ is the state vector for the controller. The goal of the H∞ method is to find
a controller K that stabilizes the plant and keeps the H∞ norm of the transfer
function Tzw below a given constant.

3.2 Design of the H∞ Speed Controller

The speed of the low-speed maglev is constrained by the upper limit of the velocity
at 120 km/h, where f(Q) ranges from 1 to 0.1411. In this case, the plant of the
control system has been given by Eq. (4). The plant consists of two parts.
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The second part, represented as L2lr
Lr

f ðQÞ
1�f ðQÞ idsiqs, is positively correlated with f(Q).

Considering that the maximum value of f(Q) is 0.1411, which is much less than 0.5,

the value of f ðQÞ
1�f ðQÞ would be small. Therefore its impact on the thrust force would be

minute, which can be ignored reasonably. Hence the model of SLIM can be rep-

resented in Fig. 1a, where Kb stands for 3p
2s pn

Lm½1�f ðQÞ�
Llr þLm½1�f ðQÞ�udr.

The plant without the consideration of disturbance, denoted by PAðsÞ, can be
represented as:

PAðsÞ ¼ v
ids

¼ 3p
2s

pn
Lm½1� f ðQÞ�

Llr þ Lm½1� f ðQÞ�udr
1
ms

ð7Þ

In this case, the nominal model of the plant, denoted by P(s), is set as:

PðsÞ ¼ v
ids

¼ Fe

ms
¼ 3p

2s
pn

Lm
Llr þ Lm

u�
dr

1
ms

ð8Þ

A simplified scheme of the control system is shown in Fig. 1b, where the
uncertainty of the plant is represented as the multiplicative uncertainty:

Since the stator current can follow the given value rapidly as long as the
parameters of the current loop controller are set properly, the transfer function of the
current loop can be regarded as 1, which would simplify the design greatly.

The H∞ mixed sensitivity approach is adopted here. The scheme of the H∞
mixed sensitivity strategy is presented in Fig. 2a, where the transfer function W1

and W2 are the weighting functions.
In the H∞ mixed sensitivity approach, the H∞ norm of the system is:

Tzwk k1¼ W1S
W2T

����

����
1

ð9Þ

Kb 1/ms

FL

iqs

_

+

Controllerv* _
+ P(s)

+

W(s)Δ(s)

+
Current
Loop

(a)

(b)

Fig. 1 The simplified plant and control system
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where S stands for 1
1þPK, and T stands for PK

1þPK. The goal of the approach is to
constrain the H∞ norm of the system to be below 1 while the controller K stabilizes
the system. The weighting function of the multiplicative uncertainty can be derived
from the inequality below:

PAðjxÞ
PðjxÞ � 1

����

����� W2ðjxÞj j ð10Þ

In order to reduce the effect from the exogenous input ‘w’ on the measurement
output ‘y’, the ‘S’, sensitivity of the system, should be minimized, which could be
contrary to the stability of the system. Therefore, a compromised method is pro-
posed, which is to add a weighting function W1 to the system. Considered that the
exogenous input has a larger gain in low frequency, the weighting function W1

should be designed to be low-pass.
According to the internal model theory [9], in order to eliminate the static error,

either the controller or the plant is required to contain an internal model of the input
command signal. Also, the controller is required to contain the internal model of the
disturbance signal whether the plant contains it or not. In this case, the command
signal, speed, is a constant value when steady, so the internal model could be
regarded as 1/s, which has already been contained by the plant according to Eq. (7).
The wind disturbance can also be regarded as 1/s in the same way. By putting the
internal model of the disturbance into the controller beforehand, the requirement for
zero static error can be met properly. The design based on internal model principle
is shown in Fig. 2b.

The most widely-used internal model for the controller is the integrator.
However, the poor dynamic performance of the integrator could jeopardize the
performance of the whole controller. Hence a novel method is proposed in this

K
_

+ P(s)
+

W2(s)

+

W1(s)

zw1 w2

uy

Internal
Model_

P(s)
+

W2(s)

+

W1(s)

zw1 w2

uy K(s)

(a)

(b)

Fig. 2 Mixed-sensitivity approach based on internal model principle
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paper, which is to replace the integrator with a PI controller as the internal model.
The PI will be placed in the ‘Internal Model’ part in Fig. 2b. In this way, the
controller will perform much more satisfactorily.

3.3 Simulation Study

The complete scheme of the control system is shown below (Fig. 3).
The data and parameters for the simulations are shown below:

Rs ¼ 0:0897X; Rr ¼ 0:09X; Lm ¼ 0:032H; Lls ¼ 6� 10�4H;

Lls ¼ 5� 10�4H; pn ¼ 6;m ¼ 10000
3

kg

The weighting functions are chosen as:W1 ¼ 0:022; W2 = (6/s + 0.01).
The derived H∞ controller is:K ¼ 64:5s2 þ 9:04sþ 1:05

s3 þ 11:39s2 þ 12:93s�0:03 � 80þ 55
s

� �

Two simulations are conducted in this paper to examine the steady-state and the
dynamic performance of the H∞ control system separately. In the first simulation, a
step signal is imposed on the control system as the speed signal. The simulation
aims to verify if the static error has been eliminated. The results are shown below.
Figure 4a shows the speed error over time, and Fig. 4b shows the thrust force.

As we can see from the results, the speed follows the given signal and the static
error has been eliminated as planned, which indicates the effectiveness of the
internal model planted inside the controller.

SVPWM Inverter

SLIM

2r/2s
H∞

Controller

3s/2s2s/2r

PI

PI

Flux
Calculation

Angle
Calculation

π/τ

v*

v

+ +

+

_ _

_

isq

isd

isA isB isC

usd*

usq*

φrd

φrd
*

θ

Fig. 3 The complete scheme of the control system
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The second simulation is a comparison between a H∞ speed Controller and a
traditional PI speed controller. A ramp signal is imposed on the system. The slope
of the ramp is set as 1, which simulates the acceleration of the maglev. Figure 4c
shows the errors of the speed from two control systems, where the orange curve
denotes the PI controlled system and the blue curve denotes the H∞ controlled
system. Figure 4d shows the thrust force of two systems.

It is demonstrated that a control system with a H∞ controller has much better
performance than that with a traditional PI controller. The simulation results claim
the superiority and the practicability of the H∞ control strategy. The thrust force
tends to divergence in Fig. 4d because of the rising of the speed. However,
according to Fig. 4b, the thrust force is stable when the speed stops rising and
becomes a constant.

4 Conclusion

In this paper, an H∞ control strategy under field orientation has been proposed to
reduce the end effects and enhance the dynamic property of the control system. The
mathematic model of the SLIM is established and the end effects are considered.
After the simplification of the model, the end effects are attributed to the uncertainty
of the system and a mixed-sensitivity optimization is conducted. A speed controller
is designed by an H∞ method based on internal model principle. The traditional
internal model, an integrator, is replaced by PI to enhance the dynamic property.
The simulation indicates the superiority and the practicability of the H∞ controller.

Fig. 4 The error and thrust force of an H∞-controlled system and a PI-controlled system
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Online Fault Diagnosis of the Hybrid
Electrical Multiple Unit Traction
Converter

Lei Wang, Mengzhu Wang, Yujia Guo, Ruichang Qiu and Lijun Diao

Abstract In this paper, the signatures and the diagnosis approach of the failure of
switching devices in Hybrid Electrical Multiple Unit (HEMU) traction converter
(TC) are developed. In this paper, the distorted voltage and current with such
failures are treated as disturbance exerted over normal voltage and current without
failures, and a special analytical failure model is built for the expression of voltage
and current disturbance. Combined with the failure model, this paper proposes a
novel reasoning process to locate malfunctioning switching device. The reasoning
process is based on object-oriented colored Petri Net (OOCPN). Digitalized failure
signatures are taken as inputs into the OOCPN reasoning machine, what stimulates
the brain activities during fault diagnosis of an expert.

Keywords Analytical failure model � Switching device failure � Cascading and
coupling interaction � Online fault reasoning � Object-oriented Petri Net

1 Introduction

With the development of traction converter (TC) technology of passenger and
freight EMU, the integration degree of the equipment has been increased, along
with the complexity of the converter’s power circuit. Originated from such ten-
dency, the fault diagnosis of power circuit in the presence of switching device
failures has been more and more indispensable. The increasing complexity of power
circuit has been making it harder for the diagnosis process to locate malfunctioning
switching device. Take the TC of Hybrid Electrical Multiple Unit (HEMU) as an
example, with the supply from external diesel power package, the TC consists of
two cascaded subsystems, i.e. the Grid Converter Module (GCM) and the Traction
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Converter Module (TCM). The power circuit of GCM and TCM is coupled with a
common DC-Link (as is shown in Fig. 1).

To diagnose power circuit failures caused by malfunctioning switching devices,
conventional diagnosis approaches aim at generally diagnosing switching device
failures or specially diagnosing the failures in certain specific circuit layouts [1]. in
Refs. [2–5], the failure is diagnosed directly with recognizing the variations of
IGBT conduction resistance, of gate current dynamic characteristic, and of gate
voltage; in Refs. [6–9], the failure is diagnosed indirectly with signatures extracted
with frequency components, with wavelet sets, with high-order spectrum analysis,
and with self-defined functions, which demands higher real-time computing capa-
bility. The efficiency and effectiveness of such approaches for specific circuit lay-
outs remain to be testified, when they are applied to diagnose other layout.

In Fig. 1, the input ports of GCM in TC are connect to diesel power package,
which is simplified as voltage source eA through eC. Between such input ports and
the power package, are the parasitic resistance of R1 through R3, and the AC
filtering inductance L1 through L3. In Fig. 1, iA through iC are current inputs of
GCM, and iU through iW are current outputs of TCM. Udc is the DC voltage across
the mutual coupling port.

To build an efficient failure model is the prerequisite of fault diagnosis and
malfunctioning device locating after power circuit failure. After that, the diagnosis
process could be carried out, with failure analysis scheme and based on the data
from the failure model. In the following part of this paper, both the proposed
analytical fault model and a novel automatic failure reasoning scheme will be
introduced in detail.
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B2iU iV iW

Udc

D11

D12

Q11

D21

D22

D31

D32

Q31

Q32

iA iB iC
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Q51

Q52

D41

D42

Q41

D51

D52

D61

D62

Q61

Q62Q42
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B

e
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M M
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M M

R1 R2 R3

Fig. 1 The power circuit layout of TC in HEMU with diesel power package supply
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2 The Fault-Disturbance Model Considering Internal
Cascading and Mutual Coupling

The characteristic waveforms of current inputs and outputs are given in Fig. 2,
when there is no IGBT failures and when one IGBT is broken. In order to describe
the distortion condition of iU * iW, Udc and iA * iC, and to describe the inter-
actions among the current and voltage distortions, the distortion of iU * iW and
iA * iC are treated as input disturbance into GCM and TCM. By such means, an
analytical cascaded failure model of GCM + TCM + traction motors is built.

Ai

dcU

Ui Vi Wi

Bi Ci

Ai

dcU

Ui Vi Wi

Bi Ci

(a) With no IGBT failures                               

(b) With a broken IGBT of Q41 in TCM

Fig. 2 The waveforms of iA � iC , Udc, iU � iW , with and without IGBT failure
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2.1 The Analytical Failure Model of TCM + Traction
Motor, with Disturbance Input

At first, we denote the failure model of TCM + traction motor as in Eq. (1)

X 0
1 ¼ A1X1 þB1U1 ð1Þ

In a failure model, the state vector X1 in Eq. (1) should be
X1 ¼ DiU D iV D iWð ÞT , where DiU � DiW are current output disturbance of TCM.

X1 ¼ ðDiqs D ids ÞT ;U1 ¼ ðDUdc ÞT ð2Þ

and

A1 ¼
RsLr

L2m�LsLr
xrL2m

L2m�LsLr
� xe

�xrL2m
L2m�LsLr

� xe
RsLr

L2m�LsLr

0
@

1
A

B1 ¼
LrMU

ðL2m�LsLrÞ
0

� �
ð3Þ

In view of the transformation from stationary 3-phase coordinates to rotary
2-phase coordinates [10], it gives

Y1 ¼ ðDiU D iV D iW ÞT ð4Þ

where DiU * DiW are the current output distortions and

ðDiqs D ids ÞT ¼ C1ðDiU D iV D iWÞT ð5Þ

where

C1 ¼ 2
3

cosðxetÞ cosðxet � 2
3 pÞ cosðxetþ 2

3 pÞ
sinðxetÞ sinðxet � 2

3 pÞ sinðxetþ 2
3 pÞ

� �
ð6Þ

C1 is not square, so the inverse matrix of C1 could not be derived easily.
and Eq. (7) shows the mutual coupling relationship between DC-link voltage

distortion (DUdc ) and AC current distortions(DiU * DiW ).

Tm ¼ 3
2

P
2

� �
Wds �Wqsð Þ iqs

ids

� �
ð7Þ
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DTm ¼ 3
2
ðP
2
Þ Wds þDWds �Wqs � DWqsð Þ iqs þDiqs

ids þDids

� �
� Tm ð8Þ

Equation (7) is the expression of Tm under normal performance, and Eq. (8) is
that with IGBT failure. In Eq. (8), DWds and DWqs is the projection on d-axis and
q-axis of the stator flux distortion, while the d-axis and q-axis are the vertical and
horizontal axis, respectively.

Taking into account that the magnetic inertia of the motor is much larger than its
electric inertia, then DWds and DWqs are basically zero, so Eq. (9) gives:

DTm ¼ 3
2

P
2

� �
Wds �Wqsð Þ Diqs

Dids

� �
ð9Þ

hence

DTm ¼ P
2

� �
Wds �Wqsð Þ cosðxetÞ cosðxet � 2

3 pÞ cosðxetþ 2
3 pÞ

sinðxetÞ sinðxet � 2
3 pÞ sinðxetþ 2

3 pÞ
� � DiU

DiV
DiW

0
@

1
A

ð10Þ

Here we assume that

DiU ¼ ffiffiffi
2

p
I sinðxetþ h1Þ

DiV ¼ ffiffiffi
2

p
I sinðxetþ h1 � 2

3 pÞ
DiW ¼ ffiffiffi

2
p

I sinðxetþ h1 þ 2
3 pÞ

8<
: ð11Þ

where I is the effective value of the output current distortion, DTm is derived by
substituting Eq. (11) into Eq. (12):

DTm ¼ 3P

2
ffiffiffi
2

p Wds �Wqsð Þ I sin h1
I cos h1

� �
ð12Þ

With distorted mechanical torque output (Tm), the TCM active power Pm is also
distorted accordingly, as is shown in Eq. (13).

DPm ¼ DTm � Xr ð13Þ

Such conclusion could be confirmed by waveforms in Fig. 3. In Fig. 3, Q41 is
broken on 0.92 s, and the waveform of Tm fluctuates along with DiU �DiW , in the
same frequency.
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2.2 The Fundamental Failure Signatures of TC
Considering Internal Cascading and Mutual Coupling

As for the effect on Udc, by ignoring Rs and Rg, and with an average modulation
depth of Mm and MA�C, it gives

DU0
dc � � K

RLLg
DUdc ð14Þ

In Eq. (14), K is an constant conversion factor. Given that Lg can be considered
constant, so DUdc is uniquely determined by RL, i.e., by the torque output of the
motive car. What’s more, Eq. (14) implies that with accurate voltage control
scheme of GCM, the power circuit failure of TCM distorts Udc much more
seriously.

As for RL, it gives

RL ¼ U2
dc

NTmXr
¼ U2

dc

Pm
ð15Þ

In Eq. (15), N is the number of traction motors connected to TCM, Tm is
mechanical torque output of a single traction motor, and Xr is mechanical rotor
angular velocity of traction motors. NTmXr equals the active power Pm that TCM
absorbs from or feeds into DC-link, in traction or braking stage, respectively. In
traction stage,Pm [ 0, hence RL [ 0, and in braking stage RL\0.

Figure 2 shows the waveforms of iA � iC, Udc, iU � iW , with and without IGBT
failure. In Fig. 2a, TC operates normally without any malfunctioning switching
device; in Fig. 2b, the Q41 of TCM breaks on 0.92 s.

The effect on DUdc from DiA �DiC on DUdc is greatly suppressed by voltage
closed-loop control scheme of GCM [11], while Udc is still subject to certain slight
distortion in Fig. 2b. However, the effect of such distortion is further suppressed
and finally eliminated by the voltage feedforward scheme of TCM, that the output
current iU � iW shows no distortion is a good proof of this. In Fig. 2b, DUdc is
serious owing to the distortion of DiU �DiW , what can be partly explained with
Eq. (14) and (15).

Ui Vi Wi

mT

Fig. 3 The waveforms of iU � iW and Tm, after Q41 of TCM is broken
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Current and voltage distortions increase the electrical and thermal stress of the
sound switching devices left in PCM and TCM greatly, making it a must to detect
switching device failure as soon as the failure has occurred. If the control unit of TC
fails to recognize such power circuit failures and to locate malfunctioning switching
devices, other switching previously sound will be damaged, resulting in greater
loss.

3 The Automatic Fault Reasoning with OOCPN Model
and Digitalized Current/Voltage Signatures

Being an effective tool for dealing with discrete time dynamic processes, Petri Net
is also applicable completely in fault diagnosis of IGBT breakdown [12]. The
transitions of colored tokens in OOCPN simulates natural brain activities what
occur during fault reasoning by a field expert, and the stability of the reasoning
process is higher because of the discrete logic deduction process [13].

Based on the analysis above, the current input and output as well as the voltage
of DC-link are capable of acting as excellent fault signatures because they are
seriously and directly affected by power circuit faults. Since that OOCPN only takes
digital token inputs, the currents and voltage must be coded into digital quantities.
Such digitalization could be carried out with normalized average which are com-
pared with corresponding hysteresis thresholds, as is shown in Eq. (16).

sigdc ¼ 1; U�
dc [ thresðUdcÞ

0; U�
dc\thresðUdcÞ

�
ð16Þ

In Eq. (16), sigx is the digitalized signature of ix, where x could be A * C or
U * W. i�x is the normalized average of ix, and thresðixÞ is the hysteresis threshold
of ix;sigdc and U�

dc are the digitalized signature and normalized average of Udc,
respectively, and thresðUdcÞ is the hysteresis threshold of Udc. The normalized
average values are derived with Eq. (17), where idx and iqx are the d-axis and q-axis
projection in rotary 2-phase coordinate system of ix, x = A*C, U * W. Unom is
the nominal DC voltage of DC-link, and is 1650 V for a TC of HEMU.

i�x ¼
ixffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i2dx þ i2qx
q ;U�

dc ¼
Udc

Unom
ð17Þ

The mapping relations between malfunctioning IGBTs and digitalized fault
signatures are listed in Table 1. The current and voltage disturbance under power
circuit failures make it harder to realize accurate diagnosis [14]. To solve such
problem, we carry out the diagnosis process with a reasoning machine, so the effect
from such disturbance will be eliminated by iterative reasoning.
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The reasoning machine with OOCPN layout is shown in Fig. 4. Here is the
definition of a color token of the OOCPN:

{Cg,Ct, Cmid,Cgf, Ctf,Fun}
Cg records the IGBT identifier of GCM that has been diagnosed to be mal-

functioning. Ct records the IGBT identifier of TCM that has been diagnosed to be
malfunctioning. Cgm keeps information of current signatures of GCM (i.e.
sigA�C), Ctm keeps information of current signatures of TCM (i.e. sigU�W ); Cmid
keeps information of voltage signature of TCM (i.e. sigDC); Fun is the functional
attribute of the token, and it project Cgm, Ctm, Cmid to Cg and Ct.

With OOCPN reasoning machine, we realize field diagnosis of Q11 and Q41
failures on a DSPF2812 platform. In Fig. 5a, b, a rising edge of the end mark

Table 1 The correspondence between malfunctioning IGBT and digitalized fault signature

IGBT with
Failure

sigA�C, sigDC/sigU�W ,
sigDC

IGBT with
Failure

sigA�C, sigDC/sigU�W ,
sigDC

Q11/Q41 1, −1, 1, 0/−1, 1, −1, 1 Q22/Q52 −1,−1,1,0/1,1,−1,1

Q12/Q42 −1, 1, −1, 0/1, −1, 1, 1 Q31/Q61 −1,1,1,0/1,−1,−1,1

Q21/Q51 1, 1, −1, 0/-1, −1, 1, 1 Q32/Q62 1,−1,−1,0/−1,1,1,1

P0

P1

P3

T0

P4

T3

Asig

P2

T2

Usig Vsig
Wsig

T1

DCT

Bsig
Csig

DCsig

AT

BT

CT

UT VT
WT

Fig. 4 The fault reasoning machine based on OOCPN

266 L. Wang et al.



(a) The Q11 of GCM is broken

(b) The Q41 of TCM is broken

Fig. 5 Waveform after diagnosis with IGBT failure in power circuit of TC
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implies that a token result has been obtained by the OOCPN reasoning machine.
For malfunctioning Q11 and Q41. In both cases, the malfunctioning IGBT is
successfully diagnosed. The token results are as follows:

With malfunctioning Q11:
{{Q11}, {0}, {0}, {1, −1, 1}, {0}, Fun}.
With malfunctioning Q41:
{{0}, {Q41}, {1}, {0}, {1, −1, 1}, Fun}.
It should be noted that 3.3 and 3.5 ms is consumed by the diagnosis process for

GCM and TCM, respectively, and such consumption is cost mostly by normal-
ization and averaging process. In Fig. 5a, b, it can be observed that the current
inputs or outputs of TC are interrupted on the arriving of a diagnosis result, to
protect the sound IGBTs left.

4 Conclusions

The cascading and coupling relationship of sub-systems in TC of HEMU makes it
difficult for conventional diagnosis approaches to recognize malfunctioning
switching devices in the power circuit. In this paper, the fault signatures of
switching device failures are reconfigured with an analytical fault model, which
takes into consideration the inner coupling and mutual interactions among the GCM
and TCM of TC. With such fault model, the current inputs, the current outputs, and
the voltage across DC-link of TC are selected as basic fault signatures. Digitalized
signatures derived with the currents and voltage are put into an OOCPN reasoning
machine for malfunctioning switching device location. The diagnosis process
proposed and exampled in this paper is testified with experimental results, and it is
hoped that such process will provide reference to some similar system.
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Characterization and Variable
Temperature Modeling of SiC MOSFET

Mengzhu Wang, Yujia Guo, Lei Wang, Guofu Chen
and Ruichang Qiu

Abstract Silicon power semiconductor device is difficult to meet the requirements
of high temperature, high pressure and high frequency. Among them, the MOSFET
which has the fast switch speed and the simple driving circuit, become the most
popular object in SiC power electronic devices. In this paper, we choose the
C2M0160120D chip of CREE company, establishing a complete model. And the
static characteristics of SiC MOSFET under different temperature points are sim-
ulated. The switching characteristics of SiC MOSFET under different driving
resistances are analyzed and compared with the experimental results, and the
accuracy of the model is verified in this paper.

Keywords SiC MOSFET � Simulation model � Pspice � Characteristic analysis

1 Introduction

Si and GaAs, as the representative of the traditional semiconductor devices, can
only work under 200 °C, and they can’t meet the new requirements of the devel-
opment of modern electronic technology [1]. Since 1990s, with the outstanding
performance advantages of band gap, breakdown field strength, thermal conduc-
tivity and saturation electron drift rate, the third generation wide band gap semi-
conductor material, represented by SiC and GaN, have become the research focus.
At present, SiC MOSFETs have a very good application in the civil power sub-
station and transmission field, the aerospace field, and the new energy field, such as
PV inverter, hybrid/electric vehicles, rail vehicles, wind power [2].
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With the wide use of SiC MOSFET, it is very important to use a model of the
device to evaluate performance. Therefore, obtaining a precise and concise model is
the key to simulate exactly of the device characteristics. The MOSFET device
model can be divided into physical model and equivalent circuit model [3].
According to the structure diagram of the SiC MOSFET, the circuit schematic
diagram and the physical equations of the model, a SiC MOSFET model based on
the physical level was established in Ref. [4]. However, this method has a large
amount of calculation. It is suitable for the research at the physical level and the
analysis of the intrinsic characteristics of the device, but industrial applications.
Taking SiC MOSFET CMF20120D chip of CREE company as an example, a
variable temperature parameter PSpice model was built in Ref. [5]. The model was
tested under different voltage, current and temperature conditions. It was turned out
that the model was accurate and had a high reference value [6–8]. But the way,
modeling of temperature controlled voltage source, is very complex and easy to
make mistakes. In this paper, we use ABM (Analog Behavioral Modeling) simu-
lation behavior model to improve the modeling method. Gate-drain capacitance
CGD is an important factor to affect the switching characteristic of SiC MOSFET,
and the method in Ref. [6] has a poor accuracy. In this paper, based on the
establishment of the SiC MOSFET model of MOS3, we make a thorough inquiry of
modeling CGD.

2 Variable Temperature Modeling of SiC MOSFET

Figure 1 shows the SiC MOSFET PSpice model that needs to be established in this
paper. M and DBODY are used to describe the basic characteristics of N channel
MOSFET with Model Editor in PSpice software. The temperature dependent
voltage source ETEMP, is employed to describe the static characteristics of
SiC MOSFET. CGD and CGS are used to describe the dynamic characteristics.

M

Fig. 1 PSpice model of SiC
MOSFET
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2.1 Temperature Compensation Modeling of on-State
Resistance

Basic unit M only sets up a model at a single temperature (25 °C). In order to
improve the accuracy of the model, we will build a model of temperature com-
pensation of on-state resistance Rds. From the datasheet of C2M0160120D, we can
know that the value of Rds increases with temperature. To simplify the modeling
process, We combine the drain and source resistance into Rds(on), and we use the
second-order fit method for its mathematical treatment

RdsðonÞðTÞ ¼ RdsðonÞðT25Þ � 1þ TC1 � ðT � T25Þþ TC2 � ðT � T25Þ2
h i

ð1Þ

Through the data points extraction and curve fitting, we can get the formula of
on-state resistance

RdsðonÞðTÞ ¼ 0:0024 � 1þ 0:1309 � ðT � T25Þþ 0:0016 � ðT � T25Þ2
h i

ð2Þ

where Rds(on)(T25) is the typical Rds(on) value at 25 °C, we take 160 mX, T is the
temperature point in simulations, TC1 and TC2 are fitting coefficients.

Place the temperature compensation resistor in the circuit, and test the Rds(on) of
SiC MOSFET with the condition of UGS = 20 V,ID = 10A.

As is shown in Fig. 2b, the blue line that Model Editor default is far away from
the trend of On-Resistance versus Temperature in datasheet. The red line can
describe the on-state resistance with temperature changes better.

(a)
(b)
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Rds
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)
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Fig. 2 a Test circuit of drain-source on-state resistance, b before and after the compensation of
on-resistance versus temperature
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2.2 Modeling of Temperature Control Voltage Source

In this paper, ABM (Analog Behavioral Modeling) is used to model the temperature
control voltage source. ABM is an extension of the controlled source. It calls
mathematical formulas or look-up tables to describe the device, without the need to
design specific circuit [9].

In PSpice, the default threshold voltage change rate is −1Mv/°C, which isn’t
match with the actual device threshold voltage variation. ETEMP is used to com-
pensate for the change of threshold voltage caused by temperature change. It
proposed in Ref. [10]. Simple linear fitting can’t perfectly represent the curve of
Threshold Voltage vs. Temperature. So we use the three order function and three
order fitting to the ETEMP modeling,

ETEMP ¼ VT3 � ðT � T25Þ3 þVT2 � ðT � T25Þ2 þVT1 � ðT � T25Þ ð3Þ

where T is the temperature point in simulations, VT1, VT2 and VT3 are fitting
coefficients. The ABM model used in this paper is simpler, and the improved
formula is

ETEMP ¼ VT3 � T3 þVT2 � T2 þVT1 � T ð4Þ

2.3 Modeling of Gate-Source Capacitance

The capacitance between several poles affect the switching characteristics of
SiC MOSFET. It is almost independent of temperature, but sensitive to voltage
parameters. So, in this paper, temperature factors will not be considered, and mainly
discuss the modeling of CGD which has a significant influence on the switching
characteristics of the device. Two modeling methods of CGD will be explored in this
paper.

2.3.1 Sub Circuit Modeling Method

Figure 3a shows the sub circuit of nonlinear capacitance, it uses two diodes in
series to describe the nonlinear capacitance [11]. Diode has PN junction capacitance
effect. In the reverse bias state, the capacitance decreases as the voltage increases,
which conform to the changing trend of CGD. We can reasonably configure the
parameters of two diodes to accurately simulate the changes in capacitance.

When the device is in off-state, UGD < 0, DGD1 and DGD2, in series, are used to
describe the changes in CGD. When the device is in the on-state, UGD > 0, fixed
capacitance CGDMAX = CGD. In this way, the sub circuit can accurately describe
the nonlinear variable capacitance CGD.
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The waveform of the capacitance with voltage is shown in Fig. 3b. In the
simulation process, the running speed is slow and the simulation curve is not easy
to converge, which is prone to error. The capacitance value increases with the UGD

value, which is far from the actual one. Diode parameters can only be set by trial
and error, which has poor accuracy.

2.3.2 Descriptive Statement Modeling Method

CGD is nonlinear before the device is fully turn on, and it is a fixed value after the
opening. It needs to describe the nonlinear variation of the capacitance value, which
is expressed in Cg. Because measure capacitance directly is hard, referring to the
formula (6), when dUGD/dt is linear to 1, the ig − t change can be used to replace
the description of Cg − UGD change.

ig ¼ Cg � dUGD

dt
ð6Þ

Use the diode charge formula to derive the junction capacitance formula (7),

CJO ¼ QD m� 1ð Þ
uD 1� UGD

uD

� �1�m
�1

� � ;m 6¼ 1 ð7Þ

Define a ¼ QD m�1ð Þ
uD

, b ¼ uD, c ¼ 1� m. Optimize the formula (7) so that the

variable capacitor Cg only works when the CGD is less than zero. We can get the
fitting function (8).
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Fig. 3 a The sub circuit of nonlinear capacitance. b The test simulation curve of diode’s
capacitance
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CGD ¼ a

1þ UGDj j
b

� �c ; UGD\0

CGD ¼ a ; UGD [ 0

(
ð8Þ

According to the fitting formula and using statement modeling method of Model
Editor, we can build CGD sub circuit module.

Figure 4 shows the simulation results.
As is shown,when UGD < 0, the capacitance value decreases with the increase of

voltage. When UGD > 0, the capacitance value keeps constant. Therefore, this
model can accurately simulate the nonlinear capacitance CGD in SiC MOSFET.

The above two models respectively use diode and voltage control current source
to complete the modeling of CGD. There is a great deal of uncertainty in parameter
setting by using diode modeling. So we select the second method by using VCCS to
the modeling in this paper.

3 Characteristics Verification

3.1 Static Characteristics Verification

Compare the simulation results with the characteristic curves (solid lines) provided
in datasheet as shown in Fig. 5.

Figure 6 shows the output characteristic of SiC MOSFET. The proposed model
fits the datasheet well.

3.2 Dynamic Characteristics Verification

In this paper, the dynamic characteristics are verified by double pulse test (Fig. 7).
The test circuit uses a double pulse gate drive mode. The drive voltage is −5/

19 V. The drain-source voltage is 600 V. The load inductance is 5 X, 10 X, 20 X,
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Fig. 4 Test simulation curve
of sub circuit of CGD
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30 X. Observe the on-state and off-state simulation waveform of SiC MOSFET on
different drive resistances, and compare to the experimental result.

Due to the fast switching speed of the SiC MOSFET, it requires wider band gap
of current and voltage probes. We use the 100 MHz bandwidth voltage probe and
120 MHz current probe in this paper.

The test results are as follows,

(1) The driving resistance is set to 5 X. The moment the device turn on (Fig. 8)

The driving resistance is set to 5X. The moment the device turn off (Fig. 9).
Above the pictures, the prior is simulation waveform. The latter is the experi-

mental waveform. The blue line represents the change in drain-source voltage with
time, and the red line represents the change in drain current with time.

From the simulation and experimentation results can be seen, the model built in
this paper can fit the waveforms of current and voltage in the turn-on and turn-off
time of SiC MOSFET C2M0160120D.
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Fig. 8 The comparison between simulation and experiment when the drive turn-on and resistance
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4 Conclusion

This paper focuses on the establishment of the simulation model based on
SiC MOSFET C2M0160120D in Pspice. When modeling temperature-controlled
voltage sources, we use the ABM module to simplify the modeling process. On the
basis of the previous modeling methods, the model is further improved in this
paper. Test the static characteristics of the model at different temperatures, the
simulation results are in good agreement with the data provided in datasheet. Two
models respectively use diode and voltage control current source to complete the
modeling of CGD. After the comparison, we select the second method by using
VCCS to the modeling in this paper. Build the test circuit by the dynamic model
and test switching characteristics under different driving resistance. Compare the
simulation result with experiment. It verifies the correctness of the dynamic model.
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Calculation Analysis on Traction Motor
Temperature Rise of EMU Vehicles Based
on Fuzzy Neural Network

Jianying Liang, Shaoqing Liu, Chongcheng Zhong and Jin Yu

Abstract As a major consideration during the traction system design procedure,
the traction motor temperature rise is also deemed as an important physical
parameter for evaluating performance of the traction motor over the course of
long-term service. Due to the operating conditions, ambient temperature and other
factors, it is difficult to accurately assess the traction temperature rise during the
designing process of traction system. On a basis of extensive data analysis on
traction motor temperature rise tests, this paper first adopts the Heuristic method of
Sequential Forward Selection to determine main factors that cause the traction
motor’s temperature rises in various operating conditions. Then the fuzzy neural
network calculation models of traction motor temperature rise is established under
different working conditions. Training these fuzzy neural networks with sample
data from route test to obtain the traction motor temperature rise calculation model
under full operating conditions and the whole climate environment. Taking actual
parameters of a certain type EMU (Electric Multiple Units) of the Beijing—
Shanghai line as the object, this paper compares the temperature variation of the
traction motor obtained from the simulation calculation with the experimental data
in a way to justify the correctness and validity of the selected method.

Keywords Fuzzy neural network � EMU � Traction motor � Temperature rise

1 Introduction

At present, the three-phase asynchronous motor is commonly adopted by the EMU
vehicles in China as the power driving system. Such motor is powered by VVVF
converters and the current features abundant high-order harmonics. During the
running process, the traction motor speed and working conditions frequently vary
with the operating demands, making the iron core circuit saturation of the motor
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changes accordingly and thus the rise of loss and temperature; meanwhile, the
improvement of maximum running speed and start-up performance of EMU
vehicles brings about more stringent requirements on the motor temperature rise.
Therefore, all EMU vehicles are equipped with specific temperature inspection
system on each traction motor and real-time inspection on iron core temperature of
each traction motor is carried out to ensure running reliability of the motor.

In the designing of the traction system, the tractionmotor temperature rise is always
deemed as a major performance parameter, and it is crucial to accurately calculate the
temperature rise according to the established design plan. At present, the traction
motor temperature rise is finally determined by simulation calculation as well as the
bench test of trial specimen at the design phase. The bench test of trial specimen can
produce the final results. However, the design plan is usually optimized according the
results in combination with designing experience, and the verification process is a
lengthy one; usually the finite element method is adopted in simulation calculation for
the temperature rise of the three-phase asynchronousmotor. However, due to frequent
change of VVVF inverter power supply, running environment and working condi-
tions, it is difficult obtain accurate calculation results through the traditional finite
element method. The asynchronous motor temperature rise and temperature distri-
bution have been extensively researched both at home and abroad [1–5].

As a combination of fuzzy logic system and neural network, the fuzzy neural
network features the research and generalization ability of complex nonlinear system
from the neural network and fully utilization of system experience and knowledge
from the fuzzy logic system, making itself a powerful tool for dealing with uncer-
tainties and nonlinear complex problems. Therefore, it has drawn wide attention of
researchers of various fields [6–8] and also gradually applied to the rail transit field.

This paper presents a calculation method for traction motor temperature rise of
EMU vehicles based on fuzzy neural network. It first adopts the Heuristic method
on the basis of numerous historical data to determine the factors affecting tem-
perature rise in different working conditions and the change rule. Taking the
affecting factors as model parameters of fuzzy neural network, then the fuzzy neural
network calculation model of traction motor temperature rise in various working
conditions is established. Learn with track test data by the error back-propagation
and gradient descent method to determine the link weight of the fuzzy neural
network and parameters of fuzzy membership function, and the calculation model
of traction motor temperature rise is finally established. The method used in this
paper not only can make full use of the existing historical data, but also has some
reasoning abilities in the temperature rise calculation process.

2 Factors Analysis on Traction Motor Temperature Rise

According to the principle of energy conservation, heat generated by the traction
motor in the unit of time should be equal to the sum of the heat dissipated from the
object and the heat absorbed by the object at the same time [9], i.e.,
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cG
dðDsÞ
dt

þ aADs ¼ p

where,

c specific heat capacity of the object;
G object mass;
Ds temperature rise of the object surface relative to the surrounding medium;
a surface radiation coefficient;
A surface radiating area;

dðDsÞ
dt

þ K
C
Ds ¼ p

C

where,

K ¼ aA, object thermal conductance;
C ¼ cG, object thermal capacity.

Ds ¼ e�
R

K
Cdt½

Z
p
C
e�

R
K
CdtdtþD�

K, C and p are time functions and difficult to determine, furthermore, the gen-
eration and propagation of heat are affected by factors such as load current, ambient
temperature, running speed and inlet and outlet wind pressure of ventilation system.
It is difficult to determine the current temperature rise of traction motor using the
traditional analytical method or the finite element method.

In order to calculate the traction motor temperature rise more accurately, firstly it
is necessary to accurately identify the factors that affect the temperature rise of the
motor under the current working conditions, and then select the appropriate method
such as fuzzy neural network to determine to what extent that the temperature is
influenced by each factor so that the motor temperature rise can be calculated.

There are many working conditions over the course of running, such as start-up
speed, constant speed running, coasting, braking and parking. With the change of
train running conditions, the factors affecting the temperature rise of traction motor
and the degree will change greatly. Therefore, the influencing factors should be
analyzed separately for different train running conditions. In this paper, the fol-
lowing methods are used to search the fundamental factors of motor temperature
rise under various working conditions:

(1) To determine the potential factors of motor temperature rise: Consider all the
following possible parameters: running time Tr, ambient temperature T, differ-
ence between the motor and ambient temperature R, running speed V , motor
power P, current I, voltage U, frequency f , and inlet and outlet wind pressure of
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ventilation system Pv, and create a feature set S ¼ Tr;AT ; TD;V ;P; I;U; f ;Pvf g
and corresponding motor temperature rise TRm. These factors have different
effects on the temperature rise of the motor under different running conditions.
Some may have no significant influence and there may be a strong correlation
between some factors. Too many factors will complicate the analysis process
affecting the accuracy and efficiency of calculation. In this point, it is necessary to
screen out the most fundamental factors;

(2) To adopt the Heuristic method of Sequential Forward Selection to determine the
fundamental factors of the traction motor temperature rise under the working
condition [10]. The heuristic search method selects one factor that minimizes
root-mean-square error from these factors at one time according to the following
method, and the final selection set are the fundamental factors under such condition:

① Set a feature set S ¼ U1;U2; . . .;Ukf g ¼ Tr;AT ; TD;V ;P; I;U;f
f ;Pvg,k ¼ 9, the initial set of fundamental factors is set to I be
empty I ¼ fg;

② Select a subset Si in turn from the feature set S, together with the set
I, to constitute a new fundamental factor set I ¼ I; Sif g; together
with temperature rise TRm to create the training and testing set
Di ¼ ITRm½ �. By different sampling intervals, separate training
sample Trn data and testing sample Chk data from Di.

③ Train and test Trn data and Chk data samples with the fuzzy neural
network;

④ Calculate the temperature rise error of the motor generated by each
type of factor combinations under the influence of training and
testing samples, and summarize root-mean-square of errors er;

⑤ Select the combination with the minimum error from various sets I
as an optimum solution for the search as well as a fundamental factor
I, save the optimum solution I0 ¼ I and corresponding errors er0 and
then update the set S ¼ S1; S2; . . .; Skf g;k ¼ k� 1;

⑥ Repeat the above process②–⑤; when the corresponding error to
various combinations during this search is no longer reduced, that is,
er\er0, stop searching, and the current set I is deemed as the fun-
damental factors of traction motor temperature rise under such
working condition.

Via the above-mentioned method, the fundamental factors of traction motor
temperature rise under the start-up condition can be determined as shown in Fig. 1.
Through the heuristic search method, the minimum root-mean-square error of the
motor temperature rise comes from the factor combination of “temperature differ-
ence, power, speed, time and wind pressure” and thus this combination is the
fundamental factor during the start-up stage.

The same method can be adopted to obtain the fundamental factors of the
traction motor temperature rise under different working conditions as shown in
Table 1 below.
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3 Calculation Model of Traction Motor Temperature Rise
of EMU Vehicles Based on Fuzzy Neural Network

On the basis of factors analysis of temperature rise, the temperature rise calculation
model based on the fuzzy neural network under different conditions are established
[10], and the calculation model during the start-up stage is as follows (Fig. 2),

The model is divided into five layers. The first layer is the input layer, and the
fundamental factors obtained from the search, i.e., temperature difference, venti-
lation wind pressure, speed, running time and power are inputs into the system;

The fuzzification of the input variables is realized at the second layer. Determine
the membership function l j

i for each input corresponding to language variables of
the fuzzy set and calculate the corresponding degree of membership. This paper

adopts the bell-shaped membership function l j
i ¼ e� xi�cijð Þ2=r2ij , i ¼ 1; 2; . . .; 5 is the

input variable dimension, and j ¼ 1; 2; 3 is fuzzy language variable dimension,

Fig. 1 Fundamental factors analysis results of the traction motor temperature rise during the EMU
start-up phase

Table 1 Fundamental factors analysis results of the traction motor temperature rise under various
working conditions of the EMU

Train operation condition Fundamental factors of the traction motor temperature rise

Start-up stage Running time, speed, temperature difference, power,
wind pressure of ventilation

Constant speed running Running time, speed, temperature difference, power,
wind pressure of ventilation

Coasting Running time, speed, temperature difference,
wind pressure of ventilation

Braking Running time, speed, temperature difference, power,
wind pressure of ventilation

Stopping Stopping time, temperature difference, wind pressure of ventilation
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all of which are divided into B (big), M (medium) and S (small). cij and rij are the
function center and width respectively;

The fuzzy rules are set at the third layer to accomplish the fuzzy reasoning
calculation accordingly. Each node of this layer represents a rule, match the ante-
cedent of the fuzzy rules, calculate the applicability of each fuzzy rule
aj ¼ min lk11 ; l

k2
2 ; l

k3
3 ; l

k4
4 ; l

k5
5

� �
, k1; k2; k3; k4; k5 2 1; 2; 3f g, j ¼ 1; 2; . . .;m, and m

belongs to the rule number,m\35;
There are totally five groups of fuzzy language variables at the start-up stage

with three kinds of values for each group. Therefore, the system will have at most
35 ¼ 243 fuzzy rules.

The normalization process is achieved in the fourth layer, aj ¼ aj=
Pm

i¼1 ai;
The fifth layer deals with defuzzification calculation, y ¼ Pm

j¼1 xjaj, and the
output is the temperature rise of the traction motor.

The whole model has three groups of parameters to be determined by the test
sample data via the corresponding optimization algorithm, namely each member-
ship function center cij, width rij and weighting coefficient xj. This paper adopts
the following method to determine these parameters:

(1) Based on the statistical analysis of the experimental data and the variation range
of each fundamental factor, the membership function (cij and rij) of each fuzzy
set language variable is roughly determined, and the weighting coefficient xj is
randomly assigned;

Input NormalizationFuzzification
Fuzzy Rules 
 Inference Output

Traction Motor 
Temperature Rise

Defuzzifica
-tion

Power
Power

Temperature
     Rise

Temperature
    Rise

Fig. 2 Fuzzy neural network model of the traction motor temperature rise during the EMU
start-up
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(2) Extract two groups of data of corresponding working conditions at different
periods and on different lines from historical data to serve as learning and
checking samples;

(3) Apply the corresponding learning sample data to the input end of the model to
perform the above-mentioned model processing calculation (fuzzification,
fuzzy inference, defuzzification) and the output is the current motor temperature
rise. Then the error is calculated via a comparison with the sample data;

(4) Adopt the error back-propagation algorithm (BP algorithm) to adjust each
weighting coefficient xk , membership function cij and rij. In order to prevent
the network from becoming “premature”, the weighting coefficient xk is
optimized by the momentum factor gradient descent method;

① Set the variable of error generated at the output layer in the Step t
iterative process against the rule k to be ek;t, then

xkþ 1;t ¼ xk;t � b1ek;t

② Transmit each ek;t along the reverse path for passing fuzzy neural
network information to the input end, set the error variable generated
at some fuzzification layer to be e ijð Þ;t, and the corresponding
membership function parameter cij and rij are learned and adjusted
according to the following algorithm;

c ijð Þþ 1;t ¼ c ijð Þ;t � b2e ijð Þ;t

r ijð Þþ 1;t ¼ r ijð Þ;t � b3e ijð Þ;t

(5) Repeat Step (3)–(4), to complete the learning of temperature rise calculation
model of the fuzzy neural network;

(6) Test the feasibility of the model with checking samples. If the sample error
occurs within the acceptable range, the modeling process is completed, and the
model can be applied to calculation of the traction motor temperature rise. In
case of bigger error, repeat the above Step (1)–(5) until the result is satisfactory

The checking results of the traction motor temperature rise calculation model at
the start-up stage established in this paper are shown in the following (Fig. 3).

The checking sample contains iron core temperatures of four traction motors on a
certain type EMU. As is shown in the figure: affected by nearby environment of the
motor itself, and the differences of motor parameters, the temperature rise differ-
ences of different motors under different working conditions can reach 10 °C. See
the following figure for calculation errors of the model (Fig. 4):

For the checking sample data, the calculation error � is 3 °C, and for all the
testing data under the same working conditions, the maximum error is �5 °C.
Therefore, the established temperature rise calculation model can be used to cal-
culate the temperature rise of the traction motor.
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Establish the calculation model of the traction motor temperature rise under each
working condition by following the above methods, through which the corre-
sponding motor temperature rise to the traction system design plan can be calcu-
lated and evaluated.
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Mean temperature tested of the motor core
Temperature calculated of the motor core
Temperature of measuring point 1 of the motor
Temperature of measuring point 2 of the motor

Temperature of measuring point 3 of the motor
Temperature of measuring point 4 of the motor
Environment temperature

Fig. 3 Calculation results of the traction motor temperature rise model during the EMU start-up
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Fig. 4 Error made by the temperature rise model compared with the track test
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4 Test Verification

In order to verify the feasibility of the method adopted in this paper, based on the
actual parameters from the traction system of a certain type EMU and the line
between Xuzhou East and Bengbu, which is a segment of the Beijing—Shanghai
line, we simulate and calculate the electrical performance parameters of this type of
EMU during its running process on Beijing—Shanghai line. Adopt the calculation
model of the traction motor temperature rise established in this paper to calculate
real-time motor temperature rise according to the following methods:

(1) According to the historical data of the local meteorological service, the maxi-
mum temperature of the regional line is 36 °C in the past two years, and the
ambient temperature is set at 36 °C in calculation to determine the temperature
difference;

(2) Carry out statistical analysis on the inlet and outlet wind pressure of the motor
ventilation system according to the historical test data, and the typical inlet and
outlet wind pressure curve varying with the EMU speed is obtained from the
start-up stage to the braking and parking process as shown in the following
(Fig. 5):

(3) Running speed, running time and power of traction motor during the running
process of a certain type EMU are obtained through traction calculation. Based
on the above wind pressure and speed curve, the wind pressure at the current
speed is obtained through linear interpolation;

(4) Call the corresponding calculation model of the traction motor temperature rise
according to the current working conditions, load the information reflecting the
traction motor temperature rise at the corresponding working conditions such as
time, speed, temperature difference, power, and wind pressure of ventilation
system onto the calculation model to obtain the motor temperature rise at
current period.

Air inlet pressure of traction motor variation with the train speed

Air inlet pressure of the ventilation system Train speed
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Fig. 5 Wind pressure varied with the EMU velocity
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(5) Repeat the above Step (3)–(4) to the end. The temperature rise variation curve
of the traction motor during the whole running process can be obtained as
shown in the following (Fig. 6).

For the purpose of comparison, the figure also shows the test results of EMU
traction motor temperature rise. When the motor heat is about to reach the equi-
librium period, the model calculation result is slightly greater than the test results,
with the maximum error of about 7 °C. According to the above historical data of the
traction motor temperature rise, it can be seen that as the temperature rise difference
of each motor of the same EMU can reach about 10 °C under the same working
condition, the calculation result of the model is acceptable in the actual design
process. Therefore, the fuzzy neural network model of the traction motor temper-
ature rise established in this paper is feasible.

5 Conclusions

As for the problem that it is difficult to calculate the accurate motor temperature rise
during the designing process of the EMU traction system, this paper starts with an
extensive research of the test data and different working conditions to determine the
fundamental factors of motor temperature rise under different working conditions
with the heuristic search method of Sequential Forward Selection; on this basis, the
artificial intelligence technology is adopted to establish the fuzzy neural network
models of EMU motor temperature rise under different working conditions in a way
to accurately calculate the traction motor temperature rise resulting from EMU
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Temperature rise test results of the traction motor

Temperature rise simulation results of the traction motor on the flat track

Fig. 6 Core temperature rise calculation results of the traction motor of a certain type EMU
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traction system designing plan. Through a comparison with the test results of a
certain type EMU, it can be concluded that the error generated by calculation model
established in this paper is acceptable and the model can be applied to temperature
rise calculation of EMU traction motors.
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Predictive Current Control
for Three-Phase Asynchronous Motor
with Delay Compensation

Yaru Xue, Jian Zhou, Yuwen Qi, Huaiqiang Zhang and Yong Ding

Abstract High performance control method which is able to improve the current
inner loop performance is required in order to avoid the problem of the parameter
setting of PI controller in vector control. And it will take time for controller to
sample and calculate so there is a delay in the processing of the prediction model.
Therefore, the paper proposes a model prediction current control with a delay
compensation strategy for asynchronous motor drive. Firstly, the current prediction
model under the rotating coordinate system is built using the asynchronous motor
equation and the basic framework of current model predictive control is established
based on the field orientation strategy. Also, the future trajectory of the current is
predicted based on the linear fitting method. Then, aimed at a delay problem
existing in the current predictive control, the paper proposes the delay compensa-
tion strategy to improve the adverse effects caused by a delay. And the simulation
results verify the feasibility of the compensation strategy.
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1 Introduction

The vector control, as a mainstream control method of the asynchronous motor
drive, has many advantages: a wide speed adjustment range and high steady pre-
cision [1]. However, the PI controller and modulation module employed in vector
control is complex and redundant and improper PI parameter settings even may
contribute to the control system overshoot and oscillation. While, the model pre-
dictive control doesn’t need PI controller and voltage modulation module. Besides,
the stability of algorithm is good, the control thought is simple, and it is apt to deal
with the nonlinear constraints [2].

Holtz and Stadtfeld came up with the prediction control based on the linear
fitting of the current trajectory in 1983 and introduced MPC algorithm into asyn-
chronous motor control for the first time [3–5]. In the current model predictive
control proposed by Holtz, the control algorithm is simple and intuitive, but the
method is based on the motor electromotive force model that contains differential
loop, so the model is more easily disturbed by the environment [6]. Also, it takes a
period of time for the controller to sample and calculate the optimal vector in
practical application. And the optimal vector can’t be used until the next sampling
instant so there is a delay, affecting the control performance of algorithm [7]. Aimed
at the problems above, this paper establishes a current prediction model and pro-
poses a delay compensation strategy in order to improve the adverse effects caused
by a delay.

2 The Mathematical Equation of Current
Prediction Model

The current model predictive control system is described in Fig. 1: the field current
instruction i�sd can be obtained by a given flux signal w�

r and the torque current
component i�sq is calculated by the combination of the traction instruction T�

e and the
given flux instruction w�

r . Then the controller will put the current instruction and the
actual d and q axis currents into the prediction model, the current error can be
obtained from predictive algorithm and optimal switch state of the next moment can
be obtained by optimization of the flux vector, leading the actual current to track the
instruction value.

The paper uses the discrete state equation under d-q synchronous rotating
coordinate system as the current prediction model. And the state equation
under d-q synchronous rotating coordinate system for asynchronous motor is
shown in (1.1).
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disd
dt ¼ � RsL2s þRrL2m

rLsL2r
isd þxeisq þ Lm

rLsLrTr
wrd þ Lm

rLsLr
xrwrq þ usd

rLs
disq
dt ¼ �xeisd � RsL2r þRrL2m

rLsL2r
isq þ Lm

rLsLrTr
wrq � Lm

rLsLr
xrwrd þ usq

rLs
dwrd
dt ¼ Lm

Tr
isd � 1

Tr
wrd þðxe � xrÞwrd

dwrd
dt ¼ Lm

Tr
isq � 1

Tr
wrd � ðxe � xrÞwrd

8
>>>>><

>>>>>:

ð1:1Þ

Let’s suppose that Ts is the discrete sampling period of controller. Then use the
Forward Euler method to discrete the stator current and the current prediction model
used in the paper is as follows:

isd½kþ 1� ¼ ð1� RsL2r þRrL2m
rLsL2r

TsÞisd½k� þxeTsisq½k�

þ LmTs
rLsLrTr

wrd½k� þ
LmxrTs
rLsLr

wrq½k� þ
Ts
L0s

usd½k�
ð1:2Þ

isq½kþ 1� ¼ �xeTsisd½k� þ ð1� RsL2r þRrL2m
rLsL2r

TsÞisq½k�

� LmxrTs
rLsLr

wrd½k� þ
LmTs

rLsLrTr
wrq½k� þ

Ts
L0
s
usq½k�

ð1:3Þ
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Fig. 1 Current model predictive control diagram of induction machine
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3 The Algorithm Design of Current Model
Prediction Control

The prediction control considers the motor and inverter as a whole system and the
current as control target in order to implement the direct control of current vector. It is
well-known that two-level inverter generates eight kinds of space voltage vectors at
most and after the different voltage vectors are applied to induction motor, the current
vector will generates corresponding change [8]. Based on linear fitting method, the
future trajectory of the current in several sampling periods can be predicted as fol-
lows: supposingwhen it is at tk, the actual value of current vector is i(tk), and the target
value is i*(tk), then the current at t(t > tk) can be described as follows:

i�ðtÞ ¼ i�ðtkÞþ di�ðsÞ
ds

js¼tkDt iðtÞ ¼ iðtkÞþ diðsÞ
ds

js¼tkDt ð1:4Þ

where, Dt ¼ t � tk.
Different voltage vector actions can generate different current slopes, which can

be described as di�ðs;mÞ=dsjs¼t0 ;m ¼ 0; 1; . . .; 7 in which m represent the different
voltage vectors. So the current error between the real current and the target value at
t moment under different voltage vector actions is as follows:

Diðt;mÞ ¼ i�ðtÞ � iðtÞ ¼ i�ðtkÞþ di�ðsÞ
ds

js¼tkDt � ðiðtkÞþ diðs;mÞ
ds

js¼tkDtÞ

¼ ði�ðtkÞ � iðtkÞÞþ ðdi
�ðsÞ
ds

js¼tk �
diðs;mÞ

ds
js¼tkÞDt

ð1:5Þ

If we define the following equations:

eðtkÞ ¼ i�ðtkÞ � iðtkÞ e0ðtk;mÞ ¼ di�ðsÞ
ds

js¼tk �
diðs;mÞ

ds
js¼tk ð1:6Þ

iðtkÞ ¼ id þ jiq i�ðtkÞ ¼ i�d þ ji�q
e0ðtk;mÞ ¼ e0d þ je0q eðtkÞ ¼ ed þ jeq

ð1:7Þ

Combine (1.5) (1.6) and (1.7), we can obtain the modulus of the current error:

jDiðt;mÞj2 ¼ ðed þ e0dDtÞ2 þðeq þ e0qDtÞ2
¼ aðtk;mÞDt2 þ bðtk;mÞDtþ cðtkÞ

m ¼ 0; 1; . . .7 ð1:8Þ

We can discover from (1.8) that the modulus of current error trajectory is a
parabola as shown in Fig. 2a, and the time to get to that error again from the
moment of tk can be obtained as follows:
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DtðmÞ ¼ � bðtk;mÞ
aðtk;mÞ ð1:9Þ

The 0–7 corresponds to eight different voltage vectors, t0, t1,… t7 corresponds to
the time when the current once again reaches the error. In order to reduce the
switching frequency of inverter as far as possible, voltage vector generated by the
new switch state should be able to reduce current error and keep the time to get
back to current error again as long as possible. At the same time, ensure the opening
times of each switching tube are as small as possible and define the switching
frequency as nm. Then the problem of finding the optimal switch vector can be
described as the following optimization problem:

min
m

J1ðmÞ ¼ min
m

nm
DtðmÞ m ¼ 0; 1; . . .7 ð2:0Þ

3.1 A Delay Compensation Strategy

Considering that the sampling time and calculation time of controller cannot be
ignored in the practical operation, the calculated optimal vector is not adopted
during the [tk, tk+1] until the next sampling moment tk+1, so there is a delay for the
predictive control. To compensate for this delay, when it is at tk, the controller needs
to give the voltage vector of tk+1 moment on the asynchronous machine. As shown
in Fig. 2b, at tk, suppose that voltage vector acted on the inverter has been obtained
at tk–1 and the optimal voltage vector is 5 vector during the [tk, tk+1]. Then use the
prediction model in (1.2) and (1.3) to calculate the current vector i[tk+1] of tk+1
moment under the 5 voltage vector action. Nextly, the controller determines the
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Fig. 2 Current error trajectories. a Under different voltage vectors. b With a delay compensation
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current error jDiðkþ 1Þj2 between the current vector i[tk+1] and the target current
vector at this moment. In order to assess the current tracking, the paper introduces
the concept of the error limit, a given error range. As in Fig. 2b, suppose that the
error limit is r2, if the current error modulus exceeds r2, it means that the current
error modulus is too large so that the original voltage vector is not suitable any
more. Then the controller puts the i[tk+1] into the prediction model to choose the
optimal switch combination and at tk+1 moment, the optimal switch combination is
added to the inverter to generate the corresponding voltage vector that actions on
the motor. Otherwise, there is no need to change the voltage vector and the switch
does not operate.

4 Simulation Results

In order to verify the effectiveness of the compensation strategy, the prediction
control system is established by Simulink/s-function. The motor parameters used in
the paper are shown in Table 1 and the simulation parameters are set as follows: the
simulation is the fixed-step and the simulation step is 2us; for the comparison of
each control algorithm in convenient, the d axis component of the target current is
set to about 30% of the rated peak current, which is 2 A; the error limit is 0.2 A2;
the time of dead area is 4us; and the simulation employs the advanced voltage rotor
flux observer [9].

The paper simulates the control effect of current model prediction algorithm
under the sampling frequency of 20 k. Target torque instruction is 9 N m, the
motor startups with load and maintains stable at the speed of 200 r/min. Besides,
the simulation comparison results between the situation with a delay and the sit-
uation with compensation are as follows (Figs. 3 and 4):

The steady-state tracking effect of the d axis and q axis currents and the control
effect of torque are given in the four figures above. With a delay, the tracking effect
of d axis and q axis currents gets worse and the current error modulus is near 1 A2;
the corresponding current harmonics of a phase reaches 10.03%; the average torque
ripple is expanded to about ±1.6 N m. After adopting the delay compensation
strategy, the tracking effect of d axis and q axis currents are better than before
compensation, the maximum value of current error is below 1 A2 and the corre-
sponding current harmonic of a phase is reduced to 8.63%. Also, the average torque
ripple is reduced to ±1.3 N m, torque burr and the current harmonic decrease more

Table 1 The motor parameters

Rated voltage/frequency: 380 V/50 Hz Stator resistance: 3.024 X

Rated current: 5 A Rotor resistance: 2.397 X

Rated power: 2.2 kW Mutual inductance: 0.3323 H

Rated speed: 1420 r/min The leakage inductance of stator: 0.0117 H

Number of pole-pairs: 2 The leakage inductance of rotor: 0.0122 H
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compared with the simulation before compensation. The simulation results suggest
that the delay compensation strategy improves the negative effects of a delay on the
motor torque and the current tracking (Fig. 5).
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Fig. 5 The FFT analysis of current of a phase. a With a delay. b With compensation
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5 Conclusion

The model predictive current control for asynchronous motor drive is simple and
does not need the parameter setting of PI controller, but when the MPC algorithm
operates actually, there is a delay problem, which leads the control effect of
algorithm to get worse, even resulting in the system out of control. So aimed at the
delay problem in prediction control, the paper adopts a delay compensation strat-
egy. By simulation, it is discovered that compensation algorithm can effects very
well: the torque output ripple and current harmonic are reduced to a less level than
before compensation and the tracking of d axis component and q axis component of
stator current is very good.
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Predictive Direct Power Control
of Three-Phase PWM Rectifier Based
on Linear Active Disturbance Rejection
Control

Kunpeng Li

Abstract A dual closed loop for PWM rectifier, consisted of an inner instanta-
neous power loop and an outer dc-bus voltage loop, is presented in this paper. The
inner loop adopts predictive direct power control (PDPC) and the outside one
adopts linear active disturbance rejection control (LADRC) strategy. In order to
achieve the expected switching voltage vectors, the instantaneous power values are
forced to be equal to references at the next sampling instance in PDPC. The state
space form can be established according to instantaneous active power balance
equation, and then the generalized disturbance can be compensated. And the
instantaneous active power reference can be achieved by LADRC structure. Finally,
the presented structure is tested by simulation in Matlab/Simulink environment.
And simulation results verified the feasibility and the effectiveness of the proposed
system.

Keywords Rectifier � Instantaneous power � Predictive power control
Linear active disturbance rejection control

1 Introduction

For the reason that three-phase PWM rectifier represents some merits, such as low
harmonic distortion of ac-side current, near-unity power factor, and high-quality
dc-bus voltage, the three-phase PWM rectifier has been widely applied in the past
few years. Some researches on predictive direct power control (PDPC) technique
for the converter have been proposed in recent years [1–3]. In PDPC strategy,
instantaneous active and reactive powers are regarded as controlled variables, and
the expected switching voltage vectors of rectifier are decided by instantaneous
power tracking errors within a fixed sampling period. The advantages of this
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scheme, compared to the other control methods proposed in [4, 5], are faster
response, lower sensitivity to structure parameters, more satisfied dynamic per-
formances. However, there exists error because that the components of power
source are assumed constant over a switching period in [1]. And a high sampling
frequency is necessary to achieve satisfied properties for the reason that a sophis-
ticated dynamic look-up table (LUT) has been adopted in [2] and [3]. Therefore, to
solve these problems, a novel PDPC algorithm combined with space vector mod-
ulation (SVM) technology was proposed in this paper. Moreover, the instruction
value of instantaneous active power of tradition PDPC structure is usually provided
from the outer PI dc-bus voltage controller. The expected performances of con-
trolled system are limited to realize because of the drawbacks of PI controller,
including that (a) control effects are over-dependent on process model; (b) control
parameters are difficulty to be set; (c) time delay exists in the controller. Besides,
some uncertain disturbances cannot be compensated fast enough.

Active disturbance rejection control (ADRC) was proposed by Prof. Han [6].
The main structures of ADRC include a tracking differentiator (TD), an extended
state observer (ESO) and a nonlinear state error feedback (NLSEF). Although this
structure is able to achieve better performances than PI controller, it is still complex
and difficult to use in practice. To this, LADRC used linear ESO and linear SFF was
proposed in [7, 8]. These researches have proved that the performances of LADRC
are sometimes superior to ADRC.

Predictive direct power control of three-phase PWM rectifier based on LADRC
was proposed in this paper. The inner instantaneous power controller adopted
predictive control method and the outer dc-bus voltage controller adopted LADRC
strategy. Finally, the presented structure was tested by simulation in Matlab/
Simulink environment. By contrasting to the other predictive control methods, the
simulation results verified the feasibility and the effectiveness of the proposed
system.

2 Model-Based PDPC-LADRC

In the stationary reference frame a� b, voltage equations are described as follows,

L1
dia
dt

L1
dib
dt

" #
¼ �R1 0

0 �R1

� �
ia
ib

� �
� 1 0

0 1

� �
va
vb

� �
þ 1 0

0 1

� �
ea
eb

� �
ð1Þ

Where ea;b and ia;b are ac power source voltage vectors and ac-side current
vectors in ab coordinates, respectively. va;b are switching voltage vectors of rectifier
in ab coordinates, respectively. R1; L1; C, and RL represent line resistance, filter
inductance, dc-bus capacitor and load respectively. Meanwhile the relationship of
power-source voltage vectors ea;b and their derivative values are deduced as fol-
lowing equation:

302 K. Li



_ea ¼ �x � eb
_eb ¼ x � ea

�
ð2Þ

Where x is angular frequency of ac power source voltage.
According to the instantaneous reactive power theory, the controlled instanta-

neous power variables are defined as follows:

p ¼ eaia þ ebib
q ¼ ebia � eaib

�
ð3Þ

Where p and q are instantaneous active power and reactive power of rectifier,
respectively. Combining with Eqs. (1) and (2), the derivations of Eq. (3) are finally
made out as follows:

_p ¼ �xq� R1
L1
p� 1

L1
eava � 1

L1
ebvb þ eabj jj j2

L1
_q ¼ xp� R1

L1
q� 1

L1
ebva þ 1

L1
eavb

8<
: ð4Þ

Where eab
�� ���� �� is module of the vectors eab. By analyzing the Eq. (4), the vectors

va;b can be decoupled. Meanwhile, considering of the discrete property of rectifier
operation, the instantaneous power variables vary during each sampling period Ts.
Substituting descending difference for differential, which is described as
_p ¼ Mp

Ts
¼ pkþ 1�pk

Ts
; _q ¼ Mq

Ts
¼ qkþ 1�qk

Ts
. The instantaneous active and reactive powers

are forced to be equal to their reference values at the kþ 1ð Þth sampling instance.
And then the expecting switching voltage vectors v�a;b in the proposed PDPC
strategy are calculated as follows,

v�a ¼ L1
eabj jj j2 x � X � R1

L1
� Y þ eabj jj j2

L1
ea � dp

Ts
ea � dq

Ts
eb

� �

v�b ¼ L1
eabj jj j2 �x � Y � R1

L1
� Xþ eabj jj j2

L1
eb � dp

Ts
eb þ dq

Ts
ea

� �
8>><
>>: ð5Þ

Where dp ¼ pref � pk; dq ¼ qref � qk; X ¼ peb � qea; Y ¼ pea þ qeb; pref ,
and qref are instantaneous active and reactive power references, respectively.

In Eq. (5), the instantaneous reactive power reference is equal to zero, i.e.,
qref ¼ 0, for unity power factor operation of three-phase voltage source PWM
rectifier. However, the instantaneous active power reference pref should be achieved
by the outer dc-bus voltage controller. Finally, the expecting switching states can be
achieved with the help of space vector modulation (SVM) technology.

In order to achieve the high quality dc-bus voltage, a outer dc-bus voltage
controller based on the LADRC method is adopted in this paper. As the switching
losses of the PWM rectifier are neglected, the law of energy conservation can be
expressed as
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p ¼ pdc ¼ udc � C � dudc
dt

¼ C
2
du2dc
dt

þ u2dc
R

¼v¼u2dc C
2
_vþ v

R
ð6Þ

According to the strategy of the inner instantaneous power controller, the second
derivative of v can be calculated by the variation of instantaneous active power
between two successive sampling instances, as follows

€v ¼ 2 _p
C

� 4p
RC2 þ 4v

R2C2 ¼
2
C
pkþ 1 � pk

T
� 4pk
RC2 þ 4v

R2C2 ¼ b � pref þ f ð7Þ

Where f ¼ � 2
TC pk � 4pk

RC2 þ 4v
R2C2 named as generalized disturbance, is a

unknown combination of the unknown dynamics and the external disturbances of
PWM rectifier. The variables b ¼ 2

TC ; pref , and v are denoted as gain, input and
output of LADRC, respectively. Then the central idea of linear extended state
observer (LESO) is to estimate the generalized disturbance and compensate it
quickly. So the estimated variable of generalized disturbance can be used in control
to reject itself more quickly. Then the control law can be chosen as follows

pref ¼ �f̂ þ uo
� ��

b ð8Þ

Where f̂ are estimated value of f. If the design structure of LESO is proper, i.e.,
f̂ ¼ f , substituting Eqs. (8) to (7), then the outer dc-bus voltage model becomes a
pure second-order integral system, i.e., €v ¼ uo. The above integral system can be
controlled through a integral-differential (PD) controller (i.e., LSEF), described by

uo ¼ kp v� z1ð Þþ kdz2 ð9Þ

Where kp and kd are proportional coefficient and differential coefficient of the PD
controller, respectively, z1 and z2 are observations of v and its first-order derivative,
respectively.

By the way, the chosen observations also illustrate that the square of dc-bus
voltage and its first-order derivative are seemed as state variables. This is the central
idea of TD and the purpose of TD is to solve the contradictory between quickness
and overshoot.

The LESO can be designed as the following state-space form:

_z ¼ AzþBuþL y� ŷð Þ
ŷ ¼ Cz
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Where z ¼ z1; z2; z3½ �T; ziði ¼ 1; 2; 3Þ, are the outputs of the LESO, and they are
the estimations of the system states v, _v and f , respectively. L is the gain matrix of
the LESO, biði ¼ 1; 2; 3Þ which are the observer gains, can be calculated by the
bandwidth method.

Finally, it can be seen that the proper estimations of the system states of LADRC
can be easily determined.

3 Simulation Based PDPC-LADRC

The schematic diagram of the proposed PDPC-LADRC for three-phase PWM
rectifier is shown in Fig. 1. In this paper, three control algorithms of three-phase
PWM rectifier have been contrasted in MATLAB/Simulink environment. And they
are (a) PDPC-LADRC, proposed in this paper (b) PDPC-PI (c) LUT
(Look-Up-Table)-PDPC-PI, presented in [2], respectively.

Simulation parameters are designed as follows: the amplitude and frequency of
ac voltage es are 85 V and 50 Hz. Switch frequency is 5 kHz, filter inductance L is
4 mH, line resistance R1 is 0.5 X, dc-bus capacitor C is 2200 lF, dc-bus voltage
reference is 300 V. Simulation duration is 0.8 s and load mutate from 100 to 60 X
at 0.4 s.
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Fig. 1 Structure of the proposed PDPC-LADRC
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Simulation results of dc-bus voltage are described in Fig. 2a, c, e. It can be seen
the static and dynamic characteristics of the dc-bus voltage of the proposed
PDPC-LADRC is the best one than the other two. Total harmonic distortion
(THD) of ac current simulation results are described in Fig. 2b, d, f. From these
three pictures, the ac currents are nearly sinusoidal waveforms except
LUT-PDPC-PI system (THD = 26.51%). Though the THD value of ac current in
PDPC-LADRC (2.38%) is larger than the PDPC-PI’s (2.26%), the former didn’t
appear to be much different from the later. Meanwhile it is much easier to design
filter in PDPC-LADRC and PDPC-PI structures, because that their current har-
monics mainly tend to centre on the switching frequency.

Simulation waveforms of power source voltage and ac current are shown in
Fig. 3a, c, e. From these three pictures, the ac current is always aligned with the
power source voltage in each phase in these three structures. Figure 3b, d, f show
the simulation results of instantaneous active power and its reference value and
instantaneous reactive power. In every figure, the variable p is nominal 900 W in
the first stage and 1500 W in the last process, and q is nominal 0Var within the
whole process. Meanwhile both instantaneous active power and reactive power can
track their references, respectively. But the instantaneous powers of
PDPC-PLUT-PI have more obvious oscillation than the others.

(a) dc-bus voltage of PDPC-LADRC  (b) THD of ac current of PDPC-LADRC

(c) dc-bus voltage of PDPC-PI    (d) THD of ac current of PDPC-PI

(e) dc-bus voltage of LUT-PDPC-PI (f) THD of ac current of LUT-PDPC-PI

Fig. 2 Simulation results of dc-bus voltage and ac current
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4 Conclusion

This paper has proposed a PDPC-LADRC for three-phase PWM rectifier. The
stationary coordinate without angle measurement is used in this paper, and the
components of switching voltage can be calculated by the predictive algorithm of
the instantaneous active and reactive powers. In order to realize fixed switching
frequency, the SVM technology is adopted instead of LUT in proposed
PDPC-LADRC algorithm. The simulation results illustrate that the PDPC-PI had
much better static and dynamic performances than LUT-PDPC-PI. And not only
that, the fixed switching frequency is easier to realize than unfixed switching fre-
quency in practice. Meanwhile a LADRC structure is applied to replace PI con-
troller, and the simulation results have proved excellent performances of the
proposed PDPC-LADRC, compared to PDPC-PI.

(a)  ac voltage and current of PDPC-LADRC           (b) instantaneous power of  PDPC-LADRC 

(c) ac voltage and current of PDPC-PI   (d) instantaneous power of  PDPC-PI

(e) ac voltage and current of LUT -PDPC-PI  (f) instantaneous power of  LUT-PDPC-PI 

Fig. 3 Simulation waveforms of ac current and voltage and instantaneous power
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Discussion on the Energy Efficiency
and Electrotechnical Questions of Urban
Cable Car System

Lothar Fickert, Ziqian Zhang, Cunyuan Qian and Yanyun Luo

Abstract Due to the convenience and low cost of cable car system construction, its
application in urban public transport becomes more interesting. In the past, cable
car systems were commonly used in non-urban areas, but now its application in
urban areas requires more expert consideration. From the point of view of elec-
trotechnical aspects, this paper studies the problems that may arise from the
application of the cable car systems in urban areas, mainly from the aspects of
energy efficiency, electromagnetic interference and electric corrosion. Also the
technical compatibility of cable car systems with the high voltage transmission
lines, photovoltaic plants and wireless communications is analyzed.

Keywords Cable car � Energy efficiency � Electromagnetic interference
Stray current

1 Introduction

Cable car systems for public transport are planned and publicly discussed in many
cities [1–4]. Since similar questions arise repeatedly, it is in the interest of all
participants (city administrations, manufacturers, residents, and operators) that these
questions are objectively dealt with at a high professional level. The focus is mainly
about defining terms and key figures that can be used in planning procedures and
standards. Planners, administrators and manufacturers need common criteria in
order to be able to assess urban cable car projects and to implement them efficiently.
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2 Energy Consumption of Urban Cable Car System

In order to compare the energy efficiency of different transport modes, the energy is
mostly related to passenger kilometers in terms of kWh/Pers km (Fig. 1).

In this context, however, it should be noted that, according to a study [5], the
apparent energy efficiency increases with the number of kilometers covered by the
passenger. Since the unit “energy consumption per passenger kilometer” is a length
dependent or speed-dependent variable, for urban traffic with relatively short
lengths and low average speeds, therefore, the energy consumption per person
transported is the most adequate measure.

The values for the energy consumption of different vehicles’ types in passenger
transport and public passenger transport vary very strongly. The standard values for
different vehicles are shown below. The energy consumption here refers to the final
energy and takes into account only the pure driving energy (without system related
energy consumption, for example for buildings and other related structures)
(Table 1).

As a result, a standard values of 0.29 kWh/per person can be used for
3S-cableways.

Fig. 1 Cable car in London.
Reprinted from ref. [1], with
kind permission from
THOMAS/TELFORD LTD

Table 1 Standard values of
power consumption [6, 7]

Vehicle Power consumption

kWh/(Pers km) kWh/Pers

Private motor vehicle 0.4–0.6 3–4.5

Private electric vehicle 0.2 1.5

Bus (LPG) 0.1–0.15 1.23

Metro 0.02–0.05 0.74

Tram 0.07–0.08 0.40

Cable car 0.11 0.29
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3 Technical Compatibility of Urban Cable Car System
with Rail Transit

3.1 General

The technical compatibility of an urban cable car system with conventional rail
transit depends on the type of electrical power supply of the transport modes. For
this reason, the different modes of transport are considered separately below.

3.2 Tram

The electrical power supply of trams is usually carried out using DC. In this case,
particular attention must be paid to stray-current corrosion. As a result, stray cur-
rents can result in the ground, which in the case of unfavorable grounding and
potential equalization conditions may cause longtime damage to metallic structures.
This current effect can lead to corrosion and material removal in the area of building
foundations, grounding and potential equalization systems and other metallic parts.

In order to prevent this potential danger, special attention should be paid to the
appropriate design of the grounding systems when planning the cable car system. In
addition, an electrical separation, and a correctly dimensioned and adjusted cathodic
corrosion protection can be helpful.

The minimum distances between the cableway ropes and the overhead contact
lines of the tram must be determined individually for the specific case on the basis
of a corresponding calculation.

3.3 Metro

Similar to the tram, the electrical power supply of the Metro is also provided with
DC. Regarding the influence, the following two cases can be distinguished.

(1) The Metro rails are not isolated from ground: in this case, the DC current forms
a flow field between the point of current transfer from the traction vehicle into
the rails and the connection point of the return conductor at the infeeding point.
This can result in a longitudinal DC voltage drop and consequently generate
leakage currents in the cable car systems.

(2) The Metro rails are isolated from the ground: The insulation in this case pre-
vents a possible current flow and accompanying longitudinal DC voltage drops
in the ground, so that no or only slight corrosion phenomena can occur. In this
case, the metro is negligible in terms of corrosion risk.
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With regard to the electrotechnical compatibility of an urban cable car systemwith
the Metro, no special precautions have to be taken in the case of the planning and
construction of the cable car system for case 2 (rails are isolated from the ground).

In case 1 (rails are not isolated from the ground), stray current result from the
ohmic influence. These currents cause DC corrosion and material removal, which in
the long term causes static mechanics endangering.

In order to prevent this potential hazard, special attention should be paid to the
appropriate design of the grounding system when planning and constructing the
urban cable car system.

3.4 Railways

In Austria, electric trains mostly operate with AC at a frequency of 16.7 Hz or in
many regions of the world they operate with AC at a frequency of 50/60 Hz. DC
operation is also common in some European countries. As shown in Fig. 2, in the
case of an AC supply, the return current in the ground is bundled by the effect of the
magnetic field under the supply lines (driving wire, reinforcing lines, rails) and
generally follows the route of the active conductor (“hot conductor”). However, if
other conductor constructions, such as, for example, urban cable car systems, run in
the vicinity and parallel to those return current paths, some proportion of the current
will pass into and cause undesired currents flow.

4 Technical Compatibility of Urban Cable Car System
with High Voltage Cables

In principle, influences are caused by high voltage lines, which are realized either as
high voltage overhead lines or, more and more often in urban areas, as high voltage
cable car system, on their operating state (in normal and fault operation).

Fig. 2 Current distribution in
the ground (a side view, b top
view)
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For the consideration of the technical compatibility of an urban cable car system
with high voltage systems (see Fig. 3, used for a high voltage overhead line for
illustrative reasons), the following cases have to be differentiated.

• Influencing in normal operation (three-phase operation).
• Influencing in the faulty operation (single-pole faults/multipolar faults/

cross-country faults).

When a cableway rope is geographically close to a high voltage overhead line, as
shown in Fig. 4, inductive influences can occur due to the magnetic coupling,
whereby a short parallel section can be regarded as less problematic than a longer
parallel routing of the two equipment.

A survey calculation can be carried out as follows:
Calculation of the induced voltage in the cableway rope:

Ul ¼ l � Z0
ml � Im ð1Þ

S T

1

a

2 3 1' 3'

b

2'

S
T

1
2
3

1'
2'
3'

U1

U1'

IS

ITI1

I3'

System a: 1,2,3

System b: 1',2',3'

Earth wire: q: S,T

Phase conductor: P: a,b

Fig. 3 Schematic representation of double-circuit high voltage overhead line with a grounding
conductor. Reprinted from ref. [8], with kind permission from L. Fickert

Cableway rope

High voltage line 

Fig. 4 Model of a high voltage line parallel with a cableway rope. Reprinted from ref. [8], with
kind permission from L. Fickert
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Approximation for the specific coupling impedance:

Z0
ml ¼ jxl0

2p
� ln De

dml

� �
ð2Þ

The dangers lie in the current load of the cableway ropes, roller and traction
wheels, and in the occurring contact voltages, which can lead to damage in tech-
nical equipment, if certain threshold values are exceeded, and even to ventricular
fibrillation of persons in the worst case. This point is particularly important in view
of the large number of people present in public transport.

For each specific case, however, a corresponding calculation has to be made.
A reduction in the inductive coupled voltages is possible or a critical distance can
be determined, through the determination of reduction factors and the line structure
(cables, overhead lines, number of systems). Based on this calculation, the neces-
sary measures for the planning and construction of the cable car systems can then be
derived.

5 Technical Compatibility of Urban Cable Car System
with Photovoltaic System

The influence of urban cable car systems on photovoltaic plant by means of (partial)
shading effects of by cabins can be shown in the sense of an energetic consideration
on the basis of the following example. The following assumptions are made in the
sense of a worst case estimate:

• Full (100%) shadow effect (can be mitigated by streak effects).
• A fully intransparent cabin (without glass, without spreading effects) throws a

shadow with (4 � 4) m2, every 30 s and a speed of 4 m/s (in reality, a gondola
with glass windows is partially light-permeable).

• There is a complete breakdown of the current output of the PV panels.

With an assumed overlap period of 1 s. and an assumed efficiency of the pho-
tovoltaic plant of η = 15%, the loss in the supply of electrical energy for a gondola
can be calculated:

1
kW
m2 � 16m2 � 0:15 � 1 sek: ¼ 2:4 kWs ð3Þ

Loss of electrical energy per direction and day (12 operating hours, passage of a
cabin every 30 s):

12 � 3600 sek:
30 sek:

� 2:4 kWs ¼ 3456 kWs ¼ 0:96 kWh ð4Þ
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With regard to the compatibility of an urban cable car system with photovoltaic
plant, a review of the legal situation (“right of claim to sunlight” by photovoltaic
system owners) is recommended. This repeated short-term shading effect possibly
results in unacceptable grid retroactive effects, a closer examination of this situation
is recommended.

6 Technical Compatibility of Urban Cable Car System
with Antenna Equipment

Since the height of urban cable car system is comparable to the construction height
of power lines, urban cable car system (with the exception of directional microwave
radio links) generally do not cause interference with communication and radar
systems.

In the area of airports, however, the ILS land system could be influenced by the
horizontal cableway ropes. Furthermore, a shading of directional microwave radio
links through the cabin is possible, but this can be avoided by suitable planning.

The supply of the cabins with WLAN service is basically conceivable. The
required antennas do not have to be installed in each cabin, but can also be mounted
on the masts. Regarding interference from other communication systems, the same
restrictions apply as for the installation of WLAN equipment in buildings.

With regard to the compatibility of an urban cable car system with antenna
system, it is therefore advisable to clarify or take into account the position of the
ILS land system and microwave radio links in the planning of the cable car system.

7 Conclusions

This paper makes a comprehensive study of the problems that may be encountered
by the application of urban cable car system in electrotechnical aspects, and gives
the corresponding recommendations. From the point of view of the energy con-
sumption per passenger, the urban cable car system is the most efficient public
transport system. As for the technical compatibility with Metro, tram and railway
systems, the electrotechnical influence on the urban cable car system are mainly
restricted to the electromagnetic interference and stray currents. With respect to the
technical compatibility with high voltage overhead lines, the dangers may lie in the
current loadings and also in occurring contact voltages in the cableway ropes, roller
and traction wheels in the worst case. As for the compatibility with a photovoltaic
system and antenna equipment, the block of light and microwave radio links may
the most important problem.
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Test and Regression Analysis
of Dynamic Shutdown Characteristic
of High Power Thyristor

Zhihao Zhang, Liqun Zhang, Zeng Shou, Yifang Jin and Yuhao Tan

Abstract This paper focuses on thyristor in the aspects of its junction temperature,
its zero di/dt, its forward current IT and its reverse voltage Vr, and presents in-depth
study of internal factors which cause commutation failure of the valve. This paper
puts forward the optimal configuration approach to the factors above, reduces
various improvement measures to induce thyristor turn off time. A physical test
platform of the shutdown characteristics is built. By testing the shutdown charac-
teristics of thyristor, the linear regression analysis method is used to get the fitting
formula of the thyristor turn off time.

Keywords High power thyristor � Dynamic shutdown characteristic
Regression analysis

1 Introduction

The inherent dynamic shutdown process of high power thyristor in converter valve
affects the probability of commutation failure greatly. A lot of research has been
done on the high power thyristor commutation failure at home and abroad, while
very few research work is carried around the converter valve equipment itself, and
fewer has considered the inherent actual off time of converter valve. References
[1, 2] analyze the cause of commutation failure; References [3, 4] analyze the
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influence factors of commutation failure; Ref. [5, 6] present the evaluation criterion of
commutation failure; Ref. [7, 8] present the detection method of commutation failure;
Ref. [9] presents some recovery measures for commutation failure; in Ref. [10], the
failure detection, fault recovery and protection of the phase transition are simulated,
combined with specific HVDC (High Voltage Direct Current) transmission project;
Ref. [11] studies the commutation failure of multi-infeed HVDC system.

In all the research results above, the minimum turn off angle of the converter
valve is defined as a fixed value (around 8°), without taking operating conditions
into consideration. However, in actual operation, the dynamic relationship between
valve turn off time and the operation conditions determines the occurrence of
converter valve commutation failure directly, and determines the control margin of
the turn off angle indirectly. Therefore, It is of practical significance to study the
dynamic shutdown characteristics of thyristor.

2 Main Factors Affecting the Thyristor Shutdown Process

The residual carrier density of the N base region inside a thyristor is determined by
junction temperature Tj, forward on-state current IF, rate of current decrease di/dt,
reverse voltage Vrr during turn off and carrier lifetime s of the conduction time.

(1) Thyristor forward on-state current IF and current drop rate di/dt

Before turn off, the thyristor is in steady state, and the stored charge can be
approximately written:

QF ¼ K0sPIF ð1Þ

In Eq. (1), K0 = anpn, anpn is current gain of npn transistor. Thus, the value of the
stored charge depends on the forward on-state current IF and also on N-band
minority lifetime sP and current gain of npn transistor anpn.

When the voltage at the two ends of the thyristor is changed from positive to
reverse, the forward on-state current IF is decreasing at a rate of di/dt. Induction
electromotive force in the loop inductance L hinders the reduction of the forward
on-state current. The thyristor maintains a positive turn-on-state. The di/dt is
entirely determined by the external reverse voltage Vrr and the loop inductance L.

di
dt

¼ �Vrr

L
ð2Þ

Given that t1 is the starting point for turn-off of thyristor. When the current is
zero, the stored charge Qt1 has been reduced to:

Qt1 ¼ QF
sP
t1
ð1� e

�t1
sP Þ ¼ K0sPIFð1� e

�t1
sP Þ ð3Þ
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When the loop inductance is small, di/dt is larger. So t1 = sP and Qt1 � QF.
When the loop inductance is big, di/dt is less and sP = t1, so Qt1 changed into:

Qt1 ¼ QF
sP
t1

¼ K0s
2
P
di
dt

ð4Þ

For a small current drop rate, the stored charge at zero current is independent of the
original forward current IF, only associated with di/dt. When the current drop rate is
large and the current is zero, the stored charge is only related to the forward current IF.

The current drop rate di/dt of the converter valve is varied when the thyristor is
off, closely relating to external circuit. Because of the leakage resistance, when the
converter valve is off, the equivalent shutdown circuit has a series inductance.
Figure 1 shows equivalent circuit of thyristor commutation process.

As is shown in Fig. 1:

Lu
di1
dt

� Lu
di3
dt

¼ Lu
di1
dt

� Lu
dðId � i1Þ

dt
¼ uabðtÞ ð5Þ

Assume that the flat wave reactor of the DC system is infinite, Eq. (5) gives:

di1
dt

¼ uabðtÞ
2Ll

ð6Þ

Using commutation failure to analysis how IF and di/dt influent thyristor turn-off
time in PSCAD. Increase the IF under 1–10% conditions, the changes in relevant
factors are shown in Fig. 2.

As is shown in Fig. 2, the turn off time of the thyristor tq increases with IF.
However, the magnitude of increase was not proportional to IF, but less. In addition,
the decrease of di/dt is basically the same as that of the system running off angle.
Since that the trigger angle b remains unchanged; run off angle decreases; cause
change phase angle l increases; the current drop time is prolonged; di/dt decreases
and the decrease amplitude is consistent with decreasing range of c.

ec

eb

ea

L

L V3

L V1

V2

Vm

Vn
i3

i1

i

Fig. 1 Valve 1 and valve 3 commutation process equivalent circuit
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Now, both IF and di/dt influent the turn-off time of Thyristor. Equation (4) shows
that The reduction of di/dt reduces Qt1, which is beneficial to shorten the turn-off time
of thyristor. Therefore, under the positive and negative feedback combined action of
IF and di/dt, the turn-off time of the thyristor has increased, but amplitude is not large.
It seems that the influence of IF on turn-off time is greater than di/dt.

(2) Thyristor reverse recovery charge QRR

In the forward conduction stage of thyristor, there are a large number of carriers
in the N1 base region and the P2 base region. When turned off, the current through
thyristor is reduced to 0 and then inversely increased and a part of the accumulation
carrier of the base region is removed by the reverse current.

Fig. 2 The influence of the forward current and the current drop rate on the turn off time of
thyristors

IRM

t

I

0
t2t1

t
0

UAK

URRM

t3QRR

Fig. 3 Turn-off characteristics of thyristor
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The reverse recovery current that flows through the thyristor enables the anode
junction J1 junction to recover. During this time, the storage charge of the device is
reduced by a total value of Qrr. Qrr is not equal to the reverse recovery charge QRR

(shadow area in Fig. 3). Because in the recovery stage, the injection of carriers into
the base region continues. Therefore, the remaining storage charge Qt2 at t2 is:

Qt2 ¼ Qt1 � Qrr ð7Þ

After t2, the thyristor restores the reverse blocking state. The reverse recovery
current is reduced to near the peak IRRM of the thyristor off state current. The
remaining stored charge Qt2 disappears by the combination of holes and electrons:

QðtÞ ¼ Qt2e
�t
sP ð8Þ

At t3, the remaining charge of the thyristor base is:

Qt3 ¼ Qt2e
�ðt3�t2Þ

sP ð9Þ

If Qt3 is not enough to cause a positive trigger, i.e. Qt3 = Qoff, the thyristor
shutdown process is completed. So:

t3 � t2 ¼ spInðQt2

Qoff
Þ ð10Þ

Equation (10) can be used as a simple approximate formula for estimating the
turn off time of thyristors. It is assumed that Ioff by Qoff is just less than the current
IH needed to maintain conduction and Qt2 = QF. Then the turn-off time of thyristor
tq is:

tq ¼ spInð IFIoff Þ ð11Þ

Ioff can approximate the thyristor current IH. In effecting on turn-off time, the
change of forward current and holding current are more sensitive than minority
carrier lifetime sP.

(3) Thyristor junction temperature Tj

Thyristor junction temperature Tj can calculate following Eq. (12).

Tj ¼ TC þPj � RhJC ð12Þ

Tc is the average value of inlet temperature and outlet temperature; Pj is the total
loss of each thyristor; RhJC is the thermal resistance between thyristor junction and
coolant.
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The thyristor on-state loss is the product of on-current and corresponding ideal
on-state voltage:

PV1a ¼ Nt � Id
3

U0 þR0 � Id � 2p� l
2p

� �� �
ð13Þ

U0 is the independent part of current of the average on-state voltage drop in a
thyristor; R0 is a resistor that determines the average slope of the thyristor’s on-state
characteristics. In is effective value of N subharmonic current of DC bridge.

Equation (14) is for direct current smoothing. When the square root and the
value of the DC side harmonic current are both more than 5%, use Eq. (14).

PV1b ¼ Nt � Id � U0

3
þ Nt � R0

3
I2d þ

Xn¼48

n¼12

I2n

 !
2p� l
2p

� �
ð14Þ

The thyristor diffusion loss is the additional conduction loss of thyristor. It is
produced during the full turn-on of the thyristor silicon wafer.

PV2 ¼ Nt � f �
Zt1

0

ub tð Þ � ua tð Þ½ � � i tð Þdt ð15Þ

ub(t) is the thyristor transient on-state voltage; ua(t) is the average value of thyristor
transient on-state voltage; i(t) is the transient value of current flowing through
thyristor; t2 is the turn-on time.

t2 ¼
2
3 pþ l

2pf
ð16Þ

The turn-off loss of thyristor:

PV3 ¼ Qrr � f �
ffiffiffi
2

p
� UV0 � sin aþ lþ 2p� f � t0ð Þ ð17Þ

t0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Qrr

di=dtð Þi¼0

s
ð18Þ

Substituting Eq. (13), (14), (15) and (16) into Eq. (12), it gives:

Tj ¼ TC þ ½PV1a þPV1aÞþPV2 þPV3 þPV4� � RhJC ð19Þ

From Eq. (19), we can reduce the thyristor junction temperature Tj by reducing
R0, Qrr, and RhJC. Thus, the turn-off time of the thyristor tq is reduced.

(4) dv/dt of applying the forward voltage
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The magnitude of the recovery current depends not only on the value of the
remaining charge, but also on the value of the dv/dt. If the forward recovery current
is too large, the thyristor will be re converted to the turn-on-state and can not
achieve a positive recovery.

In the process of positive recovery when the thyristor is turned off, as time goes
on, partial blocking of the forward voltage was gradually resumed. But its ability to
tolerate positive dv/dt is limited. The displacement current caused by dv/dt can be
the trigger condition for thyristor from blocking state to on-state. Near zero current,
the triggering of residual carriers is very significant and the anode voltage of the
thyristor is very low when the switch is turned on. Thus, the recovery time and the
maximum turn-on voltage of the thyristor are significantly increased with the
increase of temperature and dv/dt.

(5) Reverse voltage Vrr

When J1 junction begins to withstand reverse pressure, the lower the reverse
voltage is, the longer the turn off time is, the more detrimental to the thyristor
shutdown and to remove all the remaining carriers stored there. At the same turn-off
angle, for contravariant operation of thyristor valve, the lower the voltage at the turn
off time, the more detrimental to the thyristor recovery, the more likely to reverse
failure. Minimum shutoff angle test is used to verify the valve’s inverter operating
capability.

3 Fitting and Analysis of Dynamic Turn
off Characteristics

Figure 4 shows a simple and effective sine half wave test circuit. C is energy
storage capacitor. L is the inverting commutation inductor. When C is charged to an
equal scaled off voltage, the thyristor then flows through sinusoidal half wave
current. When such current is zero, the voltage on the capacitor C is reversed due to
the small loss of the thyristor and almost equal to the charge voltage. So, at this

S

C

L

Last

T

Rd

Cd

SA

Fig. 4 Sine half-wave turn-off test circuit
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time, the circuit parameters are equal to the proportion of reduction, and di/dt can be
equal to the actual value.

According to the measured data, the three independent variables of IF, di/dt and
Tj can explain thyristor turn-off time tq. The observed relation curve shows that
there is a linear correlation between independent variable and dependent variable.
So, use multiple linear regression analysis method for analysis.

tq ¼ f ðdi
dt
; Tj; Vrr; ITÞ ¼ b0 þ b1

di
dt

þ b2Tj þ b3Vrr þ b4IT ð20Þ

With the multiple sets of raw data from device data sheet, modeling with
MATLAB and perform multiple linear regression analysis. Regression analysis can
obtain fitting regression formula:
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Fig. 5 Fitting curves of turn-off time of 5 kA thyristors with di/dt at different temperatures
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Fig. 6 Fitting curves of turn off time of 5 kA thyristors with junction temperature under different
di/dt
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tq ¼ 45:5171þ 12:2907
di
dt

þ 7:3048Tj þ 0Vrr þ 12:7380IF ð21Þ

Figure 5 through Fig. 7 show the fitting results of turn-off time of a 5 kA
thyristor with different di/dt and with temperatures. It implies that Eq. (21) can
accurately calculate the turn off time of the thyristor. The data is basically consistent
with the original test data and consistent with theoretical analysis result (Fig. 6).

4 Conclusion

In this paper, the shutdown process of thyristor was analyzed, and the factors that
influence thyristor turn off were analyzed in detail. Built a dynamic shutdown
characteristics of the simulation and physical platform, also established a turn-off
time fitting regression equation. Through the actual operation of the thyristor to
study, it is concluded that the thyristor shut-off process is determined by the reverse
recovery characteristic of the thyristor and the external circuit parameters.
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Research on Mode-Switchover Process
and Protective Circuit of Dual Power
Supply System for Regional Express
Electric Multiple Unit

Ruijing Ouyang, Haibo Zhao and Long Qi

Abstract This paper firstly puts forward the integrated traction equipment proposal
of dual power supply system. Then it analyzes the catenary-pantograph relation-
ship, the mode-switchover process and the risk of incorrect connection between the
main circuit and power, then taking these as a measure, assesses the current col-
lection and protective proposal according to the economic and industrial factors etc.
Finally, on the basis of it, the preferred proposal is given.

Keywords Regional express EMU � Dual power supply mode
Mode-switchover � Current collection � Protection

1 Introduction

In recent years, as the commuting requirements between megacity and satellite city
are increasing gradually, the city rail connecting main line railway and urban
railway is developing rapidly. The suburban region, within one hour commuting
circle, 50–80 km far from central area, is the transition area of AC and DC power
supply. The dual power supply mode regional express (Vmax ranges from 120 to
160 km/h) which can join the above two power supply system effectively and run
from the central area to the suburban directly, has both advantages of two power
supply systems, according to the economic and technical factors.

In order to adapt to two power supply systems, the AC and DC traction equip-
ments on the dual mode vehicle have to be integrated effectively, to improve the
system economy and practicability to the greatest extent. Secondly, need to meet the
current collection requirements of the two power supply systems. At last, it must
switch quickly and safely. The above aspects will be researched on in this paper.
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2 The Integrated Proposal of the Traction Equipment

The traction main circuit of the vehicle is mainly composed by current collection
equipment (mainly two kinds: current collector and pantograph), protective
equipment (main circuit breaker), and traction equipment (includes the transformer,
converter and motor) etc. Due to the limit of installing room, weight and cost, the
DC power is lined to converter DC-link of dual mode vehicle directly or after the
treatment, so the DC-AC parts is able to be shared by two sets of the traction system
(as shown in Fig. 1), this proposal is mainly used for the traction equipment of the
dual or multiple mode vehicles [1].

3 Factors Impact on the Proposal of Current Collection
and Protective Equipment

After the integration of the traction main equipments, the following three factors
impacting on the current collection and protective equipment should be considered.

Factor 1: The Catenary-Pantograph/Rail-Collector Relationship
It is the most simple proposal that the separate specified current collection equip-
ments are equipped for each power supply system, but the integration of the current
collection equipment is the developing direction, considering the economic and
installing room aspects etc. For the integration of the current collection, the fol-
lowing key aspects should be considered: power voltage, current, the quality of
current collection, gauge and pull-out value.

Issues should be faced in the integration:

1. Gauge and pull-out value

(a) The pantographs can’t be shared due to different upper gauge and pull-out
value [2];

(b) Pantograph and current collector can’t be shared;
(c) The current collectors can’t be shared due to different gauge.

2. When high-speed EMU runs in DC mode, the higher current and speed, and the
higher pantograph dynamic behaviour is needed, so pantographs have to be
connected in parallel to meet the quality of current collection.

Fig. 1 Integrated proposal of
traction equipment
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Main circuit of Eurostar EMU mentioned in literature [3] is shown in Fig. 2.
Rise one pantograph for AC catenary, rise two for DC catenary and use current
collector for the third rail.

Factor 2: Power Supply Mode-Switchover
There two main mode-switchover proposals:

(1) Ground breaker switchover proposal (hereinafter abbreviated as Switch 1)
When vehicle stops at the station, the neutral section is connected to the
adjacent power section by opening and closing the corresponding breakers to
switch power supply. It is the example in JR Kuroiso Station [4–6] as shown in
Fig. 3a. And there are ten mode-switchover parts in JR network, only one uses
SWITCH 1, and the other nine use the following proposal.

(2) On-board breaker switchover proposal (hereinafter abbreviated as Switch 2,
shown in Fig. 3b).

The neutral section is non-electric part, vehicle passes neutral section by inertia,
and completes the switchover process. This proposal has more applications in
Japan, Germany, and Spain etc. [3], and is the main research object of this paper.

The switchover time is the important index of Switch 2 which is the dynamic
process, at the same initial speed, the shorter switchover time, the shorter
non-electric part need to be set, and the less speed will loss. In the switchover
process, pantograph’s up-down action and main switch’s rotating action should

Fig. 3 a Ground and b on-board breaker switchover

Fig. 2 Main circuit of Eurostar EMU
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complete. Switchover process can be classified as three kinds according to the
pantograph’s action: up&down, up/down and no up&down. The switchover time of
them decreases in turn.

Factor 3: Risk of Incorrect Connection Between the Main Circuits
Risk 1: The high voltage power connects to the low voltage loop, which will cause
over-voltage damage to the low voltage devices. it is usual case that AC power is
connected to DC loop.

Risk 2: The low frequency power connects to the high frequency loop, which
will cause over-current damage to the coils. It is usual case that DC power connects
to AC loop which is transformer primary side generally.

Methods to reduce risk: improve the reliability of the executive devices; increase
the reliability of control system; add protective equipment.

4 Compare and Analyze the Proposals of Current
Collection and the Protective Equipment

The proposals of current collection and protective equipment will be assessed
according to the factors summarized above. The different parts of these proposals
are the integrated program of current collection and the protective equipment and
the type of switch need to be added for the programs.

4.1 Separate Pantograph Proposal

Main circuit proposal 1 (hereinafter abbreviated as Main 1, as shown in Fig. 4a):
To Optimize factor 1, separate pantograph and the protective will be equipped for
the AC and DC loop. Of which P: pantograph, F: arrester, TV: voltage transformer,
TA: current transformer, VCB: vacuum circuit breaker, HSCB: high-speed circuit
breaker, HS: Isolating switch, L: filter reactor.

Factor 2: Lower one pantograph, and raise another one, main circuit switchover
is realized by pantograph’s up&down. The switchover time is longest.

Factor 3: Risk 1: The triggering condition is that raising the DC pantograph in
AC area, and the devices and lines designed according to DC insulation will all be
broken. It is the main risk.

The power supply voltage mode signal on the current position which is provided
by the signalling system [hereinafter abbreviated as the voltage mode (signalling)]
is added as the precondition of raising pantograph; Add on-board voltage detector
which can output the voltage mode signal [hereinafter abbreviated as the voltage
mode (on-board)], therefore, add a voltage detecting procedure after raising the
pantograph on original circuit, add a TV(DC) and HS, and the circuit and equip-
ment all meet high voltage isolation requirement of the AC power supply, the added
devices are shown in the region enclosed by the dotted line in the Fig. 4a HS must
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be open before raising pantograph, and doesn’t close unless input voltage is correct;
In order to reduce the risk of the incorrect action of pantograph caused by the
incorrect output of control signal, electric interlock is set, which guarantees two
pantographs can’t be raised at the same time.

Risk 2: Triggering condition is that raising the AC pantograph in DC area and
VCB closing by mistake (the DC mode signals given and the voltage value is
higher than the AC working lowest voltage), after the contact is closed, transformer
primary side will occur short circuit, and VCB can’t cut off this current.

4.2 The Integrated Pantograph Proposal

To optimize Factor 2, no up&down and up/down program are preferred whose
switchover time is shorter. Therefore, it is necessary to integrate the current col-
lection equipment, and the following aspects should be considered:

Fig. 4 Proposed main circuit proposals 1–5 (a–e)
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Voltage: use AC insulator to meet insulating requirement; Gauge: use the AC
pantograph head profile which should also meet DC gauge requirement; Current:
use two or four metal dipping contact strips and increase the diameter of the jumper
wire between the components to stand the high current in DC mode; Dynamic
behaviour: use the airbag usually used on AC pantograph as the driving element,
and alternate between the corresponding static contact force by controlling the valve
on the plate according to the voltage type (on-board).

EMU shown in Fig. 2 raises or lowers the pantograph in switchover process, the
corresponding mode is the up/down.

Obviously, using one shared dual mode pantograph on vehicle will cause the
weight of head to increase, which may deteriorate dynamic behaviour. But it is still
able to guarantee some quality of current collection indexes (mean contact force and
percentage of arcing) meeting criterion requirements in condition of the max speed
less than 160 km/h. Therefore, it doesn’t need pantographs to be connected in
parallel like Fig. 2, the corresponding switchover is no up&down.

Then, let’s discuss some proposals of single dual mode pantograph using on dual
mode vehicle.

Factor 1: It can meet current collection requirements under the specified speed
level, although it isn’t the optimal one.

Factor 2: The switchover time is shortest.
The first two factors will not change in the following proposals, so no more

discussion for them.
Factor 3: Because the shared pantograph is used, the main switch is set after the

pantograph to switch between two loops. It becomes the key factor used to assess
the following proposals, which will be analyzed in detail as below:

Main circuit proposal 2 (hereinafter abbreviated as Main 2), as shown in
Fig. 4b.

The difference between Main 1: use one shared pantographs and one shared TV
(AC&DC). Add HS to isolate the loop, which is realized by the pantograph in
Main 1.

Risk 1: Two HS must be open before raising pantograph, after raising, the
voltage type (on-broad) and the voltage type (signalling) are given to enable HS(AC
and DC loop) to close. Electric interlock between two loops is set. This risk equals
to Main 1.

Risk 2: The triggering condition is that the AC loop HS closes in DC power
supply and VCB closes by mistake. It equals to Main 1.

Main circuit proposal 3 (hereinafter abbreviated as Main 3), as shown in
Fig. 4c.

The difference between Main 2: Two HS are integrated into one three-position
contact (one input, two output) MS. It can reduce the installing room and cost.

Risk 1: MS must be on the AC position before rising pantograph. Original
electric interlock is replaced by mechanical interlock. The risk is a little lower than
Main 1.
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Risk 2: The triggering condition is that MS is on the AC position in DC power
supply and VCB closes by mistake. The risk is little higher than Main 2.

Main circuit proposal 4 (hereinafter abbreviated as Main 4), as shown in
Fig. 4d.

The difference between Main 3: VCB is moved from AC loop to main loop
between MS and pantograph.

Risk 1: VCB is open in default if there is no control signal, so raising pantograph
don’t need to interlock with VCB status, the risk of incorrect connection is reduced
obviously. MS must be in the correct position before closing VCB.

Risk 2: The triggering condition is that MS switch is on the AC position in DC
input and VCB closes by mistake. The risk equals to Main 2.

New problem of high voltage devices: P (AC&DC), MS and TV (AC&DC)
mentioned above are all based on reliable AC products of main line railway, and do
a simple modification on them. They are reliable and economical.

But in this proposal, if VCB need to cut off the DC large current, the special
design [5, 7] is required, it is still far away from the on-broad application. More
difficulty is that VCB need to protect both AC and DC loop, and two mode has two
different voltages, frequency and braking current, it is nearly impossible in tech-
nology. Therefore, the feasible method is that VCB works in the large DC current
and HSCB brakes the DC current. Only some Japanese companies have product
performance, but the technology is still in the locked status, the cost of researching
and developing independently is high, considering the small quantity of products,
the cost of one piece product is higher. It is very important that VCB should
coordinate with HSCB during working in DC mode, and VCB will jump auto-
matically if its control signal is cut off, it equals to VCB cut off DC current directly.
The braking arc energy is very high, and VCB may explode. The system com-
plexity of system will reduce the reliability on the contrary.

Main circuit proposal 5 (hereinafter abbreviated as Main 5), as shown in
Fig. 4e.

The difference between Main 3: add the protective equipment, HS and FUSE
(AC), in AC and DC loop.

Risk 1: The risk of circuit before FUSE (AC) is same as Main 3. Add HS to
reduce the loss of incorrect connection. HS will close with 3 s delay after MS
switching to DC position. If AC power is connected incorrectly, which will cause F
(DC) over-voltage break, and occur short circuit to earth, and breaker of power side
will trip. If there is no power, HS can’t close, and protect the following circuit. It is
better to link the MS, HS and F (DC) by the copper bar.

Risk 2: The risk of the circuit before FUSE (AC) is same as Main 3. If the DC
power connect to transformer primary side, and it will occur short circuit to earth,
the FUSE (AC) is melted, so as to protect the circuit. FUSE (AC) should stand the
normal working current in AC mode, and melt in short circuit to realize the pro-
tective function.
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5 Conclusion

After the comprehensive comparison, the proposed main circuit mode 5 is the
optimal and reliable. It uses shared pantograph working both in DC and AC mode
and max speed is less than 160 km/h, coordinating between the quality of current
collection and switchover time; it uses the three-position main switch to complete
switchover between AC and DC loops, there is mechanical interlock to reduce the
risk of incorrect connection; It is important to set hardware protective proposal,
adding fuse over-current protection in AC loop, and adding isolating switch
over-voltage protection in DC loop, which can effectively reduce the damage
caused by incorrect connection, and be easy to repair. The new devices should be
developed from the AC product are reliable, and have much successful applications.
This proposal is reliable, stable, economic, and its safety risk is in control.
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Synergetic Control Design of EMU
Parallel Motor

Chenhao Zhang, Tao Wang, Jikun Li and Kaidan Xue

Abstract It is of great practical significance and wide application prospect to study
the high performance multi-induction motor control strategy and control system by
using advanced synergetic control theory. Combined with the principle of motor
vector control and synergetic control, a parallel motor vector control system based
on synergetic controller is designed. The system is more suitable for high-order,
nonlinear systems than traditional vector control methods. The method not only can
simplify the algorithm, but also can simplify the circuit structure, that is, to elim-
inate the traditional method of PI regulator, with better steady-state and dynamic
performance. This paper verifies the above conclusion by stimulations in
MATLAB/Simulink.

Keywords Parallel motor � Vector control � Synergetic control � EMU

1 Introduction

Due to space and cost constraints, high-speed EMU will generally use the bogie
control mode, that is, a traction converter to drive the two parallel traction motor on
the bogie. Under the control of the bogie, the wheel speed of the two wheels is the
same, but due to friction and depreciation and other factors, there must be a dif-
ference between the two wheels, resulting in two motor speed different, and the
torque is not the same. Therefore, if you do not take the appropriate control
strategy, when the motor torque is greater than the adhesion torque the wheels will
be idle or slippery. It will affect the passenger travel comfort, reduce the perfor-
mance of high-speed EMU. Therefore, it is necessary to study the control method of
asynchronous motor parallel operation mode. At present, the control of parallel
motor adopts vector control method based on average rotor flux orientation [1, 2].
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In this paper, the synergetic controller instead of the PI regulator to achieve the
control of the parallel motor.

In the Sect. 2, the design of the motor synergetic controller and the design of the
whole parallel motor control system is introduced. The Sect. 3 introduces the
simulation results. The Sect. 4 mainly analyses the conclusion.

The parameters of CRH2 EMU are used to simulate the parameters. The sim-
ulation results show that the parallel motor vector control system with synergetic
controller has good dynamic and steady state characteristics.

2 Synergetic Control Design of EMU Parallel Motor

2.1 Mathematical Description of Synergetic Control

Synergetic control is a kind of universal and very suitable control method for
high-order and nonlinear systems. The nonlinear controller designed according to
the synergetic control theory has good dynamic performance and steady-state
characteristics [3].

The mathematical description is as follows [4–6]:
Assume the state equation of n-dimensional nonlinear system:

_x ¼ f ðx; u; tÞ ð1Þ

where x is the state vector, u is the control variable, t is the time, and f is the
non-linear function.

First select the macro variable that defines the controlled system. A macro
variable consisting of a system state variable that can be expressed as:

W ¼ Wðx; tÞ ð2Þ

The goal of synergetic control is to make the system converge in a finite time and
remain at the manifold W = 0:

W ¼ Wðx; tÞ ¼ 0 ð3Þ

After defining the macro variable, the control variables of the system can be
solved according to the expected manifold dynamic equation. The expected
dynamic equation of the manifold is as follows:

T _WþW ¼ 0; T[ 0 ð4Þ

Derived according to the above formula:

T
dW
dx

f ðx; u; tÞþW ¼ 0 ð5Þ
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2.2 Design of Induction Motor Synergetic Controller

Combined with the state equation of the induction motor and the theory of syn-
ergetic control, set x1 ¼ xr; x2 ¼ wrd; x3 ¼ wrq; x4 ¼ isd; x5 ¼ isq:

x1
: ¼ n2pLm

JLr
x2x5 � x3x4ð Þ

:

� np
J
TL

x2
: ¼ � 1

Tr
x2 þxslx3 þ Lm

Tr
x4

x3
: ¼ � 1

Tr
x3 � xslx2 þ Lm

Tr
x5

x4
: ¼ Lm

rLsLrTr
x2 þ Lm

rLsLr
xrx3 � RsL2r þRrL2m

rLsL2r
x4 þxsx5 þ usd

rLs

x5
: ¼ Lm

rLsLrTr
x3 � Lm

rLsLr
x1x2 � RsL2r þRrL2m

rLsL2r
x5 � xsx4 þ usq

rLs

ð6Þ

r ¼ 1� L2m
LsLr

Tr ¼ Lr
Rr

where

Rs stator resistance
Ls stator self-inductance
Rr rotor resistance
Lr rotor self-inductance
Lm mutual inductance
np pole pairs
xs rotor frequency
xr rotor frequency

Combined with the design steps of the synergetic controller, the principle of the
three-phase asynchronous motor and the equation of state, we select the stator current
x4 ¼ isd; x5 ¼ isq as the control variable and select two macro variables as follows:

W1 ¼ x1 � x1ref
W2 ¼ x2 � x2ref

�
ð7Þ

The purpose of synergetic control is to stabilize the macro variables in the
system at W ¼ Wðx; t) ¼ 0; which is a invariant manifold:

T1 _W1 þW1 ¼ T1 _x1 þ x1 � x1ref
� � ¼ 0

T2 _W2 þW2 ¼ T2 _x2 þ x2 � x2ref
� � ¼ 0

(
ð8Þ
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Combine Eq. (6), we obtain:

T1
n2pLm
JLr

x2x5 � x3x4ð Þ � np
J TL

� �
þ x1 � x1ref
� � ¼ 0

T2 � 1
Tr
x2 þxslx3 þ Lm

Tr
x4

� �
þ x2 � x2ref
� � ¼ 0

8<
: ð9Þ

Solve the Eq. (9), the control variables are:

isd ¼ Lr
LmRr

wrdref �wrd

T2
þ wrd

Tr

� �
isq ¼ JLr

n2pLmwrd

xrref �xr

T1
þ np

J TL
� �

8<
: ð10Þ

2.3 Simulation of Circuit Diagrams and Parameters

Simulation of the circuit as shown in Fig. 1. In order to make the system gets good
performance, the control of the current using the CHBPWM (Current Hysteresis
Band PWM) control method. And the motor parameters using CRH2 EMU
parameters for simulation (Table 1).

Fig. 1 Simulation circuit diagram in MATLAB

Table 1 CRH2 EMU motor
parameters

Stator resistance RsðXÞ 0.144

Stator self-inductance LsðHÞ 0.034265

Stator resistance RrðXÞ 0.146

stator self-inductance LrðHÞ 0.034142

Mutual inductance LmðHÞ 0.032848

Pole pairs np 2
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3 Simulation Results

We set the experimental simulation conditions as shown in the Tables 2 and 3, the
simulation results shown in the Figs. 2 and 3.

Combined with the conclusion of the relevant literature, this paper compares the
performance of the synergetic controller with the PI regulator in the parallel motor
control system [7], as shown in the following (Table 4).

Table 2 Simulation conditions when load torque is balanced

Time 0–0.5 s 0.5–1 s 1–1.5 s 1.5–2 s

Motor 1 torque (N�m) 0 0 450 300

Motor 1 rotating speed (rpm) 1500 1000 1000 1000

Motor 2 torque (N�m) 0 0 450 300

Motor 2 rotating speed (rpm) 1500 1000 1000 1000

Table 3 Simulation conditions when load torque is unbalanced

Time 0–0.5 s 0.5–1 s 1–1.5 s 1.5–2 s

Motor 1 torque (N�m) 0 0 400 350

Motor 1 rotating speed (rpm) 1500 1000 1000 1000

Motor 2 torque (N�m) 0 0 350 350

Motor 2 rotating speed (rpm) 1500 1000 1000 1000

Fig. 2 Torque and speed waveform of the motor when the load torque is balanced

Fig. 3 Torque and speed waveform of the motor when the load torque is unbalanced
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4 Conclusions

As it is shown in the output waveform diagram, when the parallel motor load torque
is balanced, the actual value of the output coincides well with the given value, and
there is no difference between the two motor data. The above results prove the
method can achieve good control of torque and speed. When the load torque is not
balanced, it can be seen from the waveform diagram that the output torque of the
two motors is very close to the given value. It can be seen that the parallel motor
system under the synergetic control can stabilize the operation of the two motors
when the torque change quickly, and the speed is not much different from the given
value, which shows that the synergetic control is an effective method for EMU
parallel motor.
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Table 4 Error comparison of two control methods for parallel motor torque unbalance

Error Maximum
speed error (n/
min)

Steady state
speed error (n/
min)

Maximum
torque error
(N�m)

Steady state
torque error
(N�m)

Method

PI
regulator

75 5–10 100 0–5

Synergetic
controller

30 0 50 0
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Research on Thermal Management
System of Lithium Iron Phosphate
Battery Based on Water Cooling System

Liye Wang, Lifang Wang, Yuan Yue and Yuwang Zhang

Abstract This paper analyzes the heat generation mechanism of lithium iron
phosphate battery. The simulation and analysis of the battery thermal management
system using water cooling is carried out. A cooling plate model in the thermal
management system of water cooled battery was established. According to the
simulation results of the cooling plate, Designed and developed a water cooled
battery thermal management system. The experimental results show that the water
cooling system has a better cooling effect, which can reduce the temperature gra-
dient inside the battery box. All batteries are working in a stable environment,
which is conducive to maintaining the consistency of the battery pack.

Keywords Lithium iron phosphate battery � Battery thermal management
Temperature � Simulation

1 Introduction

In order to meet the needs of electric vehicle power in the process of using, the
battery has been seried connection for battery pack, battery chemical reaction will
bring high heat load to the battery pack when more than 100 batteries in use [1].
when the vehicle driving process, if the heat has not been in a timely manner to take
away, it will certainly affect the working performance of battery life, and may even
bring great danger to traffic safety, and the low temperature properties of lithium
iron phosphate battery is poor. how to make the battery can work in low temper-
ature environment is a very challenging problem [2–5]. This also makes the battery
thermal management system become an integral part of electric vehicles.
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The battery thermal management system mainly involves two aspects:① Ensure
that the battery is in the optimum operating temperature range (generally from 20 to
50 °C), ② Ensure that the temperature gradient between the batteries is as low as
possible (generally less than 2 °C). An ideal battery should work in a temperature
range that allows the battery’s performance and life to reach its optimum perfor-
mance [6, 7]; In addition, the uniformity of temperature and the uneven temperature
will have a serious impact on the performance of the battery. Mainly due to the
uneven temperature between the battery units, which will lead to different charging
and discharging behavior, and then affect the balance between the battery cells, and
ultimately will reduce the battery life [8–10].

2 Heat Generation Mechanism of Lithium Ion Batteries

Lithium ion batteries can absorb and release heat during charge and discharge, the
heat is mainly composed of the following parts: reaction heat, polarization heat,
Joule heat and side reaction heat. the side reaction heat for lithium ion batteries in
the proportion is very small, generally not be considered.

The energy emitted in the electrochemical reaction of the battery can be
expressed by Gibbs free energy:

DG ¼ DH � T � DS ð1Þ

DG is Gibbs free energy change, DH is Enthalpy change for battery reaction, T
is Absolute temperature, DS is Entropy change in the reaction of a battery. In
formula (1), T � DS the amount of heat corresponding to the electrochemical reac-
tion in the battery can be expressed in the form of reactive heat Qr:

Qr ¼ T � DS ¼ T � @DG
@T

� �
ð2Þ

Under the condition of constant temperature and pressure, when the system
changes, the reduction of Gibbs free energy of the system is equal to the maximum
non expansion work done outside, and if the non expansion work is only the
electricity work, then:

DG ¼ �nFEe ð3Þ

n is the stoichiometric coefficient of the electron in the oxidation or reduction of the
electrode, F is Faraday constant 96485:3383� 0:0083C/mol, Ee is Electromotive
force for batteries. Based on (2) and (3) can be obtained:
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Qr ¼ nFT
@Ee

@T

� �
ð4Þ

The internal battery polarization exist at the same time, accompanied by the
polarization of the reaction heat, it is heat loss due to battery polarization. the
polarization will cause the battery to the actual voltage deviates from its theoretical
electromotive force, because of the electrochemical reaction of atomic diffusion and
movement need energy. The polarization reaction heat pe-unit time of a battery
during charging and discharging can be indicated as follows:

Qpd ¼ I2dRpd ¼ I2d Rtd � Reð Þ ð5Þ

Qpc ¼ I2c Rpc ¼ I2c Rtc � Reð Þ ð6Þ

Qpd and Qpc is polarization heat per unit time when the battery is discharged and
charged, Id and Ic is current for battery discharge and charging, Rpd and Rpc is the
polarization internal resistance respectively when the battery is discharged and
charged, Rtd and Rtc is the total internal resistance when the battery is discharged
and charged, Re is The resistance inside the battery.

The heat generated by the current flowing through the battery’s internal resis-
tance is called Joule heat, and the Joule heat per-unit time of the charge and
discharge of the battery can be expressed as follows:

QJ ¼ I2dRe ð7Þ

QJ ¼ I2c Re ð8Þ

3 Simulation of Cooling Plate Structure of Water Cooled
Battery Thermal Management System

In this paper, the simulation model of cooling plate is established in the
pre-processing software Gambit, and Fig. 1 is the geometric model of the cooling
plate, in which the diameter of the copper tube inside the cooling plate is 6 mm, and
the vertical distance between the pipes is 20 mm. Because the cooling liquid flow
along the inner wall of the copper pipe, copper mesh quality will directly affect the
convergence speed and the precision of the results of the simulation, in the grid,
using all hexahedral mesh division of the structure.

Use the software Fluent to simulation of transient simulation of cooling plate, the
speed of entrance and outlet pressure boundary conditions, the flow is always 4.5 L/
min entrance, entrance temperature is 283 K, temperature 308 K, heat flow gen-
erated by the cooling plate on both sides of the battery discharge is 500 Wm−2,
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using RNG turbulence model to simulate the vortex tube. Application of PISO
algorithm to solve the pressure and velocity coupling problem, the time step is
0.002 s, calculate the 10,000 step (20 s), single iteration times up to 50 times. The
maximum, minimum, mean temperature and standard deviation of temperature are
monitored in simulation. When the residuals converge below 10 e−6, the moni-
toring parameters are stable and the difference between the inlet and outlet mass
flow rates is less than 1/10 of the minimum residuals, the calculation convergence is
considered.

As shown in Fig. 2, the cloud chart shown on the left shows the simulation
results with vertical distance of 20 mm, and the result on the right is 30 mm. It can

Fig. 1 Geometric model of heating plate and grid

Fig. 2 Simulation results of vertical distance of different pipes are compared with the diameter of
6 mm (left: 20 mm, right: 30 mm)
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be seen that the lowest temperature occurs in the middle and lower parts of the
cooling plate, which is mainly caused by the entry of coolant from the bottom of the
cooling plate. the temperature range is slightly larger than the left image right,
the cooling effect is slightly better than the latter; because in the simulation, the
entrance flow is a fixed value, when the diameter is larger, although the total
volume of the cooling liquid is increased, but the entrance rate is reduced, thus
affecting the convective heat transfer ability of the cooling liquid, when the
diameter is small, it will have better cooling effect.

To measure the cooling effect of cooling plate not only depends on the minimum
temperature, more important is the cooling plate surface average temperature and
temperature gradient, the average temperature can reflect the comprehensive effect
of cooling plate, and the temperature gradient will directly affect the battery life.
Figure 3 show the standard cooling plate surface temperature difference of the
above two kinds of structure, it is obvious that when the pipe vertical distance is
small, the temperature standard deviation is smaller 5.25 K, and when the vertical
distance is large, the temperature standard deviation is 5.86 K. Obviously, from the
point of view of temperature gradient, the optimal cooling structure obtained by

Fig. 3 Comparison of the standard deviation of the surface temperature of the cooling plate with
different pipe distance

Table 1 Average temperature and temperature difference of cooling plate surface under different
geometrical structure

Structure 4/20 mm 4/30 mm 6/20 mm 6/30 mm 8/20 mm 8/30 mm

Average temperature (K) 291.3 291.3 292.2 292.8 293.1 293.5

Standard deviation
of temperature (K)

5.25 5.86 5.72 5.97 6.02 6.21

Heat transfer rate (W) 2652 2042 2627 2238 2683 2192
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qualitative analysis of cloud images is not optimal. As shown in Table 1, in the
same diameter under the condition when the vertical distance between the pipeline
and the average temperature difference is not obvious, but the vertical distance is,
the temperature of the standard deviation is greater, indicating that the system can
provide the external flow and pressure reduction, small diameter can improve the
velocity. In order to obtain better cooling effect.

The above data and comprehensive analysis, taking into account the brass in
national standard GB-T1803-2007 the smallest diameter 6 mm, the cooling system
in the actual selection of diameter 6 mm tube, vertical distance between channels is
still 20 mm.

4 Water Cooled Battery Thermal Management System

The structure of a water-cooled battery thermal management system is shown in
Fig. 4 The size of the battery is consistent with the thermal management system of
the water cooled battery. The twelve batteries form a battery module and are
divided into three rows in the battery case. On both sides of the cooling plate of
each row of the battery core, cooling plate is U type pipe, the pipe size and
arrangement based on the simulation results, the pipeline on each side of a coin, so
that they are connected with each other by brazing, the cooling liquid flows from
the bottom of the right side of the pipeline, the pipeline flow from the upper left
side. In order to ensure the uniform surface temperature of each cooling plate, the
import and export of cooling liquid in the battery module on both sides. The tube of
the battery case is composed of a short copper tube, a three pass joint and a two pass
joint, and the structure is convenient for the expansion and assembly of the battery
module.

Fig. 4 The mechanical structure of the battery thermal management system
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5 Experimental Research on Cooling Effect of Battery
Thermal Management System

The installation position of the temperature sensor battery thermal management
system is shown in Fig. 5, the charging and discharging experiments of different
magnification of twelve pieces of lithium iron phosphate battery: 20A or 40A
charging, discharge and discharge of 60A or 40A. Comparing the temperature of
the battery surface when the water cooling system is switched on and off (only by
the natural convection between the tank and the air). The temperature sensor is a
digital temperature sensor DS18B20, with an accuracy of 0.5 °C. In addition,
because of the poor consistency of the twelve batteries, in order to prevent
excessive charge and discharge, the voltage of any single battery reaches the
threshold of charging and discharging (charging 3.65 V, discharging 2.5 V).

Figure 6a, b are the temperature contrast of battery charge at 40A and discharge
at 40A, thin lines for liquid cooling when the temperature change curve, coarse
dashed line temperature changes the liquid cooling, the temperature sensor accuracy
is only 0.5 °C, the temperature curves are ladder. In addition, because the tem-
perature rise of the battery surface is approximately linear, in order to compare the
temperature changes of the water cooling system when it is turned on and off, the
starting point of the temperature curve is moved to 15 °C.

As shown in Fig. 6a, the temperature changes in the battery box when charging
at 40A. When the water cooling system is closed, the starting temperature of 40A
charging is 17 °C, and the charging starting temperature of the water cooling
system is 16 °C. Similar to the 20A charging test, the electric water pump is
switched on to cool the battery box twenty minutes before the charging stop. It can

Fig. 5 Installation position of temperature sensor
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be seen from the figure, when the battery 40A charging the cooling system makes
the surface temperature of the battery, but also reduces the rate of temperature rise.

As the 40A discharge and charging process, the battery heat generation rate is
not the same, in order to make the experiment itself more meaningful, in the process
of 40A discharge, the electric water pump has been switched on to cool the battery.
When the water cooling system is on and off, the battery surface temperature is 32
and 27 °C at the beginning of the discharge. Can be seen from Fig. 6b, in the water
cooling system is turned on, the battery surface temperature is kept constant until
the discharge stop. After adding the water cooling system, the temperature distri-
bution inside the battery box is more balance.

6 Conclusion

Based on the above analysis, the battery thermal management system of water
cooling and the cooling effect is good, especially in the 40A charge and discharge is
more obvious, and it can reduce the temperature gradient inside of the battery case,
the batteries are all working in a stable environment, conducive to maintain con-
sistency of battery pack, and water cooling system need the cooling liquid in the
heat dissipated in time to ensure the cooling effect, in actual use, can be installed in
the water tank to strengthen fan forced convection on the surface of the box body
heat, which can effectively reduce the cooling liquid to reach the purpose of
temperature.

Acknowledgements This study is sponsored by the National Key Research and Development
Program of China (2016YFB0101800), National Science Foundation program of China
(51677183), Science and Technology Program of SGCC (Operation Safety and Interconnection
Technology for Electric Infrastructure).

Fig. 6 Comparison of temperature variation during 40A charge and 40A discharge
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Performance Comparison of Battery
Chargers Based on SiC-MOSFET
and Si-IGBT for Railway Vehicles

Yun Kang, Zhipo Ji, Chun Yang, Ruichang Qiu and Xuefu Cao

Abstract New type semiconductors, for instance, SiC-based switching devices,
have many performance advantages over Si-based devices, including faster
switching and lower power dissipation. In this paper, a research of an application of
SiC-based MOSFET in a battery charger for railway vehicles is introduced,
focusing on the performances of the charger. This battery charger is designed based
on a silicon-IGBT-based charger. The new SiC-based battery charger has the same
input and output rating with the original charger, but there’s an increase of
switching frequency from 15 to 50 kHz. Therefore, a comparison between the two
chargers from the aspects of efficiency, volume and power density is provided in
this paper. It can provide some technical support for the design and application of
high-power-density battery chargers in the auxiliary power system of railway
vehicles.

Keywords SiC � Auxiliary power system � Battery charger � Performance
comparison

1 Introduction

The main function of a battery charger in auxiliary power system is to supply power
for loads that work at 110 V DC, and to charge the battery, which would work as
the power source for the loads when the vehicle is separated from the overhead
lines. The main part of a battery charger is a high-frequency isolated DC/DC
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converter, thus the application of new type wide-bandgap semiconductors in the
converter of a battery charger is one of the hotspots in current study, as well as the
application of soft-switching technology. Represented by silicon carbide and gal-
lium nitride, new types of semiconductors have characteristics of wide bandgap,
high critical breakdown electric field, high thermal conductivity, small dielectric
constant, high saturation drift speed and other prominent advantages [1], attracting
researchers’ attention.

Compared with Si IGBT, SiC MOSFET has a lower threshold voltage, lower
parasitic capacitance, shorter turn-on and turn-off time [2]. In addition, the reverse
recovery current from the body diode of SiC MOSFET as well as turn-off tail
current is zero [3]. As a result, the reverse recovery loss can be neglected, thus the
efficiency, switching frequency, and reliability of the system can be improved.

2 The Design of the Charger Using SiC MOSFET

In this paper, the topology of the SiC-MOSFET-based battery charger is designed
as Fig. 1. It consists of a precharge circuit, a three-phase rectifier circuit, a
high-frequency full-bridge DC/DC converter and an output filter circuit. The pre-
charge circuit is to avoid a high instantaneous voltage change if the equipment was
put into operation with an initial input of zero voltage [4]. This voltage change may
cause system protection to go wrong.

The rated output power of the charger is designed to be 15 kW, and the DC
voltage peak after the rectification of input is 618 V, and the maximum current in
MOSFETs is 45.8 A after calculation. Taking the margin into account, the CREE
1200 V/120 A SiC MOSFET half-bridge module is chosen in this design.

Because of the use of SiC MOSFET which has the advantage of fast switching,
low switching loss and zero reverse recovery loss, the disadvantage of the bipolar
control strategy that it leads to higher switching loss can be made up. Therefore,
there’s no need to adopt other complex control strategies, and the simplest bipolar
control strategy is used in this paper for experiment [5].

Fig. 1 The topology of the SiC-based charger
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The main processor of the control system is DSP TMS320F28335 which can
easily implement the control function. Ideally speaking, the duty of drive pulses can
be modified from 0 to 0.5. However, dead time should be considered because of the
turn-on and turn-off delay time of switching devices and the delay time error
between the two sets of drive pulses. The maximum of duty is determined to be
0.44 at last.

3 Comparison Between the SiC Charger and the Si
Charger

The SiC-based charger is designed based on the original Si-based charger, so the
topologies, control units and basic demands of the both are the same. The differ-
ences between the chargers are component parameters. Table 1 gives a comparison
of parameters of the two chargers.

3.1 Efficiency Comparison of the Two Chargers

Si IGBT modules used in the Si-based charger are the Infineon FF150R12KE3G.
According to the datasheets, parameters for loss calculation are listed as Table 2.

Assuming the current in IGBTs or MOSFETs keeps constant when these devices
are in the on state, the loss in a cycle can be calculated as the Eq. (1) [6, 7].

PIGBT :onðlossÞ ¼ VCESICED

PMOSFET :onðlossÞ ¼ RDS onð ÞI2DSD
Poff ðlossÞ ¼ ICESUavgð1� DÞ

PdriveðlossÞ ¼ fsQgVgs

PswitchðlossÞ ¼ fsðEon þEoff Þ
Ps loss ¼ Pon lossð Þ þPoff lossð Þ þPswitch lossð Þ þPdriveðlossÞ

8
>>>>>>>><

>>>>>>>>:

ð1Þ

Table 1 Charger parameter table

SiC-based charger Si-based charger

Rated output power (kW) 15 15

Rated input power (V) 380 AC 380 AC

Rated output voltage (V) 110 110

Switching frequency (kHz) 50 15

Filter inductance (lH) 15 50

Filter capacitance (lF) 100 200
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In these equations, ICE and IDS are average current in IGBTs or MOSFETs when
they are in the on state, and Uavg is the DC output of the three-phase rectifier.
Losses of a single SiC MOSFET or Si IGBT at different operating frequencies at
full load are shown in Fig. 2.

From Fig. 2 we can see that the loss of Si IGBTs is much higher than the loss of
SiC MOSFETs at the same working frequency. Even when SiC MOSFETs work at
50 kHz, the loss is two thirds of the loss of Si IGBTs at 20 kHz. The theoretical
losses of the chargers are shown in Table 3, indicating that the efficiency of the
SiC-based charger is 1.79% higher than the Si-based charger. The increase in
switching frequency causes losses of other components to alter. The secondary-side
rectifier diode loss is increased by one more times, while the filter inductor loss and
the transformer loss are reduced by almost 2/3.

Put in 38% of full load, 65% of full load and full load respectively to perform
power loss experiments. Input power and output waveforms are recorded as Fig. 3.
According to the records, the SiC-based charger efficiency at different loads can be
summarized as Table 4.

Table 2 Loss calculation parameter table

FF150R12ME3G CAS120M12BM2

On-resistance Rds(on) (X) – 0.013

Collector-emitter saturation voltage VCES (V) 1.7 –

Collector-emitter current ICES or drain current IDSS (A) 0.005 0.0008

Turn-on energy loss Eon (J) 0.005 0.0023

Turn-off energy loss Eoff (J) 0.009 0.001

Fig. 2 Switching device loss comparison at full load
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Table 3 Comparison of main device loss of the chargers (theoretical)

Loss (W) SiC charger (50 kHz) Si charger (15 kHz)

Three-phase filter inductors 20 20

Three-phase rectifier 36.88 36.88

Input capacitors 3.19 3.19

Main switching devices 690.99 950.72

Transformer 25 80

Secondary-side rectifier 95.9 45.9

Filter inductors 10 34

Filter capacitors 5.27 3.14

Total 887.23 1173.83

Efficiency 94.42% 92.74%

Fig. 3 SiC-based charger power loss experiment records
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The Si-based charger power loss in different loads can be experimented in the
same way as the SiC-based charger, and the comparison of efficiency of the two
chargers is shown in Table 5.

According to Table 5, the practical efficiency of Si-based charger is lower than
the theoretical efficiency by 0.31%, while the practical efficiency of SiC-based
charger is lower than the theoretical one by 0.37%. The SiC-based charger has
higher efficiency than the Si-based charger from low load to full load, and it’s
higher by 1.75% at full load, which is coincident with the theoretical analysis in
general.

3.2 Power Density and Volume Comparison of the Chargers

The high-frequency isolated transformer and the filter circuit takes up a big part of
the charger in volume and weight. Their weight is proportional to the volume
approximately, thus a reduction in volume makes a decrease in weight. The
application of SiC power devices achieves an increase of switching frequency that
reduce the volume and weight of the main passive components such as the trans-
former, inductors and capacitors [8].

Figure 4 is a shape comparison of real transformers in these chargers. The red
transformer used in the Si-based charger is almost twice as much in volume as the
yellow transformer used in the SiC-based charger. Table 6 is a volume table of the
two chargers.

According to Table 6, the increase of switching frequency leads to the reduction
of the volume of magnetic components and capacitors by 33.4%, and the reduction
of total volume by 29.4%, indicating that the power density increases by 41.6%. It’s
obvious that the application of SiC MOSFETs in the battery charger provides
higher power density.

Table 4 SiC MOSFET charger efficiency table

Load Input power (kW) Output power (kW) Efficiency (%)

38% 5.9 5.38 91.14

65% 10.7 9.96 93.12

Full 15.5 14.58 94.05

Table 5 SiC/Si charger efficiency comparison table

Load SiC charger efficiency (50 kHz) (%) Si charger efficiency (15 kHz) (%)

38% 91.14 90.05

65% 93.12 91.92

Full 94.05 92.43
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4 Conclusion

A new battery charger based on SiC MOSFETs is introduced, and compared with
the original charger based on Si IGBTs in this paper. The chargers are compared
from the efficiency, volume and power density. Because of the same requirements
of these chargers, it’s easier to make the comparison by doing the same experi-
ments. From the theoretical analysis and experiment results, it can be concluded
that the high-frequency SiC-based charger has the efficiency 1.75% higher while it

Fig. 4 The transformers
shape comparison between
SiC and Si charger

Table 6 Components
volume comparison table

Components SiC
charger

Si
charger

Three-phase filter inductors
(dm3)

5.7 5.7

Rectifier diode modules (dm3) 0.096*5 0.096*5

DC-side capacitors (dm3) 0.88 0.88

Main switching modules (dm3) 0.2*2 0.2*2

The heat sink (dm3) 2.27 2.27

High-frequency transformer
(dm3)

4.2 9.2

Filter inductors (dm3) 4.6 7.2

Filter capacitors (dm3) 0.22 0.44

Total (dm3) 18.75 26.57

Power density (kW/dm3) 0.8 0.56
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takes up the volume 29.4% less than the Si-based charger. The power density of the
charger also benefits a lot from the application of SiC devices, and it’s improved by
41.6%. SiC-based chargers will have more advantages over Si-based chargers with
further refinements of the design and the control strategy.
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A Research on VIENNA Rectifier Based
on SVPWM Algorithm with Expected
Voltage

Changjun Guo, Gang Zhang and Xibin Bai

Abstract At present, more and more power electronic fields have been applied to
rectifiers. VIENNA rectifier is a new type of rectifier with wide application pro-
spect. Compared with other rectifiers, VIENNA rectifier has a more simple struc-
ture. This kind of simple topology makes VIENNA rectifiers with many of the
advantages that other rectifiers do not have. At present, there are many research and
control strategies for VIENNA rectifier, in which the voltage space vector control
strategy has better control effect. In this paper, a SVPWM modulation algorithm
based on expected voltage is proposed for three-level VIENNA rectifier. What’s
more, the realization of the modulation strategy and simulation results is given in
this paper.

Keywords SVPWM � VIENNA rectifier � Simulation

1 Introduction

In recent years, the world economy is in the rapid development and Chinese
economy is also in rapid progress. With the development of economy, people have
realized the importance of protecting the environment. Electric energy is a kind of
clean energy which promotes the development of electric motor vehicle [1].
Recently, the electric car has been a hot research in the field of power electronics in
the world [2]. As a result, the promotion of electric vehicles needs a lot of charging
stations, so the establishment of charging stations is a very important link. In this
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paper, the topology and working principle of three-phase three-level VIENNA
rectifier are analyzed [3, 4].

2 The Topology of VIENNA Rectifier

A scholar at University of VIENNA has proposed a new type of rectifier topology,
so the rectifier called VIENNA rectifier. This kind of three-level rectifier is unique.
Each phase of the bridge only contains one switching device. The switch and the
other four diodes constitute the bidirectional switch so that current can flow in two
directions. The topology of the VIENNA rectifier is shown in Fig. 1.

VIENNA rectifier has many advantages. First of all, the nature of the VIENNA
rectifier belongs to the BOOST circuit so that the inductance of the rectifier con-
tinues in the BOOST state [5]. What’s more, the structure allows the current to
remain constant, so there is no zero sequence current in the VIENNA rectifier.
Secondly, the maximum voltage drop of the rectifier switching device is only 1/2 of
the voltage drop on the bus, which makes the rectifier suitable for working at high
voltage. Furthermore, the harmonic current of the rectifier is low, so the power
density is much higher than that of the conventional rectifier. Finally, the VIENNA
rectifier can also be operated under the condition of unity power factor [6].

3 Analysis of the Working Principle of VIENNA Rectifier

According to the previous analysis, we know that each arm of the VIENNA rectifier
can be equivalent to a two-way switch. Thus an equivalent simplified model of the
VIENNA rectifier can be obtained shown in Fig. 2.

Three bridge arms of the VIENNA rectifier can be equivalent to three bidirec-
tional switches and each arm has two states, so there are 8 types of switching
combinations shown in Table 1.

According to Table 1, VIENNA rectifier will have different working states under
different three-phase current. Now we take iu < 0, iv < 0, iw > 0 as an example.
Then 8 kinds of current path in this state can be shown in Fig. 3.

Fig. 1 The topology of
VIENNA rectifier
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In fact, the work of the circuit in the state of other current combinations can be
drawn from this example.

4 A SVPWM Control Algorithm Based on Expected
Voltage Auxiliary Judgment

4.1 Calculation of Voltage Space Vector

In order to calculate the voltage vector of the desired voltage, calculate the specific
plane region of the desired voltage need to be calculated. According to the basic
principle of VIENNA rectifier, we can know that there are three different potentials
of the rectifier input to the DC neutral point. These three different kinds of
potentials are: þVDC=2; 0; �VDC=2. A function ki is used to represent the three
level states. It is shown in Eq. 1.

Ki ¼
1 usio ¼ VDC=2
0 usio ¼ 0
�1 usio ¼ �VDC=2

8<
: ð1Þ

The Eq. 2 can be obtained from the structure of VIENNA rectifier.

uNO ¼ uSuo þ uSvo þ uSwo
3

uSi ¼ uSio � uSuo þ uSvo þ uSwo
3

8><
>: ð2Þ

Fig. 2 Equivalent simplified
model of VIENNA rectifier

Table 1 Switch combination
state

Switch number Switch combinations

Su 0 0 0 0 1 1 1 1

Sv 0 0 1 1 0 0 1 1

Sw 0 1 0 1 0 1 0 1
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(a) Su=”0”,Sv=”0”,Sw=”0” (b) Su=”0”,Sv=”0”,Sw=”1”

(c) Su=”0”,Sv=”1”,Sw=”0”       (d) Su=”0”,Sv=”1”,Sw=”1”

(e) Su=”1”,Sv=”0”,Sw=”0”      (f) Su=”1”,Sv=”0”,Sw=”1”

(g) Su=”1”,Sv=”1”,Sw=”0”         (h) Su=”1”,Sv=”1”,Sw=”1”

Fig. 3 Current path under different switch combination
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Using the coordinate transformation formula, the voltage calculation formula can
be deduced which is shown in Eq. 3.

V
!¼ Va

Vb

" #
¼ Tclarke

uSu
uSv
uSw

2
64

3
75; Tclarke ¼ 2

3

1 � 1
2 � 1

2

0
ffiffi
3

p
2 �

ffiffi
3

p
2

" #
ð3Þ

The voltage space vector can be drawn according to the calculated voltage which
is shown in Fig. 4.

We divide the vector space plane into 6 large regions. Furthermore, each large
area is divided into 6 small regions. When the desired voltage space vector is in the
region of B and D, it is easy to calculate the voltage vector and its time. In order to
further judge the small area, the SVPWM control algorithm based on the expec-
tation voltage is introduced. In order to determine where the desired voltage is
located, we can list the judging conditions of each small area which is shown in
Table 2.

In order to further determine when the desired voltage vector is located in a
region of the A1, A2, C1, C2, the judging conditions of each small area can be listed
in Table 3.

Fig. 4 Voltage space vector
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4.2 Calculation Time of Each Voltage Space Vector

According to the principle of volt second area equal, the calculation equation can be
obtained in 4.

VxTx þVyTy þVzTz ¼ Vref Ts
Tx þ Ty þ Tz ¼ Ts

�
ð4Þ

We assume that the desired voltage is located in I-B. Through the analysis of
Sect 4.1, it can be calculated that the needed voltage space vectors are V1, V7, V13.
Bring the three voltage space vector into the 4, the Eq. 5 can be obtained.

V1T1 þV7T7 þV13T13 ¼ Vref Ts
T1 þ T7 þ T13 ¼ Ts

�
ð5Þ

Transform the Eq. 5 into plural form and make the real and imaginary parts
correspond to each other. So the Eq. 6 can be obtained.

Va ¼ VDC
3Ts

T1 cos 0þ 2VDC
3Ts

T13 cos 0þ VDC
3Ts

T7 cos p6

Vb ¼ VDC
3Ts

T1 sin 0þ 2VDC
3Ts

T13 sin 0þ VDC
3Ts

T7 sin p
6

Ts ¼ T1 þ T7 þ T13

8>><
>>: ð6Þ

Table 2 Small area judge
condition list

A B D C

I R6 � 0 R4 � 0 R5 � 0 NotConform

II R5 � 0 R6 � 0 R8 � 0 NotConform

III R8 � 0 R5 � 0 R7 � 0 NotConform

IV R7 � 0 R8 � 0 R9 � 0 NotConform

V R9 � 0 R7 � 0 R4 � 0 NotConform

VI R4 � 0 R9 � 0 R6 � 0 NotConform

Table 3 A1, A2, C1, C2

region judgment condition
A1 A2 C1 C2

I R10 � 0 R10 � 0 R10 � 0 R10 � 0

II Va � 0 Va � 0 Va � 0 Va � 0

III R11 � 0 R11 � 0 R11 � 0 R11 � 0

IV R10 � 0 R10 � 0 R10 � 0 R10 � 0

V Va � 0 Va � 0 Va � 0 Va � 0

VI R11 � 0 R11 � 0 R11 � 0 R11 � 0
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After solving the equations, the time of the three voltage space vector can be
shown in Eq. 7.

T1 ¼ 2Ts �
ffiffi
3

p
Ts

VDC
ð ffiffiffi

3
p

Va þVbÞ
T13 ¼

ffiffi
3

p
Ts

VDC
ð ffiffiffi

3
p

Va � VbÞ � Ts

T7 ¼ 2
ffiffi
3

p
Ts

VDC
Vb

8>><
>>: ð7Þ

5 System Simulation of VIENNA Rectifier

The system parameters of the VIENNA rectifier simulation is shown in Table 4.
The system simulation model of VIENNA rectifier is shown in Fig. 5.
When the simulation time is 0.25 s, the load is added into the system. The

simulation results are as follows. The DC output waveform of the rectifier is shown
in Fig. 6.

As can be seen from the Fig. 6, the output voltage of the rectifier follows the
given value well. The voltage and current waveforms on the AC side of the rectifier
are shown in Fig. 7.

Table 4 The system parameters of VIENNA rectifier simulation

Parameter type Unit Parameter values

Input voltage V 380

Grid frequency Hz 50

Output power kW 100

Output voltage V 800

Switching frequency Hz 10 k

Fig. 5 The system simulation model of VIENNA rectifier
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As can be seen from Fig. 7, the voltage is in the same phase with the current. The
power factor of the system is 1, that is to say the system is operated under unity power
factor. In addition, according to the effective value of voltage and current, we can
know that the calculated power is 100 kW which is consistent with the design of the
system. After the coordinate transformation, the current Id and Iq are shown in Fig. 8.

As can be seen from Fig. 8, the AC current is transformed into a straight line
through the coordinate transformation [7]. In addition, the current component of
the q axis represents the reactive component whose value is approximate zero. The
current component of the d axis represents the active component [8]. When the
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system is subjected to rated load, its value is 1. Finally, the harmonics by Fourier
transform is analyzed. The system simulation of Fourier analysis is shown in Fig. 9.

From the results of Fourier analysis, the SVPWM modulation algorithm based
on the expected voltage auxiliary judgment can produce relatively low harmonics in
the whole system. Of course, this has a certain relationship with the higher
switching frequency during simulation.

6 Conclusions

Through the analysis of this paper we can know that the SVPWM modulation
strategy based on the expected voltage can be used in three-level VIENNA rectifier.
Of course, there are still some deficiencies in this paper. Due to the limited capacity
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Fig. 8 The current obtained by coordinate transformation

Fig. 9 The results of harmonic analysis by Fourier transform
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and the limited time of the author, the simulation model is not good enough in
choosing parameter selection and so on. The SVPWM modulation algorithm of
VIENNA rectifier still needs to be further improved.
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Research of Induction Motor Model
Considering the Variation of Magnetizing
Inductance

Yujie Chang, Yi Xue, Yang Guo, Jing Tang, Dongyi Meng
and Hui Wang

Abstract Accurate induction motor mathematical model is the cornerstone of the
high-performance vector control of motor. Magnetic saturation can easily affect
motor parameters, and the relation of magnetic saturation and the motor parameters
is important to the establishment of the motor model. This paper derives a math-
ematical model of induction motor considering the variation of magnetizing
inductance, based on the ideal mathematical model and magnetic saturation char-
acteristic of the motor, from no-load test. Then, the motor model proposed and the
ideal model in the MATLAB/Simulink Power System Block are respectively
applied to the motor control simulation, and the experimental data are compared to
verify the feasibility of the model designed.

Keywords Induction motor mathematical model � No-load test
Magnetization curve � Magnetic saturation � Magnetizing inductance

1 Introduction

With the more and more maturing control theory of AC induction motor, the motor
control technology has been developed from the scale control based on the steady
state model of motor to the vector control based on the dynamic model. Grasping
the parameters of motor under different operating conditions to get accurate
observation of the motor flux linkage is the premise of high-performance vector
control of motor.
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Induction motor is affected by the actual conditions, and the parameters will
change. Variation of internal temperature, magnetic saturation and skin effect are
the main factors of change of motor parameters [1]. However, there are some
assumptions in the establishment of induction motor dynamic mathematical model,
and the change of motor parameters is often ignored because of the restriction of
numerical analysis methods and tools [2]. It will cause deviation of the parameters
in the observer or controller during the actual operation, which leads to dynamic
torque oscillation and affects the normal operation of the motor.

Although the motor model in the MATLAB/Simulink Power System Block has
been widely used, its parameters are fixed during the simulation and the internal
blocks can’t be edited, which can’t simulate real-time change of the motor
parameters and affects the final simulation results.

Therefore, it is important to establish a motor model that can accurately simulate
the change of the actual motor parameters. It provides not only a precise simulation
module for simulation, but also a more excellent mathematical model for the motor
vector control.

At present, motor model based on the magnetic saturation has been studied from
many aspects. The author of [3] proposed the mathematical model of the motor with
mutual inductance, but the expression of mutual inductance was not given. In [4],
the motor model considering the main magnetic saturation was designed, but it was
complex, which was not easy to be realized. The author of [5] obtained the rela-
tionship among magnetizing inductance, phase voltage and frequency by using the
software Ansoft, and proposed motor model considering the magnetizing induc-
tance. The author of [6] got the exponential relationship between magnetizing
inductance and frequency from no-load test.

This paper considers magnetic saturation of the motor and ignores other factors.
And the motor mathematical model is be derived and the magnetic saturation curve
is be obtained to propose the model considering the variation of the magnetizing
inductance, and the feasibility of the model is verified by the comparison with the
ideal model.

2 Ideal Induction Motor Mathematical Model

The ideal induction motor mathematical model consists of the voltage equation, the
flux linkage equation, the torque equation and the motion equation [7].
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The voltage equation on the dq axis is shown:
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Where, Wqs, Wds: the component of the stator flux linkage on the dq axis, Wqr,
Wdr: the component of the rotor flux linkage on the dq axis, Rs: stator resistance, Rr:
rotor resistance, Lm: magnetizing inductance, Ls: stator inductance, Lr: rotor
inductance, xr: angular velocity of rotor, x: angular velocity of dq frame, p:
differential operator.

Equation (2) represents the relation of flux linkage and current.
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2
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Lm Lr
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idr

2
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3
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Where, iqs, ids: the component of the stator current on the dq axis, iqr, idr: the
component of the rotor current on the dq axis.

The electromagnetic torque is expressed by Eq. (3).

Te ¼ 1:5np Wdsiqs �Wqsids
� � ð3Þ

Where, Te is the electromagnetic torque, np is the pole pair of the motor.
The motion equation of the motor is shown:

dxr

dt
¼ np

2J
ðTe � TL � FxrÞ ð4Þ

dhr
dt

¼ xr ð5Þ
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Where, TL is the load torque, F is friction coefficient, J is the rotational inertia, hr
is the rotation angle.

Substituting Eq. (2) into Eq. (1) and transforming, we can get:
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It is the motor mathematical model under continuous state.
The first-order forward Euler formula [8] can be expressed as

s ¼ z� 1
T

ð7Þ

Inserting Eq. (7) in Eq. (6), we can get Eq. (8), which is the motor mathematical
model under discrete-state.
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3 Induction Motor Mathematical Model Considering
Magnetizing Inductance

3.1 Magnetic Saturation of Induction Motor

The magnetic saturation mainly occurs in the main closed magnetic circuit of
induction motor [9]. And its characteristic can be indicated by the magnetization
saturation curve, shown in Fig. 1, described by flux linkage and magnetic current of
the motor. When the magnetic circuit is not saturated, the magnetization saturation
curve changes linearly. When the magnetic circuit is saturated, the flux linkage
cannot increase with the same multiple as the current, and the curve is nonlinear.
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With the change of the magnetic saturation, the magnetizing inductance is
constantly in flux. Therefore, the magnetizing inductance can be expressed as a
function of air-gap flux linkage and current shown in Eq. (9).

Lm ¼ Wm

I
ð9Þ

The point on the magnetization saturation curve indicates magnetizing induc-
tance in the steady state. And the slope of the curve reflects the magnetizing
inductance in the transient state.

Therefore, getting the magnetization saturation curve can make obtaining the
variation of magnetizing inductance easily and intuitively.

3.2 Determination of Magnetizing Saturation Curve

No-load test can obtain the magnetic saturation curve of the target motor. The
equivalent circuit diagram of no-load test (irrespective of the iron loss and the stator
resistance drop) is shown in Fig. 2.

The stator voltage and current values under different operating conditions are
collected, which will be calculated to get the air gap flux linkage value at the rated
frequency by Eq. (10).

Wm ¼ U � 2pfnLlsI
2pfn

ð10Þ

I

U Lm

LlsFig. 2 The equivalent circuit
diagram of no-load test

m

I

Fig. 1 Magnetic saturation curve of target motor
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Where, U represents stator voltage, fn represents rated frequency.
The air-gap flux linkage values and stator current values are linearly fitted by

interpolation and extrapolation. It is the obtained curve that is the magnetic satu-
ration curve of target motor.

3.3 Induction Motor Mathematical Model Considering
Magnetizing Inductance

The magnetic saturation curve of target motor is got from no-load test, and
according the motor mathematical model under discrete-state shown in Eq. (8), we
can establish the induction motor mathematical model considering magnetizing
inductance in the dq frame, mainly including coordinate transformation block, flux
linkage observation block, mechanical block and magnetic saturation block. The
specific block diagram is shown in Fig. 3.

The function of coordinate transformation block is the transformation between
ABC frame and dq frame. Flux linkage observation block is the core of the motor
mathematical model, which is used to calculate the motor flux linkage, current and
electromagnetic torque. Mechanical block is used to analyze the movement of the
motor rotor.

The function of magnetic saturation block is to correct the value of magnetic
inductance using the magnetization curve. The specific block diagram is shown in
Fig. 4.

The realization of the block is as follows:

1. The air gap flux linkage Wm is calculated from the stator and rotor flux linkage
Wqs, Wds, Wqr and Wdr.

2. The calculated air gap flux linkageWm is substituted into the magnetic saturation
curve model, which contain the curve got from the above section, to obtain the
corresponding current value I.

3. Use Eq. (9) to calculate Lm.

4 Simulation

The motor mathematical model proposed in this paper and motor model in the
MATLAB/Simulink power system block are simulated respectively using the
simulation model of the motor control system. The experimental data of the actual
motor are obtained under the same control condition. And simulation results and
experimental data are compared.

The motor parameters used is in Table 1.
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The waveforms are shown in Fig. 5, including the magnetization curve of the
actual motor experiment, that of the motor model considering the magnetizing
inductance and that of the motor model in the MATLAB/Simulink block. The
horizontal axis is the peak of the flux and the vertical axis is the peak of the current.
It can be seen that the motor model considering the magnetizing inductance is better
than that in the MATLAB/Simulink block, which verifies the feasibility of the
motor model designed in this paper.

5 Conclusion

Firstly, this paper analyzes the magnetic saturation characteristic of the induction
motor and obtains the magnetization curve of the motor by no-load test. Then,
based on the state equation of the motor and the magnetization curve, the mathe-
matical model of the motor considering the variation of the magnetizing inductance
under discrete-state is proposed, including coordinate transformation block, flux
linkage observation block, mechanical block and magnetic saturation block.
Finally, the motor model designed in this paper and the motor model in the
MATLAB/Simulink block are applied to the motor control simulation respectively.
Compared with the experimental data, it can be seen that the motor model

Table 1 Parameters of experimental motor

Rated power Pn 160 kW Stator resistance Rs 0.233 X

RMS line-line voltage Vnrms 1287 V Rotor resistance Rr 0.103 X

Rated frequency fn 84 Hz Stator leakage inductance Lls 1.58 mH

Inertia coefficient J 1.5 kg m2 Raotor leakage inductance Llr 2.076 mH

Number of pole pairs np 2 Magnetizing inductance Lm 43.8 mH

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

20

40

60

80

100

120

140

160
magnetizing curve

test
magnetizing
ideal

Fig. 5 Simulation results and
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376 Y. Chang et al.



considering the magnetizing inductance can simulate the motor under the actual
working condition, which verifies the feasibility of the mathematical model of the
motor.
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Auxiliary Inverter of Urban Rail
Train—Oscillation Suppression
Method of Induction Motor Load

Hui Wang, Zhigang Liu, Shaobo Yin, Dongyi Meng and Yujie Chang

Abstract Suppressing the induction motor load oscillation of auxiliary converter in
urban rail train is very important to ensure the quality of train power supply and the
operation stability. Firstly, this paper analyzes the energy state of the auxiliary
converter. Then, according to the mechanical characteristic curve of the induction
motor, the unstable operating area of the motor is discussed. After that, a method
based on the inverter output frequency compensation by detecting DC side voltage
is proposed, resulting in controlling the energy state and suppress induction motor
load oscillation. Finally, the effectiveness and practicability of the method are full
verified by simulation and experiments.

Keywords Induction motor load � Energy state � Voltage detection
Frequency compensation � Suppression oscillation

1 Introduction

Induction motor load, such as air conditioner, air compressor, is an important part of
the rail train auxiliary inverter [1]. Under certain conditions, the induction motor
load is likely to oscillate, thus affecting the auxiliary system power supply quality,
and the stable operation of the train. The oscillation suppression methods consid-
ered from induction motor include: the analysis of inherent instability [2], direct
torque optimization control [3], dynamic model of voltage-flux linkage [4],
induction motor parameters [5], etc. And the methods considered from inverter
include: adjusting the power direction based on the negative sequence of the
inverter input current [6], considering the influence of inverter dead time on the
operation of induction motor [7], the input impedance of the inverter supply system
suppresses the oscillation [8], etc. However, due to the large number and types of
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the induction motor load on urban rail train, a suitable oscillation suppression
method for engineering application is needed.

In this paper, the reason of the induction motor load oscillation is analyzed
through the energy state of the inverter and the mechanical characteristic curve of
the induction motor. Then, a method of controlling energy state by detecting the DC
side voltage to compensate output frequency is proposed. Finally, it is proved that
the method can effectively solve the oscillation phenomenon of the induction motor
load, by simulation and experiments.

2 Analysis the Energy State of the Auxiliary Converter

In this paper, seven-stage SVPWM is used for modulation. And the energy
exchange process between the inverter and the induction motor load is analyzed.
Suppose the composite vector is in the third sector for a period of time. The
switching states SU, SV and SW are the conduction states of the three-phase leg of
U, V and W respectively. Set the current direction from U phase into, through the
V, W phase out. The energy state during this time is as follows (Table 1).

In the “Loop” pattern, both the input current and power are zero. In the “Input”
pattern, the current direction is consistent with the definition and the power
direction is from inverter to motor. The “Output” pattern is the opposite of “Input”
pattern.

To sum up, the input current and power of the inverter are positive, negative, and
zero in each carrier cycle. Simplify the model and make further analysis.

As shown in Fig. 1a. When the negative input current increases, the energy of
the load is transmitted to the DC side. Because of the effect of inducance L, the
energy is concentrated on the capacitor C. When UC is greater than US, the energy
on the capacitor will transmit to the power grid and the load side respectively, as
shown in Fig. 1b. The transmission of this energy is stable under normal conditions,
but when the induction motor load oscillation occurs, the energy fluctuates sharply,
which will lead to the instability of the inverter system.

3 Suppressing Oscillation Method

The mechanical characteristic curve of the induction motor load is shown in the
following figure.

As the output voltage drops, the torque decreases as well. The intersection “A”
between the load torque TL and the induction motor’s mechanical characteristic
curve is located in the unstable zone, as shown in Fig. 2. Under some special
conditions, the flow of unstable energy causes the capacitance voltage and the
output voltage to fluctuate, which makes the induction motor load move into the
unstable operating area easily and results in oscillation.
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When the induction motor is running in the unstable zone, the power factor and
the electromagnetic torque are relatively low. In order to suppress the oscillation,
we can consider increasing the active power to improve the electromagnetic torque
and induction motor power factor. Ignoring the influence of the loss, the relation-
ship between the inverter output active power and the torque is:

P ¼ xm � TL ð1Þ

xm ¼ 2pf
p

ð1� sÞ ð2Þ

In Eqs. (1) and (2), xm and TL are the angular speed of rotor and load torque
respectively. f is the output voltage frequency of inverter, p is numbers of the poles,
s is slip ratio of induction motor.

According to the above two formulas, adjusting the inverter output voltage
frequency can change the rotational angular velocity of the induction motor, thus
adjusting the inverter output active power. As the analysis in Sect. 2, the DC side
voltage and energy state are closely related. So using the scale factor kp to realize
the output frequency compensation of the inverter by detecting DC side voltage,
and then control the inverter energy state and suppress the load oscillation.
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Df ¼ kpDU ¼ kpðUc � UsÞ ð3Þ

where kp is the frequency adjustment factor, Uc and Us are the capacitance voltage
and the network side voltage, Df is the frequency adjustment.

The steady-state output voltage frequency of the urban rail auxiliary converter is
50 Hz, so the frequency regulation range can’t be too large, and the adjustment
needs to be limited.

The control diagram for suppressing the induction motor load oscillation is as
follows (Fig. 3).

4 Simulation and Experiment Results

4.1 Simulation Results

The frequency adjustment factor kp is 0.067. The induction motor model adopts a
three-phase asynchronous induction motor with rated power of 2.2 kW, line voltage
of 380 V, frequency of 50 Hz and torque of 14.795 Nm. A harmonic voltage
source is added to the input side of the inverter to simulate the oscillation state of
the converter. The simulation results are as follows:

At 0.2 s, the induction motor is in the rated operating state, and the motor stator
current is in the oscillation state. The oscillation suppression algorithm is added at
0.4 s, and the motor stator current is suppressed after about 0.1 s. As shown in
Fig. 4.

As shown in Fig. 5. The oscillation suppression algorithm is added at 0.4 s, and
the output torque ripple of the induction motor is also effectively suppressed after
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Fig. 3 The control diagram for suppressing the induction motor load oscillation
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about 0.1 s. The simulation results show that the oscillation suppression method,
based on DC side voltage detection, can suppress the oscillation of induction motor
load commendably.

4.2 Experiment Results

In order to verify the practicability of the method, experiments are carried out in the
train operation, and virtual oscilloscope is used to display the waveform. The large
level start of traction motor can cause the voltage on the side of the auxiliary
inverter to fluctuate greatly, resulting in the fluctuation of the output voltage of the
auxiliary inverter system, and then the induction motor load oscillation phe-
nomenon occurs. At this point, the waveforms is shown below:

According to Fig. 6, the capacitance voltage, the DC voltage and current, the AC
voltage and current have a violent oscillation.

The following figure shows the DC voltage, current and AC voltage, current
waveforms of the auxiliary inverter after adding the oscillation suppression algo-
rithm for 3 s. It can be seen that the DC voltage and current. the AC voltage and
current oscillation of the auxiliary converter has been completely suppressed, and
the induction motor load oscillation also disappeared (Fig. 7).
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5 Conclusion

In this paper, the oscillation suppression algorithm is proposed, combining the
energy state of urban rail train auxiliary converter and the characteristics of the
mechanical characteristic curve of the induction motor load. The algorithm com-
pensates the output frequency by detecting the DC side voltage, and controls the
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AC current
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Fig. 6 Voltage and current waveforms when the motor load is oscillating
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DC current
AC current

AC voltage

Fig. 7 Voltage and current waveforms after oscillation suppression
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energy state of the inverter to suppress the oscillation of the induction motor load.
Finally the effectiveness and practicability of the method are verified by simulation
and experiments.
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Improved Voltage Model Based Flux
Observer Design for Traction Induction
Motor

DongYi Meng, Lijun Diao, Shaobo Yin, Yujie Chang and Hui Wang

Abstract In traction control, accurate observation of the flux is critical to achieve
high performance control of the motor. This paper first summarizes the commonly
used flux observation method, and analyses the working principle and existing
problems of the commonly used voltage model flux observer. Then, an improved
voltage model flux observer is designed, which series high-pass filter and low-pass
filter. The compensation algorithm of amplitude and phase error due to the intro-
duction of the filter is deduced, which eliminates the integral saturation problem
caused by DC bias and realizes accurate observation of flux. Finally, the simulation
and experimental analysis are carried out to verify the feasibility of the improved
voltage model flux observer.

Keywords Flux observer � High-pass filter � Low-pass filter

1 Introduction

The accuracy of flux observation has always been a key research content in vector
control for the motors in traction applications. There are many types of flux
observer, including current model observer, voltage model observer, improved
voltage model observer, MRAS-based rotor flux observer, full-order state observer,
reduced order observer, etc. The latter three observers have higher observation
accuracy in theory, but the algorithm is complicated and requires a lot of computing
resources. At present, it is more practical to use voltage model observer, current
model observer and improved voltage model observer [1].

The current model observer is applicable in the full speed range, but the obser-
vation accuracy of the model is affected by the changed motor parameters, e.g., the
motor temperature affects the rotor resistance Rr, magnetic saturation affects the
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excitation inductance Lm, which will lead to flux amplitude and phase signal dis-
tortion [2, 3]. In contrast, the voltage model observer only requires voltage and
current signals, and the algorithm is only related to stator resistance Rs, affected by the
motor parameters change is relatively small, and the algorithm is simple and easy to
implement. But the voltage model observer also has its flaws. Firstly, the results of
flux observation at low speed are greatly influenced by the change of stator resistance.
Secondly, the pure integral part of the model is easy to saturate with DC bias. The
former can reduce the influence by adjusting the stator resistance parameters online.
The problem of integral saturation due to the sensor measurement, sampling delay,
electromagnetic interference and other factors is more significant in the practical
application. Therefore, this paper will mainly focus on the latter problems [4].

In this paper, the working principle of the voltage model flux model observer is
analysed in detail as well as the factors that affect its observation accuracy. On this
basis, the improved voltage model observer is analysed, which series high-pass
filters and low-pass filters. Finally, it is verified by simulation and experiment.

2 Voltage Model Rotor Flux Observer

2.1 Basic Principle

The equivalent circuit of the asynchronous motor can be used to derive the
expression of the voltage model rotor flux observer in two-phase stationary
coordinates:

wra ¼ Lr
Lm

R ðusa � RsisaÞdt � rLsisa
� �

wrb ¼ Lr
Lm

R ðusb � RsisbÞdt � rLsisb
� �

(
ð1Þ

Where wra, wrb are the flux of the rotor in a and b axis. usa, usb are the voltage of
the stator in a and b axis. isa, isb are the current of the stator in a and b axis. Ls, Lr,
Lm are the stator inductance, converted to the stator side of the rotor inductance,
excitation inductance, respectively.

It can be seen from (1) that the voltage model rotor flux observer is essentially a
pure integrator, according to its mathematical expression, we can get its schematic
as shown in Fig. 1.

Fig. 1 Schematic diagram of voltage-model flux observer
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2.2 Analysis of Voltage Model Flux Observer

It can be seen from the (1) that the integral item contains the stator resistance of the
motor. When the speed is low, the back electromotive force is low, and the flux
observation value is sensitive to the change of the motor stator resistance. In
addition, the voltage model flux observer contains pure integrator which means flux
observation is achieved by integrating the back electromotive force. When a DC
offset is input, saturation occurs under the action of the integrator, resulting in the
accuracy of the flux observer being affected.

For the former problem, you can adjust the motor stator parameters online to
reduce the impact, it will not be discussed here. For the latter problem, the more
common solution is to use the first-order low-pass filter instead of pure integrator
[5], the expression is as follows:

ws
us � Rsis

¼ 1
sþxcL

ð2Þ

The first-order low-pass filter (LPF) method can solve the problem of pure
integral saturation due to DC bias, but the LPF can cause the amplitude and phase
error of the observed flux linkage, the system performance will have a greater
adverse impact [6–8].

3 Improved Voltage Model Flux Observer

In order to solve the saturation problem caused by pure integrator, while avoiding
the flux amplitude and phase error cause by using the first-order low-pass filter.

In this paper, the first-order high-pass filter (HPF) and the first-order low-pass
filter (LPF) in series are used to improve the voltage model flux observer.

The transfer function of the high-pass filter is designed as follows:

AHðsÞ ¼ s
xH þ s

ð3Þ

The transfer function of the low-pass filter is designed as follows:

ALðsÞ ¼ xL

xL þ s
ð4Þ

xL, xH are low-pass filter, high-pass filter cut-off frequency.
After the filter, the original signal will be distorted in the amplitude and phase, so

in the actual control system, compensation link for amplitude and phase is neces-
sary. The derivation of the amplitude and phase compensation formula for the HPF
series LPF is derived below.
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The transfer function of HPF in the frequency domain can be obtained from the
formula (3), its expression is as follows:

AHðxÞ ¼ 1
1þ xH

jx

¼ 1
1� j xH

x

ð5Þ

Where x is the sync angle frequency.
Then the amplitude gain of HPF is:

AHðxÞj j ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðxH

x Þ2
q ¼ xj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þx2
H

p ð6Þ

The phase angle of HPF is:

uH ¼ arctanðxH=xÞ ð7Þ

Similarly, the amplitude and phase expressions of the low-pass filter are as
follows:

ALðxÞj j ¼ xLj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

L þx2
p ; uL ¼ � arctanðx=xLÞ ð8Þ

Assuming that the total amplitude compensation is A, the total phase compen-
sation is P, and the total comprehensive compensation is C, then:

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 þx2

LÞðx2 þx2
HÞ

p
x2 ð9Þ

P ¼ e
�juH e�jðp2þuLÞ ð10Þ

C ¼ AP ð11Þ

According to Euler formula:

e�juH ¼ cosðuHÞ � j sinðuHÞ ð12Þ

e�jðp2þuLÞ ¼ � sinðuLÞ � j cosðuLÞ ð13Þ

According to the basic trigonometric formula:

cosðuHÞ ¼
xj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þx2
H

p ; sinðuHÞ ¼
xHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þx2
H

p ð14Þ
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cosðuLÞ ¼
xLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þx2
L

p ; sinðuLÞ ¼
� xj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þx2

L

p ð15Þ

According to formulas (9)–(15), C can be derived as follows:

C ¼ ð1� xHxL

x2 Þ � j
ðxL þxHÞ

x
ð16Þ

Select the cut-off frequency associated with the synchronization frequency x,
make sure that xL ¼ kLx, xH ¼ kHx, Substituting them into Eq. (16), we can get
the final compensation:

C ¼ ð1� kHkLÞ � jðkL þ kHÞ ð17Þ

Figure 2 shows the schematic diagram of improved voltage-model flux observer.
The stator voltage and stator current were passed through the low-pass and
high-pass filter, get back electromotive force, and then add the amplitude and phase
compensation measures, after a series of operations, we can get the rotor flux. its
expression is as follows:

wr ¼
Lr
Lm

½ð s
sþxH

� 1
sþxL

us� s
sþxH

� Rs
sþxL

isÞC � dLsis� ð18Þ

Where C is the amplitude and phase compensation, and the voltage and current
filters have the same cutoff frequency.

HPF series LPF rotor flux observer eliminates DC bias by high-pass filter, the
problem of integral saturation is eliminated by a low-pass filter, real-time com-
pensation measures are added at the same time, which has greatly improved the
observation accuracy of the observer.
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Fig. 2 Schematic diagram of improved voltage-model flux observer
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4 Simulation and Experiment

The Matlab/Simulink software is used to simulate the flux observer and analyzes it,
experiments were carried out, the superiority of the improved voltage type flux
observer with HPF series LPF is compared and analyzed.

4.1 Simulation Analysis

The simulation uses the same parameters as the actual experimental motor, as
shown in the following Table 1.

When a 0.1% nominal DC bias is added to the input signal, the simulation results
are shown in Fig. 3 when the common voltage model is used for flux observation.
ŵra is the rotor flux component observed in a axis, and wra is the actual rotor flux
component in a axis.

As can be seen from the figure above, the observed flux is significantly deviated
from the actual flux. This is due to the fact that the pure integral in the voltage
model flux observer is integral and saturated when there is a DC component.

Table 1 The motor parameters

Rated voltage: 550 V Stator resistance: 0.0324 X

Rated current: 240 A Rotor resistance: 0.034 X

Rated power: 180 kW Mutual inductance: 10.59 mH

Rated speed: 2255 rpm Stator leakage inductance: 0.72 mH

Maximum speed: 4242 rpm Rotor leakage inductance: 0.72 mH

Rated frequency: 77 Hz Pole pairs: 2

Power factor: 0.855 Maximum torque: 1343 Nm
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Fig. 3 Observation waveforms of voltage-model rotor flux observer
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When a 0.1% nominal DC bias is applied to the input signal, the simulation
results are shown in Fig. 4 when using the improved voltage model flux observer,
which series the high-pass filter and low-pass filter.

Figures 3 and 4 show that the LPF+HPF observer can eliminate the effects of
pure integral and DC bias, the optimization effect of the improved flux observation
algorithm is verified.

4.2 Experimental Results

The experiment in this paper is based on DSP+FPGA control platform. The motor
parameters, control methods and so on are the same in simulation.

Figures 5 and 6 shows observation waveform when the motor running at 60,
100 Hz, where figure a is the waveform without load and figure b is the waveform
under load.

The figure shows the motor phase current, rotor a axis flux observation value ŵra

and rotor b axis flux observation value ŵrb. We can see that there is no vibration in
motor current and the rotor flux is well sinusoidal, it shows a good stability in the
whole process.
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Fig. 4 Observation waveforms of LPF + HPF rotor flux observer
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Fig. 5 Observation waveforms of rotor flux under 60 Hz
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5 Conclusion

This paper analyses the working principle and shortcomings of the normal voltage
model flux observer. On this basis, an improved voltage model flux observer with
HPF series LPF instead of pure integral is designed, which successfully solves the
problem of integral saturation of the original voltage model flux observer, so that the
observed flux amplitude and phase error are reduced. Simulation and experiment
were carried out to verify the advantage of improved voltage model flux observer.
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Design of Median Machine in Battery
Test System

Jianan Chen, Jiuchun Jiang and Jingxin Li

Abstract The three-level structure composed of upper, median and lower machine
is applied in battery test system (BTS) in this paper. The median machine in this
BTS is designed and realized. CAN bus is used to communicate with each other
between the upper and the median machine. RS-485 bus is used between the
median and the lower machine. When the upper machine is online, the median
machine can parse battery test instructions, store and send them to the lower
machine. When the upper machine transits to offline state, the median machine can
control the lower machine to continue battery test. When there is not an upper
machine in BTS, the median machine can independently create and edit battery test
and control the lower computer to complete test.

Keywords Median machine � CAN � RS-485 � Battery test system

1 Introduction

The 13th Five-Year Plan encourages accelerating development of urban railway
system and the construction of an efficient and intensive rail network. With the
rapid development of urban railway system, power battery, as the key power unit,
will receive unprecedented attention and development. As an important quantitative
analysis tool in battery research and diagnostics, battery test system (BTS) also
becomes a research focus, especially the power unit and battery state data acqui-
sition unit of BTS are made deep research [1–3]. At present, BTS mainly adopts the
two-level structure, in which computer is used as the upper machine and power unit
is used as the lower machine [4]. The upper machine is directly connected to the
lower machine through communication cable, and the controlling message is
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directly sent from the upper to lower machine. If communication failure occurs and
results in an online-offline transition of the upper machine, BTS will not continue to
work. To solve this problem, researchers have proposed a simple median machine
based on 51 single-chip microcomputer. However, limited to the memory storage
and processing ability, the simple median machine can only maintain the system
operation for a short time. In this paper, the three-level structure of BTS is shown in
Fig. 1. The median machine is based on a small size, light weight, high reliability
and powerful function industrial personal computer (IPC). This median machine
can be simply hung or fixed on the cabinet of the lower machine. This ensures the
reliable connection between median and the lower machine and avoids the long
range communication resulting in the failure. The median machine can also provide
friendly GUI to operators and help operators intuitively know the state of the lower
machine or operate simply.

In present, the primary methods of communication between the upper and the
median machine are CAN, RS-485, Ethernet and others [5–8]. In some special
cases, GSM and other wireless network can also be used [9]. Power battery is
mainly applied in railway transit and electrical vehicle and CAN is widely used in
this area. The features of CAN are long range, flexible extension and high relia-
bility, which meet the requirement of BTS. Moreover, the power unit of BTS only
acquires the status of battery modules. CAN is widely adopted in the battery
management system (BMS), which can acquires the status of battery cells. If CAN
is used, the upper machine can be connected to the median machine and simulta-
neously time receive the status of battery cells from BMS. Therefore, CAN is
adopted as the communication method between the upper and the median machine
in this paper. And RS-485 is adopted as the communication method between the
median and the lower machine.

In this paper, the median machine is the intermediate equipment and it is also
required to maintain the basic system function when there is no more upper
machine working.

2 Mechanism of Median Machine

In order to meet the need of three-level BTS, the median machine is requested three
functions, including:

Fig. 1 The structure of
three-level BTS
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(a) Receives step instructions from the upper machine, stores, parses and sends to
the lower machine one by one, and send the working state of the lower machine
back to the upper machine;

(b) Stores one or more step instructions. When the upper machine transits from
online state to offline state, the median machine controls the lower machine to
sequentially execute instructions;

(c) Can be operated to create and edit simple step instructions. When there is not an
upper machine, the median machine can independently create or edit step
instructions and control the lower machine to complete the battery test.

2.1 Mechanism of Median Machine with Upper
Machine Online

In this paper, CAN bus connected to the median machine adopts CAN 2.0B
extension mode and the baud rate is 250 kbps. The CAN messages are comprised
of ID and data. In this paper, the definition of message ID is based on SAE J1939
Data Link Layer protocol [10]. The median machine uses event trigger mechanism
to response the signal from CAN bus. When a CAN message is detected on bus, an
interruption will be triggered to set an acknowledgement flag (ACK flag). The
median machine’s main function periodically detects every CAN ACK flags. When
main function detects an ACK flag set, the sub-function to parse the message will
be called. The sub-function acquires the type and parameters of instruction from the
message and stores them in the tail of the step instruction queue. Meanwhile, the
median machine sends working status and error information of the lower machine
to the upper machine according to protocol.

RS-485 bus adopts MODBUS RTU protocol in this paper. According to pro-
tocol, bus adopts master-slaver mode to request and response. In this paper, the
lower machine is master node and the median machine is slaver node. The lower
machine requests reading or writing operation and the median machine response to
the lower machine. The lower machine periodically reads step instruction from the
median machine and writes working status. The median machine allocates storage
space to store the data read or written by the lower machine. The address of these
data is listed in a mapping table corresponding to the data ID in MODBUS RTU
protocol.

The median machine also allocates storage space to the step instruction queue.
The step instruction from the upper machine is stored in the tail of the queue. The
median machine is able to create a step instruction in the tail of the queue and edit
or delete each one in the queue. When the median machine receives a new step
instruction and there are N steps stored in the queue, the median machine will
process the CAN message and store the instruction type and parameter at the N + 1
step position. When the lower machine complete a step, the median machine
controls the lower machine to implement the first step instruction in the queue and
at the same time the number of remaining steps in the queue N is reduced by 1.
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2.2 Mechanism of Median Machine with Upper
Machine Offline

When the upper machine transits from online state to offline state, the median
machine controls the lower machine to execute the battery test step according the
step stored in the step queue. The step instruction queue working mechanism is
consistent with the above. After the upper machine is offline, the median machine
cannot receive a new message and it controls the lower machine to execute the step
instructions stored in the memory until the last one completed, and then the system
will enter the standby state. After the upper machine offline, the user cannot check
the data through the upper machine. Thus, the median machine is requested to
display the working state and data. The median machine provides the display
screen. The status and data of the lower machine sending to median machine are
displayed on the median machine screen in real time.

2.3 Mechanism of Median Machine Without Upper
Machine

In the absence of the upper machine, the median machine needs to be able to
independently control the lower machine to complete a series of battery test steps.
Since the user cannot create a battery test step through the upper machine, it is
necessary to create and edit step instructions through the median machine. Thus, the
median machine are requested to provide a human-machine interface to allow user
to input instruction and parameter to create new steps and edit the existing ones.

3 Program Design of Median Machine

The median machine in this paper is developed by using TPC1061TI touch screen
industrial computer as the platform of Beijing Kunluntongtai Automation Software
Technology Co., Ltd. This type of IPC consists of Cortex-A8 CPU, the 10.2 inch
LCD screen, build-in 128 M storage space and the communication interface of
RS-485 and CAN. The touch screen can meet the hardware request of system.
The IPC is programmed by using MCGS configuration software on computer.

3.1 Construction of Communication Device

In the MCGS configuration software, the parent device and child device for com-
munication device are configured under the page of the communication device, as
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shown in Fig. 2. The parent device completes the initialization of the CAN and the
RS-485 controller and sets the address, baud rate and other parameters. The child
device sets the CAN message ID, data format and RS-485 data ID and other
parameters. The status of bus can be obtained to check whether a new communi-
cation message is received by reading the status register of parent device.
Configuring the data register of child device, the address of the data in the receiver
register of communication controller can be set.

As described above, the parent and child devices are built under the MCGS
configuration software. As shown in Fig. 3, CAN parent device are created and
parameters are configured. The child device is connected to the parent device.
According to the CAN protocol, the upper machine sends 6 kinds of controlling
messages to the median machine and the median machine sends 21 kinds of state
messages to the upper machine. The child devices from “PC_HC_1” to
“PC_HC_6” are used to represent each controlling messages. When the upper
machine sends a controlling message, the median machine will automatically store
the data in the corresponding receiving register. The message’s data is connected to
the variable for further data processing. The child device “HC_PC” is used to
represent the status message sent from the median machine to the upper machine,
which will be described below.

RS-485 communication parent and child device are built by the similar method
to CAN. RS-485 parent device is created to initialize the controller and parameters
are configured. The child device is connected to the parent device and the data ID is
configured. According to MODBUS protocol, child device is used to define the
permission of each data, which limits the lower machine can only read or both read
and write one of data.

Fig. 2 The communication
device in MCGS

Fig. 3 The parent device of
CAN
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3.2 Data Forwarding

As described above, CAN and RS-485 messages are clearly different. Thus, the
parsing script is needed. Meanwhile, the script is needed to call the child device
“HC_PC” when sending message to the upper machine.

Take the CAN message “PC_HC_2” for example. When the child device
receives a “PC_HC_2” message, “PC_HC_StartDet” is set 1, which means the
median machine receives a new step instruction. Then the script program begins to
parse this message. “PC_HC_Type” represents the type of step. If the type is
constant power charging, “CurStepType_temp01” is assigned 2. The parameter of
this step is given by the variable “PC_HC_Para3L” and “PC_HC_Para3H”. And
“StepType_temp01” and “StepPara01” are sent to the lower machine via the
RS-485 message, which sends the type and parameters of the step. Similarly, the
script can be written to forwarding other data.

The program which means median machine sends a status message “HC_PC_3”
are shown in Fig. 4. This message contains the output current and voltage. These
two parameters are floating point number and the length of decimal places is 3, and
the variables are allocated 4 bytes. Two values are stored into the 8 byte of the
CAN send register by a series of calculations. Then the child device “HC_PC” is
called to send the message whose ID is 0X00020020.

3.3 Implementation of Step Queue

As shown in Fig. 5, when the upper machine sends the first controlling message,
the 8 bytes of parameters are parsed by the median machine and stored in the
variable “StepType01” and “StepPara01”. At the same time, the flag variable
“StepConfirm01” is set 1. The value of variable “CurrentStep” is 0 when the
median machine is standby and the value is automatically added 1 after receiving
the start command. When the variable “StepConfirm01” value is 1 and variable
“CurrentStep” value is 1, the median machine will sends the variables

Fig. 4 The segment of sending message HC_PC_3
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“StepType01” and “StepPara01” values to the lower machine to be executed. After
the first step completed, the variable “CurrentStep” value is added 1. Then if the
variable “StepConfirm02” value is 1, the second step is executed as the above,
otherwise the system is going to be standby and step queue and flag variables are
cleared. When the step instruction is being executed, if the upper machine sends a
new controlling message, the median machine will sequentially check the value
from variables “StepConfirm01” to “StepConfirm10”. If the value from variables
“StepConfirm01” to “StepConfirm03” is 1 and “StepConfirm04” is 0, this message
will be stored in the variables “StepType04” and “StepPara04” and the variable
“StepConfirm04” value is set 1.

3.4 Design of Graphical User Interface

Create a new interface, use the tools and the controls provided by MCGS to create a
user interface, configure the controls and connect the variables to the controls in
order to display the value or to assign the variables. As shown in Fig. 6, when input
number to the input box, the value of the variable connected to the input box is
assigned. The new value is sent to the lower machine through the RS-485 bus.
When the status of lower machine is changed during it working, the value is sent to
the median machine through the RS-485 bus. The median machine displays the
value of the variable in the display box connected to the variable after the value
received.

Standby

Receive step 
instrution?

Parse the message
Store in the variables

"StepType_temp"
"StepPara_temp"

StepConfirm01= =0

Y

StepType01=StepType_temp
StepPara01=StepPara_temp

StepConfirm01=1

Y

N N

N

StepConfirm02= =0

StepType02=StepType_temp
StepPara02=StepPara_temp

StepConfirm02=1

Y
StepConfirm10= =0

StepType10=StepType_temp
StepPara10=StepPara_temp

StepConfirm10=1

Y
···

Fig. 5 Working step storage queue
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4 Conclusion

In this paper, a three-level structure battery test system is proposed. According to
the characteristics and requirements of the BTS, the median machine is designed
and implemented. With the addition of the median machine, the reliability of the
system is improved, and the system can continue to work when the upper machine
is offline and the battery test is carried out according to the preset step. The median
machine provides a new method to input step instructions. When the upper machine
is not able to be used, the battery test step can be created and edited by the median
machine. CAN bus used between the upper machine and the median machine can
satisfy the practical application requirements, but also provides a convenient and
reliable method for the further expansion of the system. It also provides the research
direction for the further development in the future.

Acknowledgements This work is supported by Beijing Municipal Science and Technology
Project (Z161100002216008).
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The Research on Bi-Directional DC/DC
Converter for Hybrid Power System

Guodong Liu, Zhipo Ji, Ruichang Qiu and Xiang Wang

Abstract In the hybrid power system, the bidirectional DC/DC converter, as the
driving devices for energy storage element, is the core element of hybrid energy
storage system and has the function of stabilizing the intermediate DC link voltage.
This paper introduces the working principle and the derivation of bidirectional
Buck/Boost converter in the process of modeling. A voltage and current double
closed loop control system based on load current prediction is designed. When the
load changes constantly, the response speed of the system can be improved.
Simulation studies using MATLAB/Simulink show that the established model and
control strategy can be used for further research.

Keywords Hybrid power system � Bi-directional DC/DC converter
Switching convert modeling � Double closed-loop control system

1 Introduction

For hybrid powertrains, the basic requirement for bi-directional DC/DC converters is
the ability to achieve two-way flow of energy, and the structure should be as simple
as possible to ensure high reliability. Bi-directional Buck/Boost topology has the
advantages of simple structure, small number of devices and the device is subjected
to less voltage stress [1]. It is suitable for high power. Therefore, the bi-directional
Buck/Boost circuit is used as the topology of bi-directional DC/DC converter.
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The mathematical model has important significance for the research on the
control system of switching power supply. To ensure that the switching power
supply has near ideal performance, it can maintain good output characteristics
during the load change process. Therefore, the mathematical model of DC/DC
converter is the basis of designing an ideal control system. In order to accordance
the complex power requirements in the operation of EMU, the control system based
on current prediction is designed on the basis of the voltage and current double
closed-loop control strategy. The dynamic response of the system is improved.

2 Operation Principle

The working principle of the bi-directional Buck/Boost circuit is shown in Fig. 1 In
the Boost operation mode, the bridge upper arm (Q1) is always in off state, and by
controlling the on-off of the lower arm (Q2) of the bridge arm, the energy flows
from the battery to the middle DC high voltage side, as shown in Fig. 1a. In the
Buck operating mode, the bridge arm Q2 is always switched off, and the energy is
transferred from the middle DC side to the battery by controlling the on-off of the
upper arm (Q1) of the bridge arm, as shown in Fig. 1b.

3 Modeling Research

The DC/DC converter is a nonlinear and time-varying system and the dynamic
analysis is complex. In the design of control strategy of DC/DC converter, the
dynamic model of DC/DC converter must be analyzed to counteract the influence of
low frequency small signal disturbance so as to meet the design requirements of the
system [2]. The existing modeling methods are divided into numerical simulation
method and analytic modeling method. The accuracy of analytical modeling
method is lower than that of numerical modeling method, but it has definite
physical meaning, which is easy to study the change of parameter control

(a) Boost   (b) Buck 

Fig. 1 Operation principle of bi-directional Buck/Boost converter circuit
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characteristics. Small signal model is a kind of analytic modeling method, that is,
analytic expression of the system is derived by analytic modeling. What’s more,
average state space method and switching average model method are
Comparatively common [3]. It is a common analytic modeling method to deduce
the small signal model of the system by means of the state space averaging method
[4]. The expressions obtained by using this method are clear in physical meaning
and can be used to study the steady-state and dynamic performance of the system
by means of linear analysis in the circuit.

In this paper, the Boost model of Buck/Boost circuit is taken as an example. The
Buck/boost Convertor operating in the Boost mode has two stages of operation
during each switching cycle when the inductor current is continuous. The equiv-
alent circuit is shown in Fig. 2, and each element in the diagram is considered as an
ideal device without affecting parasitic parameters.

When the Q2 is switched off, the state equation of the circuit matrix is as follows:

_iL tð Þ
_vdc tð Þ

� �
¼ 0 � 1

L
1
C � 1

RLC

� �
iL tð Þ
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� �
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1
L
0

� �
vc tð Þ ð1Þ

When Q2 is switched on, the state equation of the circuit matrix is as follows:

_iL tð Þ
_vdc tð Þ

� �
¼ 0 0

0 � 1
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� �
iL tð Þ
vdc tð Þ

� �
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1
L
0

� �
vc tð Þ ð2Þ

Under the assumption of low-frequency hypothesis and small ripple [5], the
equation of state of is derived from the Eqs. (1) and (2) taking the average value in
a switching period and introducing small signal perturbation:
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_Vdc þ f_vdc tð Þ
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(a) Q2 turn off (b) Q2 turn on

Fig. 2 Work principle of Boost converter
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According to the Eq. (3), the state equation of small signal can be obtained when
the Boost model is obtained:

e_iL tð Þ
f_vdc tð Þ
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¼ 0 � 1�D
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� �
~vc tð Þ
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0 1
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� 1
C 0

" #
IL
Vdc

� � ð4Þ

In the Boost mode, the AC small signal equivalent model is shown in Fig. 3.
According to the equivalent circuit of AC small signal, the loop equation of KCL

and KVL is as follows:

evc � eiL � sLþ Dfvdc þ ~dVdc
� �� fvdc ¼ 0eiL � DeiL þ ~dIL

� �� fvdc sCþ 1
R

� � ¼ 0

(
ð5Þ

Obtained by the above formulas:
The transfer function Gid sð Þð Þ of duty cycle ~d sð Þ� �

to inductor current of battery

side eiL sð Þ� �
is:

Gid sð Þ ¼
eiL sð Þ
~d sð Þ

�����evc sð Þ¼0

¼ Vdc
2
R þ sC
� �

LCs2 þ L
R sþ 1� Dð Þ2 ð6Þ

The transfer function Gvc sð Þð Þ of the input voltage of battery side evc sð Þð Þ to
capacitor voltage of DC bus side fvdc sð Þð Þ is:

Gvc sð Þ ¼ fvdc sð Þ
evc sð Þ

����
~d sð Þ¼0

¼ 1� Dð Þ
LCs2 þ L

R sþ 1� Dð Þ2 ð7Þ

Fig. 3 AC small signal
equivalent model of Boost
mode converter
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4 Double-Loop Control Strategy

In the non-contact mode, the motor starts, accelerates, decelerates, and brakes
frequently. Accordingly, the bus voltage varies continuously over a wide range [8].
The core function of the bidirectional DC/DC converter is to maintain the constant
voltage of the intermediate DC link Therefore, the control system should be
double-loop control system [6, 7].

For the traditional double closed loop control system, the voltage PI controller
can’t realize the static tracking of the dynamic command when the load changes
constantly. This problem can be alleviated by increasing the integral coefficient in a
certain extent. But the response speed of the external voltage loop can’t be faster
than the current loop, in other words, the integral coefficient can’t increase without
limitation [8, 9]. Additional inductor current can be estimated in real time by adding
additional load, which can improve the performance of the system under conditions
of changing load. It can be obtained by calculating the ratio of the power derived
from the traction inverter and the auxiliary inverter Pdemandð Þ to the battery voltage
Ubatð Þ. The control system is reorganized into the traditional double closed loop
control system when the estimated load current is severe distorted, which can
ensure the system stability. It is shown in Fig. 4.

Gv sð Þ and Gi sð Þ are voltage and current control transfer function; Z sð Þ is the
output voltage to current pair transfer function; GM sð Þ is the modulation transfer
function; Hi sð Þ and Hv sð Þ are current and voltage sampling transfer functions.

In the double closed loop control system with load current prediction, The
predicted current and the actual load current are equivalent to the system distur-
bance. Therefore, it is only necessary to study the stability of double closed loop
control systems. The designing process is as follows:

Transfer function of current inner loop PI controller:

Gi sð Þ ¼ Kip þ Kii

s
ð8Þ

Fig. 4 Diagram of voltage and current double-loop control
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The open-loop transfer function of current loop is:

Gio sð Þ ¼ GM sð ÞHi sð ÞGid sð ÞGi sð Þ ð9Þ

Take the modulation link GM sð Þ ¼ 1, the current sampling link Hi sð Þ ¼ 1. The PI
parameter of current loop controller is Kip ¼ 5, Kii ¼ 0:01. Substituting the system
parameters shown in Table 1 into formula (9), the bode diagram of open-loop
transfer function can be obtained, as is shown in Fig. 5.

In the figure, the amplitude margin is infinite, the phase margin is 89.8°, the
crossing frequency is 503 Hz, the slope is 20 db/dec, the current inner loop has
excellent stability and very large margin of amplitude.

Outer voltage loop PI controller transfer function:

Gv sð Þ ¼ Kvp þ Kvi

s
ð10Þ

The transfer function of the DC side voltage to the current:

Z sð Þ ¼ 1
Cs

ð11Þ

Table 1 Parameters of bi-directional DC/DC converter for HEMU

Parameters of IGBT 3300 V/1500 A Switching frequency 1 kHz

Inductor 4 mH Capacitor 8000 lF

Low-voltage side 1100 V High voltage side 1500 V/1750 A

Fig. 5 Diagram of Boost mode current open-loop transfer function bode
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The closed-loop transfer function of current loop:

Gic sð Þ ¼ GM sð ÞGid sð ÞGi sð Þ
1þGio sð Þ ð12Þ

The open-loop transfer function of voltage outer loop is:

Gvo sð Þ ¼ Hv sð ÞZ sð ÞGic sð ÞGv sð Þ ð13Þ

The voltage sampling transfer function Hv sð Þ ¼ 1, PI parameter is Kvp ¼ 0:013,
Kvi ¼ 0:0016.The bode diagram of open-loop transfer function is shown in Fig. 6.

The amplitude margin is infinite, the phase angle margin is 70.3°. It is verified
that the voltage outer loop is stable and the open loop cut-off frequency is 169 Hz.
The inner loop of the control system is fast in response and the outer loop of the
voltage is stable.

Fig. 6 Bode diagram of close-loop transfer function of Boost inner current loop
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5 Simulation Results

In this paper, a circuit-level simulation model of Buck/Boost converter is built by
MATLAB/Simulink simulation. The switching frequency is 1 kHz, and the specific
parameters are shown in Table 1. The control part adopts the S-function module.

In the simulation, the two power batteries were used to carry out the back-back
test of the power battery. A power battery is discharged as a power source, and a
power battery is charged as a load. The DC side voltage is 1500 V. Variations in
load are simulated during the simulation. To verify the capability of controlling DC
voltage for double closed-loop control system with load current prediction. The
simulation result is shown in Fig. 7.

As shown in Fig. 7, DC peak-peak voltage of DC side is less than 5 V and there
is no static deviation. The double closed-loop control system achieves excellent
voltage regulation performance, and has good dynamic and stability.

The Simulation result that the other conditions are exactly the same as of double
closed-loop control system without load current prediction is shown in Fig. 8.

By comparing Figs. 7 and 8, the output voltage ripple is basically the same when
the load current is stable. Obviously, the double closed loop control system without
load current prediction is unable to track the target voltage without static difference.
When the load increases gradually, the output voltage is lower than target voltage.

Fig. 7 Simulation result of back to back test of Bi-DC/DC convert
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Conversely, it will be higher. The deviation value is positively correlated with the
slope of the load change. The optimization function of the load current prediction in
the dynamic process of load fluctuation for the double closed-loop control system is
verified.

6 Conclusion

In hybrid powertrain, the stability of cascade system consisting inverter and DC/DC
convert affects the performance of the whole system. Therefore, the establishment
of a reasonable mathematical model is the basis of the design and optimization of
the control system. The double closed loop control system using predictive load
current estimation can effectively improve the dynamic response of the system
when the load changes constantly, stabilizing effectively the DC side voltage. The
control method accords with the basic requirements of the hybrid EMU and can be
used for further research.

Acknowledgements This work was supported by the China National Science and Technology
Support Program under Grant 2016YFB1200504-C-01, Beijing major science and technology
project under Grant Z171100002117011.

Fig. 8 Simulation result of back to back test of Bi-DC/DC convert without predictive load current
estimation
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Experimental Study the Electric Braking
Anti-skid Performance of Electric Multiple
Units

Baomin Wang, Xiang Gao, Yongfong Song, Yi Zhou and Yang Lu

Abstract When an electric multiple units (EMU) runs on a long heavy downgrade
track, electric brake failure may occur during the anti-skid control process, which
would result to longer pneumatic braking time, high brake pad temperature and
wear, etc. Thus, it is important to determine optimal strategies for the anti-skid
control of EMUs through field experiments. In the present study, a method of
spraying anti-friction fluid was adopted to simulate rail surface conditions with low
adhesion. This would allow low adhesion conditions and enable the EMU to
continuously operate on it. Then, control parameters and strategies were constantly
adjusted to obtain the optimal glide. The field experiment revealed that it is feasible
to reduce electric brake failure times and improve electric power flow by optimizing
the anti-skid control strategy.

Keywords Electric multiple units � Anti-skid performance � Experimental
validation � Electric braking � Control strategy

1 Introduction

The formulation of electric braking forces of electric multiple units (EMUs) highly
depend on the adhesive force between the wheels and rails, and electric braking
power would be affected when sliding occurs. Sliding occurs when the braking
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force exceeds the maximum wheel-rail adhesive force. The electric braking force
can achieve a no sliding transmission in adhesive boundaries. However, in rain, wet
and snow environments, it is difficult to obtain stable adhesive forces to improve
braking performance [1]. In the previous decades, studies and field experiments
have revealed that wheel-rail adhesion can be effectively utilized by installing
anti-skid control equipment [2]. However, electric brake failure may occur due to
the improper control of anti-skid systems, especially in long heavy downgrade rails.
This would induce a series of problems such as pneumatic braking delay and high
temperature on the brake pads, which would occur due to low adhesion.

This study is the first time in China to conduct a special experiment to inves-
tigate the non-skid performance of electric brake systems. Based on the actual
running data of EMUs in different adhesive conditions and control strategies, the
influence of anti-skid control system parameters on anti-skid property was analyzed
and validated, and the scientific support for the designation of the anti-skid control
system of EMUs was provided.

2 Electric Anti-skid Control Principle

In the process of controlling anti-skid brake systems, a proper algorithm is intro-
duced to judge the critical stage at which the glide is going to happen based on
wheel rotating velocity and acceleration signals, and the regenerative brake force is
reduced through the traction convector. This way, the brake force acting on the
wheelset would rapidly decrease to a value lower than the adhesive force, pre-
venting the wheel from sliding and restoring wheel-rail adhesion. Then, the exerting
braking force is determined through specific conditions to realize the full use of the
electric brake force under wheel-rail adhesion.

The primary mission of the electric anti-skid brake system is to judge the
occurrence of the slide. At this stage, the criteria used to judge this sliding phe-
nomenon are velocity difference, deceleration, longitudinal slip and deceleration
differential. Among these, velocity difference and deceleration are commonly
adopted. The principle of velocity difference is that as one wheelset slides, the
velocity of its axle would inevitably be lower than the velocity of the non-sliding
axle (a pure trail axle of the trailer) [3]. Thus, the difference between the velocity of
the sliding axle and the standard velocity of the trailing axle is obtained. When this
difference is larger than the default standard value, it is regarded to be sliding. In
addition, the deceleration criterion is determined by comparing the reduction ratio
of the wheel rotational speed to the default standard values [4]. When a locking
slide occurs, the speed of the wheel would abruptly change, the deceleration would
correspondingly increase, and a slide is assumed to occur once the deceleration
becomes larger than the standard value. Due to the great difference between the
wheelset and vehicle, the velocity of the wheelset will change relatively faster, and
the deceleration would be faster than the velocity difference. Therefore, the criterion
of deceleration was adopted prior in this study.
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After accomplishing the judgment of the slide, the anti-skid control system will
adopt effective strategies to achieve the purpose of controlling the slide. At present,
the main methods can be classified as follows: logical threshold control method [5],
indirect creep speed method, sliding mode variable structural control method [6],
optimal control method [7], and fuzzy control method [8]. Among these methods,
the logical threshold control method is not involved with the detailed mathematical
model of the system, allowing a convenient way to achieve the control of the
nonlinear systems. Thus, it is commonly used in practical applications. The logical
threshold control method mainly uses one or several parameters as the controlling
threshold, such as velocity difference, deceleration, deceleration difference and
longitudinal slip ratio. By setting thresholds closely correlated to the controlling
purpose, and based on the relationship between actual measurements and thresh-
olds, the control parameters are adjusted to realize the controlling purposes.

In the present study, the logical threshold control method was implemented to
achieve the anti-skid brake system of EMUs, in which the velocity difference and
deceleration were used as the criterion for sliding conditions. Furthermore, with the
confirmation of the sliding tendency, the electric torque is reduced according to the
control of the traction convertor. In addition, the electric torque would be restored
timely after the slide to adequately bring into the function of electric braking forces
in the process of braking.

3 Test Methods

The field experiment was conducted in the Beijing Circuit Railroad. Furthermore,
the low adhesive status of the rail surface was induced by spraying different pro-
portions of anti-friction fluid, and the slides were simulated during the electric
braking process of the EMU. The anti-friction fluid was paired by water and
detergent using ratios of 50 L:0 L, 50 L:4 L, 50 L:8 L and 50 L:16 L. The moving
axes were the second, and the third axis of the tested EMU was called Mc1, which
corresponds to motor 1 and motor 2, respectively. In the test, Mc1 was the master
vehicle, and the water outlet of the anti-friction fluid system was installed towards
the moving direction of the first axis. The detailed positions are listed in Fig. 1.

Forward direction

Mc1MH

Spray the location of the anti-friction 

Fig. 1 The placement where
the anti-friction fluid of the
EMU was located
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In the test, the master hand shank was placed at full traction level, the
velocity of the EMU was accelerated from 0 to 160 km/h, and the master hand
shank was placed at the maximum brake position of the first section.
Consequently, the velocity of the EMU was decreased from 160 to 0 km/h.
During this period, the anti-friction fluid was sprayed, and the following data
was recorded.

Operating condition (handle level), trailer speed, speed of the EMU axle, given
value of every motor car’s electric brake, feedback value, sanding instruction, skid
mark, pressure of the braking cylinder, output voltage of traction converter, traction
motor current, BCU output voltage, net voltage, net flow and other information.

For quantitatively contrasting the non-skid property of the electric brake system
under different control strategies, the percentage of electricity utilization (PEU) was
introduced. PEU can be defined as the mean value of the ratio of the response value
of the electric braking force and the given value, which was expressed by:

PEU ¼ mean
Feedback value
Given value

� �
� 100% ð1Þ

4 Experimental Results and Analysis for Software Version
0.1 Before Optimization

In the beginning of the experiment, the software version 0.1 was used to monitor
the electric brake failure induced by anti-skid control when the EMU ran on a long
heavy downgrade rail.

During the test, the EMU was under normal working condition when the
running velocity reached 160 km/h, and the governor lever was pulled to the
maximum brake position of the first section. In the meantime, the test personnel
started to spray clear water on the rails to form the low adhesive state of the rail
surface [9]. Figure 2 shows the experimental results of the anti-skid performance
experiments with water sprayed on the rail surface. As shown in Fig. 2, the
EMU begin to glide at a velocity of 138.9 km/h, and the degree of glides of the
second axis was larger than that of the third axis. The PEU of the second axis
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Fig. 2 Experimental results of the anti-skid performance for the non-optimized software version
0.1 (water)
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was 62.3% under the speed of 138.9–64.6 km/h, the PEU of the third axis was
86.5%, and the PEU of the first vehicle reached 74.4%. When running speed
reached 45.9 km/h, sliding occurred on the second and third axis of the EMU;
and when vehicle speed reached 45.9 km/h, the electric brakes of the first
vehicle were eliminated and were implemented with the air brakes. The PEU of
the electric brake of the second axis was approximately 54.1% within a speed
range of 62.8–45.9 km/h, the PEU of the electric brake of the third axis was
approximately 50.2%, and the electric brake of the first vehicle reached 52.2%.
In the test, the maximum sliding speed of the second and third axis was
approximately 8.1 and 4.1 km/h, respectively; and the PEU of the first vehicle
before eliminating the electric brakes was 45.3%.

The experimental results against different proportions of anti-friction fluid are
summarized in Table 1. Two results are presented for each proportion of
anti-friction fluid. As shown in Table 1, the PEUs were all lower than 50% in
the three seconds before removing the electric brakes. As the proportion of
detergent in the anti-friction fluid increased, the wheel-rail adhesive forces
decreased. Consequently, the PEU of the EMU exhibited a descending trend,
and the velocity tended to increase when the electric brakes were removed.
Accompanied by the removal of the electric brakes and low PEU of the electric
braking force, the air brake was implemented, which lead to the severe wear of
the brake pad.

Table 1 Experimental results of the anti-skid performance by software version 0.1

Anti
friction
liquid
ratio

Test
no.

Maximum
sliding speed
(km/h)

Whether the
electric brake
was removed
(Yes/No)

Velocity
(km/h)

PEU of the last
three seconds before
removing electric
brake (%)2nd

axle
3rd
axle

Clear
water

1 8.1 4.1 Yes 45.9 45.3

2 2.6 3.5 Yes 90.6 33.5

50 L:4 L 1 3.5 3.1 Yes 87.9 39.7

2 3.1 3.6 Yes 92.5 43.9

50 L:8 L 1 3.2 3.2 Yes 88.8 37.8

2 2.9 2.8 Yes 115.1 45.9

50 L:16 L 1 3.2 3.3 Yes 100.6 36.2

2 3.8 4.2 Yes 88.3 40.5
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5 The Experimental Results and Analysis for the Software
Version v0.1 After Optimization

Aiming at issues that occurred before optimizing the software, the optimized soft-
ware version 0.2 was confirmed by experimentally adjusting the parameters of the
sliding velocity, the action threshold of the deceleration, and unloading ratio of the
electric torque and waiting time. The optimal control diagram is shown in Fig. 3.

5.1 Experimental Results and Analysis of the Removal
of the Sanding Function

Figure 4 shows the experimental results of anti-skid performance when water was
sprayed on the rail surface. It can be observed that the second axis of the EMU
starts to glide at a velocity of 140.9 km/h. When the running velocity of the EMU
was 13 km/h, the hand shank of the deriver returned to zero, and there was no
condition where the electric braking was removed. Furthermore, the PEU of the
second axis was approximately 67.9% at a velocity of 140.9–13.8 km/h. Moreover,
the PEU of the third axis was approximately 62.7%, while the PEU of the first
vehicle was approximately 65.3%.

Electric 
brake
torque

command

Deceleration 
threshold

optimization

Deceleration 
threshold

optimization

Restoration
slope

optimization

Waiting 
time 

optimization

Traction 
motor
torque

command

Fig. 3 Optimal control diagram
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The experimental results of EMU anti-skid performance against different pro-
portions of anti-friction fluid after removing the sand are listed in Table 2. Two
results are presented for each proportional anti-friction fluid. As shown in Table 2,
no abscission of electric brake occurred in the first vehicle of the EMU in all
experiments, and the PEU was relatively low. Accompanied by the increase in
proportion of the detergent in the anti-friction fluid, the wheel-rail adhesive state
decreased, and the PEU of the EMU exhibited a descending trend.

5.2 Experimental Results and Analysis After Restoring
the Sanding Function

Figure 5 presents the experimental results of anti-skid performance after spraying
clear water to the rail surface and the sanding function was recovered. As observed
in Fig. 4, sanding instructions were given by the control system after judging
whether the wheelset entered a gliding state. This was indicated by the gliding
symbol, which were lesser, and no electric resection occurred in the whole braking
process. The maximum glide speed of the second and third axle was 4.7 and
4.5 km/h, respectively, and the PEU of the first vehicle was 87.2% against a
velocity range of 140.5–15.2 km/h.

After restoring the sanding function, the experimental results of EMU anti-skid
performance against the different proportions of anti-friction fluid are listed in
Table 3. Two results are presented for each proportion of anti-friction fluid. It can

Table 2 Experimental results of anti-skid performance using version 0.2 after removing the
sanding function

Anti friction
liquid ratio

Test
no.

Maximum
sliding speed
(km/h)

Whether the electric brake
was removed (Yes/No)

PEU of the 1st
vehicle (%)

2nd
axle

3rd
axle

Clear water 1 4.0 4.2 No 65.3

2 5.0 4.3 No 63.3

50 L:4 L 1 4.5 3.8 No 59.2

2 5.4 4.4 No 50.7

50 L:8 L 1 5.0 4.2 No 52.4

2 4.9 4.0 No 50.1

50 L:16 L 1 5.2 4.2 No 52.5

2 5.1 4.2 No 48.1

Experimental Study the Electric Braking Anti-skid … 423



EMU speed 2 Axle speed 3 Axle speed

0

5

10

15

20

Sp
ee

d 
(k

m
/h

)

2Axle traction motor power 3Axle traction motor power

-60

-45

-30

-15

0

Po
w

er
 (k

W
)

2 Axle traction motor electrical feedback value 2 Axle traction motor electrical given value
3 Axle traction motor electrical feedback value 3 Axle traction motor electrical given value

-20

-15

-10

-5

0

E
le

ct
ri

c 
br

ak
e 

fo
rc

e 
(k

N
)

2 Axle speed difference 3 Axle speed difference

0

2

4

6

Sp
ee

d 
di

ff
er

en
ce

 (k
m

/h
)

2 Axle skid sign 3 Axle skid sign

0

5

1

8:52:00 8:52:20 8:52:40 8:53:00 8:53:20

Sk
id

 si
gn

(V
)

Fig. 5 Experimental results of anti-skid performance using the optimized software version 0.2
after sanding (water)

424 B. Wang et al.



be observed from Table 3 that no phenomenon of the removal of the electric brake
simultaneously occurred, because the wheel-rail adhesive state was improved due to
the sanding; and the PEU of the first vehicle greatly increased to 87.2%. Moreover,
the wheel-rail adhesive force was reduced and the proportion played by the electric
braking force tended to decrease along with the proportion of the detergent in the
anti-friction fluid. At the same time, it was proven that the sanding method had a
good effect on the improvement of adhesion coefficients when the running speed of
the EMU was lower than 140 km/h [10].

6 Conclusion

Based on these presented experiments, it can be observed that the anti-skid control
strategies of the software version (v0.1) without optimization exhibited a relatively
poor performance, had a large difference in axle velocity, and the phenomenon of
electric brake abscission occurred in each test. Meanwhile, the fluctuation of the
torque of the traction motor was relatively large, which was accompanied by the
high frequency of depth adjustments. Occasionally, the torque would be reduced to
almost zero, which indicates the poor utilization of adhesions. However, with
repeated correction and experimental validation over these anti-skid control
parameters, the optimized software version (v0.2) can be finally confirmed. In this
version, the condition where the EMUs are operated in low adhesive status in the
long term was optimized, and the torque of the traction motor is controlled through
strategies of quick drop and quick rise, which decreases the risk of removing of the

Table 3 Experimental results of anti-skid performance using version 0.2 after restoring the
sanding function

Anti friction
liquid ratio

Test
no.

Maximum
sliding speed
(km/h)

Whether the electric brake
was removed (Yes/No)

PEU of the 1st
vehicle (%)

2nd
axle

3rd
axle

Clear water 1 4.3 4.2 No 87.2

2 4.7 4.5 No 82.6

50 L:4 L 1 5.0 3.5 No 75.7

2 5.3 3.8 No 72.7

50 L:8 L 1 5.0 3.7 No 75.2

2 5.1 3.7 No 75.3

50 L:16 L 1 5.2 3.9 No 72.4

2 5.1 3.6 No 77.3
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electric brake. These have been validated by these experiments. In particular, with
the implementation of the sanding function, wheel-rail adhesions were significantly
improved below the running velocity of 160 km/h, and the performance of electric
brakes was obviously enhanced. These experimental results, which aims charac-
terize the anti-skid performance of EMUs, provides important engineering signif-
icance for improving the anti-skid control system.
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Performance Test and Evaluation
Technology Research of Photovoltaic
Power and Energy Storage Generation
System

Na Li, Kai Bai, Zhi Li, Jian-ming Dong, Jin Zong and Yu Gong

Abstract In recent years, the capacity of distributed generations has a rapid
growth, high penetration of distributed generation technology is facing new prob-
lems compared to the traditional distribution network. Therefore, it is necessary to
evaluate the grid-connection before the distributed power source is connected to the
grid. In this paper, based on the actual distributed photovoltaic and energy storage
power generation system, the power control capability and response speed of the
hybrid energy storage system are tested, The grid-connection of hybrid energy
storage system and photovoltaic power generation system under smooth fluctuation,
tracking plan instruction and peak to valley power generation scenario is evaluated,
Provide a reference for the follow-up of distributed generations collocation network
evaluation technology.

Keywords Distributed PV � Energy storage system � Grid-connection
Coordinated control

1 Introduction

China’s installed capacity of distributed PV power generation has been growing
rapidly in recent years. From the first-quarter of 2017 figures released by National
Energy Administration, it shows that national photo-voltaic power generation
maintains rapid growth in the first quarter and new installed capacity reaches
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7,210,000 kW. Thereinto, new installed capacity of centralized photo-voltaic power
plant is 4,780,000 kW and drops 23% year-on-year. Nevertheless, new installed
capacity of distributed PV is 2,430,000 kW with year-on-year growth of 151%. The
new installed capacity has the tendency that the speed of centralized photo-voltaic
power plants will be reduced and distributed photo-voltaic power generation will be
increased. In addition, distributed PV will become the focus [1, 2] in the devel-
opment of photo-voltaic industry.

Distributed PV appears explosive growth in North of Hebei. As of the end of
February 2017, North of Hebei completed distributed photo-voltaic grid with a total
of 5854 households, cumulative grid-synchronized capacity of 85,700 kW, the
cumulative generating capacity of 9,947,800 kWh, and network capacity of
7,965,800 kWh.

The distributed photo-voltaic power generation is affected by the randomness of
natural resources, and its output is characterized by fluctuation and intermittence.
High penetration of distributed PV connected to the traditional distribution network
is easy to cause the fluctuation and off-limit of distribution network voltage and
other conditions [3, 4] influencing the stable operation of power grid. So the per-
formance of distributed photo-voltaic grid needs to be tested and evaluated.
Meanwhile, the configuration of battery energy storage system is one of the
approaches [5, 6] to address the randomness of distributed PV output.

At present, China has issued the relevant standards on the performance of dis-
tributed power grid synchronization. According to the year released, the standards
are sorted out as shown in Table 1.

Provisions for test methods and technical regulations of distributed power grid
synchronization performance are completely made by Aforesaid standards

Table 1 Standards of distributed power grid interconnection in China

Year of
issuance

Year of
execution

Authority Standard
no.

Standard name

2013-11-28 2014-04-01 China Electricity
Council

NB/T
32015-2013

Technical rule for
distributed resources
connected to distribution
network

2014-02-20 2014-02-20 Science and
Technology
Department of
State Grid
Corporation

Q/GDW
11147-2013

Technical rule for
distributed resources
connected to distribution
network

2016-03-31 2016-03-31 Q/GDW
1480-2015

Technical rule for
distributed resources
connected to distribution
network

2014-09-01 2014-09-01 Q/GDW
11073-2013

Testing and acceptance
standards for distributed
resources connected to
distribution network

(continued)
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relatively. Depended on in-depth analysis of the above standards and distributed
photo-voltaic energy storage power generation system launched in the
‘photo-voltaic and wind joint power generation and operation technical laboratory’
of State Grid Corp, the comprehensive field tests are conducted for the grid syn-
chronization performance. Moreover, this paper analyzes the test method and index
of the output of photo-voltaic energy storage under the coordinated control, which
provides a reference for test method of grid synchronization and design of index

Table 1 (continued)

Year of
issuance

Year of
execution

Authority Standard
no.

Standard name

2014-10-15 2015-03-01 China Electricity
Council

NB/T
33011-2014

Testing technical rule for
distributed resources
connected to distribution
network

2014-10-15 2015-03-01 NB/T
33010-2014

Operation and control
standards for distributed
resources connected to
distribution network

2014-10-15 2015-03-01 NB/T
33013-2014

Operation and control
standards for distributed
source island

2014-10-15 2015-03-01 NB/T
33016-2014

Testing standards for
electrochemical energy
storage system connected
to distribution network

2014-10-15 2015-03-01 NB/T
33015-2014

Technical rule for
electrochemical energy
storage system connected
to distribution network

2014-10-15 2015-03-01 NB/T
33014-2014

Operation and control
standards for
electrochemical energy
storage system connected
to distribution network

2017-03-24 2017-03-24 Science and
Technology
Department of
State Grid
Corporation

Q/GDW
11559-2016

Testing standards for
micro-grid connected to
distribution network

2017-03-24 2017-03-24 Q/GDW
10666-2016

Testing technical rule for
distributed resources
connected to distribution
network

2017-03-24 2017-03-24 Q/GDW
10370-2016

Technical guidance for
distribution network

2017-03-24 2017-03-24 Q/GDW
10667-2016

Operation and control
standards for distributed
resources connected to
distribution network
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evaluation pertaining to distributed photo-voltaic energy storage connected to
power distribution network.

2 Structure and Parameters of Distributed Optical
Storage Platform

The distributed optical storage power generation system studied in this paper
consists of distributed photo-voltaic power supply, hybrid energy storage system,
power distribution system and monitoring and energy management system as well.
Of which, 29.4 kW silicon photo-voltaic power generation system atop the roof is
connected to PV inverter through header box, and its operation mode is maximum
power tracking mode. 30 kW/75 kWh lithium iron phosphate battery energy stor-
age system and 40 kW/10 s super capacitor energy storage system are respectively
connected to bi-directional converter whose capacity is 30 kVA. Working in the PQ
control mode, reactive power’s adjustable range is ±30 kVar, and it shall be par-
alleled to photo-voltaic inverter for networking and then connected to low-voltage
380 V AC bus. Topological structure is as shown in Fig. 1.

2.1 Power Control Capability of Energy Storage System

The power control capability of energy storage system includes the active power
control capability of charging and discharging, the reactive power control capability
of charging and discharging, the active power regulation capability of charging and
discharging, and the combined control capability of active and reactive power.

Fig. 1 Main circuit structure of distributed generation system
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The measured curves are shown in Fig. 2, and the following six curves are set
according to the following conditions:

Figure 2a is the testing charging curve of active power. Reactive power and
energy storage system is set to 0, and the active power is from the beginning of 0.
Charging reactive power shall be gradually increased to −0.25 P rated, −0.5 P
rated, −0.75 P rated, −P rated, then gradually reduced to −0.75 P rated, −0.5 P
rated, −0.25 P rated, 0 kW rated. Keep each point at least 30 s;

Figure 2b is the discharge power regulation curve. Storage system of reactive
power is set to 0, and the active power is from the beginning of 0. Discharging
reactive power shall be gradually increased to 0.25 P rated, 0.5 P rated, 0.75 P
rated, P rated, then gradually reduced to 0.75 P rated, 0.5 P rated, 0.25 P rated,
0 kW rated. Keep each point at least 30 s;

Figure 2c is regulation curve of charging and discharging power. Storage system
of reactive power is set to 0, and the active power is from the beginning of 0. Active
power is regulated to 0.9 P rated, −0.9 P rated, 0.8 P rated, −P rated, P rated,
−0.8 P rated. Keep each point at least 30 s;
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Figure 2d is regulating combination curve of charging and discharging of the
active and reactive power. Storage system of reactive power is set to 0, and active
power is 0 hot standby. Active power is regulated to 0.5 P rated, 0.25 P rated,
−0.25 P rated −0.75 P rated. At the same time, adjust the reactive power to 0.75 Q
rated, −0.75 Q rated, −0.5 Q rated and 0.5 Q rated. Keep each point at least 30 s;

Figure 2e is adjusting curve of sensibility of reactive power. Storage power
system is set to 0, and the reactive power is 0, gradually raising the reactive power
to −0.25 Q rated, −0.5 Q rated, −0.75 Q rated, −Q rated, and then gradually
reducing the reactive power to −0.75 Q rated, −0.5 Q rated, −0.25 Q rated, 0. Keep
each point at least 30 s;

Figure 2f is regulating curve of capacitive reactive power. Active power energy
storage system is set to 0, and the reactive power is 0, gradually raising the reactive
power to 0.25 Q rated, 0.5 Q rated, 0.75 Q rated, Q rated, and then gradually
reducing the reactive power to 0.75 Q rated, 0.5 Q rated, 0.25 Q rated, 0. Keep
each point at least 30 s.

The test data are analyzed and the corresponding measured values are recorded
according to the set values of the above working condition curves, and the power
control deviation is calculated. The results are shown in Table 2.

Summary Table 2 shows that the range of the active power control deviation of
energy storage system measured is −10.7–8.0%, and the range of the reactive power
control deviation is −12.7–4.0%.

2.2 Power Response Speed of Energy Storage System

The storage system’s response speed is related to whether to meet the requirements
of complex response time of energy management system response time. In this
paper, charging response time of charging and discharging and charge-discharge
conversion time, regulation time of charge-discharge are tested and analyzed. The
test results are shown in Table 3.

The adjustment and response time of charging-discharging the is field energy
management system sending rated power to charge (discharge) storage system
command from the energy storage system beginning to charge (discharge) electric
moment to charge (discharge) the electric power reaching 90% of the rated power of
energy storage system. Adjustment time is from the charging (discharging) power
response time to the energy storage system rated power deviation less than 2%. The
final evaluation of adjusting time and charging-discharging response time is to get
the maximum in three times’ tests. As shown in Table 2, the charging response time
of the object under test is 43.7 ms, and the discharge response time is 45.0 ms, and
the charging regulation time is 52.2 ms, and the discharge regulation time is
54.1 ms as well.

Charge-discharge conversion time is during the process of energy storage system
with a rated power charging, to send rated power of discharge command to the
energy storage system. Record the first time from 90% rated power charging to 90%
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rated power discharging time. Afterwards, the energy storage system discharges
with rated power, and send rated power charging command to energy storage
system. Record the second time from 90% rated power discharging to 90% rated
power charging. Take the average value of two times and it is the charge discharge
conversion time. Take the maximum value from the three results. After testing,
charge-discharge conversion time of energy stored system measured is 48.4 ms.

3 Performance Test and Analysis of Grid Synchronized
Under Coordinated Control of Optical Storage

The existing standards do not make provisions for verification method of optical
storage coordination control function. And thus, on the basis of relevant literature
[7, 8], and combined with the existing standards, the conditions of energy storage
system for stabilizing the output of photovoltaic power fluctuation and output
condition of tracking program, and peak load shifting condition are tested and
evaluated in this paper.

3.1 Stabilization of Fluctuation of PV Output of Energy
Storage System

In order to reduce the influence of distributed PV on the power quality of distri-
bution network, the output power of the parallel network is smoothed. The control
strategy of the measured object is to transform the Fourier of the output power of
the distributed power supply, and the spectrum of power fluctuation is obtained.
With the use of components of super capacitor compensation system and lithium
battery energy storage system with the characteristics of large frequency but small
amplitude fluctuation, power [8] of super capacitor and lithium battery is deter-
mined by the low-pass filtering method.

Through the energy management system, the hybrid energy storage system
operation mode is set as smooth output, and the photovoltaic power generation

Table 3 Energy storage system time index test result

Charging
response
time

Max Discharging
response
time

Max Charging
adjust
time

Max Discharging
adjust time

Max

43.5 43.7 45.0 45.0 51 52.2 54.1 54.1

43.7 44.8 52.2 53.8

42.4 44.9 51.6 54

Unit: ms
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system generates electricity freely. Using test equipment to collect experimental
data, according to formula (1), calculate the 1–10 min fluctuation rates of dis-
tributed PV output of hybrid energy storage system before and after the smooth
platform.

Ft�1min ¼ Pt�max1 � Pt�max1

Pgen
� 100% ð1Þ

Of which, Ft�1min—fluctuation ratio at t moment 1 min volatility; Pt�1max—
maximum power before t moment 1 min (including t moment); Pt�1min—minimum
power before t moment 1 min (including t moment); Pgen—equipment power
generation. Similarly, fluctuation ratio in 10 min can be calculated.

During the test, the irradiance change is more intense. Figure 3 is the output
curve of photovoltaic and hybrid energy storage system, as well as the coordinated
control platform in 0.2 s sampling interval. It can be seen that when the photo-
voltaic power generation system fluctuates rapidly, the energy storage system has
the ability of high power charging and discharging in short time, and has the ability
of continuous charging and discharging. It can effectively smooth the fluctuations
of distributed PV output.

The power fluctuation before and after smoothing is shown in Table 4. The
average power fluctuation rate of optical storage power generation system is
decreased from 5.41 to 2.26%, and the average 10 min power fluctuation rate is
decreased from 24.50 to 6.50%.
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3.2 Output Condition of Tracking Program of Energy
Storage System

In the interface of distributed optical storage power system energy management
system, set platform operation mode to output tracking program, and send output
curve of simulation scheduling tracking program. Power accuracy is calculated by
data acquired by testing the equipment comparing output curve of tracking program
and actual curve combined power.

Figure 4 shows the output curve of distributed PV and hybrid energy storage
system and coordinated control platform within 10 s sampling interval, which is
obtained from the output of the simulation tracking program.

Figure 4 is the tracking program output control accuracy. From it, the maximum
positive deviation of the tracking program is 0.96 kW, and the maximum value of
negative deviation is 0.60 kW, and the overall tracking accuracy of the platform is
within the range of −5.87–6.00% (Table 5).

3.3 Working Conditions of Peak Load Shifting of Energy
Storage System

The coordinated control function of peak load shifting can simulate the dynamic
change of load demand response and reduce the long-term peak-valley difference
by taking advantage of energy storage system. Set the platform operation mode into
peak load shifting through the interface of energy management system and send the

A
ct

iv
e 

 p
ow

er
 (k

W
) 

A
ct

iv
e 

 p
ow

er
 (k

W
) 

Time (s)Time (s)

photovoltaic

Hybrid energy storage

Tracking plan value grid connection 
point
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peak-load shifting command of distributed photo-voltaic power generation system
and hybrid energy storage system. Peak-load shifting function of platform energy
management system is verified by data acquired by testing equipment.

As shown in Fig. 5, during the output process of distributed PV, energy man-
agement system automatically switches over to the “peak load shifting” mode.
Hybrid energy storage system of super capacitor and lithium battery will maintain
2 h’ state of charging in terms of peak load shifting control strategy.

The test results are shown in Table 6, and the average value of deviation control
under the operation of peak load shifting is 2.97%.

Table 5 Tracking plan output accuracy

Operation
mode

Tracking plan output accuracy

Maximum
positive
deviation
(kW)

Maximum
negative
deviation
(kW)

Maximum
positive
deviation
(%)

Maximum
negative
deviation
(%)

Average
value of
deviation
control (%)

Generation
of tracking
plan

0.96 −0.60 6.00 −5.87 1.94
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Fig. 5 Coordinated effect of peak load shifting

Table 6 Control precision of peak load shifting

Simulated
load demand
(kW)

Maximum
deviation
value (kW)

Minimum
deviation
value (kW)

Platform output
average value
(kW)

Deviation
control average
value (%)

14 14.89 14.26 14.42 2.97
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4 Conclusion

Based on the practical distributed photo-voltaic energy storage power generation
system, grid-synchronized performance of hybrid energy storage system and optical
storage performance under coordinated control are tested in the paper, and per-
formance of system is evaluated by the proposed index as well. The evaluation
results can guide the formulation of operation strategy intended for the distributed
generation system, and the main conclusions are as follows:

(1) The conversion time of charge-discharge of energy storage system tested is
48.4 ms, and response time of it is 43.7–45.0 ms, and adjustment time of it is
52.2–54.1 ms. All are within 100 ms, and thus the system has the ability in fast
response to power.

(2) Smooth fluctuation coordination control function of photo-voltaic energy
storage can be evaluated by the power fluctuation of 1 min power and 10 min.
The average fluctuation 1 min of power system measured drops from 5.41 to
2.26%, and average fluctuation 10 min decreases from 24.50 to 6.50%, which
effectively reduces the amplitude of fluctuation.

(3) The maximum output positive deviation of tracking program of optical storage
distributed power generation system measured is 0.96 kW and its maximum
negative deviation is 0.60 kW. Thus, the whole tracking accuracy is in the
range of −5.87–6.00%, which provides effective support for distributed load
forecasting.

(4) The evaluation method of grid-synchronized performance is comprehensively
sorted out and verified for distributed photo-voltaic power generation system of
battery energy storage system.
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Research on Ice-Melting Technology
of Urban Rail Transit Catenary Based
on Energy Cycle

Jian Liu, Gang Zhang, Fengjie Hao, Zhigang Liu and Xibin Bai

Abstract When the train is running, if the catenary is heavily covered by ice, there
will be arcs between the pantograph and the catenary, resulting in the train to be
powered abnormally, even causing major accidents such as catenary breaks and
pantograph damage. This paper proposes an ice-melting scheme based on energy
cycle which is formed between the medium voltage grid and the icing catenary. The
current of the catenary is controlled over the ice-melting current, which produces
Joule heat to melt the ice. This paper analyzes the working principle and control
strategy of the ice-melting system, calculates the ice-melting current, verifies the
effectiveness of the control method and realizes the expected energy cycle by
simulation.

Keywords Urban rail transit � Catenary � Ice-melting � Energy-fed device

1 Introduction

The catenary is an important part of the traction power supply system of urban rail
transit, which is a transmission line that drips along the rails to provide electricity
for trains. The train is powered by the catenary through the pantograph. Whether the
quality of the current is good will affect the train running state.

The phenomenon of catenary icing refers to the water droplets are coagulated to
catenary after encountering the cold air. This phenomenon mainly occurs in the
early winter and early spring, it is a natural disaster which was formed under the
combined effect of temperature, humidity, wind speed and other factors [1].
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At present, the deicing methods of urban rail transit mainly include artificial
deicing method, catenary hot-sliding method and thermal ice-melting method [2].
Artificial deicing method is time-consuming and laborious, with low efficiency and
a high risk. Catenary hot-sliding method has some damage to the catenary and can
not completely remove the ice. The principle of thermal ice-melting method is to
apply the current to the catenary, producing heat to melt ice, which is one of the
most popular methods [3].

This paper proposes an ice-melting scheme which bases on the energy cycle. In
the power dispatching center, a set of ice-melting control device is set up to control
the energy-fed device in the substation at both ends of the icing section to operate in
the rectifier and inverter state respectively, which forms an energy circulation path
between the AC grid and the DC catenary. The catenary current is controlled over
the ice-melting current value through the corresponding method, which produces
Joule heat to achieve the purpose of melting ice.

2 The Structure and Principle of the Energy-fed Device

The energy-fed traction power supply device is shown in Fig. 1, it mainly includes
high voltage switch, transformer, low voltage switch, PWM rectifier, DC switch,
negative isolation switch [4].

The core of the energy-fed device is the PWM rectifier, which is a power
conversion device based on pulse width modulation technology [5]. Its single phase
equivalent circuit is shown in Fig. 2.

The mathematical expression of the single-phase equivalent circuit of the PWM
rectifier is:

ea � Ua ¼ L
dia
dt

ð1Þ

In the case of a determined grid voltage ea and AC inductance L, the magnitude
and phase of the current ia are controlled by the amplitude and phase of Ua. As is
shown in Fig. 3, based on the relative position of the current and voltage of the grid,
four typical operating conditions can be obtained:

DC switch

Negative switch
PWM rectifier

Transformer
Low voltage 

switch

Precharge circuitMedium voltage 
AC grid

High voltage 
switch

DC catenary

Fig. 1 Energy-fed traction power supply device
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(a) Unit power factor rectifier operation, which can provide DC power supply,
reducing the DC voltage fluctuation;

(b) Negative unit power factor inverter operation, which can recover the regener-
ative braking energy of the train;

(c) Zero power factor pure inductive operation, which can compensate for reactive
power, improving the system power factor;

(d) Zero power factor pure capacitive operation, which can compensate for reactive
power, improving the system power factor.

3 The Research on Ice-Melting Technology

3.1 The Calculation Method of Ice-Melting Current

Assuming that the ice on the wire is cylindrical, the ice-melting current can be
calculated in the following formula [6]:

ae aU

L

ai

Fig. 2 Single-phase equivalent circuit of PWM rectifier

aj LIω
aj LIω

aj LIω

aj LIω

ae ae

ae

aeaU aU

aU

aU

ai

ai ai ai
(a) Unit power
factor rectifier

(b) Negative unit
power factor inverter

(c) Zero power 
factor pure inductive

(d) Zero power 
factor pure capacitive

Fig. 3 Phase diagram of PWM rectifier single-phase equivalent circuit
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I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½cið273:15� TaÞþ LF �qiRi 2R0 � p
2 Ri

� �

Ret

s

ð2Þ

The parameters in the above formula are shown in Table 1.
Introducing the above parameters into Eq. (2), the ice-melting current of contact

line is 428 A, the ice-melting current of bearing cable is 412 A. So the catenary
current which is simplified as the sum of the contact line current and the bearing
cable current is 840 A. When the ice-melting system works, ice-melting current
should be less than the rated current.

3.2 The Formation of Energy Circulation Path

The wireless multimedia sensor network, composed of sets of sensor nodes around
the catenary, collects the information such as air temperature, wind speed and
catenary images etc., and then transmits the data to the ice-melting control device in
the power dispatch center [7].

The ice-melting control device analyzes and processes the uploaded data to
determine the catenary status. When the catenary is covered by ice, the ice-melting
control device begins to calculate the icing thickness and the ice-melting current.

The ice-melting control device controls the energy-fed device in the substation at
both ends of the icing section to work in the rectifier and inverter state through
PSACDA communication network. So the energy circulation is formed between the
medium voltage AC grid and the DC catenary, which is shown in Fig. 4.

3.3 The Control Strategy of the Energy-fed Device

For the control method of the energy-fed device, the current closed-loop control
based on the synchronous rotating coordinate system is the basis of all the control
methods [8]. The control block diagram is shown in Fig. 5.

In order to control the DC output of the energy-fed device in the rectifier state to
the constant current source, it is necessary to introduce the output of the DC current

Table 1 The parameters of the ice-melting current calculation formula

Ambient temperature Ta −3 °C Ice cylinder radius R0 21.9 mm

Ice specific heat ci 2090 J/kg °C Wire radius Ri 6.9 mm

Ice density qi 917 kg/m3 Icing thickness (R0–Ri) 15 mm

Heat and mass ratio LF 335,000 J/kg Contact line unit resistance Re 0.1078 X/kM

Ice-melting time 60 min Bearing cable unit resistance Re 0.1119 X/kM
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closed-loop as the d-axis current reference, based on dq-axis current closed-loop.
The control block diagram is shown in Fig. 6.

The current closed-loop control, shown in Fig. 6, is adopted to control the
energy-fed device into the inverter state. The d-axis current id* is manually given
by the controller to run the energy-fed device in the negative unit power factor
state.

DC catenary

Medium voltage
AC grid

Icing section

PSCADA

Energy-fed 
device

Substation 1

Sensor 
node

Sensor 
node

Ice-melting control 
device

Main 
substation

110kV power grid

Substation N

Rectifier 
unit

Energy-fed 
device

Rectifier 
unit

energy circulation path

Fig. 4 Energy circulation path of ice-melting system
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Fig. 5 Current closed-loop control of PWM rectifier
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4 Simulation Verification

In order to verify the control strategy of the ice-melting system presented in this
paper, the ice-melting test is carried out between the substation 1 and the substation
2. The ice-melting system model which is established under the MATLAB/
SIMULINK is shown in Fig. 7, and the main parameters of the model is shown in
Table 2.

The waveform of catenary current is shown in Fig. 8. It can be seen that the
current is kept at around 840 A. According to the calculation of ice-melting current,
the 15 mm ice can be melted at −3 °C after 60 min. The ice-melting current value
is changing under different meteorological conditions, so it is necessary to adjust
the current value to meet the ice-melting requirement, though adjusting the DC
current closed-loop given value.

The AC side voltage and current waveform of the energy-fed device in the
rectifier state is shown in Fig. 9, and their phase are same. The AC side voltage and
current waveform of the energy-fed device in the inverter state is shown in Fig. 10,

SVW

D-axis Current 
Closed-loop

Q-axis Current 
Closed-loop

PI

0

+
- Drive 

Pulse

DC Current 
Closed-loop

*
di

dcI

_dc refI dU

qU

Fig. 6 Closed-loop control diagram for DC current

Fig. 7 Simulation model of the ice-melting system
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and their phase are opposite. Through the energy-fed devices, the energy circulation
path is formed between the AC grid and the DC catenary. The ice-melting system
can realize the unit power factor operation, which proves that the control strategy
proposed in this paper is feasible.

Table 2 The main parameters of the simulation model

Main substation power 30 MVA AC grid voltage 35 kV

Catenary rated voltage 1500 V Catenary resistance 0.1647 X

Filter inductance 500 µH Filter capacitor 0.3 F

Ice-melting current 840 A Ice-melting time 60 min
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Fig. 8 The waveform of catenary current
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Fig. 9 AC side voltage and current waveform of the energy-fed device in the rectifier state
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5 Conclusions

This paper introduces the basic structure and working principle of the energy-fed
device, and proposes a melting system of urban rail transit catenary based on
energy-fed device. This paper introduces the calculation scheme of ice-melting
current, puts forward the reasonable ice-melting control strategy, sets up the traction
power supply system model, and carries on the MATLAB simulation verification.

The train runs frequently during daytime, so catenary is generally not covered
with ice. Due to the train is suspended during the night, there is no current on the
catenary, the catenary on the ground is easy to be covered by ice when the weather
conditions are bad. Without adding other devices, before the train goes online,
starting the ice-melting system can melt the ice to ensure normal operation.
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The Key Design and Control
of Single-Sided Linear Induction
Motors (SLIMs) Based on Serial
Equivalent Model (SEM)

Jiangming Deng, Qibiao Peng, Tefang Chen and Laisheng Tong

Abstract The Serial equivalent model (SEM) of short-primary linear induction
motor (SLIM) was established. Impedance parameters was theoretical analyzed,
and primary input frequency, current, power, thrust, factor-efficiency were itera-
tively calculated. The overall performance of SLIM was evaluated according to
given top indicators. Two-dimensional and three-dimensional finite element anal-
ysis (FEA) were carried out, and the results were compared to the actual application
tests to verify the consistency of design and real get.

Keywords Serial equivalent model (SEM) � Short-primary linear induction motor
(SLIM) � Engineering applications � Finite element analysis (FEA)
Factor-efficiency

1 Introduction

As China’s first, the world’s longest commercial short stator medium-low speed
maglev line—Changsha maglev express was put into application, the medium-low
speed maglev train with advantages of green, quiet and comfortable, strong
climbing ability, small turning radius and low construction cost, reflects the strong
adaptability to the environment and higher economy in city rail transportation
applications [1]. The Changsha maglev express uses short primary linear induction
motor (SLIM, the structure is indicated in Fig. 1) to drive, since SLIM with simple
structure and no intermediate transmission device that can directly generate linear
movement thrust, has been widely used in the fields of industry applications such as
transportation, maglev train, subway/light rail train, piling machine, pumping
device, electric vehicle door [2, 3]. Maglev train with no traditional wheel and rail,
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and the state of train operation, such as traction and braking, positive and reverse
operation, is completely realized by linear motor frequency converter system. The
main circuit of the traction system of maglev train consists of traction inverter,
linear motor and corresponding control and detection circuit [4]. Due to the special
structure of the maglev vehicle, the linear motor in the medium-low speed maglev
train with the short length of air gap, terrible electromagnetic load, weight index of
strict restrictions, leads to some difficulties for the design and manufacture.
Generally, in order to achieve matched traction/braking characteristics, the speed of
the maglev train resistance characteristics is calculated firstly, then, the related
technical parameters and the design of single motor and traction inverter for
obtaining the required traction power and traction characteristics are specified.

Many researches of the design and performance analysis of SLIM have been
done around the word, and in those researches also a lot of simulations and mea-
surements are carried out. With those studies, the formation of T-type equivalent
circuit and the rotating coordinate vector of two main control modeling ideas have
provided experience for design and performance index of SLIM comprehensive
assessment.

Combining with the project of top-level requirements, a series of SLIM type
equivalent model has been established in this paper, and by using theoretical analysis
method, the key design parameters of impedance loop are provided with iteratively
calculation of stator frequency, current, power, thrust, efficiency and factor.

2 Serial Equivalent Model (SEM)

The linear induction motor is highly similar with the rotating asynchronous motor
in principle and basic characteristics, and its electromagnetic design can be con-
tinued by using the serial equivalent model (SEM) method [5]. The one phase of
SEM considering the end effect and equivalent correcting coefficients of SLIM is
shown in Fig. 2.

To evaluate the performance of SLIM, the appropriate formulas to calculate the
equivalent resistive and inductive coefficients are shown in Fig. 2, and the motor

Secondary iron yoko
magnetic conductive

Secondary inductive plate
electric conductive

Primary iron core Primary windings

z x
y

gs d

Fig. 1 Schematic diagram of SLIM
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current I1, thrust Fe and product of efficiency and factor (η � cosu) are then obtained
through given voltage.

(1) The primary winding resistance R1 is determined by wire material, connection
way of series and parallel, turns W1, shunt branches and cross sectional area of
conductors.

(2) Primary leakage X1d, is related with windings, core tooth end, core slot leakage,
harmonics and other factors, and relationship with the primary frequency f1 is
illustrated as

X1d ¼ kd � f1 ð1Þ

In (1), kd, which value is constant, is the unity coefficient of leakage reactance.
(3) R′m is the equivalent iron loss resistance, and it is related with primary core loss.

It has nonlinear characteristic associated with the primary winding frequency,
i.e. R0

m / f 1:31 .
(4) Since the track of the medium-low speed maglev train is consist of two bran-

ches of the aluminum inductive plate and the steel guide which are connected in
parallel, the secondary equivalent resistance R2 is

R2 ¼ Ral � Rfe

Ral þRfe
ð2Þ

where, Ral, Rfe are the equivalent resistances of secondary inductive plate and
secondary iron yoko, respectively.

(5) Excitation reactance Xm

Xm ¼ 4l0f1sldmðW1 � kdp1Þ2
pg0eKlp

ð3Þ

Fig. 2 SEM of SLIM
considering the end effect
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where, ld, m, kdp1, g′e, Kl, p, l0, are respectively the core thickness, phases, winding
coefficient, equivalent electromagnetic air gap, saturation coefficient, pole numbers,
the permeability of vacuum.

(6) Quality factor G

G ¼ Xm

R2
¼ 2l0 � r � f1 � s2

pg0e
ð4Þ

where, r is the secondary equivalent conductivity.
Make s represent motor slip, and solve the multiplication of s and G

s � G ¼ 2l0 � r � fs � s2
pg0e

ð5Þ

Without consideration of the side effect, the synthetic resistance is

Re0 ¼ sG

1þðsGÞ2 � Xm ð6Þ

Moreover, the synthetic reactance without considering the side effect is

Xe0 ¼ 1

1þðsGÞ2 � Xm ð7Þ

Further, according to the operation characteristics of SLIM, the transverse edge
effect coefficients Kp, Kq, longitudinal end effect coefficient Da and Dj on the
synthesis of equivalent parameters (6) and (7) are modified by

Re ¼ Re0Kp 1þDa � DjKq

sGKp

� �
ð8Þ

Xe ¼ Xe0Kq 1þDa þ sG � DjKq

Kp

� �
ð9Þ

Thus, in corresponding to Fig. 1, the final equivalent model with consideration
of the end effect is assumed to be

Z1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR1 þR0

m þReÞ2 þðXe þX1dÞ2
q

ð10Þ

If

kc1 ¼ ðR1 þR0
m þReÞ2 ð11Þ
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Meantime, the sum of reactance is considered to be directly proportional to the
two power approximation of frequency f1. The expression is expressed in terms of
the unity coefficient kc2. Then, a simplified control model is obtained, as shown in
Fig. 3.

Controllable equation is

Z1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kc1 þ kc2 � f 21

q
ð12Þ

Further, considering the DC steady-state voltage Ud, volatility a, serial motor
number N, the fluctuation range of line voltage U1 is

Ku

N
� Udð1� aÞ�U1 � Ku

N
� Udð1þ aÞ ð13Þ

where, Ku is the voltage adjustment factor.

3 Functional Control

Generally, for the reason that motor model is uncertain and the motor parameters
are asymmetric and changeable in running process, the recommended control
strategy of SLIM in maglev train is not dependent on the motor parameters.
Moreover, both theory and experiment analysis have proved that if the slip fre-
quency fs of SLIM is constant under the condition that the primary current is
constant, the air gap magnetic field and eddy current of secondary plate are also
controlled, and the generated thrust is also constant [6, 7].

As we known, after the motor made out, the Re is determined. According to the
requirements of thrust Fe and the iteration of speed, the characteristics of I1 are
calculated to check whether the inverter can satisfy the inverter output, and this
design process is iterative. The efficiency-factor product illustrates the capacity of
the active output of SLIM under given design parameters.

Fig. 3 Simplified control
model
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g � cos u ¼ Reffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kc1 þ kc2 � f 21

p � ð1� sÞ ð14Þ

From (14), it indicates that the efficiency-factor product is related to slip and
primary frequency.

4 Simulation and Experimental Analysis

4.1 Two Dimensional (2D)/Three-Dimensional (3D) FEA

According to the design engineering experience, with consideration of
non-symmetry characteristics of SLIM, generally, transient field analysis by using
two-dimensional or three-dimensional FEA are fulfilled to understand the perfor-
mance of the output characteristics, the electromagnetic field, temperature field and
mechanical strength in high precision [8]. In this paper, a 2D/3D finite element
model of SLIM is established and the simulation analysis is carried out, and for
comparison, the results of theoretical analysis are also given. The SLIM parameters
and control coefficients are listed in Tables 1 and 2.

In simulation, the thrust is only determined by the given current and frequency,
and the value of the induced voltage (its value smaller than U1) is obtained and it is
suggestively used to correct the simulation error.

4.2 Experimental Analysis

The actual motors are assembled on a medium-low speed maglev train. In the
experimental study, key data are collected of two conditions with traction and

Table 1 Technical parameters of SLIM

Parameters Values Parameters Values

Maximum speed (km/h) 100 Rated thrust (kN) 3.1

Rated power (kW) 36 Motor length (mm) 1820

Pole pairs 4 Pole pitch (mm) 202.5

Voltage (V) 220 Lamination width (mm) 220

Starting current (A) 340 Secondary plate width (mm) 244

Winding material Aluminum Air gap (mm) 13

Table 2 Simplified control
coefficients

Coefficients kc1 kc2 fs (Hz)

Value 0.01352 6.089 � 10−5 13.69
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braking at three operating points (starting, turning, and maximum speed). In the
following Figs. 4, 5, 6, 7, 8, 9, 10 and 11, Uuv, Uwv represent motor U-V and W-V
line voltage respectively, and fundamental motor phase current are Iu, Iw.

Figures 4, 5, 6 and 7 show the traction condition of maglev train. As the vehicle
accelerates from 0 to 100 km/h, with the increase of voltage, the harmonic current
distortion amplitude is also increased, and, the highest starting the current value is
gradually decreased from 326 A at starting point to 167 A at the maximum speed
point. The turning point speed at 42 km/h, and the corresponding current value is
318 A. Figures 8, 9, 10 and 11 show the breaking condition of maglev train (larger
ripple in Fig. 8 is the test sensor suffering interference). As the vehicle decelerates
from 100 to 15 km/h, with the decrease of voltage, the harmonic current distortion
amplitude is also gradually decreased, and the current amplitude climbs from 280
up to 330 A and lasts to the point of air-electricity conversion. The turning point
speed is at 85 km/h, and the results are highly accordance to theoretical design.
Table 3 shows the statistical results among the theoretical, simulated and experi-
mental ones. As can be seen from Table 3 (ei (i = 1, 2, 3) represent calculated,
2D-FEA, and 3D-FEA deviation from actual measurement correspondingly), all the
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3D-FEA values are larger than the experimental ones in whole speed range, with
the maximum deviation of 15%. The 3D-FEA and theoretical values are much
closer to real ones in low speed range with the maximum deviation no more than
3.5%, but at maximum speed point, their deviations are over 10%.
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5 Conclusion

The designed size motor is able to meet the traction and braking requirement of
100 km/h speed medium-low speed maglev train. Compared with the simulated and
the experimental ones, the theoretical analysis are much simpler by using the
simplified SEM. Therefore, one can introduce bias compensation method to
improve the analysis accuracy, and make the theory and experiment highly unify.
Since the experimental condition is difficult to construct, one can use some mea-
surable variables, such as speed, train weight, and current to indirectly calculate
thrust and resistance, and then use the current scan method to reduce the deviation
of FEA and experimental results. After doing these, only minimal computational
burden is paid to achieve high accuracy simulation analysis.
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A Controller Based on Electric-Charger
Balance Theory for Front-End Converters

Yisheng Yuan, Xianglong Mei, Pan Zhou and Jiyun Tian

Abstract Aiming at the problem that between the second harmonic current i2nd and
dynamic response characteristic of the middle bus voltage ub of the two stage
inverter, the charge balancing controller integrated with the traditional double-loop
controller is proposed. The traditional controller operates as load stable to suppress
the secondary harmonic current i2nd, but the load switched by the new controller.
Based on the traditional double-loop controller, the design of the voltage-loop
controller that meeting requirements of i2nd is expounded, containing the influence
of cross frequency xc on Dub and the final dynamic response time ts of ub. The
working principle of the electric-charge-balancing controller and some other key
design issue are described. A prototype of 450 W is built to verify the correctness
of the theoretical analysis and the feasibility of the new converter.

Keywords Single-phase inverter � Front-end converter � Middle bus voltage
Control method dynamitic response

1 Introduction

The two stage inverter is widely used in the grid or off grid system of new energy
sources such as batteries, photovoltaic arrays and fuel cells. In a two-stage type
inverter, the adoption of a large middle energy storage electrolytic capacitor Cb to
support the middle bus voltage Ub, the former and back stage is decoupling. But in
the single-phase output system, there are still two problems, the first problem is the
output power of the inverter contains the secondary harmonic component [1], which
is bound to produce the secondary harmonic voltage component in the bus
capacitor; the second problem is that the ripple current is limited strictly in the most
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direct source system [2], which needs to pre stage circuit to suppress the secondary
harmonic current component. These two problems through the main circuit with the
controller are associated with each other, and mutual constraints.

From the perspective of circuit, increasing the middle bus capacitors [3], adding
secondary harmonic LC filter or bidirectional converter in the middle links [4–6],
can’t only reduce the secondary harmonic component of intermediate bus voltage,
and to restrain the DC second harmonic current favorable. However, the circuit is
complicated and the power density of the device is reduced.

From the perspective of control to solve the problem is the main research
direction. Literature [7, 8] put forward respectively add a band trap in voltage
control loop and the current feedback loop, can effectively reduce the harmonic
current and speed up the dynamic response but the addition of trap in certain
frequencies cause instability of the system.

In literature [9], the method of adding resonant controller in voltage control loop
is presented, which can also reduce the second harmonic current on the DC side, but
there is no experimental waveform of improve the dynamic characteristics. In
literature [10], the feedforward control is introduced to inverter after the band trap
added to load current, However, the load current is not the inverter output load
current, but the inverter input current, so the inverter needs to increase additional
detection devices. In the literature [11], the current feedback channel is added to the
duty cycle signal generated by the traditional control, and the secondary harmonic
of the duty cycle is weakened, but the parameters are difficult to be adjusted.
Literature [12, 13] respectively based on virtual impedance and Reverse current
boost model theoretically summarizes different kinds of control method that restrain
the secondary harmonic current on DC side. The above method is mainly used in
the control loop to reduce the secondary harmonic current on the DC side by adding
the link of restraining or eliminating secondary harmonic component which is
introduced by the middle bus voltage feedback. It is still based in independent
control of the front-end circuit. In the case of the inverter output load switching,
middle bus voltage must be in the fall or rise by the controller lagging to callback,
reducing the dynamic response. To this, some literature introduce the inverter
power or current into the feedforward controller of the front-end circuit to con-
trolling to improve the dynamic characteristics of middle bus voltage. Methods
which is the inductor current and capacitor current control by inverter output power
feedforward in reference [14–16], speeding up the response of intermediate bus
voltage.

In this paper, a new control method that about the front-end stage of single-phase
inverter of variable structure based on the charge balance is proposed. Compared
with the traditional control method, the method has the advantages of great con-
sideration of constraining the second ripple current i2nd and the improvement of the
dynamic characteristics of the middle bus voltage ub. To solve the problem of poor
dynamic characteristics of bus voltage of the two stage inverter under the traditional
control. This paper analyzes the working principle and the proposed control
method, and verified by experiment.
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2 The Charge Balance Control Strategy of Front-End
Circuit

The control block diagram of the front stage circuit is shown in Fig. 1. At the top of
the graph is the traditional double loop control algorithm and the charge balance
control algorithm is below the graph. The Circuit diagram of two stage inverter is
shown in Fig. 2.

Traditional double loop control algorithm in the system work under the steady
state. The charge balance control algorithm work under load switch state. Two
kinds of algorithm of switching conditions are as follows:

(1) The admission mechanism of charge balance control algorithm: System load
switching action when the system detects the load current of Io abnormal
fluctuations, then enter the charge balance control algorithm. The output duty
cycle Df(N) is switched to the charge balance control side. At the same time,
continue to run the traditional double loop control algorithm, but the duty Df(N)

is not sent to the final output.

Fig. 1 Block diagram of the front stage circuit

Fig. 2 Circuit diagram of two stage inverter
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(2) The exit mechanism of the charge balance control algorithm: System will
quit the mechanism when detect average value of bus voltage recovery to the
rated value.

2.1 Derivation of Charge Balance Equation

According to Fig. 1, the dynamic equation of DC bus capacitor voltage is

Cb
dub
dt

¼ if � ib ð1Þ

if is the diode current of the Boost circuit, the ib is the input current of the full
bridge inverter circuit. Ideally, the time to maintain the if the instantaneous value of
instantaneous value is equal to the ib, ub will don’t produce ripple. But it is not so
strict in fact, as long as guarantee the average current of if and ib are equal in a
switching period, it can be considered that satisfy (1), namely Dub is zero.
Assuming that the switching period of the circuit is Ts, the charge balance equation
of Cb in the N switching cycle is

Dub ¼ Cb � ðIf Nð Þ � Ib Nð ÞÞ � Ts ¼ 0 ð2Þ

But in the actual control, the Boost circuit control the average inductor current of
ILf, rather than the average diode current If. In addition, the bandwidth of the voltage
loop is limited, and the current command i*Lf always lags behind the Ub. These two
points of traditional control result in existing insurmountable defects in dynamic
characteristics, including methods that using the band trap.

In addition, the back stage inverter circuit control the inverter inductor current
ILb, instead of inverter circuit input current Ib. The current of the front stage circuit
and back stage circuit is

If ¼ 1� Df
� � � ILf

Ib ¼ Db � ILbj j
�

ð3Þ

The Df represents the duty cycle of the front stage circuit, and the Db represents
the duty cycle of the back stage circuit. By formula (3) simplifies the charge balance
equation is used for control:

ILf Nð Þ � 1� Df ðNÞ
� �¼ ILbðNÞ

�� �� � DbðNÞ ð4Þ

It said that by controlling the current ILf(N) of front-end circuit and duty ratio Df(N)

in accordance with the above relationship can achieve the charge balance of
capacitor charging and discharging, and eliminate fluctuation for unloading.
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2.2 Duty Ratio of the Acquisition

ILf(N) and duty ratio Df(N) in formula (4) are the same rhythm and both intercon-
nected in the Boost circuit, Df(N) will affect the values of ILf(N). So, the essence of
formula (4) is to solve the Df(N).

Figure 3 is the iLf waveform of the inductor of the Boost circuit in the N − 1
rhythm to N + 1 rhythm. Among them, ILf(N−1) and ILf(N) was the midpoint of N − 1
rhythm and N rhythm current rising edge respectively and also the current sampling
point of DSP control.

According to the principle of Boost circuit switch:

i0n�1 ¼ ILf ðN�1Þ þ UinDf ðN�1ÞTs
2Lf

in�1 ¼ i0n�1 � ðUb�UinÞð1�Df ðN�1ÞÞTs
Lf

8<
: ð5Þ

The Df(N−1) is the N − 1 rhythm duty of front boost circuit, i′n−1 is the peak
inductor of front boost circuit current iLf when the switch is turned off, in−1 is the
value of the inductor current iLf at the end of the N − 1 period of front circuit, but
also the initial value of iLf when the N period beginning.

It is deduced that the initial inductor current in−1 at the N period is:

in�1 ¼ ILf N�1ð Þ þ
ð2Ub � UinÞ � Df N�1ð Þ � Ts

2Lf
� ðUb � UinÞ � Ts

Lf
ð6Þ

The midpoint current ILf(N) of the N period is

ILf ðNÞ ¼ in�1 þ
UinDf ðNÞTs

2Lf
ð7Þ

Combining the formula (6), (7) to obtain the following relation:

ILf ðNÞ ¼ K1 þK2Df ðNÞ
K1 ¼ in�1

K2 ¼ UinTs
2Lf

8<
: ð8Þ

Fig. 3 Boost inductor current waveform
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In fact, K1 is the initial current value of the N rhythm during sampling current
and duty of the N − 1 rhythm, K2 is the unit current increment coefficient decided
by the main circuit parameter.

To solve formula (4) and (8):

Df ðNÞ ¼ ðK2 � K1Þþ
ffiffiffi
d

p

2K2
ð9Þ

Among these:

d ¼ ðK1 þK2Þ2 � 4K2ILbðNÞDbðNÞ ð10Þ

Formula (10) don’t have solution when the d less than 0. Its physical meaning is:
when a little rhythm before load added suddenly the current of inverter circuit side
increasing rapidly and the Boost circuit diode current is still small, Cb can’t achieve
the charge balance at the time. D should be zero.

Df ðNÞ ¼ K2 � K1

2K2
ð11Þ

In the extreme case of no-load switching load, the K1 will be zero due to the
initial operation of the Boost circuit in CCM, Df(N) is 0.5. This accord with the
requirement of the Boost circuit fast response.

2.3 Elimination of Control Error

In the simplified charge balance Eq. (4), the duty cycle Db(N) of the inverter side can
be obtained in real time, but the current ILb(N) cann’t be obtained in real time. That
can be simply predict through the following equation:

ILbðNÞ ¼ ILbðN�1Þ þ ðDN � DN�1Þ
DN�1

� ILbðN�1Þ ð12Þ

In addition, in order to reduce the error of control, the charge error integral is
added into the controller, and the formula (12) is amended as

ILf ðNÞ � ð1� Df ðNÞÞ ¼
XN
N¼1

ILbðNÞ
�� �� � DbðNÞ
� ��XN�1

N¼1

½ILf ðNÞ � ð1� Df ðNÞÞ� ð13Þ

This can offset the control errors caused by inaccurate parameters.
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2.4 The Key Points of Design

2.4.1 The Condition of Charge Balance Control

Through the judgment of dio/dt of inverter output current. But because the charge
balance control is only responsible for the improvement of the dynamic response, in
order to avoid the error in the steady state operation, dio/dt can’t be too small. In
fact, dio what is the difference between the two rhythm as a condition of judgement,
when the output is the sine wave current dio should be greater than the crossing zero
point what is (the highest derivative at this time) the difference between the two
rhythm. Take a circuit as an example, its Io is 4 A, output frequency is 50 Hz and
switch frequency is 20 kHz.

dio ¼
ffiffiffi
2

p
� 4 sin

2p
400

	 

¼ 0:089A ð14Þ

In order to prevent interference, this data will be magnified 3 times as a criterion.
In addition, the output voltage instantaneous value uo of switching point as a

starting control criterion, because the power fluctuation and ub fluctuation near zero
produced by loaded and unloaded are small.

2.4.2 The Condition of Charge Balance Control Exit

The middle bus voltage Ub Whether is restored to the vicinity of the rating and
combined with the threshold conditions to judge exit conditions. Ub is the average
value ub in a power frequency cycle. While time threshold conditions can prevent
the lack of control. If ub can’t restore to the vicinity of the rating, system can’t
withdraw from the charge balance control.

2.4.3 Charge Balance Control Parameters

The charge balance control in the dynamic response is derived from the system
based charge balance, which has incomparable rapidity. However, according to the
formula, it is also affected by the parameters. These parameters include three cat-
egories: duty cycle, sampling voltage and current and inductor.

Duty cycle: It can be read in the DSP, but to make up for the 2 factors—delay
time and dead time. The former needs to be measured by the drive circuit, and the
latter is obtained by the dead zone register.

Voltage and current signals: these signals will have sampling delay, which
affecting the sampling accuracy. In the actual design, the precision by reducing the
filter capacitor in the sampling circuit can be reduced to 3%.

A Controller Based on Electric-Charger Balance Theory for Front-End … 469



Inductance: The relationship which composed of inductor magnetic core per-
meability and current is nonlinear, the inductance will decline when the current is
greater than a certain value. In order to reduce the volume and cost of the inductor,
it is generally designed to reduce the inductance to the initial value of 70–80% at
the peak of the rated current. It can be seen that the change of inductance for the
control the most important factor in the above parameters. The method to solve this
problem is to make a relation table between inductance and current value in
DSP. By looking up the table, we can determine the Lf value according to detected
the inductor current iLf.

3 Result of Experiment

3.1 Experimental Parameters

A prototype was made in laboratory. The parameters are shown in Table 1. The
prototype circuit is controlled by DSP, and the DSP is the TMS320F28335 of TI.

3.2 The Controller of Back Stage Inverter Circuit

The full bridge inverter circuit adopts unipolar modulation and double loop control
scheme. As shown in Fig. 4, the outer loop is the loop of the output voltage
instantaneous value, the inner loop is a capacitive current loop. Due to the fact that
the sampling interference what is capacitance current IC is large, the inverter
inductor current iLb minus the output current io. The control loop only use pro-
portional components because the output voltage and capacitance current are
instantaneous variables, integral link is easy to cause oscillation.

Table 1 System parameters
of two stage inverter

Parameters Numerical value

The input voltage of front stage Uin/V 100

The output voltage of front stage Ub/V 200

Boost inductor Lf/mH 1

Middle bus capacitance Cb/uF 1290

The output voltage of inverter Uo/V 110

Output frequency f/Hz 50

Output filter inductor Lb/mH 1

Output filter capacitance Co/uF 10

Load power Po/W 450

System switching frequency fs/KHz 20
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Figure 4, Kpwm is the PWM modulation coefficient of the inverter circuit,
defined Kpwm = ub/Up (Up is the peak of the triangular wave, ub is input voltage of
the inverter). From the internal model of the inverter, it can be seen that there are
two interference variable uo and ub. Therefore, the method of disturbance
feed-forward inhibition used in internal control loop to eliminate the interference.
On one hand, uo introduced to internal feed forward control loop; on the other hand,
ub introduced into a divider Up/ub to get Reciprocal of Kpwm, finally uo and ub offset
in the feed channel of the system.

The control parameters Gv(s) = 0.063, Gi(s) = 16.

3.3 Result of Experiment

Figure 5 is waveforms under the traditional control when the load in the transient
and steady-state, that include the inverter output voltage uo of inverter, the output
current io, the bus voltage ub, the front Boost inductor current iLf. When the load is
increased, the inverter current io changed suddenly, inverter output voltage uo
almost unchanged, the bus voltage decreased by 50 V, the former Boost inductor
current iLf slow changes in the transient process. The whole adjusting time is
160 ms.

Fig. 4 The block diagram of the double loop control of inverter
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Fig. 5 waveforms using traditional controller
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Figure 6 is waveforms under the electric-charge-balancing controller combined
with the traditional double-loop controller when the load in the transient and
steady-state, that include the inverter output voltage uo of inverter, the output
current io, the bus voltage ub, the front Boost inductor current iLf. When the load is
increased, the inverter current io changed suddenly, inverter output voltage uo
almost unchanged. The front boost inductor current iLf changes rapidly and almost
no change in the bus voltage ub. When switching back to the traditional control
structure, bus voltage remained stable and the whole adjustment time is very short.

4 Conclusion

An electric-charge-balancing controller combined with the traditional double-loop
controller of the two stage inverter is proposed in this paper, that don’t influence the
suppression of the secondary ripple current, greatly improving the dynamic
response ability of bus voltage, reducing the fluctuation of bus voltage and pro-
moting the quality of output voltage of the inverter circuit. This method can be
widely used in the control of this kind of inverter.
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Research on Energy Management
for Hybrid EMU

Rongjia He, Chen Zhang, Ruichang Qiu and Lijun Diao

Abstract The operation route of EMU is relatively definite, the operating condi-
tion can be predicted and planned, and the applicability of logic threshold is rela-
tively good. Therefore, the rule based on logic threshold energy management
strategy is adopted as a control strategy in this paper. Depending on the operating
characteristics of hybrid EMU, this paper develop the logic threshold energy
management control strategy based on rules considering of integrated fuel con-
sumption, and make the simulation model of specific control method and speed
control of diesel generator and battery charge and discharge control, then the hybrid
energy management strategy of different mode have been achieved.

Keywords Hybrid power system � Energy management control
The logic threshold management

1 Introduction

Hybrid power control strategy not only realizes the best fuel economy, but also
takes into account the engine emissions, battery life, driving performance and
vehicle costs and other requirements [1–3], should be combined with the charac-
teristics and operating conditions of hybrid vehicle components, the various sub-
systems to achieve the best match.

Among the mainstream energy management strategies, the rule based logic
threshold management strategy is relatively simple and robust. It is the most widely
used energy management strategy. It is based on the train speed, traction torque,
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battery, SOC and other variables and set the logical threshold of the comparison
results, in accordance with pre-set rules for control [4, 5].

The hybrid system is studied in this paper belongs to the series system. The
common control modes are the thermostat mode and the power tracker model [6, 7].
The two control modes are combined based on the single target control of the
battery SOC or the engine fuel consumption, using the engine’s efficient area and
the battery’s rapid response characteristics, to realise the battery SOC balance
control [8] and improve vehicle fuel consumption at the same time in order to
achieve the overall efficiency of the best.

2 Diesel Generator Speed Control

In the process of controlling the diesel generator speed, it is necessary to consider
the DC voltage, output power and fuel consumption and other factors, this paper in
the course of the study, combined with the load characteristics and fuel con-
sumption curve, sub-mode to take different diesel generator speed control strategy.

2.1 Traction Conditions

In the traction conditions, use the voltage hysteresis based on the speed control
method. During the traction process, the power will change, and this change will be
reflected in the middle DC voltage, so the diesel generator speed on the power
tracking can be achieved indirectly by its output droop characteristics. According to
the DC voltage to set a certain width of the hysteresis, the use of voltage hysteresis
control method can be achieved under the traction conditions of diesel generator
speed automatic adjustment.

The figure below is the voltage hysteresis control of engine speed (Fig. 1).
The DC voltage range of diesel generator sets at different speeds is shown in

Fig. 2. At the speed of 1800 rpm, the maximum output power is 330 kW, and the
DC voltage range is about 1520–1700 V, satisfying the power and voltage

Fig. 1 Voltage hysteresis
control of engine speed
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requirements, and at this time the fuel consumption rate is relatively low, 1800 rpm
can be considered the ideal speed of diesel generators for traction conditions.
According to its voltage range, set the DC voltage hysteresis to be 1500–1650 V.

Traction conditions, the diesel generator speed of the hysteresis loop control
simulation waveform is shown in Fig. 3.

It can be seen from the Fig. 3, beginning from the DC voltage of A1, A2 below
the hysteresis lower limit of 1500 V, the engine speed increases, the DC voltage
increases; DC voltage enter into the hysteresis interval in the point of B1, B2, the
generator speed remains unchanged; DC voltage of C1 is higher than the hysteresis
ceiling 1650 V, the engine speed decreases, the DC voltage drops, reaching the
point C2 while keeping the speed constant again. With the DC side voltage

Fig. 2 DC-link voltage ranges with different engine speed of diesel generator

Fig. 3 Simulation result of voltage hysteresis control of engine speed in traction cycle
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fluctuating near the 1500–1700 V hysteresis, diesel generator adjust between the
speed of 1600–1800 rpm, the final diesel generator speed is stable at 1800 rpm, DC
voltage 1550 V, being consistent with the theoretical analysis.

2.2 Other Conditions

In the non-traction conditions, use constant speed control. In the case of idling,
braking and stopping, the load power of the diesel generator set is known and the
change is small. Therefore, the speed of the diesel generator is controlled by the
constant speed control method. The control rules are shown in Table 1.

In the idling conditions, considering the straight running conditions only, trac-
tion power is small, diesel generator sets may be appropriate to charge the battery,
the speed Nchg is a fixed value of 1700 rpm; when the battery SOC to reach the
upper limit of charge, the diesel generator set change into the idle state not
charging, the speed Ncons down to 1500 rpm.

In the braking conditions, the battery pack absorb the regenerative braking
energy of the train, with diesel generator waiting for the speed of 1400 rpm, when
the battery failure, operating in pure diesel generator conditions, the same as the
idling conditions while not charging.

In the stopping conditions, the APS power is provided in principle by the battery
pack. In particular, in the station charging mode, the diesel generator sets the battery
charge, the specific control strategy is the same as the idle charge; when the battery
SOC reaches the upper limit of the parking charge, the generator set turns to idle at
600 rpm.

According to the logic threshold energy management rule, the operation mode of
the system is judged, and then the voltage hysteresis control or constant speed
control is selected in different operation modes, the output is the diesel generator
speed.

Table 1 Constant engine speed control rule of diesel generator

Operating conditions PP speed

Idling conditions Charging Nchg = 1700 rpm

Not charging Ncons = 1500 rpm

Breaking conditions Normal Nbrk = 1400 rpm

Error Ncons = 1500 rpm

Stopping conditions Charging Nchg = 1700 rpm

Not charging Nidling = 600 rpm
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3 Charge and Discharge Control of Power Battery Based
on Droop Characteristic

Charge and discharge control of power battery based on droop characteristic, that is,
according to the fitted drop voltage formula, figuring out the drop voltage Udrop of
the diesel generator at the current speed Ndg when power output Pdg is certain, as
the battery target voltage, power battery being equivalent as the load of the diesel
generator set, the controlling of the battery charge and discharge can adjust the
output power of the generator, through the coordination of the two to achieve
energy distribution between the power source.

Taking the diesel generator set as a constant speed of 1800 rpm, the target output
power is changed from 240 to 150 kW.

In Simulink using m language to code power battery target voltage control
function, simulate the process above; get DC voltage, power battery current, diesel
generator output power waveform (Fig. 4).

From the figure above we can see, at the speed of 1800 rpm, the target output
power is from 240 to 150 kW, the battery target voltage is from 1550 to 1590 V,
diesel generator output power decreases. The simulation shows that the charge and
discharge control based on the droop voltage can achieve one-to-one correspon-
dence between the target voltage and the power output of the power pack.

At the speed of 1800 rpm, the load power changed from 210 to 360 kW,
requiring the diesel generator output 240 kW, and the simulation waveform is
shown in Fig. 5.

In the figure, the target voltage of the battery pack is always constant when the
diesel generator speed and target power are constant. Throughout the process, the

Fig. 4 Simulation result of battery drop control with different diesel power target
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DC voltage stabilized at 1550 V, the output power of the diesel generator set is
240 kW, indicating that the charge and discharge control based on the droop
characteristic can realize the power distribution of the hybrid system.

When the battery running, besides controlling the DC voltage, using the state of
the battery to limit the current, in addition, when in the idling conditions, the diesel
generator charging the battery is also used constant voltage control mode. On the
base of the droop voltage, according to the current limit set a certain hysteresis
bandwidth, to adjust the target voltage and then control the current.

According to the energy management strategy and the above-mentioned power
battery control method, get the battery SOC changes in the train running range as
shown in Fig. 6.

Mode A/Mode B: The train is in the traction state, the power battery pack dis-
charges, the battery SOC is reduced, the bidirectional DC/DC operates in the Boost
mode, and the target voltage is the droop voltage.
Mode C: The train is in the charging mode in the station. When the power battery
pack cannot meet the energy require for the traction acceleration, the diesel gen-
erator set charges the battery and the target voltage is the drop voltage plus current
hysteresis adjustment.
Mode D: The train is in the electric braking mode, the power battery is in the
charging state, the battery SOC is increased, the bidirectional DC/DC works in the
Buck mode, and the target voltage is fixed.
Mode E: When the battery SOC is below the discharge limit, in order to prevent the
battery over discharge, power battery stops discharge.
Mode F: When the battery SOC is above the feedback limit, in order to prevent the
battery overcharge, power battery pack stops charging.

Fig. 5 Simulation result of battery drop control with different load power
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4 Conclusions

The main content of this paper is the research of hybrid energy management and
control strategy. Firstly, according to the characteristics of EMU operation, a
rule-based logic threshold energy management strategy is proposed, and the gen-
erator speed is optimized according to the principle of low fuel consumption. The
logic threshold management strategy of integrated fuel consumption is obtained.
Then, the control method of hybrid system The design and realization of the voltage
hysteresis control of the diesel generator speed and the charge and discharge control
of the power battery and the load management control based on the droop char-
acteristics are realized, and the energy distribution inside the power source is
realized and verified by simulation.
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Anti-circulation Strategy of the Hybrid
Traction Power Supply Device Used
in Urban Rail Transit

Lu Ming, Gang Zhang, Fengjie Hao and Xibin Bai

Abstract In urban rail transit, when the train running, the AC voltage fluctuates,
which resulting in the instability of DC side voltage of the rectifier unit. The hybrid
traction power supply consists of a 12-pulse rectifier unit and a four-quadrant
converter device (4QC). Aiming at the problem of circulation between the rectifier
unit and the 4QC unit of the hybrid traction power supply device, the possible
causes of the circulation are analyzed. The output voltage characteristics and basic
structure and the working principle of the hybrid power supply device are studied.
Then putting forward the corresponding anti-circulation strategy, and through
simulation and test to verify its effectiveness. And the strategy adjusts the voltage
value automatically according to the actual situation without manual operation,
which is very practical.

Keywords Urban rail transit � The hybrid power supply device
Anti-circulation

1 Introduction

With the continuous expansion of urban rail transit in China, urban railways play an
increasingly important role in alleviating urban traffic congestion and energy con-
servation [1]. There is DC output voltage fluctuations in the 24-pulse and 12-pulse
rectifier, and the energy can only be transmitted from AC to DC. When the urban
rail train regenerative braking, the excess energy generated will make the traction
net voltage soared, resulting in reduced regenerative braking capacity of the train or
even regenerative braking failure [2].
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The hybrid traction power supply consists of a 12-pulse rectifier unit and a
four-quadrant converter device (4QC). The four-quadrant converter device can
operate either in a rectified state (providing energy to the DC catheters) or in an
inverting state (the excess regenerative braking energy is fed back to the AC grid).
At the same time, the device can also reactive power compensation to the AC
medium voltage, and improve the system power factor [3].

2 The Hybrid Power Supply Device

As shown in Fig. 1, the hybrid traction power supply device consists of a 12-pulse
rectifier unit and a four-quadrant converter device (4QC).

Figure 2 shows the main circuit of 12-pulse rectifier unit, which consists of a
three-winding phase-shifting transformer TR, two three-phase rectifier bridge RCT1
and RCT2, balanced reactor Lp [4].

Figure 3 is the PWM rectifier schematic diagram considering for the line
impedance. Ua, Ub, Uc is the fundamental voltage of the midpoint of each phase
bridge relative to the AC power source neutral point N [5].

The PWM rectifier unit adopts the current decoupling control based on the
synchronous rotating coordinate system. The double closed-loop control structure
(voltage outer ring and the current inner ring) and the space vector modulation
(SVPWM) are used.

twelve-pulse rec fier

4QC

AC DC

Fig. 1 The equivalent circuit
diagram of no-load test

A,B,C
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+

+

-

-

Lp +

-TR
Y

Fig. 2 The main circuit
diagram of 12-pulse rectifier
unit
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3 Output Characteristics of the Hybrid Traction Power
Supply Device

3.1 Output Characteristics of the 12-Pulse Rectifier

The 12-pulse rectifier output characteristic curve is shown in Fig. 4.
Bounded with the critical current Idg, the output characteristic curve is divided

into ① and ② two curves, ① for the two rectifier bridge in the push-pull work
output curve; ② for the two rectifier bridge in parallel work output curve [6].

The output characteristic curve is curve ① when the load current Idc is less than
the critical current Idg. The output characteristic curve is curve ② when the load
current Idc is greater than the critical current Idg. The voltage Udo is called the ideal
no-load DC voltage when curve ② reverse to zero current.

3.2 Output Characteristics of 4QC

The output characteristics control of 4QC is outer ring control, the main function is
to detect actual DC output voltage and DC output current of the PWM unit. Using

Ls

Fig. 3 PWM rectifier
schematic diagram

Fig. 4 Outer characteristics
of twelve-pulse rectifier
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closed-loop control to achieve unified instructions current id
* of the PWM rectifier.

The ultimate goal is to make the entire four-quadrant converter unit in accordance
with a given output characteristic curve [7].

The two basic output characteristics of 4QC are: regulation characteristics, droop
characteristics. The droop characteristic is shown in Fig. 5.

In Fig. 5, ① is rectification and ② is inversion. Uk is the no-load DC voltage,
Idm− is the maximum inverter DC current, Idm+ is when the DC current of maximum
rectifier power. In general, the device runs as constant power curve when DC
current exceed Idm− and Idm+.

4 Strategy of Anti-circulation

4.1 Reason of Circulation

According to the external characteristics introduced in Chap. 3, the 4QC unit
behaves as a droop characteristic and works with the 12-pulse rectifier unit [8].

When the four-quadrant converter unit’s no-load voltage is lower than the
12-pulse rectifier unit no-load voltage, the 12-pulse rectifier unit work in rectifi-
cation state while the four-quadrant converter unit in the inverter work, resulting in
energy cycle between the two units. That is, as shown in Fig. 6, the circulation.

In the actual system, when the train brake, four-quadrant converter unit work in
the inverter state, the DC current generated by the catenary brake into AC power,
and sent to the pressure ring network. The control system of 4QC unit receives
measurement parameters of the sensors, and calculate real-time 12-pulse rectifier
unit ideal no-load voltage Udo according to (1):

Udo ¼ Uabc � k1 � k2 ð1Þ

where, Udo is the ideal no-load voltage of 12-pulse rectifier unit, Uabc is the grid
voltage of AC side, k1 is transformer ratio for the rectifier unit side, k2 is coefficient
between rectifier unit no-load voltage Udo and transformer secondary side voltage.

Fig. 5 Droop characteristics
of 4QC
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When the train running, the AC voltage fluctuates, which resulting in the insta-
bility of DC side voltage of the rectifier unit. In the original system, the 4QC unit has
a fixed inverter turn-on voltage (no-load voltage). When the ideal no-load voltage of
rectifier unit is higher than the no-load voltage of 4QC unit, it will occur circulation.

4.2 Strategy of Anti-circulation

When the hybrid power supply is in the rectified state, the 12-pulse rectifier unit and
the 4QC supply power to the load at the same time. Figure 7 shows the outer
characteristic curve between the 4QC unit and the 12-pulse rectifier unit.

Where each symbol has the following meaning:

① is the DC output characteristic curve of the energy-fed device;
② is the DC output characteristic curve of the 12-pulse rectifier unit.

4QC unit use double closed-loop control and Space Vector Pulse Width
Modulation (SVPWM), Udc-ref is the DC voltage reference. According to the outer
characteristic curve of the 4QC unit and the diode rectifier, there is a linear rela-
tionship between the no-load voltage of the 4QC unit and the DC voltage reference.
According to the droop characteristics:

Udc-ref ¼ Uk � RdpIdc ð2Þ

In order to ensure load balancing, the two no-load voltage should maintain
consistency:

Uk ¼ Udo ¼ Uabc � k1 � k2 ð3Þ

So that the no-load DC voltage Uk of the 4QC unit is always following the
no-load voltage Udo of the 12-pulse rectifier unit. Then put this Uk into the voltage

Fig. 6 Circulation diagram
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loop, and through a series of PI adjustment and decoupling, and the required drive
pulse is generated.

This control strategy can ensure that inverter turn-on voltage of 4QC unit is
always changing with the 12-pulse rectifier unit ideal no-load voltage, thus pre-
venting circulation. And the strategy adjusts the voltage value automatically
according to the actual situation without manual operation, it’s very practical.

5 Simulation

Using Matlab/Simulink to build a hybrid power supply device model, including a
set of 12 pulse rectifier and a four-quadrant converter unit. The simulation circuit is
shown in Fig. 8.

Fig. 7 Outer characteristic
mating curve

Fig. 8 MATLAB simulation model
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There is a set of contrast simulations to verify the effectiveness of
anti-circulation strategy. Figure 9 is the fault AC current waveform before using of
anti-circulation strategy. It can be seen from Fig. 1, the voltage and current of
12-pulse rectifier unit is in phase, it works in the rectified state; And the voltage and
current of 4QC unit is in inversion, it works in the inverter state. There is circulation
between the two units.

With the anti-circulation strategy, the AC current is shown in Fig. 10.
It can be seen that the voltage and current is both in phase in 12-pulse rectifier

unit and 4QC unit, and the two units supply power to the load at the same time. This
anti-circulation strategy can effectively prevent the circulation.

Fig. 9 A-phase AC voltage and current waveform (circulation)

Fig. 10 A-phase AC voltage and current waveform
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6 Conclusion

In this paper, the structure and external characteristics of the hybrid traction power
supply system are introduced. The working principle and the cause of the circu-
lation are introduced. An anti-circulation method is proposed and its feasibility is
verified by Matlab.
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Comparison of Harmonics
Between SVPWM and SHEPWM

Ruizheng Ni, Miao Sha, Jia Xiaoguang, Yong Ding and Jie Chen

Abstract The traction system of rail transit has the characteristics of low switching
frequency and wide speed range, and generally adopts “asynchronous modula-
tion + synchronous modulation + square wave” full-speed range pulse width
modulation strategy. In order to realize the smooth transition from asynchronous
modulation to square wave modulation, many excellent modulation methods have
been developed in the past 30 years. This paper focusses on researching the space
vector pulse width modulation and the specific harmonic elimination pulse width
modulation. The principle of the two methods and its harmonic calculation methods
are introduced, two methods have different advantages, people should choose their
own modulation as needs. Simulation proves the feasibility of the modulation
strategy.

Keywords Rail transit � Space vector pulse width modulation � Specific harmonic
elimination

1 Introduction

In the synchronous modulation area, the commonly used modulation methods are:
the middle 60° modulation, SVPWM, SHEPWM [1]. The middle 60° modulation
method is modulation only in the middle 60° region of each half-wave period,
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the advantage of this modulation method is that the switching frequency and the
switching losses can be significantly reduced, while ensuring the symmetry of the
output waveform, and the middle 60° modulation method is simple and easy to
implement. But its harmonics in the output voltage are obvious, especially
low-frequency harmonics, so this method gradually replaced by other excellent
modulation methods. SVPWM modulation is in the view of the three-phase inverter
system and the motor as a whole, establishing the relationship of inverter switch
state and the voltage space vector, by controlling the switching state of the inverter,
the stator flux of the motor is approximated to the ideal circular trajectory [2, 3].
The advantage of SHEPWM is that its pulses have the characteristics of half-wave
symmetry and even symmetry in quarter-cycle, so the output voltage contains only
odd-order sinusoidal harmonic components, and the symmetrical three-phase
traction motor does not contain the harmonics of multiple of 3rd, so the minimum
number of harmonics in the output voltage is 5th harmonic. In addition, the higher
the switching frequency, the more low-order harmonics can be eliminated [4].
Although the above-mentioned optimization modulation method has some differ-
ences in the implementation, but the purpose is same basically, that is to reduce the
harmonic current. Harmonic distortion and pulsating torque are also generated by
the harmonic current, so decreasing the harmonics of current is the main purpose of
a variety of new PWM technology research.

2 Harmonic Loss Analysis

In the voltage source inverter system, we are more interested in the current.
However, if the influence of the harmonic current is taken into account, the har-
monic characteristics of the modulation must be analyzed [5, 6]. Ignoring reactance
other than L in circuit, the harmonic current size of myopia is inversely proportional
to the number of harmonics, so the Weighted Harmonic Distortion:

WTHD¼ 1
V1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
n¼2

Vn

n

� �2
vuut ð1Þ

Figure 1 shows the a, b phase voltage and a-b line voltage, ripple current sketch
in a carrier period of three-phase voltage source inverter. Within the time intervals
T1, T2, T3, the ripple current is defined as follows:

DiabðtÞ ¼ � eab
Lr

t 0� t� T1 ð2Þ

DiabðtÞ ¼ 2Vdc � eab
Lr

� �
ðt � T1Þ � eab

Lr
T1 T1 � t� T1 þ T2 ð3Þ
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DiabðtÞ ¼ � eab
Lr

ðt � T1 � T2Þþ 2Vdc � eab
Lr

� �
T2 � eab

Lr
T1 T2 � t� T1 þ T2 þ T3

ð4Þ

In the above equations, Lr is the load between the phase a and phase b of the
triangular connection, and eab is the internal average electromotive force of the load
in any one switching cycle. Combined with the following two equations:

T1 þ T2 þ T3 ¼ DT=2 ð5Þ

DiabðtÞ ¼ � eab
Lr

T3 þ 2Vdc � eab
Lr

� �
T2 � eab

Lr
T1 ¼ 0 ð6Þ

Solve the above equations with the following results:

T1 ¼ 1� u1ð ÞDT=4 ð7Þ

T2 ¼ u1 � u2ð ÞDT=4 ð8Þ

T3 ¼ 1þ u2ð ÞDT=4 ð9Þ

In the above formula, u1 ¼ ea=Vdc, u2¼eb=Vdc.
The rms value of the current ripple at this time can be organized into the

following form:

Di2ab
� � ¼ Vdc

Lr

� �
DT2

48
u2�u1ð Þ2 þ u2�u1ð Þ3 þ u2�u1ð Þ u32�u31

� �h i
ð10Þ

t∆T3∆T/4∆T/2∆T/4

Vdc

0

-Vdc

t∆T3∆T/4∆T/2∆T/4

Vdc

0

-Vdc

t∆T3∆T/4∆T/2∆T/4

2Vdc

0

-2Vdc

T1 T2 T3

phase arm a

Vab

eab

iab

phase arm b

Fig. 1 Two-phase bridge arm ripple current of three-phase inverter
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3 SVPWM Modulation Principle and Harmonic Analysis

SVPWM is an overall consideration from the perspective of the motor and the
inverter, by selecting the appropriate switch state, to control the voltage space
vector trajectory, and then control the induction motor stator flux trajectory [7, 8].
Because of its advantages of lower total distortion compared with SPWM and the
high utilization rate of DC voltage, it becomes the basic control method of voltage
inverter. SVPWM use the combination of adjacent two vector and zero vector to
approximate the output voltage vector [9, 10]. For the voltage vector U, voltage
space vector rotation angle , switching period DT , vector U1 action time t1, vector
U2 action time t2, then:

U � DT ¼ U1 � t1 þU2 � t2 ð11Þ

Solve the above equations with the following results:

t1 ¼
ffiffiffi
3

p
U

Udc
� DT � sinð60� � hÞ ð12Þ

t2 ¼
ffiffiffi
3

p
U

Udc
� DT � sin h ð13Þ

Neglecting the fluctuation of the network voltage frequency, it is considered that
the system is in steady state, that is, the U calculation does not change in the
harmonic calculation process, and does not include the turn-on delay of the switch
tube, the resulting dead time and the minimum pulse width under the premise of the
influence of Eq. (10) on a positive half cycle, the total harmonic loss of space vector
modulation is calculated.

I2ab ¼
Vdc

Lr

� �
DT2

48
3
2
M2 � 4

ffiffiffi
3

p

p
M3 þ 9

8
3
2
� 9
8
�

ffiffiffi
3

p

p

� �
M4

� �
ð14Þ

As can be seen from the above equation, the overall harmonic loss of the
SVPWM is related to the DC bus voltage Vdc, the load Lr, the switching period ΔT,
and the modulation ratio M.

4 SHEPWM Modulation Principle and Harmonic
Analysis

Typical optimization synchronous modulation pulse of SHEPWM is shown in
Fig. 2, the figure is the trigger pulse waveform for the N = 4, where N is the
number of switching angle in a quarter of the fundamental wave period,
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four switching angles can eliminate three specific harmonic components [6]. If there
are more switching angles in the illustrated waveform, more harmonic components
can be eliminated. According to the related research results of SHEPWM, there are
two possible distributions of 0–60° and 0–90° in the switching angle, and the
harmonic performance of the switch angle 0–90° is better than that of the switching
angle 0–60°, so this article studies only on the switch angle 0–90° distribution.

Figure 2 shows the output voltage under the pulse only contains odd-order
sinusoidal harmonic components, and because the symmetrical three-phase traction
motor does not contain the harmonics of multiple of 3rd, so its Fourier series can be
written as:

un ¼
X1

n¼1;5;7���
Un sinðnxetÞ ð15Þ

Un ¼ � 2Udc

np
1þ 2

XN
i¼1

�1ð Þicos nai
" #

ð16Þ

where n is the number of harmonics, Un is the magnitude of the nth harmonic, UDC

is DC voltage, N is the number of switch angles, xe is the frequency of funda-
mental, ai is the ith switch angle. In the formula (16), the four switching angles are
unknown. To solve the four switching angles, four equations are needed, removing
the fundamental voltage equation, which can eliminate three specific harmonics.
And then can calculate the each harmonic voltage amplitude, Divide to
U1=xeðLls þ LlrÞ to get a single current harmonic amplitude per unitary value.

InðpuÞ ¼ Un

nU1
ð17Þ

rad
0

uAO

uDC

2

uDC

2

α1

α2

π ̸ 2 π 3π ̸ 2 2π 

α4
α3

Fig. 2 Typical pulses of optimized synchronous PWM strategy

Comparison of Harmonics Between SVPWM 495



The graph (Fig. 3) shows the single harmonic current of SHEPWM. It is con-
sistent with the previous formula. When the number of switching angle is 4, you
can eliminate 5,7,11 harmonic. There are many paper mention that SHEPWM can
eliminate the specified low-order harmonics, but the high harmonics content is
increased, which is the reason why the 13, 17, 19th harmonic amplitude is higher
[4]. According to the formula (1) can be seen SHEPWM weighted total harmonic
distortion (WTHD) increased with the increase in modulation depth of the situation,
the results shown in Fig. 4, the WTHD decreases with the increase of the modu-
lation depth and becomes stable after the modulation depth is greater than 0.9, and
the minimum value of the weighted harmonic distortion appears at a modulation
depth slightly greater than 0.9.

Fig. 3 Single harmonic
current per unit value of
SHEPWM

Fig. 4 SHEPWM weighted
harmonic distortion
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5 SHEPWM Switching Principle and Simulation
Verification

EMU traction inverter switching frequency is generally 500 Hz, the maximum
switching frequency of 1 kHz. In this paper, the hybrid pulse width modulation
strategy of “asynchronous modulation +15 pulse synchronous modulation +9, 7, 5,
3 pulse SHEPWM + single pulse modulation” is used in the full speed range.

When switching between different modes, the voltage and current will have a
certain jitter, the timing of switching between different modulation modes should
take into account two factors, first the maximum switching frequency should be less
than 1 kHz, so the 15-pulse synchronous modulation to 9-pulse SHEPWM
switching frequency limit of 66.7 Hz, followed by the full use of the impact of

Fig. 5 9-pulse SHEPWM switch angle distribution

Fig. 6 Full-speed range of mixed pulse-width modulation
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modulation depth, It can be seen from Fig. 4 that the WTHD of the 9-pulse
SHEPWM decreases as the modulation depth increases, and from Fig. 5 to know
the modulation depth of 0.9 or so switching angle changes are obvious, then the
switch should avoid the interval of this modulation depth. The other switching
should also consider these two factors, no longer elaborate here.

Figure 6 shows the simulation waveforms for switching between adjacent modes
in the full modulation range, starting from top to bottom as trigger pulse, current
waveform, switching flag, the switch flag is switched from left to right in accor-
dance with the full-speed range modulation strategy, simulation results can be seen,
the process of switching the motor current is basically stable, a serious jitter
appearance in the switch from 3-pulse SHEPWM to Square wave, and it cannot be
eliminate in many test, but it soon vanish after two or three periods.

6 Conclusion

According to the above analysis, SVPWM and SHEPWM have different advan-
tages and disadvantages. SVPWM is the analysis of the motor from the overall
performance, which is more convenient to control, less hardware resources and easy
to implement, but its harmonic performance is worse than SHEPWM. SHEPWM
harmonic performance is better, especially in the case of the number of switching
angle is more, but SHEPWM cannot be calculated in real time, and switch angle
data need to take up more memory resources. So it have higher requirements for the
hardware. In the choice of modulation methods should weigh the advantages and
disadvantages of the two, according to their own needs.
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Parameters Offline Identification
of Induction Motor in High-Power
Converter System

Miao Sha, Lailai Shen, Jie Chen and Jing Tang

Abstract Currently the induction motor control system uses vector control widely.
If the motor parameters adopted in vector control algorithm do not match with the
actual motor parameters, there will be a significant impact on the control perfor-
mance. Therefore, it is necessary to identify parameters before running an induction
motor whose parameters are unknown and provide precise initial value for the
online identification. This paper investigates a method with DC experiment, single
phase AC short-circuit experiment and no-load experiment to identify the param-
eters of an induction motor. And the compensation of the output voltage which
results from dead time, turn-on and turn-off delay and drop voltage of IGBTs and
Diodes is studied in this paper. Identified results in both simulations and experi-
ments are given to validate the method.

Keywords Parameters identification � Induction motor � Matlab/Simulink

1 Introduction

The induction motor has the advantages of simple structure, convenient mainte-
nance, high reliability and low production cost, so it is widely applied in the
industrial field and our daily life [1]. However, motor parameters are unknown in
some situations. And the control performance of induction motor vector control will
be poor if the parameters adopted in control system do not match with the actual
motor parameters [2].

Since vector control has been widely used, the parameters identification of motor
has become a hot topic among researchers. The traditional motor test puts forward
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parameters measurement method which can be used in small power motors [3],
those are, locked rotor test and no-load test. However, this method is limited in
high-power induction motors and it is difficult to complete the locked rotor test of
motors in some field environments.

The foundation of parameters identification is based on the stator voltage
equation, the rotor voltage equation, stator flux equation and rotor flux equation [4].
The identification methods are using the stator winding current, the DC bus voltage
and the motor frequency etc. to determine the motor parameters according to a
certain algorithm or model observer. These methods vary in terms of the way they
are controlled and the hardware system, but the fundamentals will not change.

This paper investigates a method with DC experiment, single phase AC
short-circuit experiment and no-load experiment to identify the parameters of an
induction motor offline. In DC experiment, voltage loss is largely avoided because of
the way of voltage subtraction and the stator resistance is identified. In single phase
AC short-circuit experiment, the single-phase signal is injected to themotor, therefore
the bridges of phases B andC are shortedwithout electromagnetic torque and the rotor
resistance and stator and rotor leakage are identified. In no-load experiment, the
magnetizing inductance is identified through the v/f control mode. Identified results in
both simulations and experiments are given to validate the method.

2 DC Experiment

The stator resistance can be identified by applying dc excitation to the stator
winding. The control block diagram of DC experiment is shown in Fig. 1. Stator
current is sampled by current sensor while stator voltage is calculated by DC side
voltage and inverter switch function. D represents duty ratio of PWM wave.

Because of high DC voltage of inverter, DC voltage cannot be directly applied to
the motor. As a result, the command current is a dc value and the control signals of
the bridges of phases B and C are identical. The equivalent circuit diagram of DC
experiment is shown in Fig. 2. The voltage applied to the motor is adjusted by
chopping control.

SVPWM VSI IM

Stator voltage 
calculation

Usa

Usc
Usb

Vs

Vs =0

Ud

Dabc

PI
isa -

+isa∗

Fig. 1 The control block diagram of DC experiment
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In DC experiment, The PWM wave duty ratio will be greatly influenced by the
dead time, turn-on and turn-off delay and drop voltage of Diodes or IGBTs.
Therefore, stator current and duty ratio under rated and half rated current are
measured respectively. The value of the stator resistance is calculated by voltage
subtraction as shown in Eq. (1).

Rs ¼ 2
3
UdðD1 � D2Þ

Ia1 � Ia2
ð1Þ

3 Single Phase AC Short-Circuit Experiment

The electromagnetic phenomenon of induction motor in single-phase sinusoidal
signal is the same with the electromagnetic phenomenon in three-phase sinusoidal
signal. However, there will be no rotating magnetic field and electromagnetic tor-
que under the single-phase sinusoidal signal, the rotational speed of the motor is
zero [5]. The control block diagram is the same as that in DC experiment. Because
the excitation inductance is much larger than the rotor leakage inductance, the
magnetizing branch is considered as an open circuit, and the equivalent circuit
diagram is shown in Fig. 3.

It is generally considered that the drop voltage of IGBTs and Diodes are the
same, which means UIGBT ¼ UDIODE. When voltage and current are positive,
UAB ¼ UDIODE � 2UIGBT . After the analysis of different sign symbols of voltage
and current, a conclusion can be drawn from this: Due to the influence of IGBTs
and Diodes, the motor terminal voltage drops 2UIGBT during the positive half cycle
of the current and increases 2UIGBT during the negative half of the current.
Equation 2 can be obtained by equal area method [6]:

2UIGBT :
Ts
2
¼ UIGBTTs ¼ Um

x
ðcos 0� cos pÞ ¼ 2Um

x
) Um ¼ pUIGBT ð2Þ

Vab

A

B C

Ia
Rs

Fig. 2 The equivalent circuit
diagram of DC experiment

1.5Rs 1.5Lls 1.5Rr 1.5LlrFig. 3 The equivalent circuit
diagram of single phase AC
short-circuit experiment
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It means that the sinusoidal voltage whose frequency and phase is the same with
the current signal is superimposed on the fundamental voltage. As a result, the
superimposed voltage should be subtracted after the reconstructed voltage is
obtained.

The driving signals, calculated by DSP, to be used to turn on or turn off IGBTs
has a non-negligible delay and the turn-on and turn-off delay are usually not equal.
In field environments, the delay can be measured once by comparing the actual
motor voltage with DSP PWM signals respectively and be named as ton; toff
(Fig. 4).

The relation between the actual output voltage of the motor and the given pulse
driving signal can be expressed in Fig. 5, which can be summarized as follows:

1. When the current is positive, the time of the actual phase voltage reduces
td þ ton � toff compared to the ideal phase voltage;

2. When the current is negative, the time of actual phase voltage increases
td þ ton � toff compared to the ideal phase voltage.

After the reconstructed voltage is compensated with the analysis shown above
and the current are measured in a sinusoidal period, the rotor resistance and stator,
rotor leakage are identified in Eq. 3:

i>0

i<0

Fig. 4 Schematic diagram of the single-phase inverter

Load current >0

Ideal voltage

Up
Trigger pulse

Down

Actual voltage

Load current <0

td

ton toff

td

toff ton

Fig. 5 The impact of dead time and turn-on and turn-off delay to output voltage
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Zeq ¼ Vab
Ia

Req ¼ Zeq cos h

Xeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z2
eq � R2

eq

q

Rr ¼ Req � Rs

Lls ¼ Llr ¼ 0:5Leq=x

8

>

>

>

>

>

<

>

>

>

>

>

:

ð3Þ

In Eq. 2, the fundamental amplitudes of voltage (Vab) and current (Ia) and the
included angle h between them are obtained by Fourier analysis.

4 No-Load Experiment

The no-load experiment under v/f control is used to identify the excitation induc-
tance. The induction motor can starts with small current and high electromagnetic
torque under v/f control.

The control block diagram of the no-load experiment is as shown in Fig. 6, and
the v/f curve is given directly. Because the motor is no-load and the speed is close to
the synchronous speed, the rotor branch is ignored. The equivalent circuit is shown
in Fig. 7.

The fundamental amplitude of current and voltage is obtained by Fourier anal-
ysis, and then the magnetizing inductance is identified by Eq. 4.

cos
SVPWM VSI IM

sin

V

θ ∗

v/f curve

Stator voltage 
calculation

Usa

Usc
Usb

Vs

Vs

Ud

Dabc

Fig. 6 The control block diagram of no-load experiment

Rs Lls

Lm

Fig. 7 The equivalent circuit
diagram of no-load
experiment
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Zeq ¼ Van
Ia

Xeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Z2
eq � R2

s

q

Lm ¼ Xeq

2pf � Lls

8

>

>

<

>

>

:

ð4Þ

Because the no-load voltage which is the rated voltage is relatively high, the
compensation of output voltage can be ignored.

5 Simulation and Experiment

The simulation parameters of the model used in MATLAB/SIMULINK are shown
in Table 1 and the waveforms are shown below.

In DC experiment, the bridges of phases B and C are short-circuited and Vab is
equal to the mean value of the output pulse. The duty ratio in each switching cycle
is same and very small.

In single phase AC short-circuit experiment, the electromagnetic torque and the
motor speed are zero.

In no-load experiment, the harmonic of the current of phase A is very large; there
are electromagnetic torque ripples (Figs. 8, 9 and 10).

The results of simulation are shown in Table 2 and the value of rotor resistance
in simulation has larger difference with the set value because the magnetizing
branch is ignored in single phase AC short-circuit experiment.

The experiment platform is based on a traction converter of hybrid multiple
units. The results of experiments are shown in Table 3 and they are essentially in
agreement with.the results of simulation. It is proved that this method using for the
parameters identification of induction motor has some practical significance.

Table 1 The simulation parameters of the model

Motor parameters Inverter parameters

Rated power 160 kW Ud 900 V

Rated line voltage 1287 V Switching frequency 1000 Hz

Rated frequency 84 Hz

Rs 0.223 X Simulink configuration

Rr 0.103 X Simulation type discrete

Lls = Llr 1.828 mH Solver type Tustin

Lm 43.8 mH Sample time 2e-6 s
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Fig. 8 The simulation waveforms of DC experiment

Fig. 9 The simulation waveforms of single phase AC short-circuit experiment
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6 Conclusions

This paper investigates a method to identify the parameters of induction motor,
which can be applied to high-power motor without the rotor locked. Besides, the
compensation of the output voltage which results from dead time, turn-on and
turn-off delay and drop voltage of IGBTs and Diodes is studied in each experiment

Fig. 10 The simulation waveforms of no-load experiment

Table 2 The identified
parameters and errors of
simulation

Parameters Simulation value Set value Error (%)

Rs 0.226 X 0.223 X 1.35

Rr 0.0958 X 0.103 X −6.99

Lls = Llr 1.8 mH 1.828 mH −1.53

Lm 43.9 mH 43.8 mH 0.23

Table 3 The identified
parameters and errors of
experiments

Parameters Experimenl value Set value Error (%)

Rs 0.21 X 0.223 X −5.83

Rr 0.0955 X 0.103 X −7.20

Lls = Llr 1.85 mH 1.828 mH 6.67

Lm 45.9 mH 43.8 mH 4.79
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respectively. Identified results in both simulations and experiments are given to
prove that the method can be applied to the field environment.
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Research on Construction Method
of “Train-Traction Network” Harmonic
Model for High-Speed Railway

Guorui Zhai, Lingmin Meng and Jie Chen

Abstract Network-side converter of high-speed train produces high harmonics in
the modulation process, which are injected into traction network in the course of the
operation which may cause resonance. In order to analyze the resonant character-
istics of the traction drive system, it is necessary to construct the “train–traction
network” harmonic model.

Keywords Harmonic resonance � High-speed train modeling � Traction network
modeling

1 Introduction

Nowadays, there are many studies on the harmonic resonance of high-speed
railway, including the construction of harmonic model of high-speed train, the
construction of harmonic model of traction network, and the suppression of har-
monic resonance of traction drive system and so on. The joint simulation model of
the locomotive and the traction network is built by using PSCAD/EMTDC, and
then the resonant characteristics of traction network are studied [1]. The traction
network transmission line is equivalent to p-type circuit, the harmonic model of the
traction network is obtained [2]. The modeling methods proposed in the literatures
provide the idea for the research of this paper. In this paper, the harmonic current
generated by the high-speed train is subjected to double Fourier analysis to obtain
the composition of the harmonic current, and the harmonic model of the train is
constructed. According to Multi-conductor transmission line principle, the traction
network is reduced and equivalent to T-type circuit, then it will get the traction
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network model and complete the “train–traction network” model construction.
Finally, the simulation model is used to verify the effectiveness of the modeling
method.

2 High-speed Train Modeling

The high harmonics of high-speed train injected into the traction network is mainly
generated in the PWM modulation process of the network-side converter.
Therefore, this paper uses the network-side converter instead of the electric loco-
motive to carry on the research.

The network-side converter topology is shown in Fig. 1, the converter uses a
double frequency unipolar-PWM modulation. The carrier is a positive and negative
alternating bipolar triangular wave Uc. The modulated waves are two sine waves Us

and −Us with a phase difference of 180 degree. The output PWM wave after
modulation is a pulse sequence that changes in sinusoidal law. Figure 2 shows the
waveforms of the switch drive signal and the rectifier bridge AC side voltage.

Double Fourier analysis of the higher harmonics of the network-side converter is
carried out. First assuming that (1) the DC side voltage of the PWM rectifier is
constant; (2) regardless of the dead time of the switching device and the switching
loss problem; (3) xðtÞ ¼ xctþ hc; yðtÞ ¼ xstþ hs.

Then the equations of the modulation waves for the bridge arm a and b can be
respectively expressed as:

UsðtÞ ¼ M cosðxstþ hsÞ ¼ M cos y ð1Þ

�Us ¼ �M cosðxstþ hsÞ ¼ �M cos y ð2Þ

L R 

C

S1 S3

S2 S4

UN
US

Lr

Cr

Fig. 1 Network-side converter topology
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In a carrier period [−p, p], we get the following carrier equation.

UcðtÞ ¼
2
p xþ p

2

� �
x 2 ½�p; 0�

� 2
p x� p

2

� �
x 2 ½0; p�

�
ð3Þ

where xc is the carrier angular frequency, hc is the phase offset angle of the carrier,
xs is the modulation wave angular frequency, hs is the phase offset angle of the
modulation wave. M is the modulation ratio.

Calculate the turn-off point and the turn-on point of the switching devices for
bridge arm a and the bridge arm b in the carrier cycle [−p, p].

The formula of double Fourier analysis can be expressed as:

f ðx; yÞ ¼ A00

2
þ

X1
n¼1

ðA0n cos nyþB0n sin nyÞ

þ
X1
m¼1

ðAm0 cosmxþBm0 sinmxÞ

þ
X1
m¼1

X1
n¼�1

½Amn cosðmxþ nyÞþBmn sinðmxþ nyÞ�

ð4Þ

The calculation results are substituted into the coefficient expression of the
double Fourier analysis. The coefficients of the Fourier analysis expression can be
obtained.

the carrier Uc

 modulated wave Us

S1

S2

S3

S4

Uab
Udc

-U dc

 modulated wave - Ust

t

t

t

t

t

Fig. 2 The waves of switch drive signal and bridge arm voltage Uab in double frequency
unipolar-PWM modulation
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Finally, the Fourier analysis expression of the bridge arm voltage Uab(t) can be
expressed as:

UabðtÞ ¼ UaðtÞ � UbðtÞ ¼ UdcMcosðxstþ hsÞ

þ 4Udc

p

X1
m¼1

X1

n ¼ �1
n 6¼ 0

1
m
Jn m

p
2
M

� �
cos

p
2
m

� �
sin

p
2
n

� �

� cos½mðxctþ hsÞþ nðxstþ hsÞ�

ð5Þ

The grid voltage only contains the fundamental wave, the bridge arm voltage
acts as a harmonic source to produce harmonic currents on the AC side of the
network-side converter. Therefore, when analyzing the resonant characteristics of
the traction network, the locomotive can be equivalent to the harmonic current
source as shown in Fig. 3.

3 Traction Network Modeling

High-speed railway generally use AT power supply, the AT traction power supply
network structure is complex, and it is difficult to build themodel and analyze directly.
Therefore, it is necessary to reduce the traction network according to the principle of
multi-conductor transmission line. The reduction process is shown in Fig. 4.

iab2 iab3 ... iabn

is

Rs L

Fig. 3 Locomotive harmonic current source model
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*
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*
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Fig. 4 Schematic diagram of reduction process of multi-conductor transmission line
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By the reduction, the number of transmission line ports can be reduced con-
tinuously, and ultimately the unit length equivalent impedance Z and the unit length
to ground admittance Y of the traction network can be gotten.

The traction network is considered as a uniform transmission line, the traction
network on both sides of the locomotive is equivalent to T-type circuit. The traction
network impedance model is shown in Fig. 5.

In Fig. 5, SS (TPSS) denotes a traction power supply substation, SP denotes a
sectioning post, and Zss indicates the equivalent impedance of the traction substa-
tion and the external power supply. According to the series-parallel relationship of
the impedance in Fig. 5, the formula of the traction network impedance model on
the left side of the locomotive can be described as:

Z1 ¼ Zu
Zss cosh cL1 þ Zu sinh cL1
Zss sinh cL1 þ Zu cosh cL1

ð6Þ

The formula of the traction network impedance model on the right side of the
locomotive can be described as:

Z2 ¼ Zu
cosh cL2
sinh cL2

ð7Þ

where L1 represents the distance between the locomotive and the traction substa-
tion, L2 represents the distance between the locomotive and the sectioning post, Zu
is the characteristic impedance of the transmission line, and c is the propagation
constant of the transmission line.

The locomotive is equivalent to a harmonic current source IT, analyzing the
traction network resonance characteristics. The model is shown in Fig. 6.

SPSS

Zss

ZT1 ZT1

YT1

ZT2 ZT2

YT2IT

I1 I2

Z1 Z2

L1 L2

Fig. 5 Traction network impedance model

Fig. 6 “train-traction
network” equivalent model
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At a distance of x km from the traction substation, the current Ix of the traction
network transmission line can be calculated in the following way.

Ix ¼ I1
ðZss sinh cX þ Zu cosh cXÞ cosh cL2

Zss sinh cLþ Zu cosh cL
ð8Þ

Define the magnification of the harmonic current in the traction network as the
harmonic gain Ax, using the value Ax to describe the severity of the resonance.

Ax ¼ Ix=I1 ¼ ðZss sinh cXþ Zu cosh cXÞ cosh cL2
Zss sinh cLþ Zu cosh cL

ð9Þ

The greater the value of Ax is, and the more serious the impact of resonance is.

4 “Train-Traction Network” Joint Simulation

According to the construction of the “train-traction network” model, discuss the
influencing factors of the resonance characteristics of traction network. The
observation point of the harmonic current is at the traction substation.

First we can change the length of the traction network, and the distance between
the traction substation and the sectioning post is set to 8, 16 and 25 km respectively.
The locomotive is located at the sectioning post. The harmonic current gain at the
observation point is calculated by simulation. The simulation results are shown in
Fig. 7.

The simulation results show that the distance between the traction substation and
the sectioning post is farther away, the resonant frequency is lower and the value of
the harmonic current gain is smaller.

Fig. 7 The harmonic current gains at the observation point when the traction network length is 8,
16 and 25 km respectively
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And then we set the length of the traction network to 25 km, and change the
position of the locomotive in the traction network. The distance between the
locomotive and the traction substation is set to 5, 15, 20 and 25 km. The harmonic
current gain at the observation point is calculated through simulation. The simu-
lation results are shown in Fig. 8.

The simulation results show that when the length of the traction network is fixed,
the farther the locomotive is from the traction network, the greater the value of the
harmonic current gain at resonance is.

Fig. 8 The harmonic current gains at the observation point when the distance between the
locomotive and the traction substation is 5, 15, 20 and 25 km

Research on Construction Method of “Train-Traction Network” … 517



5 Conclusions

Through the analysis of the high-order harmonics generated by the network-side
converter of the high-speed train, it is found that the harmonic current of the
network-side converter is related to the operating conditions of the locomotive,
which is independent of the impedance of the traction network, so the locomotive is
equivalent to the harmonic current source. The traction network is simplified
through the reduction and its impedance model is obtained. The “train-traction
network” model is jointly simulated, and the simulation results show that the length
of the traction network and the position of the locomotive in the traction network
are the influencing factors of the resonant characteristics of the traction network.
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Research on Unbalanced Load
Suppression Method of Auxiliary Inverter

Yong Ding, Linghang Huang and Jie Chen

Abstract This paper focuses on how to suppress the effect of unbalanced load on
the output voltage distortion of the auxiliary inverter. The auxiliary inverter in this
paper uses a split-capacitor inverter topology with a midline inductor to suppress
the effect of unbalanced load. In this paper, the auxiliary inverter is split into three
independent single-phase inverters, respectively, to control the fundamental impe-
dance of each single-phase inverter to obtain excellent output voltage waveform.
Each single-phase inverter control system uses voltage and current double-loop
control strategy, the voltage outer ring with a new resonant controller, not only can
inhibit the unbalanced load on the auxiliary inverter output voltage distortion, and
can balance the split capacitor voltage. Finally, a virtual DSP system based on
S-Function is constructed. The simulation results show that the new resonant
controller can suppress the effect of unbalanced load on the output voltage
distortion of the auxiliary inverter.

Keywords Auxiliary inverter � Unbalanced load � Split capacitor inverter
New resonant controller

1 Introduction

With the rapid development of China’s economy, urban rail transit technology has
entered a period of rapid development. The auxiliary inverter is the core part of the
rail transit auxiliary power supply system. Its function is to provide 380/220 V AC
voltage to a stable medium voltage load of the urban rail transit train. Due to the
rapid development of urban rail transit, the medium-pressure load of urban rail
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transit train is complicated, including both conventional load and other load such as
unbalanced load, which is a significant challenge for the output voltage waveform
of auxiliary inverter.

Under unbalanced load conditions, if the three-phase inverter as a whole, the use
of coordinate transformation method in the DC closed-loop control is difficult to
obtain excellent output characteristics.

At present, the field of rail transit commonly used auxiliary inverter for the
three-phase four-wire inverter, commonly used four typical topologies, such as the
output connected D/Y0 transformer inverter, the output connected NET inverter,
split-capacitor inverter [1] and four-leg inverter [2], these four structures have their
own advantages and disadvantages. If the three-phase four-wire inverter is split into
three independent single-phase inverters, then the control method of the
single-phase inverter is used to control the fundamental impedance of each
single-phase inverter, it will get good output voltage waveforms.

There are many commonly used single-phase inverter control methods, such as
PID control [3], Deadbeat control [4], double closed-loop control, proportional
resonance control [5, 6], repetitive control [7], which have their own advantages
and disadvantages. Considering the advantages and disadvantages of various con-
trol methods, it can be concluded that the proportional resonant controller has a
strong ability to suppress unbalanced load, and the stability and dynamic perfor-
mance of the controller are excellent. However, due to the poor attenuation of the
controller DC bias and the existence of a large phase angle hysteresis, a new type of
resonant controller is needed, which both have the excellent characteristics of the
original controller, and the good attenuation ability of DC bias, also its phase angle
lag is small, and it is easy to design its parameters.

2 Construction of Auxiliary Inverter Model and Analysis
of Output Waveform Distortion

The paper adds neutral inductor to the spilt-capacitor inverter which combined with
four-leg inverter and split-capacitor inverter characteristics, as shown in Fig. 1. The
neutral inductor can effectively suppress the ripple current flowing through the filter
capacitor and the supporting capacitor, it can increase the life of the capacitors and
the ability of the inverter with unbalanced load, and because the neutral inductor is
small and light, it can reduce the axle weight and improve the auxiliary inverter
power density.

The output voltage waveform of the auxiliary inverter is the standard sine wave
under the ideal condition, but the output voltage waveform will be distorted to be
non-standard sine wave due to many factors such as unbalanced load effects, and
other factors.

Unbalanced load will cause the three-phase output voltage of the auxiliary
inverter unbalanced, the main person of unbalanced three-phase output voltage is
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the voltage drop across the auxiliary inverter equivalent output impedance caused
by three-phase unbalanced currents.

Assuming there is no neutral inductor, Fig. 1 is converted to a conventional
split-capacitor inverter.

When the load is balanced load, the inverter bridge output voltage is:

uA
uB
uC

2
4

3
5 ¼ Udc

2

ma cosxt
mb cos xt � 2p

3

� �
mc cos xtþ 2p

3

� �

2
4

3
5 ð1Þ

where ma * mc for the modulation degree. Assuming that the load of the auxiliary
inverter is switched from the balanced load to the unbalanced load at time t, the
a-phase load and the b-phase load are Za ¼ Zb ¼ Z, and the phase load is Zc ¼ 0
According to Kirchhoff’s law, it finds the f-point potential as:

uf ¼ Udc

2
� Um

2xZCin
sin xtþ 2

3
p

� �
ð2Þ

Equation (2) shows that when the load is unbalanced load, the voltage at point f
will be superimposed on the amount of AC, so you can get the inverter bridge
output voltage:

uA
uB
uC

2
4

3
5 ¼

Udc
2 ma cosxt � Umma

4xZCin
sin 2xtþ 2

3 p
� �� Umma

4xZCin
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3 p
Udc
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3

� �� Ummb
4xZCin

sin 2xtþ 2
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� �� Ummb
4xZCin

sin 4
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Udc
2 mc cos xtþ 2p

3

� �� Ummc
4xZCin

sin 2xtþ 4
3 p

� �

2
64

3
75 ð3Þ

According to Eq. (3), we can see that the unbalanced load produces an unbal-
anced voltage drop across the equivalent output impedance of the inverter, results in
the inverter bridge output voltage imbalance component and the output voltage
distortion.
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Fig. 1 Split-capacitor inverter with neutral inductor
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Above mentions that the neutral inductor can effectively suppress the ripple
current flowing through the filter capacitor and the supporting capacitor, and it can
also increase the ability of the inverter with unbalanced load.

After the introduction of midline inductance, according to Eq. (2), n point
potential can be expressed as:

un ¼ uf þ Ln
din
dt

¼ Udc

2
� Um

Z
1

2xZCin
� xLn

� �
sin xtþ 2

3
p

� �
ð4Þ

Comparing with Eqs. (2) and (4), the presence of the neutral inductor can reduce
the amount of AC at the n-point potential and reduce the unbalanced component of
the output voltage of the inverter bridge.

If the neutral inductor value satisfies the following condition:

Ln ¼ 1
2x2ZCin

ð5Þ

According to Eq. (4), the n-point potential is Udc=2, which improves the output
voltage quality of the inverter bridge, and reduces the imbalance of the output
voltage of the inverter bridge caused by the unbalanced load.

As shown in Fig. 2, the figure is the output voltage waveforms with the neutral
inductor and without the neutral inductor under the open loop condition with
unbalanced load, modulation using SPWM modulation, the system parameters
shown in Table 1.

The waveform shows that the auxiliary inverter output voltage will be serious
imbalanced with unbalanced load; adding the neutral inductor to the inverter, it can
better suppress the output voltage imbalance with a small unbalanced load.
However, with the neutral inductor, it cannot completely suppress the output
voltage imbalance phenomenon, there is also a slight imbalance phenomenon,
because the neutral inductor cannot eliminate the unbalanced voltage drop across
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Fig. 2 Waveforms of two structures in open loop with unbalanced load
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the auxiliary inverter equivalent output impedance, it need to improve the control
method to reduce the equivalent output impedance of the inverter, so that it can
eliminate unbalanced voltage drop.

3 Design of Auxiliary Inverter Control System

The new resonant controller is expressed as:

GRðsÞ ¼ Kprs2 þKirs
s2 þ 2xcsþx2

o
ð6Þ

Equation (6) shows that, the new resonant controller DC bias attenuation
capability is good;

The three-phase four-wire auxiliary inverter is divided into three independent
single-phase inverter. The single-phase inverter control system generally adopts the
double closed-loop control strategy. This paper selects the inductor current inner
ring voltage outer ring double closed-loop control strategy, and the voltage feed-
forward is introduced to eliminate the negative feedback effect of the output volt-
age, as shown in Fig. 3.

According to the internal model principle [8], if the controller contains the
internal model of the input function, it can suppress the impact of load disturbance,
and realize the effect of the no static error tracking of the command. The input
function under unbalanced load condition is the sine function of the fundamental
frequency. Therefore, as adding a fundamental frequency new resonant controller to
the Gv, it is possible to realize the effect of the no static error tracking of the
fundamental command and suppress the unbalanced load. In the current inner loop

Table 1 Parameters of system

Sampling frequency/Hz 10 k Rated frequency/Hz 50

Filter inductor/mH 1.5 Switching frequency/Hz 5 k

Filter capacitor/µF 20 Filter inductance parasitic resistance/X 0.027

Neutral inductor/mH 2 Support capacity/µF 1100

First order PADE parameter/a 1.33e4 Rated power/kVA 5

Input voltage/V 700 Rated output voltage/V 220

Fig. 3 The control block of voltage and current double-loop control
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bandwidth condition, the current loop can be equivalent to the unit gain, Fig. 4
shows a simplified auxiliary inverter control block diagram.

Figure 4 shows the system voltage outer ring closed loop transfer function is:

Hc ¼ Kpr1sþKir1

Cs2 þð2xc1CþKpr1Þsþx2
oCþKir1

ð7Þ

In this paper, the fundamental frequency new resonant controller parameters are:
Kir1 ¼ 90, xc1 ¼ 0, Kpr1 ¼ 0:0606

Figure 5 shows the controller voltage outer loop closed loop transfer function
bode diagram. The voltage fundamental wave frequency gain of the controller outer
ring loop is 0.00121 dB, there is almost no steady-state error; the phase difference is
−0.0124°, the phase difference is small, so that the phase lag is small. Figure 6
shows that the voltage outer ring bandwidth is 167.197 Hz, it is to meet the voltage
requirement of the outer ring bandwidth.

Fig. 4 Simplified inverter control block diagram

Fig. 5 Controller voltage outer ring closed loop transfer function bode graph
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Through the above analysis, it can be obtained that if the voltage outer ring
control selects the fundamental frequency new resonant control, the bandwidth of
the voltage outer ring control system is wide, the high frequency component decays
rapidly, the dynamic performance is good, the stability is good, there is almost no
steady-state error, the voltage outer ring tracking command voltage ability is good,
and the unbalanced load is eliminated.

4 Simulation Result

The virtual DSP system including interrupt program, AD sampling, control algo-
rithm and PWM pulse generation is constructed by S-Function. The above men-
tioned new resonant control attenuation of the DC component of the ability is very
strong, so select the common PID controller with the contrast, the system is still
double closed loop control system, only use the PID controller to replace the new
resonant controller, control system parameters as shown in Table 2.

Figure 7a for the use of PID controller and load for the unbalanced load of the
three-phase voltage simulation waveform, in order to facilitate the analysis, it

Fig. 6 Controller voltage outer ring closed loop transfer function bode graph

Table 2 Parameters of
simulation system

Kpr1 0.0606 PID controller Kp 0.011

Kir1 90 PID controller Ki 1.2

Current loop Kp 5.35 PID controller Kd 0.0001
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increases unbalanced load. As can be seen from Fig. 7a, after loading, the output
voltage imbalance is serious and the PID controller suppressing unbalanced load
capacity is weak.

Figure 7b is a three-phase voltage simulation waveform with a new resonant
controller and unbalanced load. Compared with Fig. 7b, it can be seen that the
output voltage remains balanced after loading, which shows that the new resonant
controller can reduce the auxiliary inverter output base impedance, and inhibit
unbalanced load.

5 Conclusion

Unbalanced load affects the auxiliary inverter output voltage quality greatly,
unbalanced load will lead to the auxiliary inverter three-phase output voltage
imbalance, the main reason of the three-phase output voltage imbalance is the
different voltage drop caused by the three-phase unbalanced current across the
equivalent output impedance of the auxiliary inverter. In this paper, it proposes a
circuit topology that a neutral inductor is added to a split-capacitor inverter. The
midline inductance can effectively suppress the ripple current flowing through the
filter capacitor and the supporting capacitor, which can increase the capacitor life
and increase the ability to suppress unbalance load of the inverter.

Based on this topology, an auxiliary inverter voltage and current double-loop
control system is proposed for the unbalanced load characteristics of the auxiliary
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Fig. 7 Voltage and current waveform with instantaneous imbalanced load. a PID strategy. b The
improved resonant controller strategy
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inverter. A new type of resonant control is used to maximize the ability to adapt to
the unbalanced load of the auxiliary inverter. In order to further verify the circuit
topology and the performance of the control system proposed in this paper, a virtual
DSP simulation module based on S-Function is constructed, and the simulation of
unbalanced load characteristics is constructed. The simulation and theoretical
analysis are consistent, which can verify the effectiveness of the method.
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Hierarchical Control and Harmonic
Suppression of a Vehicular Based
Microgrid System

Shuguang Wei, Hailiang Xu, Qiang Gao and Xiaojun Ma

Abstract This paper presents a hierarchical control and harmonic suppression
strategy for a vehicular based microgrid system, which is utilized as an ac mobile
power station supplying both pulse power loads (PPLs) and nonlinear loads (NLs).
In order to reduce the impact of the PPLs on the microgrid, a hybrid storage system
consisted of battery and super-capacitor was designed to be paralleled with the
diesel generator through a dc bus. Hence, the stability of the dc-bus voltage can be
enhanced. And the size of the generator turbine can thus be dramatically decreased.
To reinforce the uninterrupted operation capability of the power station, the
vehicular microgrid was hierarchically controlled in two levels, i.e., the system
level and converter level. Moreover, an improved vector control was proposed to
deal with the current harmonics introduced by the NLs. The effectiveness and
feasibility of the proposed control were initially verified by simulation results.

Keywords Vehicular based microgrid � Hybrid storage system
Pulse power loads (PPLs) � Hierarchical control � Harmonic suppression

1 Introduction

Nowadays, mobile power stations (MPSs) are widely used as emergency power in
remote areas or fieldwork places, duo to its highlighted merits, such as maneu-
verability and flexibility, reduction of cables, variation of voltage classes, etc.
Nevertheless, the utilized ac mobile power stations are mainly based on diesel or
gasolene based generator turbines, which have several limits summarized as
follows.

Firstly, the dynamic loading capability of the diesel-based station is not so
satisfactory. As the inertia of the power station is relatively small, the network is
considerably sensitive to power fluctuation. For instance, when a high power
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electrical machine is suddenly loaded or unloaded, power/voltage fluctuations may
occur in the network. Secondly, the light load drive phenomenon is quite con-
spicuous. There are so many electric equipment behaving as pulse power loads
(PPLs), such as the pulse radar and other military monitoring and communicating
equipment, whose instantaneous power is often more than twice of their average
one. If no power buffer modules are involved, the existing diesel-based stations will
have to be designed according to the instantaneous power, resulting in a substantial
increase in the size and weight of the mobile station. Thirdly, as for sensitive loads,
the power quality requirement is strict. However, as with traditional mobile power
stations, the voltage unbalance, the harmonic distortion and other typical grid faults
are usually not considered.

Recently, microgrid technologies have been developed rapidly and widely uti-
lized in decentralized electricity supply and residential grids, which presents
alternative topologies and control approaches for the MPSs. For instance, in [1], a
model based on mixed integer linear programming was presented for the opti-
mization of a hybrid renewable energy system with battery energy storage systems
in residential microgrids. The demand response (DR) of available controllable
appliances was coherently considered in the proposed optimization problem but
with reduced calculation burdens. In [2], to address the tie-line power fluctuations
caused by intermittent renewable energy resources, a hierarchical control configu-
ration was proposed to control and manage DR resources and other grid resources
such as conventional battery storage. In [3], an integrated energy management
controller was explored for a dc microgrid that improves power supply resilience in
wireless communication networks. In [4], a multi-timescale cost effective power
management algorithm was proposed for islanded MG operation targeting gener-
ation, storage, and demand management. To be generic and to consider various
microgrid configurations, an optimal management model was presented for a
smart-house with a V2G system, a set of manageable domestic devices and two
renewable sources [5].

In this paper, a hierarchical control and harmonic suppression strategy for a
vehicular microgrid system was put forward. The operation modes and the mode
transition mechanism of the microgrid system were discussed in detail. To improve
the power quality, a harmonic control method was also proposed. Simulation
studies were carried out to demonstrate the effectiveness and feasibility of the
proposed control.

2 Vehicular Microgrid Configuration

The topology of the vehicular microgrid system is depicted in Fig. 1. Compared
with the conventional diesel-based power station, the proposed one utilizes a hybrid
storage system consisting of a battery and a super-capacitor as a power buffer,
which is paralleled with the diesel generator turbine through a dc bus. As shown in
Fig. 1, the output tree-phase voltages and currents of the diesel generator are firstly
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transformed into dc components via an AC/DC converter, to ensure the turbine’s
operation state always around its optimal fuel oil consuming curves. Meanwhile, in
order to take the advantages of the high energy diversity and high power densities
of the hybrid energy storage system, the battery is connected to the dc bus through a
bidirectional DC/DC converter, while the latter one is paralleled directly with the dc
bus. Then the electric power is provided for the loads as ac form via a modularized
DC/AC inverter.

Adopting this topology, the diesel generator can be controlled to output the
average load power, while the hybrid storage system is designed to supplement the
pulse power of the loads. Additionally, as with small power load condition, since
the efficiency of the diesel generator would be relatively low if fired, the hybrid
storage system can be set to operate independently to satisfy the whole power
demand with the generator turbine shut down. Hence the pulse load disturbance on
the diesel generator can be reduced to a large extent. And the stability of the
system’s output voltage can also be enhanced. With this design, the size of the
generator turbine can be designed to the average load power level, which con-
tributes to reduce the generator turbine’s volume and weight.

3 Hierarchically Control Strategies

The vehicular microgrid is hierarchically controlled in two levels, i.e., the system
level and micro-source level. In the system level, the vehicular microgrid is
arranged to operate in four modes, with their corresponding energy management
strategies designed. Whereas in the micro-source level, three kinds of converters
need to be controlled respectively to realize the alternative operation targets.

DC Bus
+

nabcu

loadI

dcU

,gabc gabcU I

dcIDiesel generator

Battery

Super-capacitor

Loads

M G

Fig. 1 Topology diagram of the vehicular based microgrid system
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3.1 System Level–Operation Modes

According to the load condition and the battery’s state of charge (SOC), the
vehicular microgrid system is arranged to operate in four alternative modes,
described as follows.

Mode I—Heavy load and battery discharging model. When the load power is more
than 30% of the diesel generator’s rating power and the SOC of the battery is higher
than is threshold SOCmin, the diesel generator is turned on and outputs the average
power, while the hybrid storage system plays the role of peak load shifting. Herein
the DC/DC converter works in its boost mode, as analyzed in next part of this
section. It needs to be pointed out that the definition of heavy load is not unal-
terable. Actually, it depends on the proportion of hybrid storage system power
(especially the battery power) over the generator power. It is indisputable that
Model I is the main operation model of the vehicular microgrid system. And during
this model, the power station can output the maximum instantaneous power.
Mode II—Heavy load and battery charging model. When the load power is more
than 30% of the diesel generator’s rating power and the SOC of the battery is lower
than SOCmin, the diesel generator is controlled preferentially to meet the load power
demand. If there is surplus power in the diesel generator, the battery is charged until
its SOC value reaching the upper limit, i.e., SOCmax. During this process, the DC/
DC converter works in its buck mode, as analyzed in Part B of this section.
Mode III—Light load and battery charging model. In this situation, the load power
is less than 30% of diesel generator’s rating power. And the state of charge
(SOC) of the battery is lower than is threshold SOCmin. Then the diesel generator
has to be turned on and outputs the whole power, which includes the load power
and battery charging power.
Mode IV—Light load and battery discharging model. It occurs when the load
power is less than 30% of the diesel generator’s rating power. During such oper-
ation mode, the diesel generator turbine is shut down, leaving the hybrid storage
system outputs all the demanded power. This model conserves the fuel oil and
increases the efficiency of the system.

As above mentioned, there are four operation modes in the vehicular microgrid
system. Hence it is an important thing to determine the mode transition conditions
to realize self-adaptive mode control. The adaptive mode transition mechanism is
displayed in Fig. 2, with the transition conditions of Case 1 to Case 8 summarized
as follows.

Case 1—The load is heavy and the SOC of the battery is lower than SOCmin;
Case 2—The load is heavy and the SOC of the battery reaches its upper limit, i.e.,
SOCmax;
Case 3—The load jumps to be light and the SOC of the battery is still lower than
SOCmin;
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Case 4—The load returns to be heavy and the SOC of the battery remains lower
than SOCmin;
Case 5—The load keeps to be light and the SOC of the battery reaches its upper
limit, i.e., SOCmax;
Case 6—The load keeps to be light and the SOC of the battery is lower than
SOCmin;
Case 7—The load jumps to be heavy and the SOC of the battery is more than
SOCmin;
Case 8—The load jumps to be light and the SOC of the battery is more than
SOCmin.

Theoretically, there are other four transition conditions that are not shown in
Fig. 2. For instance, the conditions for the transition mechanism between Mode I
and Mode III. Since such cases usually do not occur in a real mobile station, they
are not further discussed herein.

3.2 Micro-Source Level–Converter Control

3.2.1 AC/DC Converter

The AC/DC converter is arranged to be worked in two patterns according to the
station’s operation modes, i.e., power control and voltage control. When
the vehicular microgrid is operating in Mode I, the diesel generator is set to output
the average load power, while the DC/DC converter takes charge of the dc bus
voltage. Hence power control is assigned for the AC/DC converter, as depicted in
Fig. 3a. When the vehicular microgrid is operating in Modes II and III, the DC/DC
converter loses the control of the dc bus voltage, and the diesel generator takes over
the stability of the network. In this case, voltage control is assigned for the AC/DC
converter, as depicted in Fig. 3b. The variables appearing in Fig. 3 are defined as
follows.

Mode I Mode II

Mode IIIMode IV

Case 1

Case 2

Case 3Case 4

Case 6

Case 5

Case 8Case 7

Fig. 2 The adaptive mode
transition mechanism of the
vehicular microgrid system
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Ugabc, Igabc three phase voltage and current of the generator;
Ug magnitude of the three phase voltage in synchronous rotating coordinate;
xg, hg angular frequency and position angle of Ugabc;
Pg, Qg output active and reactive powers of the generator;
Lg, Rg input inductance and resistance of AC/DC converter;
Vdc dc bus voltage;
* reference value.
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3.2.2 DC/DC Converter

As aforementioned, the function of the DC/DC converter is to charge or discharge
the battery according to its SOC value. Correspondingly, the DC/DC converter can
be controlled to operate in Boost or Buck model, as illustrated in Fig. 4. Since the
control process has been reported by many papers [6–8]. It will not been discussed
in detail duo to space limitation.

3.2.3 DC/AC Inverter

In the view of suppressing the voltage harmonics introduced by nonlinear loads, an
improved vector control is put forward for the DC/AC inverter, as shown in Fig. 5.
At the beginning, the three phase voltage reference is set as (1), with x1, x0, M
being the fundamental angular frequency, initial angular frequency (usually set as
zero) and magnitude of the phase voltage, respectively. Then the voltage is trans-
ferred into positive synchronous rotating coordinate so as to be regulated with the
improved vector control.

PI
Regulator PWM+ _

*
dcV

dcV

dsdV

Mode

PWM+ _
*
dcI

dcI

ds′dVdcIΔ

Boost

Buck

1ST
dcUΔ

PI
Regulator

Fig. 4 Control diagram of the DC/DC converter

PI-R+ _

*
ndqu

ndqu

M Voltage
Reference

*
nabcu

Park ndqv
Park nαβu

SVM

PLL nθ
Park

nabcu

nθ

ndqΔu

Fig. 5 Control diagram of the DC/AC inverter
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u�na ¼ M � sinðx1 � tþx0Þ
u�nb ¼ M � sinðx1 � tþx0 � 2p=3Þ
u�nc ¼ M � sinðx1 � tþx0 þ 2p=3Þ

8
<

:
ð1Þ

It has been proved that in the positive synchronous rotating coordinate both the
fifth and seventh order harmonics behave as six order harmonics, though their
rotating directions are opposite [9–11]. In order to suppress the voltage harmonics,
a proportional integral plus resonant (PI-R) regulator is utilized herein to replace the
conventional PI regulator. The transfer function of the PI-R is expressed as (2), with
Kp, Ki, Kr being the proportional, integral and resonant parameters, respectively; xc

is the cutoff frequency of the resonant regulator.

GPI�RðsÞ ¼ Kp þ Ki

s
þ Krs

s2 þ 2xcsþ 6x1ð Þ2 ð2Þ

The steady and transient response of the PI-R regulator has been investigated in
detail in [9, 10]. Thereby no further theoretical analysis will be carried out in this
paper. However, the effectiveness of the proposed control can be verified by sim-
ulation tests.

4 Simulation Verifications

In order to demonstrate the effectiveness and feasibility of the proposed ac vehicular
microgrid and its control strategies, a simulated test rig with the structure of Fig. 1
is set up in the Matlab/Simulink environment. An ac programmable power
(APP) with its power climbing rate limited is substitute for the diesel generator
turbine so as to simplify the modeling process. The APP is rated of 60 kW. And the
rated voltage of the dc bus is 600 V. The fully charge voltage of the super-capacitor
is 658 V and its capacitor is 3.3 F. The parameters of the Lithium-Ion battery are
shown in Tab. 1. Tests were performed into three steps with the results and analysis
shown as follows.

Table 1 Parameters of the
Lithium-Ion battery

Nominal voltage 400 V

Rated capacity 30Ah

Maximum capacity 30Ah

Fully charge voltage 465 V

Internal resistance 0.133 X

Capacity @nominal voltage 27.1Ah

Exponential zone 432.1 V, 1.5Ah
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4.1 Nominal Operation with PPLs

Test was firstly carried out during nominal operation with the PPLs, which were
simulated by step loads. And the results are shown in Fig. 6. In the figure, from top
to down, the waveforms stand for three-phase output voltages of the DC/AC
inverter, three-phase output currents of the DC/AC inverter (i.e., the load current),
dc bus voltage, output current of the AC/DC converter (equal to the output current
of the generator), output current of super-capacitor, output current of battery and
SOC of battery, respectively.

At the beginning of the simulation, the load power is 21 kW, more than 30% of
the generator’s rated power. Consequently, Mode I is selected automatically. As
analyzed above, during this operation mode, the AC/DC converter is operated in
power control strategy and the generator turbine outputs all the average load power,
while the hybrid storage system monitors the pulsation of the dc bus. At 0.2 s, the
load power jumps up to 60 kW, but still in the power control range of the generator
system. As can be seen from the current waveform of super-capacitor, i.e., Isc in the
figure, at the very moment, the super-capacitor responses firstly and outputs the
transient step load power, whereas the generator turbine outputs the average load
power gradually. Since no significant voltage pulsation occurs in the dc bus and the
SOC of the battery is 80%, the battery is not charged or discharged during the
process, as shown in the waveform of the battery current, i.e., Ibat. At 0.25 s, the
load power jumps down back to 21 kW, and similarly, the super-capacitor
responses quickly and helps to maintain the three-phase output voltages of the DC/
AC inverter, as shown in unabc. At 0.3 s and 0.35 s, the same loading and unloading
process repeats again and the similar results are thus obtained.

The test results in Fig. 6 initially verify the effectiveness of the proposed
topology. Pulsed power load tests were also carried out in the simulation. Since the
results are similar to those of Fig. 6 and the space is limited, these waveforms are
not shown here.

4.2 Mode Transition Mechanism Test

In order to validate the feasibility of the proposed mode transition mechanism, test
was then performed with mode transitions. The simulation results are shown in
Fig. 7, where Fig. 7a, b are the transition processes of Mode I to Mode II and
Mode III to Mode IV, respectively.

In Fig. 7a, at the beginning, the load power is 43 kW, more than 30% of the
generator’s rated power. Hence, the system is operated in Mode I. At 0.2 s, the
SOC of the battery is monitored to be lower than 40%. According to the transition
mechanism, the operation model should be transited from Mode I to Mode II
automatically. As shown in Fig. 7a, the battery is charged with a constant current of
30A. Correspondingly, the equal average outputting current of the generator turbine
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is climbed up from 72 to 92 A. Consequently, the SOC of the battery starts to rise
up, as can be seen from the waveform of SOC.

In Fig. 7b, when the simulation starts, the load power is 10 kW, lower than 30%
of the generator’s rated power. At the same time, the battery is charged and its SOC
is very oncoming the value of 80%. With no doubt, the station is set to operate in
Mode III at the beginning. At 0.2 s, the SOC of the battery is observed to be equal
to 80%. According to the transition mechanism, since the load power is still low at
the moment, the operation model of the system should be transited from Mode III to
Mode IV. As shown in Fig. 7b, the transition process is smoothness and
self-adaptive. The battery outputs the whole load power and correspondingly, the
SOC of the battery starts to dip, as can be seen from the waveform. To be the most
importance thing, the three-phase output voltages of the DC/AC inverter keeps
throughout sine and balanced all over the process, as shown in the waveforms of
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unabc. Other mode transition processes were also carried out. And likewise, the
waveforms are not given herein for space limitation. Nevertheless, the reason-
ableness and feasibility are initially verified by the simulation results.

4.3 Harmonic Suppression Test

The proposed harmonic suppression control was finally performed with NLs. The
results are shown in Fig. 8, in which during the time of 0.1–0.2 s with the con-
ventional vector control, while during the time of 0.2–0.3 s with the proposed
control. The FFT results of the three-phase output voltages of the DC/AC inverter
are then presented in Fig. 9. Based on Figs. 8 and 9, it is obviously that the
three-phase output voltages of the DC/AC inverter would be harmonically distorted
if no corresponding measures were taken. However, when the proposed harmonic
control works, the fifth and seventh order harmonics are suppressed in large
measure, as shown in Fig. 9. Finally, the quality of the output voltage is improved,
which is very meaningful to the sensitive equipment connected to the microgrid.
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Fig. 8 Simulation results of the conventional vector control and proposed harmonic control
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5 Conclusion

A hierarchical control and harmonic suppression strategy for a vehicular based
microgrid system is proposed, which is structured as an ac mobile power station
simultaneously supplying for pulse power loads (PPLs) and nonlinear loads (NLs).
The novel topology adopts a hybrid storage system as a buffer, which consists of a
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Fig. 9 FFT of the three-phase output voltages of the DC/AC inverter. a Conventional vector
control; b proposed harmonic control
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battery and a super-capacitor and paralleled with the diesel generator through a dc
bus. In the system control level, the vehicular microgrid is arranged to operate in
four alternative modes. According to the load condition and the battery’s state of
charge, the operation modes can be transited automatically. The control strategies of
the AC/DC convertor and the DC/DC converter are designed and analyzed.
A harmonic suppression control for the DC/AC inverter is presented so as to
eliminate the voltage harmonics caused by nonlinear loads. It is verified by simu-
lation results that adopting this design, the stability of the output voltage stability
can be improved. And the size of the generator turbine can be decreased to a large
extent. To be the most importance thing, the three-phase output voltages of the DC/
AC inverter keeps strictly sine throughout the whole operation, which is very
important to the grid-connected sensitive equipment.
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Research on Vector Control
of Long-Primary Permanent Magnet
Linear Synchronous Motor Based
on Voltage Feed-Forward Decoupling

Zheng Li, Ruihua Zhang, Yumei Du and Qiongxuan Ge

Abstract The dynamic response characteristics of current loop in vector control
system is closely related to the realization of vector control strategy. In the system
model of multiple motors connected in series (which consists of coupled section,
uncoupled section and feeder cable), the inductance and resistance of uncoupled
section and feeder cable are taken into consideration in this paper. Due to the
ignoring of current coupling problem of d-q axis in traditional PI current regulator,
the dynamic performance of the system is poor. To solve this problem, a modified
PI regulator based on voltage feed-forward decoupling is applied to build the
control system of permanent magnet linear synchronous motor (PMLSM). The
model of traditional PI current regulator and the model of modified PI current
regulator are built respectively and compared with each other in Matlab/Simulink.
The simulation results verify the correctness and effectiveness of PI current regu-
lator with voltage feed-forward decoupling, and indicate that this improved control
system has better dynamic and static characteristic than traditional control system.

Keywords Motor drives � PMLSM � Vector control � Voltage feed-forward
decouplin

1 Introduction

PMLSM has many advantages, such as simple structure, high thrust force and low
mechanical loss. It has been widely used in high-performance AC servo systems
[1]. At present, vector control is usually used to realize the independent control of
drive motor thrust and excitation flux in PMLSM.

Z. Li � R. Zhang (&) � Y. Du � Q. Ge
Key Laboratory of Power Electronics and Electric Drive, Institute of Electrical
Engineering,Chinese Academy of Sciences, No. 6 Beiertiao, Zhongguancun,
Beijing, China
e-mail: ruihuazh@mail.iee.ac.cn

Z. Li
University of Chinese Academy of Sciences (UCAS), Beijing, China

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture
Notes in Electrical Engineering 482, https://doi.org/10.1007/978-981-10-7986-3_56

543



Vector control was first proposed by experts in Blanche, Germany, company of
SIEMENS in 1971 [2]. The basic idea is based on the coordinate transformation and
the motor torque/thrust equations. At first, vector control was developed for asyn-
chronous motors. With the development of vector control and other types of AC
motors, the application of vector control became widespread. Vector control is also
transplanted into permanent magnet linear synchronous motor (PMSM). The direct
control of thrust and excitation flux of the drive motor is realized by controlling the
d-q axis components of the stator current [3], in d-q rotating coordinate system.

At present, the traditional PI current regulator is usually used to control the d-q
axis respectively. However, the current coupling problem of d-q axis is usually
ignored, which leads to the poor dynamic performance of system. In order to solve
this problem, this paper designed a modified current regulator which adopted
voltage feed-forward decoupling, and simulation model was built up in Matlab/
Simulink. The experiment results verify the feasibility and effectiveness of voltage
feed-forward decoupling, and indicate that this improved control system has better
dynamic and static characteristic than traditional control system.

2 Theoretical Analysis

2.1 The Mathematical Model

2.1.1 The Mathematical Model of PMLSM

PMLSM is a complex system with high order, strong coupling and nonlinearity [4].
When establishing the mathematical model, the internal parameters can be sim-
plified in ideal conditions. The assumptions are made as follows:

• Ignore the saturation effect of magnetic circuit, both of hysteresis loss and eddy
current loss are regardless in the iron core.

• Rotor without damping winding.
• Stator three-phase winding symmetry, the incoming current is three-phase

sinusoidal current.
• The PMLSM air gap is distributed equally; namely, the quadrature axis

inductance is equal to direct axis inductance.
• The magnetic potential produced in the air gap varies according to the sine law;

ignore the higher harmonic potential.
• The permanent magnet is stable and does not occur demagnetization; the

parameters of the motor do not vary with the external conditions such as
temperature.

In the middle speed maglev trains, the long-primary linear motor is usually used
to drive the maglev train. Being laid along the track, the stator section and the cable
connecting the stator section is very long. Therefore, when establishing the math-
ematical model of the system, the impedance of the uncoupled section, leakage
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inductance and leakage resistance of the feeding cable are taken into consideration.
In the maglev train, multiple long-primary PMLSM are usually connected in series.
Then, the equivalent circuit diagram of the total power system can be obtained, as
shown in Fig. 1.

As shown in Fig. 1, Rk is the resistance of feeder cable, Lk is the inductance of
feeder cable, Rs is the resistance of stator winding, Ls is the inductance of stator
winding, Is is the stator current, U is the voltage of the whole electric power system.

According to Fig. 1, based on the basic theory of motor and principle of coor-
dinate transformation, the mathematical model of the drive motor of the permanent
magnet maglev train can be shown as following equations, in d-q rotating coor-
dinate system:

Voltage equations:

usd ¼ Risd þ dwd
dt � pv

s wq

usq ¼ Risq þ dwq

dt þ pv
s wd

(
ð1Þ

where R ¼ NRs þRk , Ld ¼ Lsd þ Lkd , Lq ¼ Lsq þ Lkq.
Flux linkage equations:

wd ¼ Ldisd þwf
wq ¼ Lqisq

�
ð2Þ

Electromagnetic force equations:

Fx ¼ 3
2
p
s
np½wf isq þðLd � LqÞisdisq� ð3Þ

Ls

AC

AC

AC

RK LK RS

n motors series

U

IsFig. 1 The equivalent circuit
diagram of multiple PMLSM
series
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The equations of motion:

Fx � FdðvÞ ¼ m
dv
dt

ð4Þ

where usd , usq are the stator voltage components in d-q reference frame; isd , isq are
stator current components; Lkd , Lkq are feeder cable inductance components; Lsd ,
Lsq are stator inductance components; Ld , Lq are total inductance components; Rkd ,
Rkq are feeder cable resistance components; Rsd , Rsq are stator resistance compo-
nents; Rd , Rq are total resistance components; Rs is stator resistance; wd , wq are
stator magnetic flux linkage components in d-q frame; wf is the magnetic flux
linkage of permanent magnetic motor; s is the pole pitch in meter; v is the speed of
rotor in meter per second; Fx is the horizontal thrust of motor; FdðvÞ is the
equivalent resistance force; np is the number of polar logarithm; N is the number of
motors in series.

The synchronous speed of motor is shown as:

v ¼ 2sf ð5Þ

xr ¼ p
s
v ð6Þ

where xr is the synchronous angular frequency.
According to the mathematical model in d-q rotating coordinate system, the

equation of state of the electric current is obtained:

disd
dt ¼ usd

Ld
� R

Ld
isd þ pv

s
Lq
Ld
isq

disq
dt ¼ usq

Lq
� R

Lq
isq � pv

s
Ld
Lq
isd � pv

s
wf

Lq

(
ð7Þ

According to the formula (7), there is a coupling term between the d-q axis
current equations, Lqisqpv=s and Ldisdpv=s: It is a coupling of d-q axis caused by
the inductance parameter L and the speed v.

2.1.2 The Voltage Feed-Forward Decoupling Unit

Due to the inductance of the feeder cable was led into consideration, the value of
coupling term in formula (7) becomes larger. In addition, the coupling effect
becomes stronger with the increasing of speed. The coupling term has great
influence in the middle and high speed zone [5]. A part of the output voltage of
traditional PI regulator is used to counteract the back electromotive force, the other
part is used to control the d-q axis current [6]. Then, the regulation time is
increased, the regulation accuracy and the dynamic performance of the system are
reduced. To solve this problem, the state feedback of isd , isq and v are set as input of
the voltage feed-forward decoupling unit. Then it passes through the output of the
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d-q axis current regulator and works with the voltage feed-forward decoupling unit,
as compensation voltage, to realize the decoupling control of d-q axis current loop.

Defining the u
0
sd , u

0
sq as:

u0sd ¼ usd þ pv
s Lqisq

u0sq ¼ usq � pv
s ðLdisd þwf Þ

�
ð8Þ

where u0sd , u
0
sq represents the voltage components after compensation in d-q refer-

ence frame respectively.
Putting formula (8) into formula (7), we get:

disd
dt

¼ u0sd
Ld

� Rs

Ld
isd

disq
dt

¼ u0sq
Lq

� Rs

Lq
isq

8>>><
>>>:

ð9Þ

According to formula (9), the parameters after coupling compensation can be
calculated, as u0sd and u0sq. Then, the given item, u�sd and u�sq does not contain the
coupling term anymore. The block diagram of the voltage feed-forward decoupling
method is shown as Fig. 2.

2.2 The Vector Control System of PMLSM Based
on Voltage Feed-Forward Decoupling

PMLSM vector control system consists of two closed-loops: outer PI speed
closed-loop and inner PI current closed-loop. Transformed by Clarke and Park, the
stator three-phase current is changed into two-phase rotating currents, isd and isq.
The two currents are used as feedback values of the current loop to compared with
the given values [7]. The received signal is passed through the PI regulator, which
is used as a compensation value for d-q axis voltage. The feedback current and

PI

PI
isq*

isd*=0

usq*

usd*

+ +
+

+
+

usq'

usq'

-(πv/τ )Lqiq

(πv/τ )(Ldisd+ψf)

+

isq

isq

Fig. 2 Control block
diagram of current regulator
with voltage feed-forward
decoupling
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feedback speed are input into the voltage feed-forward decoupling model, and then,
the voltage signal is obtained through the Park inverse transformation. The voltage
signal is input to the SVPWM control algorithm module to obtain the pulse signal,
so as to realize the control of PMLSM. In the use of isd ¼ 0 vector control method,
the stator current vector is located on q-axis, without any d-axis component.
Namely, the stator current is used to generate thrust, and excitation flux of the drive
motor is only proportional to the amplitude of the stator current. Under vector
control with isd ¼ 0, the control system becomes simple, the thrust fluctuation is
small and wider range of speed control can be obtained [8].

After adding the voltage feed-forward decoupling unit, the dynamic performance
of PMLSM vector control system is improved. The block diagram of the current
controller with voltage feed-forward decoupling is shown as Fig. 3. The part inside
dotted line is the voltage feed-forward decoupling unit.

3 Simulation Results and Analysis

According to Fig. 3, the vector control simulation model of PMLSM with tradi-
tional current regulator and modified current regulator based on voltage
feed-forward decoupling is established in Matlab/Simulink. Except for the decou-
pling unit, other structures and parameters are consistent. The simulation parame-
ters of PMLSM are given in Table 1.

Started at a given speed of 20 m/s. At 10 s, the given speed was increased to
25 m/s. Then, at 25 s, the given speed was reduced to 20 m/s. The acceleration is
0.5 and −0.5 m/s2 in raising speed and decelerating speed processes, respectively.
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Inverter
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PI PI
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usq*
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θ
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+
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+
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Fig. 3 Block diagram of PI regulator with voltage feed-forward decoupling
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The simulation results are shown below. The simulation waveforms of two control
system are given as Figs. 4, 5, 6, 7 and 8.

As shown in Fig. 4, the motor can be stabilized at a given speed after the
adjustment time and has a good tracking effect on the given speed.

As shown in Fig. 5, the adjustment time of traditional PI current regulator with
adjustment time of modified PI current regulator are compared. The dynamic
response time of traditional PI current regulator and the modified one are 1.1 and
0.8 s respectively. And the time motor taking to reach the steady state are 3.5 and
2.8 s respectively. Figure 5 implies that, after compensation, both of dynamic
response time and the steady state time are shorter than before.

Figure 6 shows that the d-axis current remains near zero values throughout the
operation, and there almost has no fluctuation, consistent with the control strategy
mentioned in this paper.

As shown in Fig. 7, the three-phase current has little fluctuation when the motor
starts. As the speed tends to steady state, the three-phase current will reach the
corresponding stability. Everytime the speed changes, three-phase current can reach
steady state quickly.

Table 1 Motor parameters Parameters Value

Stator resistance Rs 0.985 X

D-axis induction Ld 5.25 mH

Q-axis induction Lq 12 mH

Pole pitch s 0.196 m

Flux linkage Wf 0.1827 Wb
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Compared the red curve in Fig. 8 with Fig. 6, it shows that the horizontal thrust
is linearly proportional to the quadrature component of stator current of motor.
Almost all the parts of stator current are applied to producing the horizontal thrust
of motor. The direct axis armature reaction is small, which is consistent with the
theoretical analysis. Compared the two curves in Fig. 8, the dynamic response time
of modified PI current regulator, after compensation, is faster than before.

The experimental results prove the correctness of control strategies. It shows that
the current regulator with voltage feed-forward decoupling has faster response
speed and better dynamic performance than the traditional PI current regulator.

4 Conclusion

In this paper, the effect of the inductance and resistance of uncoupled section and
feeder cable in the system model of multiple motors connected in series is taken
into consideration. Aiming to improve the dynamic performance of system caused
by the ignoring of current coupling problem of d-q axis in traditional PI current
regulator, a modified PI regulator with voltage feed-forward decoupling unit is
presented. The experiment results indicate the feasibility and effectiveness of the
modified regulator. This improved control system has faster responding speed,
higher adjustment accuracy, better dynamic and static characteristic than traditional
control system.
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The LCL Filtering Scheme of High Power
Four-Quadrant Converter Used in Urban
Rail Transit

Dongsheng Xu, Gang Zhang, Fengjie Hao and Zhiqiang Hu

Abstract The regenerative braking energy of the train can be fed back to the
medium voltage AC grid by using the high power four-quadrant converter, which
has a good energy saving effect. But the traditional single-inductor filter is very
large in size. In order to suppress the current harmonics, and reduce the volume and
cost of the filter, the LCL filtering scheme of the large power four-quadrant con-
verter for rail transit is introduced in this paper. The design method of LCL filter
parameters is presented, and the damping control methods are studied. The filtering
effect and stability of the proposed filter are verified by simulation.

Keywords LCL filter � Passive damping � Active damping

1 Introduction

Urban rail transit is mainly composed of subway, light rail and tram. Because of its
advantages of safety, comfort, large capacity, fast operation, energy saving and
environmental protection, it has become the solution to the increasingly serious
problem of urban congestion. At present, China has entered a rapid development of
city rail transit period.

The power consumption of urban rail transit is large, and the power used for
traction power supply accounts for more than 40% of the total energy consumption.
When the train is in the braking state, the motor is in the power generation state, and
this energy is fed back to the DC power grid through the inverter. This energy has
to be dissipated or exploited in some way, otherwise it will cause excessive voltage
on the DC grid. Based on the high power four quadrant converter technology,
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the medium voltage energy feedback device can return the regenerative braking
energy of the train back to the medium voltage AC grid. However, the four
quadrant converter will bring harmonic problems. In order to meet the harmonic
requirements of the grid, higher inductance is needed to eliminate the harmonic
when using the traditional single-inductor filter. Due to the limited space of the
transformer substation, the problem of volume and weight brought by the large
inductance cannot be solved properly. Therefore, the existing filtering scheme
needs to be optimized, and the volume and weight can be reduced by optimizing the
scheme to reduce inductance values.

In order to reduce the cost and volume of the equipment, the traditional
single-inductor filtering scheme is optimized and an optimization scheme using the
LCL filter instead of the L filter is proposed in this paper. LCL filter is studied from
parameter design, damping method and stability, and the performances of various
damping methods are compared by simulation.

2 LCL Filter Parameters Design

The circuit diagram of the single-phase LCL filter is shown in Fig. 1. These three
parameters will be designed separately in the following [1, 2].

2.1 Design of Converter Side Inductance

First of all, the current ripple of the converter side must be limited. Higher switch
stress and power loss will be caused by excessive current ripple. Therefore, when
designing the filter parameters, not only the harmonic need to meet the require-
ments, but also the current ripple of the converter side is limited.

In order to limit the current ripple at the converter side, it is necessary to study
the variation law of the inductance current at the side of the converter. When the
maximum value is found, the amplitude of the current ripple can be limited. For the
LCL filter, the current ripple at the converter side is mainly determined by the value
of the converter side inductance L. The relation between the maximum current
ripple and inductance is derived, as shown in the formula (1). The maximum current
ripple is 30% of the peak current to determine the value of L.

Cf

Lg L

v

iig

vg

Fig. 1 Single phase LCL
filter circuit
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ffiffiffi
3

p
Dimax

ð1Þ

2.2 Design of Filter Capacitor

The filter capacitor of the LCL filter will generate reactive power. The greater the
value of the filter capacitor, the greater the reactive power. Therefore, when
designing the filter capacitor, the reactive power generated by the capacitor needs to
be limited to less than 5% of the rated power of the converter. The voltage drop on
the grid side inductance is ignored in the design. Therefore, the capacitor voltage is
equal to the grid phase voltage, and the value of the filter capacitor can be obtained,
as shown in the formula (2).

Cf � 5%
Pn

3e2nx
ð2Þ

where en is RMS of power grid phase voltage.

2.3 Design of Grid Side Inductance

The grid side is equivalent to a short circuit and the converter is equivalent to a
harmonic power supply in considering the higher harmonic state. Then we can draw
a single-phase equivalent circuit for high harmonics, as shown in Fig. 2. Thus, the
relation between the harmonic current attenuation can be obtained, as shown in the
formula (3), and c equals the ratio of the two inductance. By choosing the value of
ig/i, the value of the inductance of the grid side Lg can be determined. The value of
ig/i is generally around 20%.

ig
i
¼ 1

c 1� x2LCf
� �þ 1

�� �� ð3Þ

Cf

Lg L

v
iig

Fig. 2 Equivalent circuit of single phase LCL filter
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2.4 LCL Filtering Effect Analysis

According to the design method of the previous section, the LCL filter parameters
can be obtained. The final design result is that the converter side inductance is
137 lH, the filter capacitor is 700 lF, and the grid side inductance is 55 lH.
According to the circuit, the transfer function between Ig and V of the L filter and
the LCL filter is shown in the formula (4) respectively. Then, the Bode diagram of
the two filters can be drawn, as shown in Fig. 3.

G1 sð Þ ¼ Ig sð Þ
V sð Þ ¼ 1

Ls

G2 sð Þ ¼ Ig sð Þ
V sð Þ ¼ 1

LgLCf s3 þ Lg þ Lð Þs

8<
: ð4Þ

According to Fig. 3, the attenuation rate of the LCL filter is obviously faster in
the high frequency section, so the LCL filter can work even the total inductance is
reduced.

3 LCL Damping Method

According to the amplitude-frequency characteristic of the LCL filter, the resonance
spike can be seen at the 960 Hz. The control block of the current inner loop is
shown in Fig. 4. The open-loop transfer function of the current inner loop is shown
in Eq. (5).
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Fig. 3 Bode diagram of L and LCL filters
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Fig. 4 Block diagram of current inner loop system with no damping
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Go2 ¼ Kð1þ sÞ
LgLCf s4 þ Lg þ L

� �
s2

ð5Þ

The root locus of the system can be drawn according to formula (5), as shown in
Fig. 5 [3]. It shows that regardless of the value of the open-loop gain, the poles are
always on the right side of the imaginary axis, so the system is unstable. Therefore,
it is necessary to add damping to the control system in order to make the system
stable [4, 5].

3.1 Passive Damping

The simplest way to increase system damping is adding resistors in the loop of the
filter, which is called passive damping. The common passive damping method is to
add series resistance in the filter capacitor branch, and the single-phase equivalent
circuit for high harmonics is shown in Fig. 6.

The control block diagram of the inner loop can be obtained from the circuit, as
shown in the Fig. 7. According to Fig. 7, the open-loop transfer function at this
time can be obtained, as shown in the formula (6), and the root locus of the system
can be obtained, as shown in the Fig. 8a. Therefore, the system can be stabilized by
selecting proper open-loop gain.
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Go3 ¼
K Cf Rs2 þ Cf Rþ 1

� �
sþ 1

� �
LgLCf s4 þCf R Lg þ L

� �
s3 þ Lg þ L

� �
s2

ð6Þ
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Fig. 7 Block diagram of current inner loop system with passive damping

Fig. 8 Root locus of system with passive damping and active damping
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3.2 Active Damping

Passive damping method can increase system damping and restrain resonance
effectively, but it also increases loss. The method of increasing damping by cor-
recting the control system is called active damping [6].

Figure 10 is a system block diagram of an active damping method [7, 8]. The
concrete implementation method can be got according to the diagram, as shown in
Fig. 9 [9]. After feeding back the capacitor current, the open-loop transfer function
of the system can be obtained according to the system block diagram of active
damping method, as shown in the formula (7). The root locus of the system can be
drawn, as shown in Fig. 8b, which shows that the system remains stable by
selecting the proper open-loop gain.

Go4 ¼ Kð1þ sÞR
LgLCf s4 þ LgLs3 þ Lg þ L

� �
Rs2

ð7Þ

4 Simulation Result Analysis

The converter simulation model using L filter and LCL filter is built by MATLAB/
Simulink. Figure 11a is the grid current harmonics using 300 lH single inductor
filter. Figure 11b is the grid current harmonics using LCL filter without damping.
Figure 11c is the grid current harmonics using LCL filter with passive damping.
Figure 11d is the grid current harmonics using LCL filter with active
damping. The LCL filter parameters are the same as the parameters above.

When using LCL filter without damping, system loses its stability. But LCL
filter with damping has better filtering effect comparing with L filter, and both
damping methods can guarantee the stability of the system. Compared with the
active damping method, the passive damping method is better in resonance
suppression.
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Fig. 10 Block diagram of current inner loop system with active damping
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5 Conclusion

In this paper, the LCL Filtering Scheme of High Power Four-quadrant Converter is
introduced. The LCL filter and the traditional single-inductor filter are compared
from the point of view of transfer function. Then, according to the resonance
phenomenon of LCL filter, a passive damping method and an active damping
method are proposed to increase the system damping. The stability of each damping
method is analyzed from the point of the root locus. Finally, the simulation results
show that the LCL filter has a better filtering effect, and the proposed damping
schemes are effective.

Acknowledgements This research was supported by National Key R&D Program of China
2017YFB1200800 and the Beijing Science and Technology Commission project Z1711000
02117011.

Fig. 11 The grid current harmonics of different filter
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Performance and Thermal Analysis
of Five-Phase Linear Induction Motor
Optimal Control

Tao Tong, Jinlin Gong, Yadong Gao and Nicolas Bracikowski

Abstract Linear motors are featured with direct linear motion, but it has a low
torque density due to the presence of edge effects. The torque density of five-phase
linear induction motor can be improved by injecting high order harmonics of the
magnetic field. The purpose of the paper is to present the optimal control strategy of
a five-phase linear induction motor based on a rotor-flux-oriented control scheme,
which promoted the performance of linear induction motor. The proposed control
scheme is confirmed using finite element modeling and experimental tests. And the
temperature distribution of the LIM shows temperature rise of the motor under this
strategy is within the specified range.

Keywords Linear induction motor � Finite element method � Temperature

1 Introduction

As the advantages of simple structure, high acceleration and less mechanical loss
between transmission parts for the linear induction motor (LIM), its technology and
research have been developed rapidly in recent decades [1]. An increasing number
of scientific research institutions, universities joined the ranks of LIM research,
while more companies began to develop, manufacture and use the technology of
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LIM 错误!未找到引用源。. Induction motors are used for application requiring high
power, such as trains (Maglev), naval propulsion, and roller coaster. They can also
be found in some kinds of machine-tools or sliding doors. The electromagnetic
device to be optimally sized in this paper is a 5-phase LIM, which is designed for
the railway system application. For this application, the static part is the aluminum
plate with back-iron which is installed on the ground, while the moving part is
represented by the coils and laminations primary which are installed on the train.
With the development of power electronic technology, the control technology of
multi-phase machines (>3) has attained significant proportions in the last decade
[2]. Compared to classical wye-coupled three phase machines, these machines have
more degrees of freedom than the minimum necessary, thus allowing a rotating field
even with one opened phase [3]. In fact, even in normal working conditions with
multi-leg Voltage Source Inverters (VSI), it is possible to take advantage of the
numerous control strategies. Recent works and developments support the prospect
of future more widespread applications, especially in low voltage and high power
applications, such as electric vehicles, railway traction and all-electric ships [4].

For induction machines, it has been shown that, for given RMS current, it is
possible to increase the torque density by imposing non-sinusoidal airgap magnetic
flux density and corresponding harmonic currents. Obtains with eleven phases
induction machine 14% improvement of torque with third harmonic injection and
up to 27% with injection of harmonics up to 9th harmonics [5]. This paper presents
the torque improvement control strategy of a five phases linear induction motor
using injection of the both first and the third harmonic current. The radio between
the first and the third harmonic is decided by parameters and constraints of the LIM.

2 Model of Five Phases LIM System

2.1 Basic Structure of Five Phases LIM

The linear induction motor LIM generally adopts the short stator technology, the
stator coil (primary coil) is installed on the vehicle, and the rotor part is installed on
the guide rail. The structure of LIM is shown in the Fig. 1. The LIM consists of two
parts, the primary and the secondary. The LIM consists of two parts, the primary
and the secondary. The primary is constituted by several slots, which coiled a
winding around a steel lamination. A slippery magnetic field is created by the
current of winding in the air gap, which induces a voltage in the secondary. A thrust
is produced by the interaction between the current and magnetic field in the

Fig. 1 The structure of LIM
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secondary. Different from the three phases LIM, five phases machines have more
degrees of freedom than the minimum necessary [6], thus allowing a rotating field
even with one opened phase.

The 2D Finite element methods (FEM) of the five phases LIM shows in Fig. 2,
and the structure of model is parameterized. It is hard to analyze the model of LIM
because of the end effects in the longitudinal direction, so a high quality of LIM is
modeled to satisfy the calculation accuracy. A pretty mesh of LIM is shown in Fig. 2.

2.2 Control Strategies of LIM

The primary coil of the LIM is set on the vehicle [7], and the running condition and
speed of the train are controlled by the driver of the train, so it is called the train
driving. Unlike three phases machine, both first and third current harmonics can be
used to produce a constant torque in the five phases machine. When the motor is
running in one or three harmonic currents, the electromagnetic torque (Te) of a
multiphases machine can be written as follows:

Te ¼ pN
2

M2
1

LR1
IS1dIS1q þ 3

M2
3

LR3
IS3dIS3q

� �
ð1Þ

where p is the pole pairs; N is the number of phases; M1,3 is the mutual inductance;
LR1,3 is the rotor self-inductance of rotors; and Is1d, Is1q, Is3d, and Is3q are the
component of the stator current vector in d and q directions.

For a given RMS value of the applied current, a coefficient (r) is introduced to
express the distribution between the fundamental and third harmonic [6]. The
optimal distribution r is the ratio of the injected fundamental and third harmonic
currents as (2), and by optimizing the value, the optimum torque can be obtained
with a constant RMS of the current.

Fig. 2 Basic structure of the five-phase LIM and mesh representation using 2D-FEM
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IRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I21 þ I23
� �

=2
q

I1 ¼
ffiffiffi
2

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
� IRMS; I3 ¼

ffiffiffi
2

p
� r � IRMS

ð2Þ

where I1,3 is the peak value of the first and third stator harmonic currents, and IRMS

is the RMS value of the injected stator current.
Figure 3 shows the performance of five phases LIM with different current injec-

tions simulated by 2D FEM. The injection with a third current harmonic produces
10.78% more thrust force with the same RSM current value. In conclusion, when to
keep the injection current RMS value constant, the thrust force can be improved by
optimizing the ratio of injected currents between fundamental and third harmonic.

3 Thermal Analysis of LIM

The temperature of a motor in the work condition is an important parameter, which
has a close relationship with the output and life of the motor. In the analysis of
thermal model, to facilitate the simulation conveniently, several basic assumptions
and boundary conditions are come up combined with the actual motor conditions [8]:

(1) Ignore the radiation effect of the motor, the thermal conductivity and heat
dissipation coefficient of each motor`s part of the motor are constant regardless
of the temperature`s change.

(2) The outer insulation paint of the winding coil is evenly distributed, and is
tightly wound on the surface of the iron core, and ignore the error caused by the
insulating layer between the copper wires (means the winding coil can be
equivalent to a whole consisting of enamelled copper wire). The internal parts
of the motor are contacted well with each other, and the heat is completely
conducted at the contact surface and the thermal resistance is neglected.

(a) Injected stator current (b) Thrust force
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(3) The transient change of the relative moving displacement of the stator and rotor
equivalently when the motor is running is treated by changing the heat dissi-
pation coefficient properly.

To construct a thermal model, it is not only necessary to quantify the different
heat reservoirs, but also need to distinguish the boundary conditions and the heat
transfer modes. The losses have been worked out in the electromagnetism model,
and they are imported to the thermal model as the heat reservoirs to analyse the
temperature distribution of the motor. The heat reservoirs are mainly consisted of
core loss and copper loss, and through the finite element software coupling import.
There are three types of heat dissipation: heat conduction, convection and radiation.
Figure 4 shows the principle of coupling between the two models.

Thermal conduction is determined by the properties of material. It exists in the
primary, secondary and coil so long as there is a temperature difference in the same
solid. Thermal convection exists on all the interface with the air on the solid, and
radiation exists on the space outside of heat reservoir. Thermal convection and
radiation are both determined by the temperature difference.

As we know, the convection around the busbar is a problem of natural con-
vection in large spaces. The convection coefficient of each side of the busbar is
shown in Table 1.

Fig. 4 Principle of coupled magnetic-thermal field analysis

Table 1 Convection
coefficients of each surfaces

Material Location Convection(W/m2 °C)

Primary Top face 8.2

Air gap face 15.5

Side face 8.5

Secondary Air gap face 15.5

Outside face 6.3

Bottom face 5.5

Coils Inside 3.2

Outside 15.5
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In the coupling analysis of the temperature and electromagnetic field, the loaded
radiation coefficient of the conductor is 0.66 as the peripheral space reference
temperature is 22 °C.

Figure 5 shows temperature distribution in the primary of five phases LIM. The
maximum temperature with a third current harmonic is more than 4 °C lowers than
with only first current harmonic. The average temperature with a third current is
also about 5 °C lowers under the same RSM current value. It is because the
injection with a third current harmonic produces a higher thrust force as mentioned
previously, and has a higher the current utilization.

4 Experiment Validation

The simulation results are validated by a prototype which is shown in Fig. 6. The
secondary is a composite type, while the primary fixed in the guide device, and the
base is made of marble.

(1) The injection with only first current harmonic

(2) The injection with a third current harmonic

Fig. 5 Temperature distribution in the primary of five phases LIM (1) The injection with only first
current harmonic (2) The injection with a third current harmonic
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The control system of the prototype is based on DSP, which can input either
radio of current injection. Applying a different harmonic current to the motor and
adjusting the load so that the motor is running at the rated speed [9, 10], the data of
thrust and temperature is available by using a speedometer and a thermometer.

The difference of the thrust force between the simulation and the experiment is
23.2% of the measured result, which is due to the influence of friction and tem-
perature. The results of software simulation are close to the results of the prototype
experiment. It shows that the optimized control strategy performs better in terms of
temperature.

5 Conclusion

Five-phase motor has a robust characteristic. Based on the 2D FEM, a five phases
LIM is studied about its thrust force with an optimized control strategy as it can be
controlled the same as rotating machine. To study the influence of the injection with
a third current harmonic on the motor temperature, a thermal model is then mod-
elled and coupled with the magnetic model. In the end, the simulation result is
compared with the experimental result. The comparison shows that the multi-phase
LIM have a better performance with a small amount third current harmonic
injected.

In the future, the optimal distribution ratio between the first and the third har-
monic current would be studied with a constant RMS value of current to get a better
performance for different sizes of LIM.

Acknowledgements This work was supported by the National Natural Science Foundation of
China under grant #51307099.

Fig. 6 Prototype of the five phases LIM
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Thermoelectric Coupling Analysis
and Thermal Protection for Busbar
Trunking System

Xiaodong Yin, Tao Tong, Yujiang Li, Jinlin Gong and Xiaohui Wang

Abstract Generators with water-cooled stators and water-cooled rotor windings
are often with aluminum conductor flat wires, which are close to the surrounding
steel frame structure (SFS). The magnetic fields, generated by the strong alternating
current in the busbar, can lead to eddy current losses in the steel structure and
reduce its life cycle costs. In this paper, the influence on the SFS by the busbar is
analyzed by using the finite element method. Firstly, the temperature distribution of
the SFS is obtained through the coupled analysis of both magnetic field and the
thermal field. Secondly, the thermal-protection measures are proposed and optimal
designed in order to protect the SFS from overheating.

Keywords Thermal-protection measure � Thermoelectric coupling
Busbar � Finite element model

1 Introduction

Dual water inner cooled generator is widely used in the thermal power plants, due
to the advantages of simple auxiliary system, easily operation and low cost of
maintenance [1].

Many researches [1–9] can be found in literature, most of them concerns the
temperature rise or the heat dissipation problem of the busbar trunking, and the
measures of isolated enclosed bus are studied and continually improved [7].
However, the influence of the busbar, the bar aluminum conductor flat wire, on the
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surrounding Steel frame structure is out of concern, which has important effect on
the life cycle costs of the steel. What’s more, the equipment in the room is easy to
repair and replace, so this thermal safeguard can reduce maintenance costs signif-
icantly in the long run [1].

The methods used to analyze the busbar trunking system are varied, such as the
analytical method, semi-analytical method, and the numerical method (finite ele-
ment method-FEM). For the reason of the rapidity, the analytical approach is
preferred. However, with the development of computer capacity, the numerical
methods are largely employed, such as multi-physical finite element method.

The analysis of the busbar is carried out by a fusion of a typical multi-physical
topic, the electro-magnetic and the thermal field analysis are often coupled together
[8, 10]. The mechanical analysis is also sometimes coupled [2]. In this paper, the
magnetic field and the temperature distribution of the busbar and the surrounding
SFS are analyzed using the coupled magnetic-thermal finite element method.

In this paper, the study is divided three parts. In the first part, the basic structure
of the steel frame and the busbar of bare flat wire are introduced and then the
magnetic field is analyzed using FEM. The flux density and losses distribution are
figured out. In the second part, the temperature distribution of the SFS is obtained,
thanks to the coupled magnetic-thermal model. In the third part, the
thermal-protection measures are proposed and optimal designed using output
space-mapping technique in order to protect the SFS from local overheating.

2 Magnetic Field Analysis Using Finite Element Method

2.1 Bare Aluminum Conductor and Steel Frame Structure

Figure 1 gives the basic structure of the surrounding STS, in which the blue ones
are of U-shape steel (U-steel) and used to fix the bare conductors. There are six
conductors, the front three is used as neutral point three of them are connected
together with a neutral point and the other three ones are another three is used as
power outlet busbar and transmit power. The six conductors carry nominated
current of 12,500 A of 50 Hz, and the eddy currents are induced in surrounding
STS and U-steel. In this part, the distribution of the magnetic field in the sur-
rounding STS and the U-steel are analyzed using FEM and the losses are then
calculated.

2.2 Flux Density Distribution

The flux density distribution is analyzed using FEM. The numerical model consists
of 2,963,051 elements, and it takes 13 h for one analysis with steady state solver.
Figure 2 shows the flux density distribution in the whole model of SFS (a) and in
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the U-steel (b). The flux density is heavy in two places, one is the top right corner
and the other is the bottom. Important eddy current and generate markedly losses,
due to the magnetic field. The distribution of the magnetic field brought Important
eddy current and generate markedly losses.

2.3 Losses Analysis

Two types of losses are concerned in the model: The Joule losses in the bare
conductors and the eddy current losses in the SFS. The Joule losses in the bare
conductors can be calculated as follows:

PJ ¼ I2
ql
S

ð1Þ

Fig. 1 The layout of six busbar and the steel structure basic structure of the busbar trunking
system

(a) flux density distribution in SFS (b) flux density distribution in U-steel

Fig. 2 Flux density distribution by FEM, a flux density distribution in SFS, b flux density
distribution in U-steel
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where I is the current in the conductors; q is the resistivity of aluminum; l and S are
the length and the section area of the conductors respectively. The Joule losses PJ is
8.052 kW.

For the calculation of losses in the SFS using FEM, ignoring the influence of
space charge and displacement current, the permeability of the medium is con-
sidered to be linear. The basic equation of eddy current field is as follow [11]:

r� 1
l

r� Að Þ ¼ Js � re
@A
@t

ð2Þ

where l is the relative permeability of the material, re is the conductivity of the
eddy current conductor region, J is the current density.

The losses (including the Joule losses and eddy current losses) of the unit length
of the conductor and the steel are calculated as follows:

q ¼
Z

J2

r
dS ð3Þ

The result calculated in this step will be the unit heat reservoir load for the next
step of temperature field analysis, which is the linkage between the electromagnetic
filed and the temperature field.

The losses distribution in the model is shown in Fig. 3, and it is coherent with
the flux density distribution in Fig. 2. The Joule losses and the eddy current losses
are obtained using FEM are shown in Table 1.

The Joule losses PJ obtained by FEM is close to the value obtained by analytical
approach, and therefore the finite element model is validated. The total losses of
FEM could be considered as heat reservoirs and injected into thermal model in the
next part.

Fig. 3 Losses distribution
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3 Thermal Analysis Using Finite Element Method

3.1 Basic Equation in Temperature Field

The purpose of the thermal model is to estimate the temperature distribution. To
construct a thermal model, not only it is necessary to quantify the different heat
reservoirs, but also need to distinguish the boundary conditions and the heat transfer
modes. Three types of heat transfer modes occur in the model: radiation, conduction
and convection.

Radiation is the emission or transmission of energy in the form of waves or
particles through space or through a material medium [12]. Steels could convert
heat by themselves, and there is a dynamic heat balance between the air and steel,
and we can build their mathematical model by convection and radiation. The
coefficient of radiation is decided by the Law of Stefan-Boltzmann [4]:

q1 ¼
Air T4

i � T4
0

� �
1
ei
þðAi=A0Þð 1e0 � 1Þ ¼ erðT4

i � T4
0 Þ ð4Þ

where Ai, Ti and ei are the area, temperature and emissivity of the outer surface of
the main conductor, while A0, T0 and e0 are the area, temperature and emissivity of
the inner surface of the shielded housing respectively.

Thermal conduction is the transfer of heat by microscopic collision of particles
and movement of electrons within a body. The time rate of heat transfer through a
material is proportional to the negative gradient in the temperature and to the area,
which is known as Fourier’s law.

~q ¼ �krT ð5Þ

where ~q is the local heat flux density; k is the material’s conductivity; rT is the
temperature gradient.

Convection is the transfer of heat from one place to another by movement of
fluids. The basic relationship for heat transfer by convection is expressed in (6)

_Q ¼ hA Ta � Tbð Þ ð6Þ

where _Q is the heat transferred per unit time; A is area of the object; h is the heat
transfer coefficient; Ta is the object’s surface temperature and Tb is the fluid
temperature.

Table 1 Losses in the model Type of losses Unit Value

Joule losses PJ kW 8.03

Eddy current losses in SFS Pe1 kW 18.74

Eddy current losses in U-steel Pe2 kW 6.28
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3.2 Coupled Magnetic-Thermal Model Analysis

The coupled magnetic-thermal model is presented in this part. The two models are
coupled together through the eddy current losses and the joule losses. The same
meshes are constructed in the both models. Figure 4 shows the principle of cou-
pling between the two models. The losses in different part of the model are injected
in the thermal models as heat reservoir. The modes of heat transfer and the cor-
responding coefficients are set up in the thermal model, and the temperature dis-
tribution is finally obtained.

3.3 Temperature Distribution

Thermal conduction is the main way of heat transfer in solids, which is determined
by the properties of material. It exists in the conductors, steels and walls so long as
there is a range of temperature in the same solid. Thermal convection exists on all
the interface with the air on the solid, and radiation exists on the space outside of
heat reservoir. Thermal convection and radiation are both determined by the tem-
perature difference as (4) and (6).

As we know, the convection around the busbar is a problem of natural con-
vection in large spaces. And it can be calculated by (4). The convection coefficient
of each side of the busbar is shown in Table 2.

In the coupling analysis of the temperature and electromagnetic field, the loaded
radiation coefficient of the conductor is 0.66 as the peripheral space reference
temperature is 27 °C.

Figure 5 shows temperature distribution in the model. The U-steel of the top
right corner has the maximum temperature, and it reaches up to 75.3 °C. For the
STS, the bottom, the top right corner and the bottom left corner has higher

Fig. 4 Principle of coupled magnetic-thermal field analysis
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temperature which is about 56 °C. Thermal-protection measures should be taken to
extend service life, especially for the U-steel.

For the working current greater than 4000 A, the steel structure loss may be
close to or exceed the loss of the conductor itself, which is confirmed in our
simulation, and these losses cause steel overheating, personal safety and electrical
appliances work properly [13]. And we see the allowable temperature as shown in
the Table 3. 80 °C is the limiting temperature for the steel in the concrete while
70 °C for the steel in the busbar room. The maximum temperature in the busbar
room is higher than the allowable limitation. What’s more, the allowable temper-
ature in Table 3 is the data for a safety operation instead of an economical program
to power plant. So, Actions should be taken to decrease the losses and lower the
temperature of busbar system.

After grasp the relationship between the busbar and the thermal effect of the
surrounding steel, a protection measure is come up with the function of inquiring
and applying. Several FEM experiments show that thin plates made by aluminum
are the best choice in thermal protecting.

Table 2 Convection coefficients of outer surfaces

Material Location Convection(W/m2 °C)

conductors Top face 3.16

Bottom face 6.54

Side face 5.97

steels Top face 5.79

Bottom face 9.23

Side face 8.12

Concrete Near the room 6.32

away from the room 3.22

Fig. 5 Temperature distribution
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4 Thermal-Protection

The thermal-protection measures are presented in this part. According to the
analysis of the temperature distribution in the model, the aluminium sheets are
mounted to the places of the SFS with high temperature, i.e. the bottom, the top
right corner, the bottom left corner, and the back position, which is shown in Fig. 5.
The effects of the aluminum sheets are that it can reduce the influence of the
magnetic field from bare conductors, and reduce the temperature of SFS. The
U-shape aluminum ring is installed outside U-steel, which is shown in Fig. 7.
The losses due to the magnetic field can be partly induced in the thermal-protection
devices which can be easily reinstalled and changed.

Figure 6 shows the location of SFS protection. Due to the thin physical structure
and good performance of thermal conductivity, the temperature in aluminum sheets
is not the highest. They can dissipate heat rapidly even though it produces the high
heat density. So, the SFS protection is applied to decrease the overall temperature of
the busbar room.

As the SFS protection has a satisfactory effect to decrease the overall temper-
ature, the maximum temperature in U-steel keeps a high temperature. The U-shape
retaining ring is presented in the Fig. 7. It has a same structure but a bigger than
U-steel, which can be stuck in the steel outside exactly.

Table 3 The allowable temperature for steel

Position of the steel Allowable temperature(°C)

Available to people 70

Unavailable to people 100

Steel in the concrete 80

Fig. 6 SFS protection
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The temperature distribution in the SFS and in the U-steel is shown in Fig. 8.
Compared to Fig. 5b, the area with a high temperature of the SFS and the maximum
temperature are both reduced. The maximum temperature of the U-steel is obvi-
ously decreased with the application of the thermal-protection measures.

Combining the measure with SFS and U-steel protection, the temperature has
reduced both the overall and partial of the busbar room. The above method has a
significant effect on the thermal protection and can be optimized to get a better
performance.

Fig. 7 U-steel protection

Fig. Temperature distribution with thermal protection
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5 Optimal Design of Thermal-Protection Devices

5.1 Optimization Problem

The thermal-protection devices are optimal designed in this part using
space-mapping technique. The optimization problem is presented in (7). It consists
of four design geometrical variables: l, w, and h are the length, width and thickness
of the aluminum sheets; e is the thickness of the retaining ring for the U-steel. The
maximum temperature of the SFS is taken as the constraint and should less than
65 °C; The objective function is to minimize the cost of the aluminum sheets.

min
l;w;h;e

cost

s:t: Temperature � 65 �C
with l 2 1500; 4000½ �;w 2 2000; 4000½ �; h 2 3; 10½ �; e 2 10; 25½ �

ð7Þ

5.2 Space-Mapping Optimization Technique

Optimal design of electromagnetic devices using FEM is a time-consuming process,
especially for a 3D one. The space-mapping optimization technique allows bene-
fiting both from the rapidity of the analytical model (coarse model) and the accu-
racy of the FEM by aligning them. The flowchart of the basic mapping optimization
process is presented in Fig. 1. The optimization is carried out with the coarse model
and the results are then validated with the fine model. When the stop criterion is
satisfied, the algorithm stops, otherwise the optimization continues with the mod-
ified coarse model using an updated mapping function.

Classically, the computationally cheaper and coarse model is denoted by cðzÞ 2
<m with z 2 Z � <n, the computationally expensive and fine model is denoted by
f ðxÞ 2 <m. The nonlinear constraints of the coarse and fine models are kcðxÞ and
kf ðxÞ, respectively. The optimization problem is expressed as:

x	 ¼ argmin
x2X

f ðxÞ � yk ks:t:kf ðxÞ� 0 ð8Þ

where y 2 <m denotes a vector of design specification and can be zero in the case of
minimization, x* is optimal solution. This problem is hard to solve due to
time-expensive model and is replaced by:

x	i ¼ argmin
x2X

Si cðxÞð Þ � yk k s:t:Ki kcðxÞð Þ� 0 ð9Þ

where Si and Ki are respectively the mapping for the objective and constraint
function (Fig. 9).
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5.3 Coarse Model

A set of 30 points in the parameter space is selected using Latin Hypercube sam-
pling technique. The selected points are then evaluated using the 3D FEM (fine
model), and the objective and constraint function values are obtained. For each
objective and constraint function, a Kriging surrogate model is fitted over the
sampling set. In this study, the Kriging model is chosen for its short simulation time
(less than one second), rather than its accuracy.

5.4 Optimization Results

For the three techniques, the Matlab’s sequential quadratic programming
(SQP) routine is used to solve the optimization on Kriging model. The optimal
sizing problem was successfully tackled by the three low evaluation budget opti-
mization techniques. The optimization results by SQP are shown on the Table 4.

Fig. 9 Flowchart of the
space-mapping technique
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6 Conclusion

In this paper, the eddy current losses are quantitatively calculated using FEM, the
temperature distribution is figured out through the magneto-thermal modeling. The
thermal-protective measures both for the steel frame structure and the U-steel are
proposed to shield the eddy current losses, and the effectiveness is validated by the
decrease of the maximum temperature both in SFS and U-steel and thus can extend
the life cycle cost, which is very important to the thermal power plant.
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Simulation of Short-Circuit Fault
Occurring on Subway Train

Lei Sun, Mingli Wu, Jixing Sun and Shaobing Yang

Abstract Recently, with the large-scale development of subway, the safety of
subway operation is attracting universal attention of the society. A short-circuit fault
is a serious accident that threatens the safety of subway operation. The existing
research focuses on the short-circuit fault occurring on the overhead line, but
research on the short-circuit fault occurring onboard the subway train is rare. In this
paper, a MATLAB/Simulink short-circuit fault model is built based on actual
parameters of the subway train and the DC traction power supply system with
MATLAB/Simulink platform. The currents of several branches are investigated
through the simulation. The simulation result provides useful data when verifying
the stability of electrical equipment and the accuracy of relay protection.

Keywords DC traction power supply system � Subway train � Short-circuit fault

1 Introduction

Nowadays, the safety of subway operation is becoming more and more important.
Short-circuit fault is a frequent accident in the DC transit system. It may lead to
serious hazards in the DC transit system [1]. Short-circuit fault may occur onboard
the train. When a short-circuit fault occurring, the current surge can seriously
damage the electrical equipment, and even endanger the person’s safety. In order to
verify the accuracy of relay protection, the short-circuit fault occurring onboard the
train should be studied. The simulation model is built and the current waveforms
are investigated in this paper [2]. Through the simulation results, the characteristics
of the short-circuit fault are analyzed.
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2 DC Traction Power Supply System and Subway Train

In a conventional traction substation, the input voltage is normally AC 35 kV and
the output voltage is DC 1500 V. The DC traction power supply network consists
of the feeder, the overhead line, rails, the return wire and the subway train. The
schematic diagram of the DC traction power supply system is shown in Fig. 1.

2.1 Rectifier Unit

The rectifier unit includes transformers and rectifiers. The AC voltage presented on
the secondary side of the rectifier transformer is converted to DC by an AC/DC
rectifier, and the 1500 V DC voltage can be obtained on the DC side of the rectifier.
In order to improve power supply quality and reduce the DC voltage ripple factor,
the multi-pulse rectifier is widely used. The rectifier unit develops from the earlier
6-pulse rectifier to the 12-pulse and 24-pulse rectifier [3]. In the DC traction power
supply system, the axial double-split four-winding three-phase transformer is used,
which is shown in the Fig. 2.

The 12-pulse rectifier consists of a rectifier transformer and two sets of parallel
three-phase-bridge rectifier circuits. Rectifier transformer’s two secondary windings
are set to a triangle (D) and a star (Y) connection. Two rectifying bridges are run in
parallel, and the equivalent 12-pulse rectifying voltage can be generated [4].

The schematic diagram of the 12-pulse rectifier circuit is shown in Fig. 3.
Two 12-pulse rectifier units of the same capacity combine a 24-pulse rectifier.

One of them has +7.5° phase-shifting in its primary side and the other −7.5°. Two
rectifier transformers and four groups of three-phase-bridge rectifier circuits form a
24-pulse rectifier unit, whose schematic diagram is shown in Fig. 4.

rails

overhead line
feeder 
line

return 
wire

DC traction 
substation

35kV

traction 
network 

Fig. 1 Schematic diagram of
the DC traction power supply
system
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Fig. 4 Schematic diagram of
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2.2 DC Traction Network

DC traction network includes the overhead network, the return network and other
components. The overhead line used as the positive electrode of traction net,
through which the train can get electricity [5]. Return network is usually replaced
by rails. There are a small number of subways using separate return network laying
next to the rail. Return network used as the negative electrode of traction net, is the
current reflow device [6–8].

The schematic diagram of the traction network is shown in Fig. 5.

R1 resistance of overhead line
R2 resistance of rail
R3, R4 resistances of rail to ground
L1 inductance of overhead line
L2 inductance of rail
C1, C2 capacitances of overhead line to ground
C3, C4 capacitances of rail to ground
C5, C6 capacitances of overhead line to rail.

2.3 Subway Train

From the circuit diagram of subway train, it can be seen that Mc1 car’s electrical
equipment includes a battery, a VVVF inverter and a motor. Mp1 car’s electrical
equipment includes an auxiliary power box, two VVVF inverters and two motors. In
M1 car, there is an auxiliary power box, two VVVF inverters and two motors.
Pantograph installed in Mp1 car get electricity from the overhead line. The pan-
tograph transmits power to the electrical equipment. Through cables, the pantograph
is connected to electrical equipment. The normal electricity need of the electrical
equipment can be guaranteed.

The circuit diagram of subway train is shown in Fig. 6.

R1

R2

L1

L2

R4R3 C3 C4

C6
C2C1 C5

Fig. 5 Simplified circuit
diagram of traction network
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3 Parameters of Traction Network and Subway Train

According to the transformer design book, parameters of rectifier transformer used
in an actual traction substation are summarized in Table 1. According to the traction
network design book, parameters of the traction network are summarized in
Table 2.

According to design book of the subway train, parameters of the subway train
are summarized in Table 3.

When simulating the short-circuit fault of subway train, the train has no traction
power, VVVF and the motor do not work. That branch can be ignored.

4 Schematic Diagram of Short-Circuit Fault Test

In the simulation of short-circuit fault test, only one substation is in operation. The
subway train is 2.075 km away from the substation. The short-circuit point is
located between inverter’s large inductance and the high-speed breaker. The
short-circuit point will be directly connected to the rail. The current of the feeder
line and several branches of the subway train will be measured [9]. The schematic
diagram of short-circuit fault test is shown in Fig. 7.

M M M M M M MM M M

VVVF VVVF VVVF VVVF VVVF

Battery 
Auxiliary 

Power Box
Auxiliary 

Power Box

Pantograph

Mc1 Mp1 M1

Fig. 6 Simplified circuit diagram of subway train
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5 Simulation Model

Based on the former analysis of the DC traction power supply system and subway
train, this paper uses MATLAB/Simulink platform to build the short-circuit fault
test model.

The simulation diagram of entire system is shown in Fig. 8. The simulation
diagram of subway train is shown in Fig. 9.

6 Simulation Results

Through the parameter settings, short-circuit fault occurs at 0.5 s later after the
simulation starting. When the simulation is finished, the waveforms of current can
be observed.

Table 2 Parameters of the traction network

R1 R2 R3,
R4

L1 L2 C1, C2 C3, C4 C5, C6

0.0136 X/
km

0.020 X/
km

20 X/
km

2.533 mH/
km

2.33 mH/
km

3.7825 nF/
km

13.77 nF/
km

4.25 nF/
km

Table 3 Parameters of the subway train

Filter reactor and
its resistance on
the traction
branch

Shunt capacitor
and its resistance
on the traction
branch

Reactor
on the
auxiliary
branch

Shunt capacitor
and its resistance
on the auxiliary
branch

On-resistance and
forward voltage
drop of the clamp
diode

8 mH, 55 mX 4000 uF, 0.6 mX 5 mH 3 mF, 0.9 mX 0.00028 X, 1.78 V

train
overhead line

DC1500V(+)
_

rectifier unit

feeder 
linereturn wire

rails

Fig. 7 Schematic diagram of
short-circuit fault test
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The current of the feeder is shown in the Fig. 10.
When the short-circuit fault occurs, the current of feeder line increases expo-

nentially, the steady-state value is about 16784 A.
The current of branch which has a short-circuit fault is shown in Fig. 11.
As shown in the figure, the current shows a upward trend of oscillation due to

shunt capacitor’s influence. The steady current is about 16788 A.
The current of traction branch is shown in the Fig. 12.
The current shows a regularly oscillating tendency because of the shunt

capacitor’s influence. The maximum current is about 1005 A. The current even-
tually becomes nearly 0 A.

The current of the auxiliary branch is shown in the Fig. 13.
Due to the effect of clamping diode at the inlet of the auxiliary branch, the

current will not flow back to the main circuit when the short-circuit fault occurs.
The current is small, almost 0 A.

subway 
train

source

transformer

rectifier

traction 
network

Fig. 8 Simulation schematic
diagram of the entire system
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Fig. 10 Current of the feeder line

Fig. 9 Simulation schematic diagram of subway train
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Fig. 12 Current of traction branch

Fig. 11 Current of short-circuit branch

Fig. 13 Current of the auxiliary branch
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7 Conclusion

The MATLAB/Simulink short-circuit fault test model of DC traction power supply
system is built with MATLAB/Simulink platform, which includes rectifier unit
model, DC traction network model and subway train model.

When short-circuit fault occurs onboard the subway train, the current can be
investigated through this simulation model. The current of branch which has a
short-circuit fault can reach to 16788 A. Through the simulation results, the
detailed test plan and test equipment can be determined.
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Research on Vehicle’s Combination
Dashboard Diagnostic Protocol Stack

Yanming Li, Feng Gao, Yongliang Ni and Tingting Wu

Abstract As the development of Vehicle Electric and Electrical system, Vehicle’s
digital Combination Dashboard which can be used to learn about the whole vehi-
cle’s parameters by driver has made an important role in the reliability of whole
vehicle. So it is necessary for us to acquire the whole vehicle’s parameters and
faults by realizing the on line and off line diagnosis of the combination dashboard.
This paper develops a diagnostic design approach for vehicle’s digital combination
dashboard on the basis of ISO 15765. It has realized the on line and off line
diagnosis for vehicle’s combination dashboard in order to detect the vehicle’s
parameters and faults conveniently. The experiment proves that the diagnostic
protocol stack is efficient and reliable, it can greatly increase the speed of maintain
service for engineers.

Keywords Combination dashboard � Diagnostic protocol stack
Online diagnosis � Multi frame transportation

1 Introduction

The development of modern vehicle electronic technology leads to the improvement
of vehicle electronization and the increasing of vehicle control unit. Meanwhile, the
maintenance and detection of vehicle become more complex, which bring challenges
on locating faults and acquiring parameters quickly for basic maintenance staff.
In order to solve this problem, self-diagnostic function has been integrated into the
design of most of vehicle electronic control units, which can diagnose faults
autonomously. By mean of this, the fault codes can be saved in the memory and can
be output through the communication port. In virtue of the fault indicator lamps or
specialized fault diagnostic devices on the combination dashboard, the operation
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parameters and fault codes of electronic control units can be easily acquired, and
analysis therefore can be conducted conveniently with the assist of professional
maintenance handbook. So it can be seen that the diagnostic system is essential in the
process of vehicle post maintenance.

As an important digital component of vehicle, combination dashboard is in
charge of the display of vehicle system parameters, fault codes from ECU, as well
as the formation of alarm logic. So the faults of combination dashboard may bring
serious influence for the operation of vehicle. Therefore, it’s essential to develop a
combination dashboard diagnostic system to real-time display the dash parameters
as well as to acquire related faults when the vehicle is stopped.

On line and off line methods are combined for vehicle diagnostic at present.
Based on the ECU software and hardware, on line diagnostic can realize the
self-diagnostic of each part of real-time monitoring of electronic control system
during vehicle operation, in order to detect the faults of electronic control system.
The self-diagnostic system can send faults information to driver by certain method
(alarm indicator for instance), meanwhile save the faults code and related data into
ECU memory, which can be displayed through external diagnostic device. In the
other hand, off line diagnostic can operate through diagnostic information acquired
from external diagnostic device. The key point to realize the diagnostic is that the
communication and service between diagnostic devices and ECU, which is called
diagnostic protocol stack.

2 Diagnostic Protocol

Conventional diagnostic protocol can be categorized into ISO (International
Organization for Standardization) and SAE (Society of Automotive Engineers).
The USA adopts SAE standard system, while most of other countries, including
China, adopt ISO standard system. Table 1 gives the contrast of the two standard
systems [1].

This paper mainly gives the design of combination dashboard diagnostic pro-
tocol stack based on the enhancement diagnostic method, and the ISO enhancement
diagnostic system is now broadly adopted, so here mainly gives the introduction of
ISO 15765 diagnostic system.

Table 1 Contrast of ISO AND SAE diagnostic standard

OSI reference model OBD diagnosis Enhanced diagnosis

ISO SAE ISO SAE

Application layer 15031-5 J1939-73 14229/15765-3 J2190

Transport layer 15765-4 J1939-21 15765-2

Data link layer 11898-1 J1939-21 11898-1 J1939-21

Physical layer 11898-2/3 J1939-11 11898-2/3 J1939-11
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ISO 15765 Protocol is suitable for the vehicle diagnostic system based on CAN
communication network. This protocol defines the generic specification applied on
vehicle diagnostic system based on CAN bus. ISO 15765 is accord with the seven
layer model recommended by OSI. According to OSI model, ISO 15765 mainly
defines the layers as below (Fig. 1).

(1) Application layer, established by ISO 15765-3.
(2) Transport layer, established by ISO 15765-2.

ISO 15765 transport layer is adopted to send and receive message and report the
results [2]. Because the longest size of a frame of CAN message is 8 bytes, the
transport methods for data shorter and longer than 8 bytes are different. For data
shorter than 8 bytes, a frame of CAN message is enough, which is called as single
frame transport and is shown in Fig. 2. Data longer than 8 bytes should be divided
and send by several CAN messages, and should be reformed when reception is
finished, which is called multi frame transport, and is shown in Fig. 3.

Fig. 1 ISO 15765 system scheme
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In the process of multi frame transport, sender and receiver need exchange
information constantly. Sender firstly sends a first frame to inform the length of data
to be transport; after the related resource distribution and preparation to receive
data, receiver returns a flow control frame to set the quantity of data pocket send for
once and the time interval, and sender can transport data based on the setting. This
kind of transport mechanism is mentioned as flow control mechanism, which is
shown in Fig. 4. Through this mechanism, receiver can authorize sender to continue
or delay remained continuous frame, or cancel the reception process when data

Fig. 2 Single frame transportation

Fig. 3 Multi frame
transportation
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length exceeds the size of its reception buff. There are two key parameters which
can define the receive ability in flow control frame mechanism.

(1) Block Size (BS), which means the maximum reception quantity of CAN
message for once, when CAN frame exceeds BS, more authorization are need
to continue the process.

(2) Shortest Transport Interval (STmin): the minimum interval between two con-
tinuous frames.

The application layer ISO 15765-3 follows the ISO 14229 (unified diagnostic
service) protocol, designs the transport scheme based on ISO 15765-2. In the
communication mode based on ISO 15765, messages execute different requests and
response service functions according to the Service ID (SI) included in the first byte
of data field. According to the service function, protocol application layer can be
divided into six units, including diagnostic and communication management unit,
data transport unit, existing data transportation unit, input/output control unit,
remote routine activation unit and upload/download unit. The main diagnostic
service of each unit are shown in Fig. 5.

3 Development of Diagnosis Architecture

The combination dashboard diagnosis architecture is realized mainly by its diag-
nostic protocol stack and the support of master computer software.

The diagnostics system master computer software is developed based on PC
platform, and is connected with CANcaseXL from Vector Co. through USB
interface. As the hardware device to support the master computer software,

Fig. 4 Flow control
mechanism process
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CANcaseXL can transform signals from USB form to CAN form, and realizes the
communication between PC and vehicle control unit. Several functions should be
developed in master computer software: fault diagnostics (read/clear stored fault
code of combination dashboard, real-time display the fault code and information
during vehicle operation), real-time data monitoring and curve display of essential
parameters. Apart from this, friendly GUI is need, which can improve the per-
ception of operation and display, and can increase the efficiency. Figure 6 is the
function architecture of the master computer software.

Apart from master computer software, the development of combination dash-
board is essential, which is also the key point of this paper. As shown in Fig. 7, the
scheme of combination dashboard mainly contains CAN driver module, transport
layer module and diagnostic module.
Functions of each module are as below.

(1) CAN driver module

This module is the basic of network communication, and realizes the function of
the CAN controller operation, which contains [3].

• CAN Controller Initialization;
• CAN Message Sending;
• CAN Message Reception;
• Bus Off Management;
• Wake Up Management;

Fig. 5 Diagnostic service

Fig. 6 Master computer
software functions
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Special functions, such as multi-channel CAN supporting, and multi kinds of
CAN identifier, etc. [4].

(2) Transport protocol module

This module realizes the transport of diagnostic protocol message based on the
ISO 15765-2 standard, which mainly contains [5]:

• Single frame data transport execution;
• Multi frame data transport execution, and pocket operation for application layer

diagnostic protocol message longer than 7 bytes (or 6 bytes, depending on the
addressing mode)

• Faults detection and over-time monitoring;
• Several addressing modes supporting based on the usage standard: conventional

addressing, extend addressing, conventional fixed addressing and hybrid
addressing.

(3) Diagnostic layer module

Diagnostic communication is the procession of diagnostic service between
diagnostic devices and ECU based on the diagnostic protocol, and is conducted as
the form of client-side/server. Diagnostic service mainly realizes fault detection,
failure memory access, data acquisition, variate calibration, function monitoring,
ECU reprograming, and identifier reading, etc. The main functions include:

• Diagnostic service and sub-function verifying;
• Diagnostic conversation jump;
• Safe status jump;
• Realization of diagnostics application layer related parameters: P2/P2ext/S3;
• Providing diagnostics service interface related with application program.

Fig. 7 Complete related CAN software architecture
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4 Development of Diagnostic Protocol Stack

4.1 Diagnostic Protocol Stack Software Module Division

The design of diagnostic communication can be divided into three modules: CAN
Driver (CanDrv) module, CAN Transport (CANTp) module, Diagnostics com-
munication management (Dcm) module [6], which are shown as Fig. 8.

4.2 Diagnostic Protocol Stack Module Development

4.2.1 CAN Driver Module (CANDrv)

This module mainly realizes the sendr-receiver function of CAN message.
CANDrv module contains interface functions as below.

(1) Can_Transmit(): Service sending function for upper layer (such as CanTp), this
function will return the execution result (sending success or failure).

(2) Can_RxIndication(): CAN message reception indication function, which is
called when receiving CAN Frame (in the CAN receiving interruption function
or Can_MainFunction()).

Fig. 8 Diagnostic communication software architecture
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(3) Can_TxConfirmation(): CAN message sending confirmation function, which is
called when message sending is finished (in the CAN reception interruption
function or Can_MainFunction()) [7].

(4) Can_Init(): Initialize the CAN controller, called after the power on of system.
(5) Can_MainFunction(): This function should be called by cycles if using inquiry

mode to send/receive message.

4.2.2 CAN Transport Layer Module(CANTP)

This module realizes the CAN transport protocol function that accordance to ISO
15765-2 standard, the related time parameters and operation modes can be
configured.

CanTp module contains interface functions as below:

(1) CanTp_Transmit(): Sending service function for protocol message provided by
upper layer (such as Dcm), and start up the sending procession of diagnosis for
protocol message.

(2) CanTp_RxIndication(): Deal with the received transport protocol message (SF,
FF, CF, FC) and pocket, this function is called in Can_RxIndication().

(3) CanTp_TxConfirmation(): Confirmation of transport protocol message (SF, FF,
CF, FC) sending accomplishment, which is called in Can_TxConfirmation().

(4) CanTp_Init(): Initializing related parameters of transport layer module, called
after the power on of system.

(5) CanTp_MainFunction(): The main function of transport layer module, realizing
the handling of the over- time and faults, executing the sending and resending
of multi frame message, which is called by cycles.

4.2.3 Diagnostic Communication Management (Dcm) Module

This module realizes the diagnostic services defined by USD standard (ISO
15765-3/ISO 14229), and can be configured by the diagnostic services and the
sub-services.

The interface functions in Dcm module are as below.

(1) Dcm_StartOfReception(): Sending diagnostic protocol message reception
induction to Dcm module, executed in CanTp_RxIndication after receiving SF
or FF.

(2) Dcm_CopyRxData(): Copying received diagnostic protocolmessage to the buffer
defined by Dcm module. This function is executed in CanTp_RxIndication(),
called after any frame of transport protocol message reception.

(3) Dcm_CopyTxData(): Copying diagnostic protocol message from buffer defined
by Dcm to sending buffer of sending module. This function is called before the
sending of any frame of transport protocol message.
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(4) Dcm_RxIndication(): Indication to Dcm module of complete diagnostic frame
(diagnostic request), this function is executed in CanTp_RxIndication(), called
after receiving SF or the last frame of CF [8].

(5) Dcm_TxConfirmation(): Confirmation the accomplishment of diagnostic pro-
tocol message sending, executed in TxConformation(), after sending SF or the
last frame CF.

(6) Dcm(): Diagnostic service execution function in Dcm module, ApplDcm() is
called in these functions.

(7) Dcm_Init(): Initialization of Dcm module, called after the power on of system.
(8) Dcm_MainFunction(): Main function of Dcm module, calling the related

diagnostic service according to received diagnostic request, sending responding
message. This function is executed by cycles.

4.2.4 The Interface Development Between Diagnostic Communication
Software and Application Program

The interface between diagnostic communication software and application include
3 aspects, which first and second only need application (or operation system) to call
the related functions.

Interface between diagnostic communication software and application are as
below:

(1) Diagnostic communication software initialization function of each module:
called after the initialization of the power on.

(2) Diagnostic communication software main functions of each module: called on
demand by cycles.

(3) ApplDcm(): Interface function between diagnostic communication software
and application program, callback function realized by application program
according detail contents of diagnostic service, to support functions of diag-
nostic device.

5 Development of Master Computer Software

5.1 Fault Diagnosis

Fault diagnosis contains online diagnosis and offline diagnosis. Online diagnosis
can display faults codes and information real-time during vehicle operation, and
remind driver the corresponding operation through fault indicator lamps. Offline
diagnosis contains fault code acquisition and fault code clearance.
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5.1.1 Online Diagnosis

Online diagnostic function can display combination dashboard’s fault code, fault
description, fault frequency and corresponding maintenance induction to driver, and
classify the severity level through fault indicator lamp, as shown in Fig. 9.

5.1.2 Offline Diagnosis

Offline diagnosis can read fault information, which including fault code, code
description, fault status and maintenance information saved in combination dashboard
when vehicle is stopped. Apart from this, combination dashboard code, software and
hardware version number and production serial number can also be read (Fig. 10).

Apart from to be read, fault information can also be loaded to local computer,
and be cleared through switch for fault clearance.

5.2 On Line Monitoring

In order to analyze some faults more detail, certain data needs to be monitored
real-time, sometimes the dynamic curves are also be displayed, which is similar with
the calibration of memory parameters. The parameter monitoring GUI is as Fig. 11.

Fig. 9 On line diagnostic interface
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Fig. 10 Off line diagnostic interface

Fig. 11 On line monitoring interface

608 Y. Li et al.



6 Conclusion

Based on the conventional ISO 15765 diagnostic protocol, this paper design the
diagnostic protocol stack and master computer software of vehicle combination
dashboard, and realizes the online/offline diagnosis and data monitoring of the
combination dashboard. This work improves the convenience of getting combi-
nation dashboard parameters and fault status real-time for maintenance staff, and
save the maintenance time, which makes improvement for practice work.
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Optimization and Scheduling Strategy
of Energy Storage in Urban Rail Traction
Power Supply System

Wei Ma, Wei Wang and Ruonan Hu

Abstract In the urban rail traction power supply system, the load power fluctuates
greatly, and the regenerated braking energy waste is serious. The fluctuation of load
power can be stabilized effectively, and the utilization ratio of renewable energy can
be improved when the energy storage system is applied in traction substation.
Firstly, based on the load characteristics of traction substation, the minimum
operation cost of energy storage investment is taken as the optimization objective,
and a hybrid optimization method of traction substation based on ant colony
optimization algorithm is proposed. Then, a hybrid energy storage real-time
scheduling strategy based on wavelet packet decomposition algorithm is proposed,
which can correct the wavelet packet decomposition results according to the
real-time SOC state of the storage battery and super capacitor. Finally, the cor-
rectness and effectiveness are verified through the simulation results based on the
measured data of a traction substation.

Keywords Urban rail traction power supply � Energy storage system
Hybrid energy storage system � Real-time scheduling

1 Introduction

At present, the urban rail train mainly adopts traction power supply network to
supply power, and the investment cost of traction network construction is high [1, 2].
The uncontrolled rectifier technology is usually used for power supply of traction
substation, which makes the train unable to feed the regenerative braking energy to
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the power grid through the traction network, and can only rely on the nearby train or
its own resistance to consume energy, causing a great waste of energy [3–5]. Power
supply by means of energy storage and the traction network can not only reduce the
traction substation power distribution capacity [6], but also can absorb the regen-
erative braking energy generated by the train. The economy and efficiency of energy
utilization can be improved, and the energy loss can be reduced in this way [7].

Some important achievements have been made in the application of energy
storage in rail transportation, and the energy storage system capacity allocation
technology and energy scheduling strategy has also become a hot topic in recent
years [8–12]. The storage capacity and scheduling strategies are complementary,
the two must be considered in order to achieve optimal overall effect.

This paper takes the capacity allocation and scheduling strategy of traction
substation ground type of energy storage system as the research content, and
analyzes the load characteristics of the traction substation. The minimum invest-
ment and operation cost of the Hybrid Energy Storage System (HESS) and the
traction substation are this papers objective function. Optimization model of HESS
is established in, using ant colony optimization the algorithm to solve this model,
and to get the optimal configuration of HESS. The wavelet packet decomposition
algorithm is used for controlling the charge and discharge of HESS in real-time. In
the control process, according to the real-time SOC of battery and super capacitor,
dynamic correction methodology is used for the references power instruction of
HESS that can ensure the operation of HESS keep safe.

2 The Power Characteristic of Traction Substation Load

The Beijing Metro Traction Substation actual load data as the basis for analysis, at
the peak time of a day. Up and down train synchronization time is 30s. The
departure time interval is 3 min. in the power supply range at the same time, there
are 2 trains running. The Typical power characteristic curve of traction substation
load is shown in Fig. 1

Fig. 1 Typical power characteristic curve of traction substation load
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3 The Power Characteristic of Traction Substation Load

3.1 The Topology of HESS in Traction Substation

The topology of the HESS in the traction substation is shown in Fig. 2.
The battery and the super capacitor are respectively connected to the DC traction

network through a bidirectional DC/DC converter. First of all, HESS can output
energy when traction load in peak, reducing the peak load of traction output, so as
to reduce the capacity of the traction substation and distribution substation, and
reduce investment cost; secondly, HESS, which have the characteristics of power
type of storage and energy type of storage, can stabilize the power fluctuation of
traction load. When the train in the braking condition, if the regenerative braking
energy generated is not absorbed by the adjacent trains, then HESS can absorb the
regenerative braking energy, improving the utilization rate of energy regenerative
braking.

3.2 The Optimization and Configuration Model of HESS

3.2.1 Objective Functions

When the power demand of traction load is satisfied, the minimum investment cost
and annual operation cost of traction substation and HESS are taken as objective
functions.

fmin ¼ Cinv þCom þCkw + Csub ð1Þ

Fig. 2 Topological structure
of HESS in traction substation
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where, Cinv is the initial investment cost of HESS, Com is the annual operation and
maintenance cost of HESS, Ckw is the investment cost of traction substation, and
Csub is the power consumption of traction substation.

Cinv ¼ nB P � PBAT þ nB E � EBAT þ nC P � PSC þ nC E � ESC ð2Þ

where, nB_E and nC_E are respectively for batteries and super capacitors investment
cost per unit capacity. nB_P and nC_P are the cost of battery and super capacitors
DC/DC convert. PBAT, EBAT, PSC and ESC are rated power and capacity of battery
and super capacitor.

Cmo ¼ mB E � EBAT þmC E � ESC ð3Þ

where, mB_E is unit capacity of battery maintenance cost, and mC_E is unit capacity
of super capacitor maintenance cost.

Ckw ¼ PGrid max � h ð4Þ

where, PGrid_max is the maximum output power of the traction substation, and h is
the unit investment cost of the traction transformer substation.

Csub ¼ eEsub ¼ e
ZT

0

PGRIDdt ð5Þ

where, the T represents the running time of the traction substation for one year.
The Esub represents the total energy consumption of the traction substation for one
year and the unit is kWh. The e is the electricity price and the unit is kWh.

3.2.2 Confinement Conditions

Confinement conditions for the SOC of battery and super capacitor.

PBAT ;min\PBAT\PBAT ;max

PSC;min\PSC\PSC;max

0:2\SOCBAT\0:9
0:15\SOCSC\0:95

8>><
>>:

ð6Þ

where, PBAT is the charge and discharge power of battery, PSC is charge and
discharge power of super capacitor. PBAT,min, PBAT,max, PSC,min, PSC,max are
respectively the upper and lower limitation of battery and super capacitor charging
and discharging power. SOCBAT and SOCsc are respectively the SOC of battery and
super capacitor.

614 W. Ma et al.



Confinement conditions for traction substation output power.

PGrid min\PGrid tð Þ\PGrid max�PGrid R ð7Þ

where, PGrid_max and PGrid_min are the maximum and minimum values of the output
power of the traction substation respectively. PGrid_R is the reserve capacity of
traction substation.

Confinement conditions for power balance.

Pload tð Þ ¼ PGrid tð ÞþPBAT tð ÞþPSC tð Þ ð8Þ

Cycle confinement conditions for batteries and super capacitors.

SOCBAT Tð Þ ¼ SOCBAT T0ð Þ
SOCSC Tð Þ ¼ SOCSC T0ð Þ

�
ð9Þ

where, T0 is the start time of a cyclic scheduling period, and T is the end time.

4 The Real-Time Dispatching Algorithms of HESS

4.1 Wavelet Packet Decomposition Algorithm

Wavelet analysis is a fixed window size and its shape can be changed, in the
process of decomposition of low-frequency signal decomposition, the decomposi-
tion is no longer implemented the high frequency signal. The schematic diagram of
wavelet packet decomposition algorithm is shown in Fig. 3.
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Fig. 3 Schematic diagram of wavelet packet decomposition algorithm
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4.2 The Power Allocation Strategy of the HESS

Set the traction load is PL(t). In order to smooth the output power fluctuation of the
traction substation PGRID(t), the fluctuation power of the traction load is stabilized
by the HESS, and the charge and discharge power of the HESS PHESS(t) is
expressed as follows.

PL tð Þ ¼ PHESS tð ÞþPGRID tð Þ ð10Þ

The three layer wavelet packet decomposition algorithm is used to decompose
the power PL, and the power decomposition sequence traction load at time of t is
obtained, which is expressed as follows.

PL tð Þ ¼ S13 tð Þþ S23 tð Þþ S33 tð Þþ � � � þ S83 tð Þ ð11Þ

where, Si3 is the power component after wavelet packet decomposition, in which i is
1 to 8 positive integers.

The power reference instructions for the battery and super capacitor of the HESS
are shown in Fig. 4.

4.3 The Correction Methodology of HESS Power
Instruction

Objective to modify HESS reference power mainly has two aspects, one is to
prevent super capacitor and battery overcharge, over discharge, reduce the battery
life, and even cause damage; two is to keep the battery and super capacitor SOC
remain in the vicinity of 0.5, running in shallow charge and discharge condition,
prolong the service life.

First of all, it is necessary to correct the references power instructions based on
the real-time SOC of battery and super capacitor, the first correction of battery is as
follows.

wavelet packet 
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PL(t) Instruction
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=
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Fig. 4 Power allocation strategies for battery and super capacitor of HESS
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Pref
BATðtÞ ¼

P4
i¼2

Si3 tð Þ; SOCBAT tð Þ 2 0:35; 0:75½ �
P4
i¼3

Si3 tð Þ; SOCBAT tð Þ 2 0:2; 0:35½ � [ 0:75; 0:9½ �

8>><
>>:

ð12Þ

The first correction of super capacitor is as follows.

Pref
SCðtÞ ¼

P8
i¼5

Si3 tð Þ; SOCSC tð Þ 2 0:25; 0:85½ �
P8
i¼6

Si3 tð Þ; SOCSC tð Þ 2 0:15; 0:25½ � [ 0:85; 0:95½ �

8>><
>>:

ð13Þ

5 Case Studies

5.1 The Simulations of HESS Optimization
and Configuration

Based on the load curve of the traction substation shown in Fig. 1, the HESS
optimization configuration method is simulated in this paper, and the parameters of
the battery and super capacitor are shown in Table 1.

The construction cost of traction substation is 280 million yuan/kW, and the cost
of power electricity is 1 yuan/kWh. The ant colony optimization algorithm is used
to solve the problem; the HESS allocation result and the corresponding operating
cost are obtained, as shown in Table 2.

According to the optimization results, the application of HESS system in traction
substation, the investment cost of traction substation reduced from the original 252
million yuan to 136.88 million yuan, the traction substation construction investment
cost is reduced by 45.68%. Secondly, through braking energy recycling, the annual
operating cost of traction substation is reduced by 16.13%. Comprehensive analysis
shows that the economic benefits of HESS applied to traction substations are rel-
atively impressive.

Table 1 The parameters of battery and super capacitor

Battery parameters Values Super capacitor parameters Values

Single cell voltage (V) 2.8 Single cell voltage(V) 2.5

Single cell capacity (Ah) 10 Single cell capacity (F) 7500

Unit price (yuan/kWh) 3000 Unit price (yuan/kWh) 40,000

Unit price of DC/DC (yuan/kWh) 2000 Unit price of DC/DC (yuan/kWh) 2000

Unit price of maintenance
(yuan/kWh)

100 Unit price of maintenance
(yuan/kWh)

80
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5.2 The Simulation of the Real-Time Dispatching
Strategy of the HESS

Based on the load curve of the traction substation shown in Fig. 1, the real-time
dispatching strategy of the HESS is simulated, and the output power of the traction
substation and HESS are shown in Fig. 5.

As can be seen from Fig. 5, that the traction substation power curve is relatively
smooth, the range of power fluctuations is in the [1900, 2300] kW. That indicated
that the introduction of HESS can reduce the capacity of distribution substation
construction. In addition, the large amplitude power fluctuation of traction load is
mainly borne by HESS, the output power range of HESS is [−8000, 6100] kW.
According to the optimization results, the maximum output power limitation of
HESS is able to meet the actual power requirements. The output power of battery
and super capacitor is shown in Fig. 6.

From the simulation results in Fig. 6, the power range of battery is [−4000,
4000] kW, the power range of super capacitor is [−6100, 6000] kW. The optimized

Table 2 The allocation results of HESS(before and after optimization

PGRID/kW EBAT/kWh PBAT/kW ESC/kWh PSC/kW Investment
cost/*106 ¥

Operating
cost/*106 ¥

Before 9000 0 0 0 0 252.00 47.5657

After 2500 380 4350 40 6700 136.88 39.8936
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Fig. 5 The traction substation and HESS power (left: traction substation, right: HESS)
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Fig. 6 The output power of battery and super capacitor (left: battery, right: super capacitor)
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configuration results of HESS can meet the actual output power demand of storage
battery and super capacitor. Secondly, the proposed wavelet packet decomposition
algorithm can assign HESS instruction power reasonably and effectively. The super
capacitor is used for stabilizing power fluctuation components of high amplitude.
The battery is used for stabilizing fluctuation of smaller amplitude.

The real-time SOC of battery and super capacitor is shown in Fig. 7.
From the simulation results in Fig. 7, the SOC range of battery is [0.5, 0.7], the

SOC range of super capacitor is [0.3, 0.7]. They are always running in the shallow
charge and shallow discharge condition. The proposed correction method of HESS
references power instruction power, which is based on the real-time SOC of battery
and super capacitor, is correct and effective.

6 Conclusions

This paper mainly studies the optimal allocation method of HESS in the urban rail
traction substation, and the real-time control strategy of the charge and discharge
power of the storage battery and the super capacitor in HESS. The main conclusions
are:

a. After applying HESS to the urban rail traction power supply system, it has good
economy. First, the power distribution capacity of the traction substation can be
reduced, and about 45% of the investment cost of the traction substation will be
reduced. Second, the HESS can effectively recover the regenerative braking
energy of the train and reduce the operating cost of traction substations by 16%
per year.

b. The proposed optimization and planning model of HESS in traction substation is
validated by simulation. The configuration results of HESS, using ant colony
optimization algorithm, is correct, that can be obtained to meet the actual
demand to stabilize the fluctuation of power of traction load and recovery of
regenerative braking energy. In addition, the HESS reference power instruction
correction strategy, proposed in this paper, is effective, that can ensure that the
storage battery and super capacitor run within the security constraint.
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Fig. 7 The real-time SOC of battery and super capacitor (left: battery, right: super capacitor)
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Hierarchical Control Strategy of On-board
DC Microgrid

Luming Chen, Zili Liao, Hailiang Xu and Xiaojun Ma

Abstract In order to eliminate adverse impacts of instantaneous power loads,
configurations, working principle and distributed power characters of on-board DC
microgrid were analyzed. To maximize the function of this structure, a hierarchical
control strategy was established based on wavelet transform strategy and fuzzy
control strategy. And then, examples of application were carried out in MATLAB/
Simulink based on a certain driving test cycle and simulation model to verify the
effectiveness of the proposed strategy. The final results showed that the proposed
strategy had an advantage in meeting demands of power loads. In the meantime,
electric energy quality and battery service life could be significantly improved.

Keywords DC Microgrid � Fuzzy control � Wavelet transform
Supercapacitor

1 Introduction

In recent years, the topology of traditional grid has made a revolutionary change
due to the rapid development of high power semiconductor switching devices,
storage technology and power conversion technology. As an important part of smart
grid, microgrid technology has drawn great attention around the world. Integrated
electric power systems in electric armored vehicles are typically composed of
multiple distributed generations, energy storage devices and converters, which may
achieves a high degree of autonomy [1]. Thus it can be regarded as on-board DC
microgrid system without connecting to large electric power grids.

The performance of on-board DC microgrids is not only depended on topology
structures, but also closely related to control strategies [2]. Many efforts on the
microgrid control strategies have been made by scholars around the world. A fuzzy
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control strategy was proposed based on a parallel HEV, the simulation result
indicated it could improve the performance of HEV fuel economy and emissions
[3]. Gheorghe proposed a hybrid algorithm with wavelet decomposition based on
the novel configuration with batteries and supercapacitors, which turned out to be
effective on the improvement of vehicle performance [4]. Above-mentioned control
strategies are best for civilian vehicles when changes of load power demands are
relatively stable. However, armored vehicles usually have heavy dead weights and
complex working conditions, which lead to a rapid changing of load requirements.
Therefore, it is necessary to develop an efficient energy control strategy for the low
inertia on-board DC microgrid.

This paper takes the on-board DC microgrid as the research object. Considering
its physical characteristics, it is proposed a hierarchical control strategy, combining
wavelet transform with fuzzy control, to realize a higher efficient control. To verify
the effectiveness of the control strategy, a simulation experiment was carried out
based on the Matlab/Simulink model. Finally, it is proved that the proposed control
strategy can give full play to different power supplies, extend their life cycles and
improve power supply quality of on-board DC microgrid.

2 The General Situation of On-board DC Microgrid

2.1 On-board DC Microgrid Configurations

On-board DC microgrid consists of distributed generations, energy storage devices
and converters [5], and its topology structure is shown in Fig. 1.

Engine/Generator Set

Lithium Batteries

Controllable 
AC/DC converter

Bidirectional 
DC/DC Converter

DC
BUS

Supercapacitors

Power Loads

Hybrid Energy 
Storage System

Fig. 1 Topology structure of on-board DC microgrid
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2.2 On-board Microgrid Working Principle

DC bus is mainly applied to offer stable voltage output for all kinds of electric
power loads, whose energy comes from more than one power sources. Firstly,
engine/generator set acts as the main power source of on-board DC microgrid, and
its AC output can be rectified to DC by controllable AC/DC converter. Secondly,
lithium batteries connect to the DC bus through bidirectional DC/DC converter, and
play an important role in the recycling of braking energy as well as the provision of
silent driving. Finally, supercapacitors and DC bus are connected directly by
high-voltage wires, the former is usually used to deal with the situation of load
sudden increases or decreases.

2.3 Distributed Power Characteristics

Engine/generator set: When power loads change dramatically, the operating point
of engine/generator set also changes significantly. Nevertheless, the component is a
large-lag object, dynamically adjusting may result in severe losses. As a result, the
operating efficiency and fuel economy will be a sharper decline.

Lithium batteries: Under a working environment with high power load changes,
in-out power changes of lithium batteries will become higher than that of general
condition. It leads to a negative influence on lithium battery’s life cycle and
security.

Supercapacitors: The power density of supercapacitors is 10–100 times more
than that of lithium batteries. So it can finish its in-out process within several
milliseconds. Its excellent physical characteristics gains an advantage over other
power type energy sources.

3 Hierarchical Control Strategy

3.1 Process of Control Strategy

Since power sources of on-board DC microgrid are in nature of different frequency
characteristics, power source efficiency cannot be fully exploited by solely relying
on a particular control strategy. To solve this problem, multi-strategy fusion become
a key to breaking bottleneck. A hierarchical control strategy is proposed in this
paper. For the first step, load power requirements is to be broken up into a
high-frequency part and a low-frequency part based on wavelet transform. For the
second step, low-frequency power shall be allocated to the engine/generator set and
lithium batteries. The process of control strategy is shown in Fig. 2.
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3.2 Wavelet Transform Strategy

Wavelet analysis, which is originated in the 1980, is the expansion and extension of
Fourier analysis. As a function of wavelet analysis, wavelet transform is mainly
used to decompose a given function or time signal into different scales [6].

Wavelet transform will map a 1-D time domain function into a 2-D
time-frequency domain function through decomposition process. Wavelet basis
function used by wavelet transform is diverse, so how to choose its function
becomes the key factor to outcome result [7]. As one of the most popular wavelet
basis function, haar wavelet has the shortest length of filtering in the time domain
comparing with other wavelets. Therefore, the paper choose the haar wavelet as the
wavelet basis function, its expression is shown as below:

w tð Þ ¼
1 t 2 0; 1=2½ �
�1 t 2 1; 2=1½ �
0 others

8
<

:
ð1Þ

For continuous wavelet transform, the decomposition expression is:

Lwf a; tð Þ ¼ 1
ffiffiffiffiffi
cw

p 1
ffiffiffiffiffiffi
aj jp

Zþ1

�1
f uð Þw (

u� t
a

Þ du a 6¼ 0ð Þ; t 2 Rð Þ ð2Þ

For a computer calculation, continuous wavelet transform is not convenient to
deal with digital signals. By discrete treatment, Eq. (2) can be changed to

Lwf a; tð Þ ¼ 1ffiffiffiffiffi
cwa

p
R þ1
�1 f uð Þwð u�t

a Þdu
a ¼ 2�j; t ¼ k2�j; j; k 2 Zð Þ ð3Þ

Fig. 2 The process of control strategy
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During design process, wavelet decomposition order should be proper to ensure
simplicity of calculation and meet demands of the frequency constraints. Hence the
paper chooses a third order haar wavelet in decomposition and reconstruction
power demand, distribution situation is shown in Fig. 3.

The expression of power supply power allocation is shown as follows:

PLF ¼ P engine þP batt ¼ x0ðnÞ ð4Þ

PHF ¼ P super ¼ x1ðnÞþ x2ðnÞþ x3ðnÞ ð5Þ

3.3 Fuzzy Control Strategy

Fuzzy control strategy was published by Prof L.A. Zadech in 1965, then it has got
promoted in recent years due to its advantages. Firstly, it does not rely on the
accurate object model, which contributes to better adaptability and robustness.
Secondly, fuzzy control rules can be expressed by natural languages, so it is easy to
implement. Its design flow chart is shown in Fig. 4.

Based on load power demands and lithium batteries SOC, a fuzzy control
strategy is designed to execute power distribution between engine/generator set and
lithium batteries, which is a typical MIMO design problem [8].

(1) Fuzzification

Fuzzification is used to transform input real clarity values into fuzzy input values
through domain transformation and relationship mapping. The triangle relationship
function is used in the fuzzy controller.

f ðx; a; b; cÞ ¼
0 x� a
x�a
b�a a� x� b
c�x
c�b b� x� c
0 x� c

8
>><

>>:

ð6Þ

(2) Inference Machine

Inference machine is the core of fuzzy control strategy design. A total of 90
fuzzy control rules can be established in the following form:

x2(n)x1(n) x3(n)

x0(n)x(n)Fig. 3 Power dividing sketch
map
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If (conditions which is needed to meet) then (conclusions)
Each fuzzy rule represents a different relationship between fuzzy implications,

and its basic form is shown as followings:

Ri ¼ ðXi ^ YiÞ ! Zi ð7Þ

(3) Defuzzification

In the paper, a area split method is applied to perform defuzzification procedure.
First the surrounding area between abscissa and membership function is calculated.
When a line parallel to the ordinate bisects the area, its intersection with the
horizontal is considered the expected value.

4 Examples of Application

4.1 Basic Parameters and Design Performance Indicators

In order to calculate load power demands of on-board DC microgrid, basic vehicle
parameters and microgrid requirements are listed in Table 1.

4.2 Driving Test Cycle

To verify the control strategy, certain driving test cycle should be selected. In view
of heavy vehicle characteristics, CYC_HWFET driving test cycles was adopted [9].
The power spectrum characteristic was shown in Fig. 5.
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Fig. 4 Fuzzy controller design flow chart

Table 1 Basic vehicle parameters and microgrid requirements

Vehicle parameters Microgrid requirements

Total weight (t) 18 Engine (kW) 330

Windward area (m2) 2.2*3 Generator (kW) 350

Motorcycle type 8 � 8 Lithium battery (Ah) 90

Drag coefficient 0.5 Supercapacitors (F) 10
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4.3 The Simulation Model

According to the above-mentioned method, the control strategy of on-board DC
microgrid was established in MATLAB/Simulink. It is shown in Fig. 6.

P /
kW

T/s

Fig. 5 Power spectrum characteristic of CYC_HWFET

Fig. 6 Control strategy model of on-board DC microgrid
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4.4 The Simulation Result

Applying the established simulation model of on-board DC microgrid into exper-
iment, the simulation result was shown as the follows:

Figure 7 shows that engine power trends generally keep pace with load power
requirements, and its amplitude change frequency gets reduced; Fig. 8 shows that
lithium batteries are constantly in the state of charging and discharging process.
Although its amplitude change frequency get improved, it is still in a relatively
stable working condition; Fig. 9 shows that supercapacitors make full use of its
high power density advantages, which can deal with the high frequency component
in the system; Fig. 10 shows that the battery SOC stays at a dynamic equilibrium

P/
kW

T/s

Fig. 7 The power distribution of engine/generator set

P/
kW

T/s

Fig. 8 The power distribution of lithium batteries
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state most of the time, it is benefit to exert its high energy density advantages and
extend its life cycle.

5 Conclusion

The paper established a hierarchical control strategy based on the combination of
wavelet transform and fuzzy control, reaching a goal of high frequency power
decomposition and low frequency power allocation. These measures tend to result

P/
kW

T/s

Fig. 9 The power distribution of supercapacitors

T/s
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/%

Fig. 10 The dynamic change trend of lithium batteries SOC
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in an effective reduction of dynamic work losses and a high improvement of power
supply quality of on-board DC microgrid.

Acknowledgements This work was supported in part by the National Natural Science Foundation
of China (No. 51507190) and the China Postdoctoral Science Foundation (No. 2017T100831).

References

1. Zili L, Xiaojun M, Kemao Z (2008) Research on status quo and key technologies of all-electric
combat vehicle. Fire Control Command Control 33(5):1–4

2. Meradji M, Cecati C, Gaolin W, Dianguo X (2016) Dynamic modeling and optimal control for
hybrid electric vehicle drivetrain. In: 2016 IEEE international conference on industrial
technology, pp 1424–1429

3. Ling C, Liang G (2012) A research on the fuzzy control strategy for parallel hybrid electric
vehicle. In: 2nd international conference on frontiers of manufacturing and design science,
pp 121–126

4. Gheorghe L, Alina-georgiana S (2014) Control strategies for hybrid electric vehicles with two
energy sources on board. In: 8th international conference and exposition on electrical and
power engineering, pp 142–147

5. Bayrak A (2015) Topology considerations in hybrid electric vehicle powertrain architecture
design. The University of Michigan, pp 6–9

6. Kamaraj C (2011) Integer lifting wavelet transform based hybrid active filter for power quality
improvement. In: 2011 1st international conference on electrical energy systems, pp 103–107

7. Zhang D (2011) MATLAB wavelet analysis. China Machine Press, Beijing, pp 53–64
(in Chinese)

8. Venkatesh C, Siva DVSS, Sydulu M (2012) Detection of power quality disturbances using
phase corrected wavelet transform. J Inst Eng (India) Ser B, 37–42

9. Shim BH, Park KS, Koo JM, Jin SH (2014) Work and speed based engine operation condition
analysis for new European driving cycle(NEDC). J Mech Sci Technol 28(2):755–761

630 L. Chen et al.



Design and Simulation of Switched
Reluctance Motor Control System

Chengling Lu, Gang Zhang, Chengtao Du, Junhui Cheng
and Congbing Wu

Abstract Based on the analysis of mathematical model of switched reluctance
motor and the structure of drive system, position sensor model, power converter
model, switched reluctance motor model and other models were established through
Simulink module. Through a combination of these models, a system model of APC
control was built. The simulation results show the stability of the control system,
which provides a reference to physical system designs of such switched reluctance
motor.

Keywords Switched reluctance motor � Control system � Simulation
Electromagnetic torque

1 Introduction

Switched reluctance machine is divided into switched reluctance motor and swit-
ched reluctance generator. Domestic and foreign scholars have applied a wide range
of research on the application of switched reluctance motor in rail transit. There are
single-phase, two-phase, three-phase, four-phase and multi-phase switched reluc-
tance motor, and in the case of same phase, the number of poles of stator and rotor
can have different matches [1, 2]. Switched reluctance motor has the advantages of
simple structure, low noise and so on. Currently, three-phase 12/8 switched
reluctance motor and four-phase 8/6 switched reluctance motor are most widely
used. In this paper, four-phase 8/6 switched reluctance motor is taken as an example
and modeling was done on its drive system, which provides theoretical support for
physical design.
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2 Structure Principle and Mathematical Model

2.1 Structure Principle

The operation of switched reluctance motor follows the principle of minimum
reluctance, that is to say, The flux is always closed along the minimal path of the
magnetoresistance [3, 4]. When the rotor core is rotated to the minimum position of
the magnetic resistance, The main axis of the rotor is coincident with the main axis
of the electrified phase. The controller sends the control pulse to switch between the
stator and the rotor of the switched reluctance motor. The operating principle of
four-phase 8/6 switched reluctance motor is shown in Fig. 1.

2.2 Mathematical Model

It is assumed that the structure and parameters of the motor are symmetrical and the
core loss is ignored, we can derive the mathematical formula for the voltage
equation, flux equation, mechanical motion equation and torque equation as
follows.

2.2.1 Voltage Equation

According to the analysis of the internal current path of the motor, phase voltage
balances equation of switched reluctance motor is derived as follows:

um ¼ Rmim þ dWm

dt
ð1Þ

Among them, um, im, Rm and Wm are respectively terminal voltage, current,
resistance and flux linkage of m-phase winding.

Fig. 1 Operating principle of
four-phase 8/6 switched
reluctance motor

632 C. Lu et al.



2.2.2 Flux Equation

Due to the fact that the phase mutual inductance is very small, it can obtain the
function of each phase winding flux and the phase current, the self inductance and
the rotor position angle in the case of neglecting the mutual inductance, and the flux
equation is simplified as shown in formula (2)

Wm ¼ Lmðhm; ikÞik ð2Þ

The Eq. (2) into Eq. (1), we obtains the following equation.

um ¼ Rmim þ @Wm

@t
dim
dt

þ @Wm

@h
dh
dt

¼ Rmim þðLk þ @Lm
@ik

Þ dim
dt

þ im
@Lm
@h

dh
dt

ð3Þ

Equation (3) shows that the supply voltage is equivalent to the plus value of
three voltage drops in the circuit. The first item on the left side of the equation
denotes the resistance drop in m-phase circuit, the second item denote the elec-
tromotive force induced by flux linkage change, which is caused by current vari-
ation, the third item denotes the electromotive force induced by flux linkage change
in the winding, which is caused by rotor position change.

2.2.3 Mechanical Motion Equation

Te ¼ J
d2h
dt2

þ kx
dh
dt

þ TL ð4Þ

Among them, Te, J; kx and TL are respectively electromagnetic torque of the
motor, rotational inertia of the system, friction coefficient and load torque.

2.2.4 Torque Equation

The electromagnetic torque of switched reluctance motor can be obtained by partial
derivative of magnetic coenergy W 0

m to rotor position angle h, as shown in Eq. (5)

Teði; hÞ ¼ @W 0
mði; hÞ
@h

ji¼Const ð5Þ

W 0
mði; hÞ ¼

R i
0 Wði; hÞdi is equation of the magnetic coenergy of the winding.

Equation (1) to (5) constitute the mathematical model of switched reluctance
motor. The mathematical model is complete and accurately describes the
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electromagnetic and mechanical relations in switched reluctance motor. With the
model, switched reluctance motor can be regarded as an electromechanical device
with 4 pairs of electrical ports and a pair of mechanical ports, as shown in Fig. 2.
However, due to the nonlinearity and switching of circuit and magnetic circuit, it’s
quite difficult to carry out model calculation, so we construct the Simulink model
for simulation and analysis [5].

3 Composition of Switched Reluctance Motor Drive
System

Switched reluctance motor drive system is mainly composed of four parts: switched
reluctance motor, power converter, controller and detecting part [6, 7]. The power
converter converts external energy into an energy form suitable for switched
reluctance motor, and the controller deals with information from position detection
and current detection and accepts the command given by the set value [8]. The
detecting part realizes detection of corresponding information through sensor and
other components, as shown in Fig. 3.

Coupling Magnetic Field

4d

dt

Ψ
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Fig. 2 Four-phase switched reluctance motor system diagram

Fig. 3 Switched reluctance motor drive system
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4 Modeling and Simulation

4.1 Modeling of Position Sensor

The signal emission circuit of four-phase 8/6 switched reluctance motor is as shown
in the Fig. 4. The rotor angular velocity W is transformed from rad/s to deg/s
through scaling transformation. The relative positions of the four phases are
obtained by discrete integrator KTs

z�1 : There are 15 degrees of difference between the
four phases relative to their respective position, so the initial relative positions are 0,
15, 30 and 45, respectively. By changing conduction angle and turn-off angle,
corresponding control can be implemented, that is, APC control is used.

4.2 Modeling of Power Converter Module

The power converter uses double-switch main circuit. When two main switches
IGBT1 and IGBT2 are conducted simultaneously, power will flow into motor
winding. when IGBT1 and IGBT2 are turned off simultaneously, phase current
continues to flow through fly-wheel diode, thus the magnetic field energy of the
motor can be fed back to the power supply quickly in a form of electric energy to
realize forced commutation [9, 10]. The simulation model is as shown in Fig. 5.

4.3 System Modeling

The system is mainly composed of power supply, power converter, controller,
current detection and position detection [11–13]. Based on the previous introduc-
tion of core position detection and power conversion, the power supply adopts DC
90 V, and 8/6 switched reluctance motor provided by the system is used. The
current detecting part adopts the current hysteresis control module, which is pro-
vided by Simulink library through modification of parameters. The module mainly
realizes current hysteresis control and provides signals for on-off of the converter.
The read-only parameter of switched reluctance motor module was modified,

Fig. 4 Model of position sensor

Design and Simulation of Switched Reluctance Motor Control System 635



the parameters were altered according to relevant variables in the mathematical
model, and the flux linkage, current, electromagnetic torque and rotor speed and
waveform of rotor speed were collected in turn. The system modeling is as shown
Fig. 6.

5 Analysis of Simulation Result

The simulation result shows that the system simulation model is feasible. It can be
seen from waveform analysis that, there’s a large gap between the four phase flux
linkages in the starting moment, along with motor starting, the four phase flux
linkages tend to be equivalent, the collected current waveform and electromagnetic
torque wave tend to be symmetrical, the rotor speed gradually increases to the rated
value, which is in line with the parameter characteristic of the motor. The results are
shown in Fig. 7.

Based on the analysis of mathematical Model of switched reluctance motor and
drive system, a nonlinear simulation model of switched reluctance motor drive
system was built by simulink module, which adopts the APC control method. The
nonlinear simulation model provides an effective means for the analysis and design
of the switched reluctance motor control system.

Fig. 5 Model of double-switch power converter
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Isolated Transit Signal Priority Control
Strategy Based on Lane-by-Lane Vehicle
Detection Scheme

Jun Deng and Liang Cui

Abstract In contrast to the conventional single-channel detection which uses all
the detectors across all the lanes as a single input to a signal phase, the lane-by-lane
detection monitors the gaps/headways on a lane-by-lane basis. In the conventional
actuated control detection, detectors transmitted information to the signal control
machine as long as they were triggered, but signal control machine can not dis-
tinguish which lane are they from. In the lane-by-lane detection proposed in this
paper, detectors of each lane worked independently and transmitted information of
each lane to the signal control machine separately. Based on the probability theory,
models were derived for estimating the green extensions with various geometric
configurations. Using the proposed models, green extensions for actuated signal
controls can be obtained. By comparing the required green extensions of buses and
social vehicles to determine whether to give priority to the bus signal. The
lane-by-lane control strategy proposed in this paper were simulated by VISSIM.
The simulation results showed that the lane-by-lane control strategy has a better
control effect in different situations compared with the fixed time control strategy
and conventional actuated control strategy.

Keywords Lane-by-lane detection � Actuated control � Bus priority
Green extension � VISSIM
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1 Introduction

Bus priority is an effective way to improve the efficiency of public transport and
improve the level of public transport services. There are two ways to achieve the
priority of public transport: the optimization of road space and the optimization of
signal timing [1]. The former mainly through the setting of bus lanes or double stop
lines and other ways to achieve. However, it is needed to meet various objective
conditions, so it is often restricted in practice. The latter is widely used as a result of
easy implementation, actuated signal control is one of it. Actuated signal control is
a kind of feedback control that adapted signal timing to the changing traffic by
detecting the real-time traffic volume of the intersection. Compared with the fixed
time control, the actuated control adapted to the fluctuation of traffic better. Vehicle
detection is an important part of modern traffic signal control systems [2, 3]. Over
the past few decades, research on detector layout and parameter setup has been
focused on the size and location of advanced detectors for achieving various
operational objectives. Examples of such studies include advanced call detector
location and bus signal priority operations [4], and advanced detectors for dilemma
zone protection [5]. One of the critical aspects that has not been well studied is
regarding detection schemes at typical signalized intersections with multiple lane
approaches. At signalized intersections with multilane approaches, current practice
is place detectors in each individual lane and as long as detectors were triggered,
they transmitted information to the signal control machine, detected headways are
less than the actual headways, it is not reflect the actual headways of each lane, as
shown in Fig. 1. In the lane-by-lane detection proposed in this paper, detectors of
each lane worked independently and transmitted information of each lane to the
signal control machine separately, as shown in Fig. 2.

Headway  detector

ht

signal
control
machine

Fig. 1 Traditional detector
operating mode
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2 Modeling Green Extension with a Lane-by-Lanevehicle
Detection Scheme

For the conventional actuated control detection, Akcelik [6] developed the
following formulations.

The green extension (extended green light time) beyond the time to clear queue
depends on the maximum allowable headway (MAH), h. The number of headways
that the controller would be expected to hold forms a geometric distribution.

Pn ¼ pnð1� pÞ ð1Þ

where

Pn = probability of extending n headways before experiencing a headway greater
than h.

P = probability of having a headway less than or equal to h.
n = number of headways under consideration.

If the headway distribution function f ðtÞ is known, we have

p ¼ Pðt\hÞ ¼
Z h

0
f ðtÞdt ¼ FðhÞ ð2Þ

The average number of headways (Expectation of n) the controller to hold, N,
can be obtained from the characteristics of a geometric distribution:

�N ¼ EðnÞ ¼
X1
n¼1

nPn ¼
X1
n¼1

npn�1ð1� pÞp ¼ p
X1
n¼1

npn�1ð1� pÞ ¼ p
1� p

ð3Þ

The average green extension time would be the product of N and the average
length of headway, T .

Headway  detector

ht

signal
control
machine

Fig. 2 Improved detector operating mode

Isolated Transit Signal Priority Control Strategy … 641



The average length of the headways that are less than h; T , is

T ¼ V
R h
0 t � f ðtÞdt

V
R h
0 f ðtÞdt

¼
R h
0 t � f ðtÞdtR h
0 f ðtÞdt

¼
R h
0 t � f ðtÞdt

p
ð4Þ

where V is the flow volume under consideration, vph.
The numerator is the total time of those headways less than h and the denom-

inator is the number of headways that are less than h.So the expected green
extension, gextent, is

gextent ¼
X1
n¼1

nPn

" #
T ¼ N � T ¼ p

1� p

R h
0 t � f ðtÞdt

p
¼

R h
0 t � f ðtÞdt
1� p

ð5Þ

In the original work by Akeclik, h was added to the green extension, indicating
the phase green actually terminates h after the last gap-out headway. Because the h
portion of the green extension is a constant amount regardless of detection type,
eliminating h from the green extension does not affect the comparison results. If
necessary, all the green extensions calculated in this paper can be extended by h.
With different headway distributions, gextent can be calculated accordingly.

Theoretically, for the lane-by-lane detection, the probability of phase gap-out is
the total probability of one lane gaps out while the other lanes have gapped out
earlier. The condition of a lane gapping out is when a headway in that lane exceeds
h. If there are three lanes on the road, three possible combinations should be
considered in the lane-by-lane detection model:

The probability that Lane 1 gaps out after n1 detected headways can be obtained
from the geometric distribution:

P Ln11
� � ¼ pn11 1� p1ð Þ ð6Þ

Assuming in the same time period there are n2 gaps detected in Lane 2, the
probability that Lane 2 gaps out within the same period is the probability that within
the n2 gaps, at least one gap is larger than h. This probability can be expressed by
the probability equation:

P Ln22
� � ¼ P L̂n22

� � ¼ 1� pn22 ð7Þ

In the same way:

P Ln33
� � ¼ P L̂n33

� � ¼ 1� pn33 ð8Þ

Note that pn22 in the equation above is the probability that none of the n2
headways is greater than h: pn33 is the probability that none of the n3 headways is
greater than h.
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The probability that Lane 1 gaps out while Lane 2, Lane 3 gaps out earlier is
then

Pn1;23 Ln11 \ L̂n22 \ L̂n33
� �

¼ P Ln11
� � � P L̂n22

� � � L̂n33
� � ¼ pn11 ð1� p1Þð1� pn22 Þð1� pn33 Þ

¼ pn11 ð1� p1Þð1� pn22 � pn33 þ pn22 p
n3
3 Þ

¼ pn11 ð1� p1Þ � pn11 ð1� p1Þpn22 � pn11 ð1� p1Þpn33 þ pn11 ð1� p1Þpn22 pn33

ð9Þ

Assuming for a given time period the numbers of headways in both lanes are
proportional to the traffic flows (this assumption is reasonable because the arrivals
are proportional to the flow rates), we have

n1
n2

¼ q1
q2

n1
n3

¼ q1
q3

;
n2
n3

¼ q2
q3

ð10Þ

where

q1 = flow rate in lane 1, vph
q2 = flow rate in lane 2, vph
q3 = flow rate in lane 3, vph

Thus,

Pn1;23 Ln11 \ L̂n22 \ L̂n33
� �

¼ P Ln11
� � � P L̂n22

� � � L̂n33
� � ¼ pn11 ð1� p1Þð1� pn22 Þð1� pn33 Þ

¼ pn11 ð1� p1Þ � pn11 ð1� p1Þpn22 � pn11 ð1� p1Þpn33 þ pn11 ð1� p1Þpn22 pn33

¼ pn11 ð1� p1Þ � pn11 p
n1

q2
q1

� �
2 ð1� p1Þ

� pn11 p
n1

q3
q1

� �
3 ð1� p1Þþ pn11 p

n1
q2
q1

� �
2 p

n1
q3
q1

� �
3 ð1� p1Þ

ð11Þ

Note the arrangement of the above equation is for derivation of the following
equation based on the characteristics of geometric distributions.

The average number of headways in Lane 1 that keeps the controller to hold,
N1;23 ¼ E n1; L

n1
1 \ L̂n22 \ L̂n33

� �
, while both Lane 2 and Lane 3 gaps out earlier can

be obtained based on the geometric distribution:
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�N1;23 ¼ E n1; L
n1
1 \ L̂n22 \ L̂n33

� � ¼ X
n1 � Pn1;23ðLn11 \ L̂n22 \ L̂n33 Þ

¼
X

n1 � pn11 ð1� p1Þ � pn11 ð1� p1Þpn22 � pn11 ð1� p1Þpn33 þ pn11 ð1� p1Þpn22 pn33
� �

¼
X

n1p
n1
1 ð1� p1Þ � ð1� p1Þ

ð1� p1p
q2
q1
2 Þ

X
n1 p1p

q2
q1
2

� 	n1

ð1� p1p
q2
q1
2 Þ

� ð1� p1Þ
ð1� p1p

q3
q1
3 Þ

X
n1 p1p

q3
q1
3

� 	n1

ð1� p1p
q3
q1
3 Þ

þ ð1� p1Þ
ð1� p1p

q2
q1
2 p

q3
q1
3 Þ

X
n1 p1p

q2
q1
2 p

q3
q1
3

� 	n1

ð1� p1p
q2
q1
2 p

q3
q1
3 Þ

¼ p1
ð1� p1Þ �

p1p
q2
q1
2

ð1� p1p
q2
q1
2 Þ2

ð1� p1Þ � p1p
q3
q1
3

ð1� p1p
q3
q1
3 Þ2

ð1� p1Þþ p1p
q2
q1
2 p

q3
q1
3

ð1� p1p
q2
q1
2 p

q3
q1
3 Þ2

ð1� p1Þ

ð12Þ

The average length of the headways (in Lane 1) that are less than h; �T1, is

�T1 ¼
R h
0 t � f1ðtÞdt

p1
ð13Þ

So the expected green extension of this case, gextend3�lane, is

gextend3�lane Ln11 \ L̂n22 \ L̂n33
� � ¼ �N1;23 � �T1 ¼ E nð Þ � �T1 ¼ E n1; L

n1
1 \ L̂n22 \ L̂n33

� � � �T1
¼ ½ p1

ð1� p1Þ �
p1p

q2
q1
2

ð1� p1p
q2
q1
2 Þ2

ð1� p1Þ � p1p
q3
q1
3

ð1� p1p
q3
q1
3 Þ2

ð1� p1Þ

þ p1p
q2
q1
2 p

q3
q1
3

ð1� p1p
q2
q1
2 p

q3
q1
3 Þ2

ð1� p1Þ� �
R h
0 t � f1ðtÞdt

p1

ð14Þ

Because of the symmetry, we can get

gextend3�lane L̂n11 \ Ln22 \ L̂n33
� �

¼ ½ p2
ð1� p2Þ �

p2p
q1
q2
1

ð1� p2p
q1
q2
1 Þ2

ð1� p2Þ � p2p
q3
q2
3

ð1� p2p
q3
q2
3 Þ2

ð1� p2Þ

þ p2p
q1
q2
1 p

q3
q2
3

ð1� p2p
q1
q2
1 p

q3
q2
3 Þ2

ð1� p2Þ� �
R h
0 t � f2ðtÞdt

p2

ð15Þ
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gextend3�lane L̂n11 \ L̂n22 \ Ln33
� �

¼ ½ p3
ð1� p3Þ �

p
q2
q3
2 p3

ð1� p
q2
q3
2 p3Þ2

ð1� p3Þ � p3p
q1
q3
1

ð1� p3p
q1
q3
1 Þ2

ð1� p3Þ

þ p3p
q1
q3
1 p

q2
q3
2

ð1� p3p
q1
q3
1 p

q2
q3
2 Þ2

ð1� p3Þ� �
R h
0 t � f3ðtÞdt

p3

ð16Þ

3 Bus Priority Strategy

The lane-by-lane detection theory changes the traditional working mode of the
detector, more realistic response to the traffic conditions of each lane, and we also
get the green extension with lane-by-lane vehicle detection scheme. Based on these,
we can realize bus priority at actuated traffic signals with a bus lane. The direction
of bus lane does not affect the simulation results. The headway detector is located at
50 m from the stop line at the intersection, as shown in Fig. 3.

In this paper, the buses and social vehicles are considered separately, we can get
the green extension of buses that meet the extension condition in the bus lane from
the Akcelik model. Using g1 to express the green extension of buses. Applying the
lane-by-lane detection method to the detection of social vehicles, we can get the
green extension of social vehicles that meet the extension condition. Using g2 to
express the green extension of social vehicles. When the buses and social vehicles
in the same direction meet the extension condition, if g1 � g2, extending green time
g2, otherwise extending green time g1. When the buses meet the extension

HeadwayS detector

Bus lane
Bus lane

Fig. 3 The position of the
headways detector
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condition, the social vehicles are not satisfied, extending green time g1. When the
social vehicles meet the extension condition, the buses are not satisfied, extending
green time g2. When the buses and social vehicles in the same direction not meet
the extension condition, operated according to the original phase, as shown in
Fig. 4.

4 Simulation Results and Analysis

In this paper, the maximum allowable headway (MAH) is 3 s. The headways of
buses obey the negative exponential distribution, there are 2 people in each car and
40 people in each bus. Using VISSIM micro simulation software to establish the
simulation model, and through the VISVAP module to realize bus priority control
strategy based on lane-by-lane detection. Contrast control strategies include: fixed
time control strategy, using the Webster formula to calculate the phase control
scheme; conventional actuated control strategy, as shown in Fig. 5; lane-by-lane
control strategy proposed in this paper. Results of 3 control strategies under dif-
ferent traffic loads, as shown in Tables 1 and 2.

As show in Fig. 6, compared with fixed time control strategy, conventional
actuated control strategy, the lane-by-lane control strategy can reduce the average
vehicle delay of buses and social vehicles and the average vehicle delay decrease of
buses is greater than the average vehicle delay decrease of social vehicles. Similar
conclusions can be obtained in the medium and high degree of saturation. As show
in Fig. 7, the lane-by-lane control strategy can reduce the delay per person of all
vehicles in the intersection.

Begin

YesNo 

Yes

No change

No 

g1>g2

No 

Extend g1Extend g2

Yes

Yes No 

End

Whether social
 vehicles meet the conditions

 for extension

Whether the
bus  meet the conditions 

for extension

Whether social
 vehicles meet the conditions

 for extension

Fig. 4 The logical diagram of the bus priority system
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Begin

Yes 

No 

Yes 

No 

Yes 

No 

Whether
minimum green time is 

over

Whether
 to detect the bus

Extend unit extension time

Whether
 to reach the maximum 

green time

Switch to the next phase

End

It is a green light when the 
bus reaches the intersection

Fig. 5 The logical diagram of conventional actuated control

Table 1 Average vehicle delay of 3 control strategies in different degree of saturation

Average vehicle delay

Low saturation Medium saturation High saturation

All Vehicles Buses All Vehicles Buses All Vehicles Buses

FTCSa 25.8 25.7 27.2 34.3 34.2 35.2 44.5 44.3 45.3

CACSb 23.2 23.1 24.3 28.9 28.8 29.1 32.2 32.8 31.9

LLCSc 20.6 21.2 15.1 24.6 25.3 12.0 29.5 30.4 12.8
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Table 2 Per capita delay of 3
control strategies in different
degree of saturation

Per capita delay

Low
saturation

Medium
saturation

High
saturation

FTCSa 26.6 34.8 44.9

CACSb 23.8 29.0 32.2

LLCSc 14.9 16.9 19.3
aThe fixed time control strategy
bThe conventional actuated control strategy
cThe lane-by-lane control strategy

Fig. 6 Average vehicle delay
of different strategies under
low saturation

Fig. 7 The per capita delay
of different strategies in
different degree of saturation
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As is depicted in Fig. 8, change trends of social vehicles’ average vehicle delay
of conventional actuated control strategy and lane-by-lane control strategy under
the low saturation, medium saturation and high saturation are basically consistent,
increase gently. However, for the fixed time control strategy, with the increase of
saturation the average vehicle delay of social vehicles increase rapidly. The higher
the degree of saturation is, the greater the average vehicle delay reduced amplitude
of conventional actuated control and lane-by-lane control strategy is. It shows that
the lane-by-lane control strategy can overcome the shortcoming of the fixed time
control strategy and the traditional actuated control strategy, so as to reduce the
delay of the vehicles. As is depicted in Fig. 9, for the lane-by-lane control strategy,
the average vehicle delay of buses increases slowly with the increase of saturation.
Compared with the lane-by-lane control strategy and fixed time control strategy,
traditional actuated control strategy, the greater the degree of saturation is, the better
the control effect is. It is showed that the lane-by-lane control strategy can control
and reduce the average vehicle delay of buses.

Fig. 8 Average vehicle delay
of social vehicles
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5 Conclusion

The simulation test and the analysis results show that compared with the fixed time
control strategy and the traditional actuated control strategy, the bus priority
strategy based on lane-by-lane vehicle detection scheme proposed in this paper can
achieve the bus priority and optimize the whole intersection at the same time. It is
not only reduces the average vehicle delay of all vehicles but also reduces the per
capita delay of all vehicles, the average vehicle delay and per capita delay reduction
of buses is greater than that of social vehicles’, which indicates the validity of the
bus priority. This paper only selects the typical intersection to establish the simu-
lation model, and carries on the simulation test under certain road traffic condition
and signal control condition, the control effect of the actual application in the
intersection remains to be tested.
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Analysis of the Effect of a Color Image
Encryption Algorithm

Yukun Guo

Abstract Because of multimedia information has huge amount of data and high
redundancy, traditional encryption technology is not suitable for multimedia
information encryption. Multimedia information encryption get great development
when chaos appears. Chaos is very suitable for image encryption because of its
many advantages. In this paper, I analysised the shortcomings of color image
encryption algorithm based on 3D unified chaotic system, then aiming at the
algorithm deficiency, I analysised the algorithm which improved by cat map, the
security of the algorithm has been greatly improved.

Keywords Encryption algorithm � Cat map � 3D unified chaotic system

1 Introduction

Today, with the rapid development and popularization of network, it offers many
convenience for us. However, lots of data security problem appears, and serious
more and more, we must encrypt the important data which transmitted in the
network. At present, multimedia is one of the information carriers, it had get great
attention for its such abundant data and strong intuition. But, it is difficult to encrypt
multimedia information just because its huge amount of data and high redundancy,
traditional encryption method can not meet current data security requirements.

Classical science was terminated when chaos appears. Because of chaos
sequence has the following advantages: extreme sensitivity of the initial value,
pseudo randomness, sequence track unpredictable, etc. [1], it is very suitable for
multimedia information encryption, especially for image encryption. Common
chaotic systems are the following: Logistic Map, Cat Map, 3D Unified Chaotic
System, Hyperchaos, etc. Logistic map is the simplest chaotic system, and it is the
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prototype of chaotic system, its appearance reveals the prelude of the chaotic
sequences research. The traditional image encryption algorithms include: gray value
substitution, coordinate scrambling, XOR, permutation, etc. These algorithms does
not have enough key space, and it is insecurity because key sequence is too simple.
Image encryption algorithm based on chaotic sequence has high security because of
chaotic sequence has a large key space and it is very complex.

2 3D Unified Chaotic System

3D Unified Chaotic System proposed by Liu Jin-hu and others in 2002. It was
named unified chaotic system because it is a combination of Lorenz system and
Chen system. It is a 3D chaotic system, and has three nonlinear equations and four
parameters. The mathematical model of the system is as follows:

x0 ¼ ð25aþ 10Þðy� xÞ
y0 ¼ ð28� 35aÞx� xzþð29a� 1Þy
z0 ¼ xy� ð8þ aÞz=3

8<
: ð1Þ

In Eq. (1), the system has the global chaos characteristics when a 2 [0, 1], and it
can be regarded as a generalized Liu system when a = 0.8; and it also can be
regarded as a generalized Lorenz system when a < 0.8; and it can be regarded as a
generalized Chen system when a > 0.8. RGB color image matrix is composed of
three matrix R, G, B. 3D system is very suitable for color image encryption because
of it can generate three key sequences. There are three sequence: f (x), f (y), f
(z) can be generated by Eq. (1). These three sequences can be used to replace pixel
gray value of the three matrix R, G, B.

2.1 The Design of Color Image Encryption Algorithm Based
on 3D Unified Chaotic System

First of all, take out a primary color matrix RA of the image A to be encrypted, take
out three points RA1 (i1, j1, k), RA2 (i2, j2, k), RA3 (i3, j3, k) from the matrix RA′
in turn, and set a variable k which value from 1 to 3 cycles.

set
f ðxÞ ¼ ð25aþ 10Þðy� xÞ
f ðyÞ ¼ ð28� 35aÞx� xzþð29a� 1Þy
f ðzÞ ¼ xy� ð8þ aÞz=3

8<
: ð2Þ
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When k = 1, do XOR operation to the key sequence that generated by equation
f (x) and the gray value of RA1 (i1, i1, k); When k = 2, do XOR operation to the
key sequence that equation f (y) generated and the gray value of RA1 (i2, i2, k);
When k = 3, do XOR operation to the key sequence that equation f (z) generated
and the gray value of RA1 (i3, i3, k), Loop until the pixel values of all points in
matrix RA is replaced. Then encrypt another two image matrix A two other primary
matrix GA and BA in the same way, synthesis of three matrices, get a new matrix
A’, A’ is the ciphertext image. Key construction method is as follows:

Key structure at the first time, setting a variable r, variable r values shown in
Eq. (3), Structure f (x) sequence, f (y) sequence, f (z) sequence with Eq. (4),
generate three bit decimal number keys intkey1, intkey2, intkey3.

set r ¼
f ðxÞðk ¼ 1Þ
f ðyÞðk ¼ 2Þ
f ðzÞðk ¼ 3Þ

8<
: ð3Þ

int keyð1; 2; 3Þ ¼ fixððr � 10^4 � fixðr � 10^4ÞÞ � 103 ð4Þ

The second structure, to do modulo operation to intkey (1, 2, 3) and Eq. (5), then
get an 8-bit unsigned integer intkey.

intkey ¼ modðintkey; 256Þ ð5Þ

The key intkey complexity is greatly improved after key construction twice, it
can be used as the encryption key now. Do XOR operation to the pixel gray value
all points of the three matrix with Eq. (6), then get ciphertext matrix RA′, GA′, BA′,
and get the ciphertext A′ after the synthesis of three matrices. Inverse operation can
decrypt.

Aði; j; kÞ ¼ bitxorðAði; j; kÞ; intkeyÞ ð6Þ
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Encryption algorithm flow chart:

2.2 The Analysis of Algorithm Security

2.2.1 Visual Effects

Select deblur.jpg (256 � 256) and use Matlab7.0 to test this algorithm. Plaintext
and ciphertext image as shown in Fig. 1.

The histogram of plaintext and ciphertext image as shown in Fig. 2. Figure 2(1)
is the histogram of plaintext image A and Fig. 2(2) is the histogram of ciphertext
image A’. The histogram of three primary color image matrix encrypted RA′, GA′,
BA′ is also the same as the histogram of the ciphertext of image A′. It can be seen
from the histogram of plaintext and ciphertext that the pixel distribution of the
plaintext is not uniform before encryption, and it is uniform after encryption, so it
can resist known plaintext attack. In addition, using 3D unified chaotic system, it
has four system parameters as the initial value, if all of the four parameters is a
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15-bit doubles, the key space can reach 1015+15+15+15 = 1060, it has huge key space
and enough to resist exhaustive attack.

2.2.2 The Effect of Algorithm Decryption

It has extreme initial sensitivity for it is based on 3D unified chaotic system, unable
to decrypt if any tiny errors in key appears, the results are shown in Fig. 3. We can
see from the histogram of the subtraction of original image and the decrypted image
as Fig. 3(2), the 0 matrix is obtained when the key is correct, no error in decryption
algorithm.

2.2.3 Analysis of the Lack of Algorithm

It has been proved that the algorithm is sensitive to the initial value and has a huge
key space, and it is uniform distribution after encryption, so it can resist known

(1) Plaintext (2) Ciphertext

Fig. 1 Plaintext and ciphertext image

(1) The histogram of plaintext (2) The histogram of ciphertext

Fig. 2 The histogram of plaintext and ciphertext image
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plaintext attack. But, the algorithm only changes the pixel gray value of plaintext
image, no coordinate scrambling, the security of the algorithm can be further
improved.

3 Improvement of Algorithm by Two Dimensional
Cat Map

Arnold is the first person to propose cat map [2], it was named cat map because
often use a cat face to show the effect. Its mathematical model is as follows:

xnþ 1 ¼ ðxn þ ynÞmod 1
ynþ 1 ¼ ðxn þ 2ynÞmod 1

�
ð7Þ

It can be seen from the mathematical model of cat map, it is only retains decimal
part, x mod 1 = 1 − |x|, its phase space in a square of region [0, 1]. Convert it into
matrix model, it becomes a new model as shown in Eq. (8):

xnþ 1

ynþ 1

 !
¼ 1 1

1 2

� �
xn
yn

 !
¼ C

xn
yn

 !
mod 1 ð8Þ

After several transformations, cat map can be written as a mathematical model as
shown in (9). At this point, it has two independent parameters p and q, after do
modulo operation to value (x0, y0) and N n times, and add 1 to the result, then get
(xn, yn), it’s very suitable for coordinate scrambling now.

(1) Decryption image of αerror is 10- 10 (2) The histogram of subtraction of original 
image and the decrypted image

Fig. 3 Decryption effect validation
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xn
yn

 !
¼ 1 p

q pqþ 1

� �n x0
y0

 !
mod Nþ 1 ð9Þ

Now, using the sequences generated by Eq. (9), to do coordinate scrambling
encrypt to the ciphertext image A′ which had encrypted by 3D unified chaotic
system. Divide the ciphertext A′ into three primary color image matrix RA′, GA′,
BA′. Take one point RA′(xi,yj) from matrix RA′, iterate the point (xi,yj) by Eq. (9),
and get a new coordinate (xi′,yj′), then replace the all coordinates of RA′, get a new
ciphertext matrix RA″. Using the same method to get matrix GA″ and matrix BA″,
synthesis of three matrices, get ciphertext image matrix A″.

Improved Encryption algorithm flow chart:

3.1 Security Analysis of the Improved Algorithm

The improved algorithm, for the first time, the pixel gray value of plaintext image A
was replaced by the key generated from 3D unified chaotic system, and get
ciphertext image A′, for the second time, the coordinate of ciphertext image A′ was
scrambled by the key generated from cat map, and get ciphertext image A″.
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Two-dimensional cat map system has three system parameters, 3D unified chaotic
system has four system parameters, if all of the seven system parameters using
15-bit doubles, the key space is at least 1015+15+15+15+15+15+15 = 10105. The security
of the algorithm is improved greatly.

4 Concluding Remarks

Although lots of data security work had been done, but data security problem is not
completely resolved. We must continue to improve the encryption algorithm,
ensure data security
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Novel Affine Projection Sign Subband
Adaptive Filter

Qianqian Liu and Haiquan Zhao

Abstract In this paper, we propose a novel affine projection sign subband adaptive
filter (NAPSSAF) algorithm which can obtain better performance than the
conventional APSSAF. The proposed NAPSSAF is derived by minimizing the
l1-norm of the subband a posteriori error vector rather than the overall a posteriori
error vector, which fully uses the subband adaptive filter’s inherent decorrelating
property. Simulations in context of the system identification and acoustic echo
cancellation (AEC) are carried out to demonstrate the advantages of the proposed
algorithms. The results of simulations demonstrate that the proposed NAPSSAF
obtains faster convergence rate than the existing algorithms.

Keywords Normalized subband adaptive filter � Affine projection algorithm
Acoustic echo cancellation (AEC)

1 Introduction

Since adaptive filter algorithms are widely used in reality practice, it has achieved
much attention [1]. Due to its easy implement and low computation complexity, the
least mean square (LMS) and normalized LMS (NLMS) algorithms are diffusely
applied in practice [1]. However, when the input signals are colored signals, the
LMS and NLMS algorithms would obtain the degradation performance. To
overcome this drawback, the subband adaptive filter (SAF) was proposed, which
partitions the input signals into subband signals that are nearly white [2]. Then, to
further improve the performance of SAF, the normalized SAF (NSAF) was
developed [3]. Hereafter, to suppress the tradeoff between the convergence rate and
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steady state error for fixed step-size, authors proposed several variable step size
NSAF algorithms in [4–6].

Unfortunately, the aforementioned algorithms were not robust against impulsive
interferences, because they are obtained by solving the optimization problem based
on the l2-norm. The previous literature has proven that the algorithms obtained by
minimizing the l1-norm of the error signal are robust against the impulsive inter-
ferences [1]. Motivated by this idea, [7] and [8] proposed the sign algorithm
(SA) and its variants. However, these algorithms show very slow convergence rate
for correlated input, although they can suppress the effect of the impulsive noise. To
overcome this drawback, the affine projection sign algorithm (APSA) was proposed
by combining the benefits of the affine projection algorithm (APA) and SA [9].
Moreover, a sign subband adaptive filter (SSAF) algorithm was derived by mini-
mizing the l1-norm of the subband error vector in [10]. Furthermore, the variable
regularization parameter SSAF (VRP‐SSAF) algorithm, the variable step-size
SSAF algorithms and the affine projection SSAF (AP‐SSAF) algorithm were pro-
posed to further enhance the performance of SSAF [10–15]. Besides, the individual
weighting factors SSAF (IWF‐SSAF) algorithm was derived by assigning an
individual weighting factor for each subband [16, 17], which can enhance the
performance of SSAF.

In this paper, a novel affine projection sign subband adaptive filter (NAPSSAF)
algorithm is proposed to obtain better performance compared with conventional
APSSAF. Simulation in context of the system identification and acoustic echo
cancellation (AEC) are carried out to demonstrate the advantages of the proposed
algorithms. The results of simulation demonstrate that the proposed NAPSSAF
obtains faster convergence rate than the existing algorithms.

2 Review of APSSAF

Consider the following desired signal d(n)

dðnÞ ¼ uTðnÞwo þ gðnÞ ð1Þ

where wo is an unknown weight coefficients vector of size M to be estimated,
uðnÞ ¼ ½uðnÞ; uðn� 1Þ; . . .; uðn�Mþ 1Þ�T represents the input vector of size
M and gðnÞ denotes the measurement noise. The structure of SAF is shown in
Fig. 1, where N is the subband number [4]. The desired signal dðnÞ and the input
signal uðnÞ are divided into N subband signals by using analysis filters
HiðzÞ; i ¼ 0; 1; . . .;N � 1f g, respectively. Then, the subband signals yiðnÞ and diðnÞ

for i ¼ 0; 1; . . .;N � 1 are critically decimated to yield yi;DðkÞ and di;DðkÞ,
respectively, where n and k are used to indicate the original sequences and the
decimated sequences. The ith subband output signal is described by
yi;DðkÞ ¼ uTi ðkÞwðkÞ, where wðkÞ is the tap-weight vector of adaptive filter, and
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uiðkÞ ¼ ½uiðkNÞ; uiðkN � 1Þ; . . .; uiðkN �Mþ 1Þ�T . The output error of the ith
subband is defined as

ei;DðkÞ ¼ di;DðkÞ � yi;DðkÞ ¼ di;DðkÞ � uTi ðkÞwðkÞ ð2Þ

where di;DðkÞ ¼ diðkNÞ. Then, we define the ith subband desired signal vector by
collecting the P most recent desired signals as follows

diðkÞ ¼ di;DðkÞ; di;Dðk � 1Þ; . . .; di;Dðk � Pþ 1Þ� �T
: ð3Þ

The ith subband input signal matrix are defined as

UiðkÞ ¼ uiðkÞ; uiðk � 1Þ; . . .; uiðk � Pþ 1Þ½ �: ð4Þ

In the sequel, the desired signal vectors, the input signal matrix, the a posterior
error signal vector, and the a priori error signal vector are defined as follows

dAðkÞ ¼ dT0 ðkÞ; dT1 ðkÞ; . . .; dTN�1ðkÞ
� �T

; ð5Þ

UAðkÞ ¼ U0ðkÞ;U1ðkÞ; . . .;UN�1ðkÞ
� �

; ð6Þ

( )u n

( )d n

0 ( )H z

1( )H z

1( )NH z−

0 ( )H z
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1( )NH z−
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1, ( )Dy k
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1( )u n

1( )Nu n−
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( )e n

∑

∑

∑
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1( )NG z−

∑

N↓

N↓

N↓

N↓

N↓

N↓

N↑

N↑
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−

−

∑

+

+

+

+
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0 ( )y n

1( )y n

1( )Ny n−

−

( )kw
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1( )Nd n−

+

( )nη

ow

0, ( )Dd k

Fig. 1 Multiband structure of subband adaptive filter
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nAðkÞ ¼ dAðkÞ � UT
AðkÞwðkþ 1Þ ¼ nT0;AðkÞ; nT1;AðkÞ; . . .; nTN�1;AðkÞ

h i
; ð7Þ

eAðkÞ ¼ dAðkÞ � UT
AðkÞwðkÞ ¼ eT0;AðkÞ; eT1;AðkÞ; . . .; eTN�1;AðkÞ

h i
; ð8Þ

where

ei;AðkÞ ¼ diðkÞ � UT
i ðkÞwðkÞ ¼ ei;DðkÞ; ei;Dðk � 1Þ; . . .; ei;Dðk � Pþ 1Þ� �T

; ð9Þ

ni;AðkÞ ¼ diðkÞ � UT
i ðkÞwðkþ 1Þ: ð10Þ

The APSSAF algorithm is obtained by solving the following optimization
problem

min
wðkþ 1Þ

dAðkÞ � UT
AðkÞwðkþ 1Þ�� ��

1 ð11Þ

subject to wðkþ 1Þ � wðkÞk k22 � l2 ð12Þ

Using the method of Lagrange multipliers, the updating the weight vector of the
APSSAF algorithm is described as

wðkþ 1Þ ¼ wðkÞ

þ l
UAðkÞsgn dAðkÞ � UT

AðkÞwðkÞ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dþ UAðkÞsgn dAðkÞ � UT

AðkÞwðkÞ
� �� �T UAðkÞsgn dAðkÞ � UT

AðkÞwðkÞ
� �� �q

ð13Þ

where l (0 < l < 1) is the step size, d is a small positive number to avoid division
by zero.

3 Proposed NAPSSAF Algorithm

According to [16], to make full use of the advantages of subband adaptive filtering,
signal vector or matrix of each subband (i.e., diðkÞ and UT

i ðkÞ) should make an
irreplaceable contribution on the overall performance of the subband adaptive filter.
Unfortunately, from (11) and (12), it is easy to find the APSSAF algorithm is
derived by minimizing the l1-norm of the overall a posteriori error vector with a
constraint on the filter coefficients, which doesn’t consider effect of signal vector or
matrix of each subband. Thus, to improve the performance of APSSAF algorithm,
we derive the NAPSSAF algorithm by minimizing the l1-norm of the subband a
posteriori error vector. Specifically, the NAPSSAF is obtained by the following
N optimization problems
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min
wðkþ 1Þ

diðkÞ � UT
i ðkÞwðkþ 1Þ�� ��

1; i ¼ 0; 1; . . .;N � 1 ð14Þ

subject to wðkþ 1Þ � wðkÞk k22 � q2 ð15Þ

According to the method of Lagrange multiplier, the cost functions are given by

JiðkÞ ¼ diðkÞ � UT
i ðkÞwðkþ 1Þ�� ��

1 þ ki wðkþ 1Þ � wðkÞk k22�q2
h i

;

i ¼ 0; 1; . . .;N � 1
ð16Þ

where ki is the Lagrange multiplier. Then, setting the derivative of (16) with respect
to wðkþ 1Þ to zero, we have

wðkþ 1Þ ¼ wðkÞþ 1
2k

UiðkÞsgn diðkÞ � UT
i ðkÞwðkþ 1Þ� �

; i ¼ 0; 1; . . .;N � 1:

ð17Þ

Substituting (17) into the constraint (15) yields

1
2ki

¼ q

UT
i ðkÞsgn diðkÞ � UT

i ðkÞwðkþ 1Þ� ��� ��
2

; ; i ¼ 0; 1; . . .;N � 1: ð18Þ

Substituting (18) into (17) yields

wðkþ 1Þ ¼ wðkÞþ q
UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �

UiðkÞsgn diðkÞ � UT
i ðkÞwðkÞ

� ��� ��
2

; ; i ¼ 0; 1; . . .;N � 1:

ð19Þ

Introducing the parameters d into (19), we have

wðkþ 1Þ ¼ wðkÞ

þ q
UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dþ UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �� �T UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �� �q ;

i ¼ 0; 1; . . .;N � 1

ð20Þ

Obviously, it is difficult to find a solution to satisfy all optimization problems in
(14) and (15). Thus, we get the solution which approaching all solutions of
N optimization problems in (14) as follows
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wðkþ 1Þ ¼ wðkÞ

þ l
XN�1

i¼0

UiðkÞsgn diðkÞ � UT
i ðkÞwðkÞ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dþ UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �� �T UiðkÞsgn diðkÞ � UT

i ðkÞwðkÞ
� �� �q :

ð21Þ

where l ¼ q=N.
From (21), we get that each subband input vector in NAPSSAF algorithm is

normalized by its own variance. Equivalently, the subband with smaller (larger)
input signal power achieves larger (smaller) weight, which is different from
APSSAF where all subbands have the same weight. Therefore, the proposed
NAPSSAF algorithm can obtain a significant improvement in the convergence rate
as comparison with the APSSAF algorithm.

4 Simulation Results

The performance of the proposed algorithms is examined by simulations in the
context of system identification and echo cancellation scenarios. The unknown
vector to be estimated is an echo path with length M = 512. The length of the
adaptive filters is also equal to 512. The background noise is the white Gaussian
process with signal-to-noise rate (SNR) of 30 dB. The variance of background
noise is r2v . The impulsive noise is expressed as, v0ðnÞ ¼ zðnÞAðnÞ, where zðnÞ is a
Bernoulli process with occurrence probability p zðnÞ ¼ 1f g ¼ Pr, and AðnÞ is white
Gaussian with zero-mean and variance r2A ¼ 100E uTðnÞwoð Þ2

h i
. The measure of

performance is normalized mean square deviation (NMSD), which is defined as
10 log10ð wo � wðkÞk k22= wok k22Þ.

4.1 System Identification with AR(1)

In this subsection, the input signal is generated by filtering white Gaussian noise
through the following first-order autoregressive (AR(1)) system

GðzÞ ¼ 1
1� 0:9z�1 :

In addition, to evaluate the tracking ability of proposed algorithm, an abrupt
change occurs in the middle of iterations. The detailed parameter settings are
provided in the caption of corresponding figure.
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Figure 2 compares the transient NMSDs of the APSA, IMSAF, SSAF,
IWF-SSAF, APSSAF and NAPSSAF algorithms for AR(1) input. In order to get
the fair comparison, we select the parameters of all algorithms have the same
steady-state NMSD. As can be seen, all algorithms are robust against the impulsive
noise. In addition, the proposed NAPSSAF algorithm can obtain the fastest con-
vergence rate and the best tracking capability compared with the other algorithms.
Interestingly, it is also found that the conventional APSSAF is even inferior to the
APSA for AR(1) input.

Figure 3 shows the transient NMSDs of NAPSSAF algorithm with different
projection order P. It is found that NAPSSAF with smaller P has slower conver-
gence and lower steady-state error, and vice versa.

4.2 Acoustic Echo Cancelation

In this subsection, the performance of proposed NAPSSAF algorithm is verified in
acoustic echo cancelation application. The basic goal of echo cancelation is also to
identify the echo path wo. The input signals are the true speech signals. Figure 4
depicts the transient NMSDs of the APSA, IWF-SSAF, APSSAF and NAPSSAF
algorithms. It is found that the proposed NAPSSAF also outperforms the
IWF-SSAF and APSSAF for speech input signals.
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Fig. 2 The NMSD results of APSA, IMSAF, SSAF, IWF-SSAF, APSSAF and NAPSSAF
algorithms for AR(1) inputs. (Pr = 0.01)
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Fig. 3 The NMSD results of NAPSSAF algorithm with P = 8, 4 and 2 for AR(2) inputs
(Pr = 0.01, l = 0.002)
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Fig. 4 The NMSD results of APSA, IWF-SSAF, APSSAF and NAPSSAF algorithms for speech
inputs (Pr = 0.01)
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5 Conclusions

In this paper, a novel affine projection sign subband adaptive filter (NAPSSAF)
algorithm is proposed, which is derived by minimizing the l1-norm of the subband a
posteriori error vector rather than the overall a posteriori error vector. Since the
proposed NAPSSAF fully uses the of subband adaptive filter’s inherent decorre-
lating property, it can obtain better performance than the conventional APSSAF.
Simulations are carried out to demonstrate the advantages of the proposed algo-
rithms. The results of simulation illustrate that the proposed NAPSSAF obtain
faster convergence rate than the existing algorithms.
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Research on Redundancy
and Fault-Tolerant Control Technology
of Levitation Join-Structure in High Speed
Maglev Train

Mingda Zhai, Xiaolong Li and Zhiqiang Long

Abstract The phenomenon occasionally occurs during the running of the
high-speed maglev train that the suspension control unit fail to work. However,
whether the suspension system is normal is directly related to the safety of the train.
Therefore, the particular levitation join-structure is adopted in the high speed
maglev train. This study is conducted to obtain redundancy and fault-tolerant
control technology of levitation join-structure. The mathematical model of levita-
tion join-structure is established and the suspension controllers are designed, so as
to solve the failure problem of one suspension control unit and improve the reli-
ability of the entire suspension system

Keywords Levitation join-structure � Redundant and fault-tolerant control
High speed maglev train � Reliability

1 Introduction

Maglev train is through the electromagnetic force to levitate the vehicle upon the
track contactless and run the train by the linear motor. Compared with the con-
ventional high-speed rail, it is generally believed that the maglev train have not only
less resistance, less noise, lower cost, but also higher speed [1]. Suspension system
is the most unique and critical system of maglev train. Whether the suspension
system is normal is directly related to the safety of the train. Therefore, the par-
ticular levitation join-structure is adopted in the high speed maglev train. Each
join-structure has two suspension control unit. One of the suspension control unit
turn off due to failure, and the other can still levitate the whole join-structure. This
study is conducted to obtain redundancy and fault-tolerant control technology of
levitation join-structure. The mathematical model of levitation join-structure is
established and the suspension controllers are designed, so as to solve the failure
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problem of one suspension control unit, improve the reliability of the entire sus-
pension system and even enhance the safety of the high speed maglev train.

2 Model and Control of Levitation Join-Structure

Figure 1 is the illustration of the levitation join-structure of high-speed maglev
train. In the figure, the levitation electromagnets on the left and right sides support
the corbel respectively with a metal rubber spring which can be equivalent to a
spring damping system.

The gap of the left electromagnet is~cxl, and the gap of the right electromagnet is

~cxr; the external interference force acting on the left electromagnet is F
!

xdl, and the

external interference force acting on the right electromagnet is F
!

xdr; the height and
mass of the left electromagnet is hxl and mxl respectively; the height and mass of the
right electromagnet is hxr and mxr respectively; the natural length, stiffness and
equivalent damping of the left laminated spring is lxl0; kxl and gxl respectively; the
natural length, stiffness and equivalent damping of the right laminated spring is
lxr0; kxr and gxr respectively; the voltage and current at the two ends of the left

electromagnet is uxcl and ixl, the electromagnetic force is F
!

xeml and the restoring

force of the laminated spring acting upon the corbel be F
!

xsl; the voltage and current
at the two ends of the right electromagnet is uxcr and ixr, the electromagnetic force is

F
!

xemr and the restoring force of the laminated spring acting upon the corbel is F
!

xsr;
the equivalent mass of the upper bogie is mxb and the interference force suffered be

F
!

xdb; the displacement of the lower edge of the corbel to the lower surface of the

guideway be H
!
. Thus, the system equations can be obtained as follows [2, 3]:

Fig. 1 Illustration of levitation join-structure
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uxclðtÞ ¼ RxixlðtÞþ d
dt

N2
x ixlðtÞ

2cxlðtÞ=l0Ax

� �
ð1Þ

uxcrðtÞ ¼ RxixrðtÞþ d
dt

N2
x ixrðtÞ

2cxrðtÞ=l0Ax

� �
ð2Þ

Fxemlðixl; cxlÞ ¼ l0N
2
x Ax

4
ixl
cxl

� �2
ð3Þ

Fxemrðixr; cxrÞ ¼ l0N
2
x Ax

4
ixr
cxr

� �2
ð4Þ

Fxsl ¼ kxl½lxl0 � ðcxl þ hxl � HÞ� � gxl½ _cxlðtÞ � _HðtÞ� ð5Þ

Fxsr ¼ kxr½lxr0 � ðcxr þ hxr � HÞ� � gxr½ _cxrðtÞ � _HðtÞ� ð6Þ

mxl€cxl ¼ mxlgþFxsl þFxdl � Fxeml ð7Þ

mxr€cxr ¼ mxrgþFxsr þFxdr � Fxemr ð8Þ

mxb €H ¼ mxbgþFxdb � Fxsl � Fxsr ð9Þ

For the convenience of controller design, the above equations can be linearized
near the working point. After linearization, the state equation of the system can be
rewritten as:

_xxl
_xxr
_xxb

0
@

1
A ¼

Axl 0 Axlb

0 Axr Axrb

Axbl Axbr Axb

0
@

1
A xxl

xxr
xxb

0
@

1
A

þ
Bxl

Bxr

Bxb

0
@

1
A uxl

uxr
uxb

0
@

1
A

yxl
yxr
yxb

0
@

1
A ¼

Cxs

Cxs

Cxb

0
@

1
A xxl

xxr
xxb

0
@

1
A

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð10Þ

where xxl ¼ cxl _cxl ixlð ÞT , xxr ¼ cxr _cxr ixrð ÞT , uxl ¼ uxcl Fxdlð ÞT uxr ¼
uxcr Fxdrð ÞT , uxb ¼ Fxdb, yxl ¼ cxl, yxr ¼ cxr, yxb ¼ H
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Axl ¼
0 1 0

kxzl�kxl
mxl

� gxl
mxl

� kxil
mxl

0 kxil
Lxl0

� Rx
Lxl0

0
B@

1
CA; Axr ¼

0 1 0
kxzr�kxr
mxr

� gxr
mxr

� kxir
mxr

0 kxir
Lxr0

� Rx
Lxr0

0
B@

1
CA

Axb ¼ 0 1

� kxl þ kxr
mxb

� gxl þ gxr
mxb

 !

Axlb ¼
0 0
kxl
mxl

gxl
mxl

0 0

0
B@

1
CA; Axrb ¼

0 0
kxr
mxr

gxr
mxr

0 0

0
B@

1
CA; Axbl ¼

0 0 0
kxl
mxb

gxl
mxb

0

 !

Axbr ¼
0 0 0
kxr
mxb

gxr
mxb

0

 !
;

Bxl ¼
0 0

0 1
mxl

1
Lxl0

0

0
B@

1
CA; Bxr ¼

0 0

0 1
mxr

1
Lxr0

0

0
B@

1
CA; Bxb ¼ 1

mxb
Cxs ¼ 1 0 0ð Þ; Cxb ¼ 1 0ð Þ

It can be observed that the levitation joint system is formed by the coupling of
the two electromagnets on the left and right sides and the corbel system. The
respective state equations of the two electromagnets are:

_xxl ¼ Axlxxl þBxluxl
yxl ¼ Cxsxxl

�
ð11Þ

_xxr ¼ Axrxxr þBxruxr
yxr ¼ Cxsxxr

�
ð12Þ

The state equation of the corbel system is:

_xxb ¼ Axbxxb þBxbuxb
yxb ¼ Cxbxxb

�
ð13Þ

The current feedback method commonly used in levitation control is adopted to
reduce the order of the model [4]. Bring parameters into the above equations, and
the state equation of the system after order-reduction is obtained:
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_x ¼

0 1 0 0 0 0
171000

3 0 0 0 200000
3 0

0 0 0 1 0 0
0 0 171000

3 0 200000
3 0

0 0 0 0 0 1
2000000

45 0 2000000
45 0 � 4000000

45 0

0
BBBBBB@

1
CCCCCCA
x

þ

0 0
�4:13 0

0 0
0 �4:13
0 0
0 0

0
BBBBBB@

1
CCCCCCA
u

y ¼ 1 0 0 0 0 0
0 0 1 0 0 0

� �
x

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð14Þ

It can be seen from Eq. (14) that the system is not stable, but it can be com-
pletely controllable and observable. Consequently, a full-state feedback controller
can be designed for arbitrary pole assignment. When the design method of linear
quadratic optimal controller is adopted, a group of controller feedback parameters
can be obtained [5, 6]:

K ¼ �6130 �1001 �5771 �1:4 1470 �2:2
�5771 �1:4 �6130 �1001 1470 �2:2

� �
ð15Þ

3 Redundancy and Fault-Tolerant Control
of Join-Structure

The levitation system is to high-speed maglev train is equivalent to what the wheel
is to rail vehicle. A failure occurring in the “wheels” will exert devastating con-
sequences on the train in high speed operation. As system failures are unavoidable,
the ideal approach to improving reliability is to have redundancy. In the levitation
join-structure, two electromagnets jointly support the corbel, which provides
redundancy design for the levitation system in terms of structure. Nevertheless, the
realization of the redundant function for the join-structure will, eventually, depend
on the Adaptive controller [7, 8].

When one levitation unit fails, for the join-structure, only one electromagnet
supports the entire levitation point involved. Accordingly, the system is simplified
to a system with one single electromagnet. For the sake of generality, the left
levitation unit is assumed to fail, taking no account of the effect of the corbel system
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on the right electromagnet, and regarding it as an interference force. Then the state
equation of the system can be simplified as:

_cxr
€cxr

� �
¼ 0 1

171000
3 0

� �
cxr
_cxr

� �
þ 0

�4:13

� �
uxcr

y ¼ 1 0ð Þ cxr
_cxr

� �
8>><
>>: ð16Þ

This is a two-order system which is completely controllable through verification.
For a two-order system, the controller design is relatively simple. Here the linear
optimal quadratic controller design method is still adopted to design the controller,
and a group of controller feedback parameters can be obtained.

uxcr ¼ �k cxr _cxrð ÞT ð17Þ

k ¼ �20706 �1005ð Þ ð18Þ

The nonlinear simulation model is adopted to conduct simulation analysis for the
controller for the purpose of checking whether the controller meets the performance
requirement, the simulation conditions being the same as the previous section. The
responses of the system in the three cases are illustrated in below Fig. 2.

From the figure, it can be seen that the gap error of the left electromagnet
approximates 2 mm, for the left electromagnet is unable to output electromagnetic
force. The error is caused by the deformation of the rubber spring: the right rubber
spring bears pressure since it needs to support the corbel system and the left
electromagnet is compressed, while the left rubber spring is stretched by the gravity
of the left electromagnet. At the same time, as the corbel system is supported only
by the right rubber spring, the compression degree of the right rubber spring is
greater than that when the corbel system is jointly supported by two rubber springs.
Furthermore, the position of the corbel is lower than that under normal condition, as
shown in Fig. 2, in which the position of the corbel is about 1 mm lower than that
under normal condition.

When the step interference force is applied to the left electromagnet, the
vibration amplitude of the left electromagnet and the corbel is larger and their
convergence speed is slow. The left electromagnet is uncontrollable and the
equivalent damping of the metal rubber spring is quite small. Meanwhile, the
vibration abatement of the left electromagnet totally rely on the right electromagnet.
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4 Conclusion

The study shows that one suspension control unit is able to levitate the whole
join-structure when the other shut down due to failure. The established mathe-
matical model of levitation join-structure is adopted to design suspension con-
trollers and obtain redundancy and fault-tolerant control strategy. Significantly, the
redundant and fault-tolerant control strategy solve the failure problem of one sus-
pension control unit of levitation join-structure, improve the reliability of the entire
suspension system and even enhance the safety of the high speed maglev train..

Acknowledgements This work was supported by “National Key R & D Program of China” under
Grant 2016YFB1200602.
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Fig. 2 The responses of join-structure. a A step interference force of 10 kN on the left
electromagnet, b A step interference force of 10 kN on the right electromagnet, c A step
interference of 2 mm on the gap sensor
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Short-term Passenger Flow Forecasting
Based on Phase Space Reconstruction
and LSTM

Yong Zhang, Jiansheng Zhu and Junfeng Zhang

Abstract In this paper, the chaotic characteristics of the railway passenger flow are
considered, and the PSR-LSTM (Phase Space Reconstruction-Long Short Term
Memory) model is proposed by the phase space reconstruction method to recover
the hidden trajectory in the passenger flow. First, this model uses C-C method to
calculate the time delay and embedding dimension, and carry out phase space
reconstruction. Afterwards, the LSTM neural network is used to predict short-term
passenger flow. In the experimental part, it is proved that the passenger flow data
with chaotic characteristics are reconstructed by phase space processing can get
more accurate predictions. Then, in order to further verify the accuracy of the
model, this model is compared with the BP neural network model and the SVR
model, which is also subjected to phase space reconstruction processing. The
experimental results show that the model has high accuracy.

Keywords Chaotic characteristics � Phase space reconstruction
C-C method � LSTM

1 Introduction

Short-term passenger flow forecasting has always been the focus and difficulty of
railway passenger flow forecast. In the past studies, there are linear prediction and
nonlinear prediction methods: linear methods include: Grey System Theory [1] and
ARIMA [2] and other methods; nonlinear mainly BP neural network [3] and SVR
algorithm [4] and so on.

In fact, the railway passenger flow has nonlinear, uncertain and random and
other chaotic characteristics to a certain extent, affecting the passenger flow fore-
cast. At the same time, passenger flow is affected by many factors (such as weather,

Y. Zhang � J. Zhu (&) � J. Zhang
China Academy of Railway Sciences, No. 2, Daliushu Road, Haidian District, Beijing,
People’s Republic of China
e-mail: zhujiansheng@sina.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture
Notes in Electrical Engineering 482, https://doi.org/10.1007/978-981-10-7986-3_69

679



major events, etc.), but in actual work, these data are difficult to collect and use. In
order to solve the above problems, firstly, this paper takes use of the existing data of
the passenger in the China railway system, and only describes the factors of time.
Secondly, this paper presents the PSR-LSTM model. The method of phase space
reconstruction (PSR) is used to extract and restore the chaotic time series. Based on
Takens’ embedding theorem [5], it is proved that a suitable embedding dimension
can be found, that is, if the embedding dimension m� 2dþ 1 (where d is the
dimension of the dynamical system), the embedded dimension space makes a
regular track recover. In paper [6], it is proved that the time delay and the embedded
dimension are closely related. Therefore, the time delay and embedding dimension
are calculated by C-C method. LSTM (Long short term memory algorithm) depth
learning neural network is used to predict short-term passenger flow, which over-
comes the long-term dependence of traditional neural network.

2 C-C Method

In 1996, Kugiumtzis [7] thought that the selection of time delay windows sw should
not be independent of the embedded dimension m, so they proposed the concept of
time delay window sw ¼ ðm� 1Þsd (sd is time delay), which represents the total
time span of each embedding point. D. Kugiumtzis et al. believe that there is a
chaotic time series x ¼ xi i ¼ 1; 2. . .Njf g, the time delay sd ensures that the time
series of time points xi are interdependent but do not depend on the embedded
dimension m; and the time delay window sw depends on m, and sd varies with m.

In 1999, Kim [8] proposed the use of C-C method to estimate sw and sd . This
method as Eq. (2) is an improvement in the statistical method, which is used to
calculate the nonlinear time based on paper [9] accord to Eq. (1).

Sðm;N; rÞ ¼ Cðm;N; rÞ � Cmð1;N; rÞ ð1Þ

Sðm;N; r; tÞ ¼ Cðm;N; r; tÞ � Cmð1;N; r; tÞ ð2Þ

Cðm;N; rÞ is the correlation integral, which is the cumulative distribution
function, calculate the distance of any two points in the phase space within the
range of r, where r[ 0, as follow:

Cðm;N; r; tÞ ¼ 2
M M � 1ð Þ

X
1� i\j�M

h r � dij
� �

; r[ 0 ð3Þ

In the above formula, dij ¼ Xi � Xj

�� ��
1, h is the Heaviside function:

if r � dij
� �

\0; hðxÞ ¼ 0; if r � dij
� �� 0; hðxÞ ¼ 1.M ¼ N � ðm� 1Þs, s is the

time delay.
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The basic steps of the algorithm are as follows:

1. According to the empirical method to set the time delay t, set t [1, 4].
2. The discrete time series xif g ði ¼ 1; 2; 3; 4. . .NÞ are divided into t disjoint time

blocks, i.e. x1; xtþ 1. . .xN�t�1f g; x2; xtþ 2. . .xN�t�1f g. . . xt; x2t. . .xNf g where N is
an integer multiple of t.

3. It uses the block average strategy to calculate the statistics:

S2ðm;N; r; tÞ ¼ 1
t

Xt

s¼1

Csðm;N=t; r; tÞ � Cm
s ð1;N=t; r; tÞ

� � ð4Þ

When N ! 1:

S2 ¼ 1
t

Xt

s¼1

Csðm; r; tÞ � Cm
s ð1; r; tÞ

� � ð5Þ

Since the time series is finite and there is a correlation, if we measure the
maximum deviation of the radius r, then the optimal time delay is the first zero
point of S2ðm; r; tÞ, or for the pair. The radius r is the smallest difference between
the time points. In this case, the points in the reconstructed phase space are closest
to the uniform distribution, so we are the points of the maximum and minimum
radii, and the difference is defined:

DS2ðm; tÞ ¼ max S2 m; rj; t
� �� ��min S2 m; rj; t

� �� � ð6Þ

According to the conclusion of BDS statistics, we can get embedded dimension
m 2 ½2; 5�; r ¼ i � r=2, where r is the standard deviation of time series, Then it is
calculated as Eq. (7–9):

S2 ¼ 1
16

X5
m¼2

X4
i¼1

S2 m; rj; t
� � ð7Þ

DS2 ¼ 1
4

X5
m¼2

DS2ðm; tÞ ð8Þ

S2corðtÞ ¼ DS2ðtÞþ SðtÞ		 		 ð9Þ

The first zero point of S2ðtÞ or the first partial minimum point DS2ðtÞ is optimal
sd , the global minimum point of S2corðtÞ is the optimal embedding window sw,
which is optimal estimation of average orbital period.
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3 Phase Space Reconstruction

The above C-C method calculates the optimal time delay and embedding dimen-
sion. In other words, we find the regular factors hidden in the chaotic time series
data, based on these factors can be reconstructed phase space.

N is the length of time series x1; x2. . .xNð Þ, and time delay is s, embedded
dimension m, so the result of phase space reconstruction:

Xð1Þ;Xð2Þ. . .X N � ðm� 1Þsð Þð Þ�1

¼

xð1Þ x 1þ sð Þ � � � x 1þðm� 1Þsð Þ
xð2Þ x 2þ sð Þ � � � x 2þðm� 1Þsð Þ
..
. ..

. � � � ..
.

x N � ðm� 1Þsð Þ x N � ðm� 2Þsð Þ � � � x tnð Þ

2
66664

3
77775

ð10Þ

From the above phase space reconstruction sequence, we can see that for the
initial chaotic time series, the reconstructed phase space extracts and restores the
chaotic sequence rule, which is a regular trajectory under high dimensional space.

4 LSTM Neural Network

In this paper, the LSTM algorithm is proposed by Hochreiter and Schmidhuber [10]
on the basis of RNN (Recurrent Neural Network) in 1997. In order to solve the
problem that traditional neural networks can not deal with continuous events.
The RNN can be connected as well as the traditional neural network, and its hidden
layer is directly connected to each other. The input of the hidden layer includes not
only the output of the input layer but also the output of the hidden layer at the last
time. As shown in Fig. 1.

The Fig. 2 is a hidden view of the three layers from the hidden layer. xt; ht and
ot are input, hidden and output state at time t. Wih is the weight matrix of the input
layer to the hidden layer; Whh is the weight matrix of the hidden layer into the itself
and between the other layers, which is responsible for “memory” the results of each
update; Finally,Who is the weight matrix of the hidden layer to the output layer. The
weight update of the RNN neural network is still using the gradient descent method.

However, RNN still has a “long-term dependence” problem, that is, for the
sample between the predicted point and the actual training label interval larger,
RNN will lose the ability to learn to connect distant information. The LSTM net-
work chooses to memorize information that is beneficial to the target by adding
“forgetting the gate” in the hidden layer to control forgetting some of the useless
information. The following two figures can be seen more clearly LSTM made
improvements.
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It can be seen from Fig. 3 that the RNN neurons are relatively simple. Neurons
give predictions ht and output states Ct for the next neuron from the same bipolar
(tanh) layer. Figure 4 shows the structure of the LSTM neurons is more complex,
there are three segments. Segment 1 is the “forgotten gate layer”, input ht�1 and xt
passed through the Sigmoid layer, which give an interval in the number of [0,1],
where 1 represents the complete hold, 0 stands for completely forgotten. As shown
in Eq. 11:

Fig. 1 Construction of RNN

Fig. 2 RNN neural network
hidden layer contains the
cycle
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ft ¼ r Wf � ht�1; xt½ � þ bf
� � ðbf is offset variableÞ ð11Þ

In the segment 2, this is the same as the first segment is still using the Sigmoid
layer to update the input value. At the same time, the input value to go through a
bipolar layer (tanh) to generate a post-election state. As shown in Eq. 12:

eCt ¼ tanh WC � ht�1; xt½ � þ bCð Þ ð12Þ

At this point, we based on the results of the previous two parts, you can calculate
the output status:

Ct ¼ ft � Ct�1 þ it � eCt ð13Þ

In the segment 3, for getting the result of hidden layer ht. Firstly, ht�1 and xt pass
through Sigmoid layer, which determines which part of the neuronal state is output.
Apart from this, the state of the neuron passes through the bipolar layer and mul-
tiplies the output of the Sigmoid layer:

Fig. 3 A neuron from RNN

Fig. 4 A neuron from LSTM
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ot ¼ r Wo ht�1; xt½ � þ boð Þ; ht ¼ ot � tanh Ctð Þ ð14Þ

In the case of using LSTM to predict, this paper takes the phase space m� 1
dimension data xðiÞ; xðiþ sÞ; . . .xði� 1þðm� 1ÞsÞf g as the factor input and the
last one dimension of the next time data as input. At the same time, as in the later
part of the experiment, this paper will forecast short-term holiday passenger flow
and short-term regular date passenger flow, so the training set will mark the ordi-
nary date, three days of small holiday and seven days of holiday, and mark as a
dimension of input factors.

In order to eliminate the influence of the original data form, the feedback speed
and the convergence speed of the algorithm are improved. Before the training set
enters the model, the data needs to be normalized.

5 Experiment

This paper regards the China railway daily passenger flow on the March 6 to March
12 a week of the ordinary date in 2017 and 2016 Labor Day, 2016 Dragon Boat
Festival, 2016 Mid-Autumn Festival, 2016 National Day, 2017 New Year’s Day,
2017 Spring Festival and 2017 Ching Ming these holidays as the object to be
predicted. The data for the three years to be predicted is selected as the training set
for phase space reconstruction. It verifies whether the training set has chaos in the
below Table 1 and the time delay and embedding dimension calculated using the
C-C method.

It can be seen from the above Table 1 that the Lyapunov exponents [11] of the
training set data are all greater than 0, so they are all chaotic time series. Then, in
order to verify that the phase space reconstruction can recover the chaotic time
series data and improve the prediction accuracy, we compare the model with the

Table 1 Training set chaos judgment and result of time delay, embedded dimension

Forecast target date Lyapunov
exponents

Time delay
(days)

Embedded
dimension

2017.3.6–2017.3.12 3.20 1 4

2016 Labor Day 0.65 3 2

2016 Dragon Boat
Festival

0.36 1 2

2016 Mid-Autumn
Festival

0.47 6 2

2016 National Day 1.32 2 5

2017 New Year’s Day 4.8 3 4

2017 Spring Festival 0.77 2 4

2017 Ching Ming 0.69 6 2
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prediction accuracy of the LSTM model without phase space reconstruction. In this
paper, the percentage error between the predicted value and the actual value is taken
as the evaluation criterion, and then the closer to 0% the higher the accuracy.

As can be seen from the above Fig. 5, the solid line represents the prediction
accuracy of the PSR-LSTM, which has a higher accuracy than the untreated
obviously for different days of passenger flow.

Furthermore, in order to verify whether the LSTM neural network used in this
model is reasonable, we will use the BP neural network (PSR-BPNN) with phase

Fig. 5 Comparison of PSR-LSTM and LSTM predictive results
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space reconstruction and the SVR model with RBF (Radial Basis Function) kernel
function under the same training set PSR-SVR), and the accuracy is verified by the
percentage error.

Accordingly, as can be seen from the Fig. 6, it can be seen from the above
experimental results that the LSTM neural network used in this paper has higher
prediction accuracy than other models for different days of passenger flow.

Fig. 6 Comparison of PSR-LSTM and PSR-BPNN, PSR-SVR predictive results
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6 Conclusion

In this paper, the theory of phase space reconstruction is used to recover the regular
orbit of railway passenger flow, and the short term passenger flow is predicted by
LSTM neural network. From the experimental results of two parts, it can be seen
that the passenger flow data with chaotic characteristics can improve the prediction
accuracy of short-term passenger flow if the regularity factor can be found by phase
space reconstruction. At the same time, LSTM neural network compared with other
algorithms, can significantly improve the nonlinear short-term passenger flow
prediction accuracy.
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Application of Improved
Gaussian-Hermite Moments
in Intelligent Parking System

Xing He, Lin Wang and Zhongyou Zuo

Abstract The Gaussain-Hermite moments theory is applied to license plate
recognition system in this paper. At the same time, the order of Gaussian-Hermite
moments are improved by two-dimensional simulated annealing algorithm, the
image reconstruction is achieved by obtaining characteristic moments.
Experimental results show that the algorithm has high research value and appli-
cation value.

Keywords Gaussian-Hermite moments � Simulated annealing algorithm
Feature extraction � Image reconstruction � Character recognition

1 Introduction

The image feature extraction technology is a core component of intelligent iden-
tification system. Accuracy and reliability of feature extraction determines the
recognition rate of the Intelligence system, Therefore, it’s need to propose an image
feature extraction algorithm with high accuracy and robustness. The image feature
extraction can be divided into common feature extraction algorithm based on color
image and texture feature extraction algorithm etc., there are some classic foreign
image feature extraction algorithms. J. Shen first proposed the orthogonal
Gaussian-Hermite moments analysis image features [1], the author combines
Gaussian function and Hermite polynomial, in order to the convergence of the
Hermite polynomial in the edge of the window function, and put forward the 2D
orthogonal polynomial Gaussian-Hermite separation algorithm and recursive
algorithm. W. Shen proposed comparison algorithm of geometric moments and
orthogonal moments [2], the author presents a comparison of Gaussian-Hermite
orthogonal polynomial and geometric moment polynomial, Legendre polynomial,
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Hermite polynomial between time domain and frequency domain. R. Mukundan on
the basis of previous studies, they search for the orthogonal polynomials and put
forward the image features of based on the Tchebichef moment analysis algorithm
[3]. The algorithm finds the orthogonal polynomials, and then extract and analyze
the characteristics of image. Bo Yang proposed the research of J. Shen analysis of
Gaussian-Hermite moments parameter [4]. The algorithm to obtain the very good
results. On the basis of the above methods, there are some classic image feature
extraction algorithms in China: Wang Lin proposed a feature extraction algorithm
based on Gaussian-Hermite moments in the fingerprint recognition application [5],
the experiment proved that the algorithm has better recognition effect in the
fingerprint recognition system. Wu Youfu proposed the vehicle identification
algorithm based on Gaussian-Hermite moment [6], the experimental results show
that the improved algorithm has important research significance and practical
application values.

This paper presents a Gaussian-Hermite based on moment parameter analysis
algorithm, combined with the improved 2D simulated annealing algorithm to search
the optimal parameters of image reconstruction rate.

2 Gaussian-Hermite Moments and Orthogonal
Calculation

2.1 1D Hermite Polynomial and Orthogonal Algorithm

The 1D continuous n-order Hermite polynomial is defined as follows

HnðxÞ ¼ �1ð Þnexpðx2Þ dn

dxn
expð�x2Þ x 2 �1;1ð Þ ð1Þ

therefore, H0 xð Þ ¼ 1, H1 xð Þ ¼ 2x, Hnþ 1 xð Þ ¼ 2xHn xð Þ � 2nHn�1 xð Þ. Because the
HnðxÞ polynomial is not orthogonal function, therefore, the weight function is
introduced.

qðxÞ ¼ expð�x2Þ x 2 �1;1ð Þ ð2Þ

Therefore

Z1

�1
expð�x2ÞHn xð ÞHm xð Þdx ¼ 2nn!

ffiffiffi
p

p
dmn ð3Þ

Among dmn is the Kronecker function. therefore, Hermite standard orthogonal
polynomial can be written as
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H
_

n xð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nn!

ffiffiffi
p

pp exp � x2

2

� �
Hn xð Þ ð4Þ

At the same time, 1D continuous Hermite polynomial normalized be written as

Z1

�1
H
_

m xð ÞH_ n xð Þdx ¼ dmn ð5Þ

For the 1D continuous signal I sð Þ, the moment of n-order Hermite is defined as
follows

Mn x; IðsÞð Þ ¼
Z1

�1
H
_

m xð ÞIðxþ sÞds ð6Þ

In order to give the Eq. (4) schematic diagram of 1D continuous, and give H
_

p xð Þ
dimensional display function transformation function

u H
_

p xð Þ
� �

¼ sign H
_

p xð Þ
� �

1þ log H
_

p xð Þ
��� ���� �

ð7Þ

Figure 1 gives to the 1D orthogonal Hermite polynomial basis function in the
window size is [−5, 5]. It is easy to see on the boundary of the windows at the
orthogonal basis is not convergence to 0. This property will affect the image at the
edge of the reconstruction results.

2.2 2D Hermite Polynomial Orthogonal Separation
Algorithm

By the 2D Hermite polynomial separability

Hmn x; yð Þ ¼ Hm xð ÞHn yð Þ ð8Þ

Fig. 1 The basis function sketch map of Hermite polynomial
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The orthogonal separable equations for 2D Hermite Polynomials

H
_

mn x; yð Þ ¼ H
_

m xð ÞH_ n yð Þ ð9Þ

The 2D continuous signal I s; tð Þ, the m; nð Þ order Hermite moments can be
defined as follows

Mmn x; Iðs; tÞð Þ ¼
Z1

�1

Z1

�1
Iðs; tÞH_m sð ÞH_ n tð Þdsdt ð10Þ

Figure 2 2D orthogonal Hermite polynomial basis function in the window size
s; t 2 �5; 5½ �. In the window edge image, here is still a divergence of this property,
the Hermite polynomial basis function in window edge converges to 0. We will
make a detailed demonstration of the nature of the Gaussian function in the next
section.

2.3 Gaussian-Hermite Polynomial and Orthogonal
Separation Algorithm

The Gauss function is a kind of low pass filter fuzzy of image, the normal distri-
bution is calculated for each pixel in the image transform, fuzzy Gauss have very
good characteristics, the function has no obvious boundary and not the formation of
turbulence in the filtered image, so Gaussian function is introduced to the Hermite
orthogonal polynomial. Not only make the image in the edge of the window the
convergence, but also has a good smoothing effect for images with high noise. The
1D Gauss functions is defined as follows

G x; rð Þ ¼ 2pr2
� 	�1=2

exp
�x2

2r2

� �
ð11Þ

among r2 for standard deviation, we can define a 1D signal sequence of I xð Þ
Gaussian-Hermite moments (Fig. 3).

2D Hermite polynomial function of order from left to right(0,3), (3,4), (8,9), (11,15) order 

Fig. 2 The basis function sketch Map of 2D standard orthogonal Hermite polynomials
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Bn xð Þ ¼ G x; rð ÞHn
x
r

� �
ð12Þ

Mn x; I sð Þð Þ ¼
Z1

�1
Bn xð ÞI xþ sð Þds ð13Þ

so the orthogonal basis function polynomial Gaussian-Hermite increase the scale
parameters r of the Eq. (4) can be rewritten as

H
^

n xð Þ ¼ 1
2nn!

ffiffiffi
p

p exp � x2

2r2

� �
Hn

x
r

� �
ð14Þ

The window size is in [−1,1], r ¼ 0:12, according to the Gaussian function and
Hermite polynomial separability, Eq. (12) can be rewritten as

H
^

mn x; yð Þ ¼ H
^

m xð ÞH^ n yð Þ ð15Þ

The 2D continuous signal Iðs; tÞ, m; nð Þ order Gaussian-Hermite moment are
defined as follows

Mmn x; I s; tð Þð Þ ¼
Z1

�1

Z1

�1
I s; tð ÞH^m sð ÞH^ n tð Þdsdt ð16Þ

Figure 4 2D orthogonal Gaussian-Hermite polynomial basis functions in the
window size s; t 2 �1; 1½ �, r ¼ 0:12. The discrete gray-scale image I i; jð Þ, The
coordinate domain of an image in the 0; T � 1½ �, if the use of Gaussian-Hermite
polynomial basis function to extract the image local feature, we require the image
coordinate transform to u; v 2 0; T½ �, by transformation s ¼ 2

T�1 i� 1, t ¼ 2
T�1 j� 1.

Through the above coordinate transformation, the Eq. (14)increase the transform
coefficients the discrete Gaussian-Hermite polynomials can be written as

Fig. 3 The basis function sketch map of Gaussian-Hermite polynomial
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H
^

m ið Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�1m!rT

ffiffiffi
p

pp exp � s2

2r2

� �
Mm

s
r

� �

H
^

n jð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n�1n!rT

ffiffiffi
p

pp exp � t2

2r2

� �
Mm

t
r

� � ð17Þ

By Eq. (17) can be get Gaussian-Hermite moments of discrete images, we can
be defined as follows

Mm;n ¼
XT�1

i¼0

XT�1

j¼0

I i; jð ÞH^m ið ÞH^ n jð Þ ð18Þ

The reconstructed image is Î i; jð Þ, then the calculation formula is as follows

I
_

i; jð Þ ¼
XP
m¼0

XP�m

n¼0

Mm;nH
^

m ið ÞH^ n jð Þ ð19Þ

For 2D discrete gray image, the length and width ratio of 1:1, Fig. 5 the
Gaussian-Hermite moments of image reconstruction, the first act of the original
image and the second fixed size parameter r ¼ 0:1, the order of moments where
n = 0, 5, 10, 20, 40, 60, 80. When r fixed time with the increase of the order
parameter accuracy of image reconstruction and rising trend. Third fixed order
parameter n = 50, the size parameter r ¼ 0:05, 0.1, 0.2, 0.4, 0.6, 0.8, 1. There are

2D Gaussian-Hermite polynomial function of order from left to right, 

(0,3),(3,4),(8,9),(11,15) 

Fig. 4 2D standard orthogonal Gaussian-Hermite polynomials

Fig. 5 2D Gaussian-Hermite moment image reconstruction
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also increase of the order parameter accuracy of image reconstruction is decreased
gradually after the rising trend. In the next section we will analyze the detailed
image reconstruction parameters order and r, and the relationship between the size
of the image of T three and value.

3 Gaussian-Hermite Analysis of Moment Parameters

For the relationship between the reconstruction parameters n, r and image size T ,
make I i; jð Þ for the original discrete gray image, gray level in 0; 255½ �, the image
coordinate domain 0� i; j� T � 1½ �, in the sigma is r ¼ 0:12, the image recon-
struction rate P is defined as follows P ¼ S

T2, where S is the same number, The
Fig. 6 (left) is n when the parameter r ¼ 0:12, the relationship between P and n, the
increased rate of image reconstruction with the order of moments of the increase of
the figure shows, the overall upward trend, when the order reaches a certain value, P
remain the same. The Fig. 7 (right) is n when the parameter order ¼ 50, the
relationship between P and r. The figure shows with increasing parameter, r the p
fluctuations increased first and then decreased. However, in the actual application,
at the same time to consider the problem of real-time and accuracy of both
compatible.

We proposed an improved simulated annealing algorithm to search the optimal
solution of the rate of P image reconstruction.

The based on the 2D discrete simulated annealing algorithm for image recon-
struction rate P(r; n) between a Gaussian-Hermite moments parameter r and n
value relationship, the design steps are as follows:

(1) Random initialization r ¼ 0:1, n ¼ 1, T ¼ 0:2.
(2) Variable Point ¼ Start PointþDPoint among Start Point for initialization

DPoint as a parameter r and n of random increment.
Variable Point to search for the current variable value. To the calculation
DP ¼ P Variable Pointð Þ � P Start Pointð Þ.

Fig. 6 The relationship between P and r, n
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(3) If the DP\0, they will be allowed to take Variable Pointr;order value for the

new state, otherwise P ¼ exp � DP
KT

� �
accept Varaiable Point, the K is the

Boltzmann constant.
(4) Repeat step second and third, until P equilibrium, until T approach to 0.

In Fig. 7, the relationship between P and Gaussian-Hermite moments parameter
n and r, we used the improved two-Dimensional simulated annealing algorithm is
used to search the global optimal solution, final search results for order ¼ 50,
r ¼ 1, the fixed image size T ¼ 85. Right image for the original image, the right
image for the search of the global threshold of the reconstruction image, which the
image reconstruction rate P ¼ 0:9349.

4 The Application of Gaussian-Hermite Moments

4.1 Gaussian-Hermite Moment Feature Conversion

In this paper, we will introduce the Gaussian-Hermite moments as the input basis of
the vehicle license plate character recognition. The expression is defined are as
follows.

GHMmn ¼
M00 M01 � � � M0n

M10 M11 � � � M1n

..

. ..
. . .

. ..
.

Mm0 Mm1 � � � Mmn

ð20Þ

Fig. 7 Image reconstruction
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The extracted GHMmn moment vectors are converted into BP neural networks
with input features as

GHMmn ¼ M00; � � � ;M0n; � � �Mm0; � � �Mmnð Þ ð21Þ

4.2 Experimental Results and Analysis

In this paper, the video based automatic toll collection management system is
implemented in the software development platform of C++ Visual and Opencv, the
BP neural network is used for identification.

4.2.1 Experimental Result

The system interface of this paper is shown in Fig. 8.

4.2.2 Systems Analysis

The system after several tests. The results showed that the stability of the system is
relatively high, results achieved very good results, due to phase identification and
license plate location, license plate character segmentation, character feature
extraction is closely related to, so the system to input the actual city field needs
further improvement:

Fig. 8 The system operation interface
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(1) How to obtain the real-time video data speed to be improved, this process is one
of the reasons that affect the real-time performance of the system.

(2) Moving target detection algorithm needs to be fully improved, inter frame
difference algorithm although can reduce the light, such as the weather, but
prone to moving target empty phenomenon. Secondly, the value of time and
target motion threshold selection is the key; background subtraction algorithm
can extract the moving object is, however, background update is very difficult
to accurately extract; optical flow method can improved inter frame difference
algorithm and background difference problems, but require many iterations,
unable to meet the requirements of real-time system. In this paper, the improved
multi Gauss background modeling is needed to be improved in the running
times.

(3) In this paper, the location of the license plate in the complex environment can
also be a good effect; the character of the same will be satisfied with the results.

(4) For feature extraction of license plate characters, the value of the
Gaussian-Hermite moments feature extraction, the algorithm in the image
reconstruction process obviously obtained satisfactory results, however, in the
process of recognition has increased the dimensionality of the feature, the better
algorithm needs further study.

In the 32,000 frame video image sequence acquisition, a total of vehicles more
than 100 vehicles, including cars, trucks, cars, the recognition P is shown in the
Table 1.

5 Conclusion

In this paper, an improved simulated annealing algorithm for two-dimensional
Gaussian-Hermite moment parameter n and r is given, the algorithm is based on
the invariant size of the image, the problem of global optimal solution of P is
discussed. Consider the complexity and accuracy of the algorithm in the practical
application research, depending on the size of the image, through the above search
algorithm, the best moment parameters n and r can be obtained.

Because the actual scene is more complex, the license plate location need to
consider all the circumstances, the key lies in the accurate positioning of the license
plate, license plate character segmentation and character feature extraction three
steps were studied. The future research is mainly to build parking lot vehicle
intelligent scenario can monitor system model and application system in the actual
scene.

Table 1 Real-time license plate recognition rate results

Chinese character recognition Letter recognition Number

92.3% 98.67% 100%
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Research on Optimization of Passenger
Volume Flow Monitoring Through
the Metro Network Video Surveillance
Technology

Yuekun Zhang, Feng Xu, Tianxiang Mao and Bing Han

Abstract In order to manage the constantly increasing flow of metro passengers
and speed up the response to passenger congestion arising from various emer-
gencies in the metro system, the Beijing Metro Network Administration Co., Ltd.
(hereinafter referred to as the “BMNA”) will begin construction of the Metro
Network Video Surveillance Center (hereinafter referred to as the “Surveillance
Center”). This essay analyzes the characteristics of passenger flow congestion in the
metro system and the traditional method of passenger flow density monitoring.
Based on the system requirements and initial design of the Metro Network Video
Surveillance Center, this essay applies scientific principles and methods to make
suggestions to improve the supervisory of passenger flow congestion, by proposing
a systematic congestion pre-warning mechanism using refined Video Analytics
technology. Its aim is to provide references and support for the establishment of the
Surveillance Center in future.

Keywords Passenger flow congestion pre-warning � Video surveillance
Refined video analytics �Machine learning � Passenger flow density alert threshold
setting

1 Preface

1.1 Research Background

As an essential urban transport carrier, metro transportation faces the constant
challenge of rapid route expansion and maintaining secure operations with ever
increasing passenger densities.
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The Beijing CPC Municipal Committee and the Beijing Municipal Authority
highly value the informatization of Beijing’s metro system, and safe travel is one of
the top priorities in daily passenger routines. Surveys and statistics show that many
accidents are caused by overcrowding and disorder. Extremely high passenger flow
density in a short period of time causes passenger congestion, and can even lead to
stampedes or other serious accidents, resulting in injuries and deaths. It is therefore
necessary to conduct real-time monitoring on passenger flow density and conges-
tion levels, so that metro stations can give early alerts and intervene in advance.

How to effectively monitor passenger flow congestion and give timely alerts
while taking effective intervention actions is an urgent and essential question in the
development of the metro system.

1.2 The Metro Network Video Surveillance Center

The “Notice of the General Office of the People’s Municipality of Beijing Issuing a
Working Plan to Further Improve the Security of Metro Operations” (Publication
no. [2013] 59 of the General Office) was released in November 2013. Its stipula-
tions include:

“(15) Improving the Establishment of a Support System for Emergency Command.
Increase the quantity of video and image data from each metro line that is sent to the
BMNA; upgrade and rebuild the connections between the BMNA, and the
broadcast system, passenger information, and closed circuit television (CCTV)
system; build service platforms for emergency scheduling, passenger guidance, and
information release.”
In order to implement this notice, the BMNA analyzed the current capabilities of
the command system for emergency network scheduling, and carefully considered
the problems in each relevant system. It then decided to establish the Surveillance
Center, in order to conduct video surveillance and replay, and other related business
and management tasks at network level.

2 Analysis of the Current Situation and Main Problems

The Beijing metro network is developing rapidly, and it now has over 300 stations
completed and operational. In newly built stations, the number of cameras and the
scope of video surveillance have significantly increased. Traditional methods of
passenger flow monitoring are based on manual checking of CCTV, which is no
longer suitable for the huge number of monitoring points which now have to be
covered. One of the main purposes of building the Surveillance Center is to research
methods for automatic monitoring of passenger flow density and early alerts, which is
one of its core functions.
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In the early stage of feasibility research and preliminary design, the authors
found that two major obstacles must be overcome before automatic monitoring and
early alerts for passenger flow density can be implemented.

2.1 Accuracy of Automatic Passenger Flow Density
Monitoring

The current automatic passenger flow density monitoring technology, based on
video analysis, does not always provide accurate results in congested scenes. That is
because traditional monitoring may be affected by lighting, moving targets,
building facilities, views blocked by crowds, the angle of the surveillance cameras,
etc., which can lead to inaccuracy.

Due to limited space in metro stations, surveillance cameras are often installed in
lower positions, resulting in a limited angle of view. When passenger flow density
is low, monitoring is more effective; but when passenger flow density is high, the
view of the cameras can be significantly blocked by crowds, causing greater errors
in automatic monitoring, which means the system often releases incorrect alerts.

2.2 Standards for Setting the Passenger Flow Alert
Threshold

Setting the right threshold for the automatic alert system is a complex and chal-
lenging question for the metro monitoring and alert system design. Due to a lack of
theoretical understanding and industrial standards, this problem has not been
resolved. If the threshold is set too high, the system frequently issues incorrect
alerts, not merited by the situation on the ground; if it is set too low, the system may
ignore or miss situations where there is a crush risk. Therefore, even if the accuracy
of automatic passenger flow density monitoring can be significantly improved,
without effective rules for passenger flow density alerts, the alert effectiveness will
be considerably weakened, and the operational management requirements will not
be met.

3 Research and Testing of Solutions

In order to find solutions to the two issues mentioned above, the authors have
conducted specific research and testing, and they propose the following solutions.
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3.1 Improving Monitoring Accuracy of Passenger Flow
Density When Stations Are Crowded

The traditional pedestrian density monitoring algorithm is based on analysis of
target areas on video to compute the current level of pedestrian density (percentage)
in each area. When the density level reaches the pre-set threshold, the alert is
triggered and staff can handle the situation accordingly. (As shown in the Fig. 1.)

Traditional flow density estimates are conducted through holistic or partial
(head/shoulder) pedestrian detection. The system usually takes a large amount of
sample pictures of pedestrians as detection training materials for feature extraction.
Common features include Edgelet features (describing outlines of parts of the
human body, including straight lines, curves and other shapes. The detection
training categorizes human body sections into the whole body, head and shoulders,
legs, and torso); Shapelet features (mainly uses machine learning to automatically
generate adaptive local features and describe shape features based on the gradient of
localized portions of an image); HOG (the Histogram of Oriented Gradients is a
feature descriptor used in computer vision and image processing for the purpose of
object detection. It produces a histogram of gradient orientation in localized por-
tions of an image) etc. The types of classifiers will greatly affect the detection rate
and speed, so an accurate classifier needs to strike a balance between these two
factors [2].

There are currently many types of classifiers. Even with a high detection rate,
some of them cannot be widely applied because of their high time complexity.
Linear classifiers (e.g. Boosting, Linear SVM and Random Forest) have been

Fig. 1 Traditional passenger flow density analysis [1]
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widely applied due to their simple algorithms and fast detection speed; but linear
classifiers have a relatively low detection rate. Their passenger flow density
statistics can be subject to the influence of image blocking or complex backgrounds,
resulting in low accuracy and performance of the individual-based passenger flow
density estimation algorithm in crowded scenes. Although pedestrian detection and
tracking technologies have improved dramatically in recent years, tracking in
crowded scenes is still an unsolved problem [3].

Regression Analysis is a widely applied method of statistical analysis to deter-
mine the quantitative relationship between two or more dependent or independent
variables. The regression-model crowd-density estimation method avoids tracking
single individuals. It takes the crowd in the video as a continuum and uses the
mature regression model or classification technology to estimate the pedestrian
density. As the regression-model method does not require explicit foreground
segmentation and pedestrian tracking, this could be a feasible way to estimate
pedestrian density against a complex background.

The working process of the regression-model crowd-density estimation algo-
rithm is shown in the Fig. 2. The foreground is first extracted from the video
sequence, then multiple features are extracted from the foreground. The algorithm is
trained with the correct regression model and finally, it estimates the pedestrian
density based on test samples.

The regression model needs to extracts various features, including foreground
pixel features and texture features. Research findings show an approximately linear
correlation between pedestrian density and the area of foreground pixels, so the
regression fitting method can be employed to calculate the number of pedestrians in
the video. Calculations using this method are more accurate in scenes of low
pedestrian density; however, the crowds monitored in metro stations are usually of
high density, which can easily lead to camera views being blocked. In addition,
because of the perspective in the video image, the size of individuals in the video
changes with their distance from the camera. The further they are from the camera,
the smaller they are, and vice versa. This means that when estimating pedestrian
density, the perspective correction method should be applied to each pixel in the
scene. There are differences in texture between high and low density images. With
low pedestrian density, the image texture is rougher than with high pedestrian
density. For this reason, texture feature extraction methods such as LBP are more
scientific and effective ways to obtain crowd information [4].

LBP (Local Binary Pattern) is a type of descriptor used to describe the texture of
different parts of an image. The initial computing unit is a 3 � 3 pixel window. The
value of the center pixel is treated as the threshold for the 8 neighboring pixels.
Where a neighboring pixel’s value is greater than the center pixel’s value, this is

Fig. 2 Estimation of pedestrian density based on the regression model
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recorded as “1”. Otherwise, it is recorded as “0”. This gives a binary image.
Following the pixels clockwise in a circle from the first pixel at the top-left corner
of the image, this produces a binary string, 00001111, which is equal to 15 when
converted to a decimal number.

Apart from the center pixel, the remaining pixels in the 3 � 3 window can
output 8 bits of unsigned numbers, which constitute the LBP value of the window.
This LBP value can be used to express the texture information of a certain area of
an image, based on the following process:

This LBP algorithm is modified and optimized over time, producing the circular
LBP descriptor, the rotation invariant pattern, the LBP uniform pattern, etc.

The original LBP descriptor covers only a small and fixed area and with limited
descriptive power, so in order to be suitable for textures of various scales and
frequencies, the original LBP descriptor is modified by replacing the previous
rectangular area with a circular area and allowing the 3 � 3 window to expand into
any area. As a result, the circular area with P as the center and R as the radius allows
multiple pixels.

The LBP value of the area around point P with R as the radius, gc as the center
pixel and gp as the neighboring pixels is as follows:

LBPR;P ¼
XP�1

P¼0

s gp � gc
� �

2P ð1Þ

s xð Þ ¼ 1; x� 0
0; x\0

�
ð2Þ

The righthand picture in Fig. 3 represents a circle with a radius of 1 and 8
neighboring pixels.

The pedestrian density indicator in metro stations is calculated based on the
regression function model, which maps the features of a surveillance video scene to
the number of people in a crowd. The regression function is widely used and there
are many ways to construct a regression function model, such as linear regression,
block-based linear regression or neural networks. The comparison of algorithms
and the study results show that the algorithm of the partial least squares regression

Fig. 3 Extraction of the LBP descriptor
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(PLSR) model, containing concepts from many other regression models and
dimension reduction algorithms, is better able to solve the multi-collinearity
problem, when there exist multiple correlations and a limited amount of information
has been obtained. PLSR is therefore often applied to the analysis and study of
crowds in high density videos, whose distribution is affected by the surrounding
environment.

To calculate the number of pedestrians in the video scene, two parameters,
namely the number of pixels and the number of pedestrians, are extracted from the
training samples, and a curve and function are constructed to approximately fit the
data of these parameters based on the least squares method. The number of pixels
per frame is then input to the function to calculate the number of pedestrians in the
scene.

The specific calculation procedure, based on PLS, is given below. If n training
samples xi; yið Þf gni¼12 Rp � Rq are mean-centered, PLSR is applied to calculate the
values of projected unit vectors a and b. If the projected vectors x� ¼ Xa and
y� ¼ Yb cover variability of the variables, and the correlation degree between x�

and y� reaches the highest value, then it calculates when the covariance between x�

and y� is at its highest:

Cov x�; y�ð Þ ¼ aTE xTY
� �

b ¼ aTGx;yb ! m ð3Þ

JPLS a; bð Þ ¼ aTGxyb ¼ aTGxyb

aTa � bTb� �1
2

ð4Þ

This includes aTa ¼ bTb ¼ 1.
The vectors a and b which output the largest criterion function are named

correlated projected vectors of PLS. When the original samples are projected to
these correlated projected vectors, the covariance value is the largest between x�; y�.

3.2 Improving the Customization and Accuracy
of the Passenger Flow Alert Threshold

Based on research outcomes, the US Transit Capacity and Quality of Service
Manual recommends that the areas inside public transportation stations should be
clearly divided into pedestrian areas and service areas [5].

In pedestrian areas, walking speed is the key factor that affects passenger flow
density. Pedestrians need sufficient space to walk with free movement at average
speed, in order to pay attention to possible obstacles within their sight. Increased
passenger flow density reduces the available walking space and increases the
possibility of collision.

In service areas, the average space taken up by each person is the key factor that
affects passenger flow density. The average space used by each person has a direct
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impact on their flexibility of movement as well as their sense of comfort. In dense
passenger flows, almost no space is available for free movement, and as the average
space consumed by passengers increases, they can only move freely within limited
areas.

Metro stations can be divided into pedestrian areas and service areas based on
different functions. The pedestrian density in these areas can be monitored sepa-
rately, with a different threshold value designed for them, so that alerts are more
accurately triggered.

Table 1 gives the relationship between walking speed and the average space
consumed by pedestrians. It shows that pedestrians can walk at normal speed when
the average space available for each person is 3.3 m2 or over. As the average space
drops below 3.3 m2, the walking speed drops quickly. When the average space
available for each pedestrian drops to 0.5 m2 or below, the walking speed becomes
very slow, about 46 m per minute. In such conditions, crushes and stampedes are
likely to occur and close monitoring and early warnings are required.

According to the following figure, when the service level reaches D in a walking
area, the Surveillance Center video monitoring system should issue an alert to
remind the transportation or service staff of the risk of a crush, so that they can
reduce traffic pressure in advance (Fig. 4).

The following table shows different service levels in pedestrian areas. The table
shows that when the average area occupied by pedestrians is 1.2 m2 or more, the
average distance between people is over 1.2 m. Below this point, the average
distance between people falls rapidly. When the average area occupied by pedes-
trians is less than 0.2 m2, the average space between them falls to below 0.6 m.
Generally speaking, as waiting times get longer, pedestrians need more space. Their
tolerance of crowdedness changes over time. In such conditions, measures should
be taken to prevent accidents caused by jostling and fighting, including emergency
scheduling of trains, crowd dispersal, close monitoring, etc. (Table 2).

According to the following figure, when the service level reaches E in a service
area, the Surveillance Center video monitoring system should issue an alert to
remind the transportation or service staff of the risk of accidents, so that they can
evacuate pedestrians in advance if required (Fig. 5).

Table 1 Service levels in pedestrian areas

Service
levels

Space available for each pedestrian
(m2/pedestrian)

Expected passenger flow and walking
speed

Average walking speed
S (m/min)

Saturation
level

A � 3.3 79 0.0–0.3

B 2.3–3.3 76 0.3–0.4

C 1.4–2.3 73 0.4–0.6

D 0.9–1.4 69 0.6–0.8

E 0.5–0.9 46 0.8–1.0

F <0.5 <46 N.A.
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Based on the above analysis, the video surveillance area in a metro station can be
divided into service areas and pedestrian areas. The service areas include train
stopping points along platforms, fenced areas outside metro stations, ticket offices,
etc. The pedestrian areas include stairs and escalators, entrances and exits and

Fig. 4 Service levels in pedestrian areas
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Table 2 Service levels in service areas

Service
Levels

Average area occupied by pedestrians (m2/
pedestrian)

Average space between
people (m)

A � 1.2 � 1.2

H 0.9–1.2 1.1–1.2

C 0.7–0.9 0.9–1.1

D 0.3–0.7 0.6–0.9

E 0.2–0.3 <0.6

F <0.2 N.A.

Fig. 5 Service levels in service areas
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transfer channels. Different parameters and passenger flow alert thresholds can be
set for different surveillance areas.

The following figure shows the space division in one of Beijing’s metro stations.
The service areas are indicated by blue rectangles and the pedestrian areas by red
rectangles (Fig. 6).

3.3 Testing Process and Results

Three pedestrian areas and three service areas with heavy passenger flow during the
morning and evening rush hours and light passenger flow in off-peak times were
selected as samples from videos of a Beijing metro station to test the solution. The
Research Department of ST Electronics Info-Software Systems was commissioned
to calculate passenger flow densities, using both the traditional method and the new
method based on the regression model (Fig. 7).

Fig. 6 Space division in metro stations [6]
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The test results are shown in the Table 3.
These test results indicate that during low-density passenger flow, both the

traditional and the new monitoring methods show a high level of accuracy.
However, during high-density passenger flow, the traditional method does not
calculate the passenger flow densities accurately due to the impact of light, blocked
cameras and other factors, while the passenger flow densities calculated using the
pedestrian density estimation method, based on the regression model, are closer to
the actual value. Applying the LBP texture feature extraction method, the new

Fig. 7 Testing each method at a metro station [7]

Table 3 Implementation results of the passenger flow density analysis solution

Sample areas for passenger flow
density analysis

Actual situation Traditional
method

New method

Density
(pedestrians/m2)

Density
(pedestrians/m2)

Density
(pedestrians/m2)

Service area 1—platform 6 4 5.5

Service area 2—platform 3 3 3

Service area 3—platform 4.5 3 4

Walking area 1—transfer channel 1 1 1

Walking area 2—stairway 2.5 2.5 2.5

Walking area 3—transfer channel 0.5 0.5 0.5
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solution shows a higher level of accuracy and performance in identifying dynamic
patterns. Together with the PLSR model, it can calculate high-density passenger
flow more accurately.

Based on actual passenger flow congestion, the traditional and new passenger
flow alert systems issue alerts in different situations, based on the standard alert
threshold and special alert thresholds for different areas. The details are shown in
the Fig. 8.

The traditional passenger flow monitoring method does not differentiate between
service areas and pedestrian areas, with the system releasing alerts for high pas-
senger flow density when it exceeds 3 pedestrians/m2. However, pedestrians in
service areas who are standing in queues do not need as much space as those who
are walking. So even if passenger flow density exceeds 3 pedestrians/m2, service
areas will not be overcrowded and the system does not need to release an alert.
However, once passenger flow density exceeds 2 pedestrians/m2, the pedestrian
areas will seem crowded and the system needs to release an alert.

The new passenger flow monitoring method clearly divides the metro station
into service and pedestrian areas and sets different passenger flow alert thresholds
for each area. The passenger flow alert threshold of the service areas is 5
pedestrians/m2 and for pedestrian areas it is 2 pedestrians/m2. When the passenger
flow density calculated by the video surveillance system exceeds the alert threshold,
the system issues an alert.

With the traditional alert threshold, an alert is issued for service areas 1, 2 and 3.
However, based on differential alert thresholds for service areas and pedestrian
areas, alerts are issued for service area 1 and walking area 2 only. The new method,
setting different alert thresholds for different areas is a better reflection of the
situation on the ground and its passenger flow congestion alerts are more accurate.

Fig. 8 Comparison of passenger flow alert thresholds and actual passenger flow density
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4 Conclusion

The authors conducted a study of the Beijing metro system, and explored an
IT-based solution for automatic passenger flow density supervisory. They con-
cluded that the two main challenges to this solution are the accuracy of the tech-
nology for automatic passenger flow density monitoring, and uniform passenger
flow alert thresholds.

Analysis of the methods used to measure passenger flow density found that
traditional video analytics methods often fail to provide accurate measurements
when metro stations are crowded, and that a refined video analytics method based
on the regression model may be feasible to measure passenger flow density in
diverse situations. Based on these findings, the authors have developed a mea-
surement method that deploys LBP descriptors for texture feature description and
the PLS method to achieve more accurate monitoring in high passenger flow sce-
narios. As the regression model-based method for measuring passenger flow density
is still in trial and has not been widely applied in actual scenarios, the method calls
for further study, communication with major video surveillance manufacturers, and
a feasibility study before it can be applied for the purpose of passenger flow density
monitoring at the Beijing Metro Network Video Surveillance Center, with a
regression model customized to the characteristics of passenger flow in Beijing
metro stations.

In addition, based on the results of research into crowd behavior analysis from
China and beyond, and taking into consideration the user requirement of the metro
system, the authors propose setting different passenger flow alert thresholds for
different areas. In metro stations, different areas can be categorized as pedestrian
areas or service areas, and two different thresholds should be set based on peoples’
need for space in each area. Given that space requirements are different in service
and pedestrian areas, it is more effective to monitor and analyze passenger flow
density and set passenger flow thresholds as proposed.

In short, passenger flow density can be monitored efficiently and overcrowding
alerts issued appropriately by developing a more accurate method of automatic
passenger flow density monitoring and setting different passenger flow alert
thresholds for pedestrian areas and service areas.

In order to achieve comprehensive tracking and effective management of pas-
senger activity, the design of a metro network video surveillance center should
include the categorization of the areas under video surveillance proposed in this
paper, introduce more comprehensive tools for metro network video monitoring and
take into full consideration the advanced smart technologies for surveillance video
analysis. The design should also take advantage of the abundant existing passenger
transport statistics and methods of analysis and assessment to establish an alert
procedure that includes video analysis for appropriate overcrowding alerts, ensuring
a safe journey for every passenger and the smooth operation and rapid development
of the Beijing metro system.
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Adaptive Locomotive Headlamp System
Based on Monocular Vision

Juan Gong

Abstract How to ensure the safety of a locomotive is a crucial problem, when it
moves in a curved railway at night. For solving this problem, a new adaptive
locomotive headlamp system based on monocular vision is proposed in this paper.
The method consists of two key steps. First, a single-camera is provided to capture
the tracks in front of the locomotive, and an image processing algorithm is proposed
to obtain the key related parameters. Next, combined with the position feedback
signal of the headlamps and the parameters obtained in the previous step, an
adaptive control method is proposed to rotate the headlamps. By this way, the light
emitted from the headlamps will always be on the axis of the railway, thus ensuring
the safety of the locomotive.

Keywords Tracks detection � Machine vision � PID control � Adaptive headlamp
system

1 Introduction

The traditional headlamps fixed in front of a locomotive cannot be rotated. The light
emitted from these headlamps always parallels to the central axis of the locomotive,
such that a sufficient view can be provided for drivers. However, when the loco-
motive moves in a curved railway, the light will deviate from the axis of the
railway, or even completely be out of the railway. It forms a dangerous and extreme
environment due to losing drivers ‘sight.

In order to solve this problem, the importance of using flexible rotatory head-
lamps has been proposed by the technologists in Soviet in 1989 [1]. However,
subjected to the technical conditions at that time, it was very difficult to propose an
effective and adaptive control for rotatory headlamps. In 1996, Hengjun Zhu [2]
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proposed a headlamp control method for the first time in domestic. This paper
pointed out that combining with camera systems and image processing algorithms
may monitor the curvature of the curved railway in real time. However, limited by
the technical conditions, the paper just used the pre-known railway data and
high-precision measuring sensors to detect the curvature of the railway. The
accuracy of this open-loop control extremely depends on the accuracy of mea-
surement. In 2005, GPS technology was first used to measure the curvature of the
railway in the literature [3]. On the one hand, this method requires building a GIS
map for all railway lines, which is time-consuming and laborious. On the other
hand, when locomotives are running in mountainous areas and tunnels, the GPS
signal may be often lost, such that the method becomes invalid. In 2009, the
literature [4] used a dedicated sensor to record relative angular displacements
between the locomotive and the bogie when the locomotive was running into a
curved railway. Then the features were extracted from these angular displacements.
However, it is often difficult to eliminate the measurement errors caused by the
locomotive traction weight, running speed, railway line slope and railway
smoothness, etc. Moreover, because the sensor starts to work until the locomotive
has been in the curved railway, the control will be lagged. In the literatures [5, 6],
the LKJ-2000 system was used to measure the curvature of the curved railway. The
method inherited the main purpose of the literature [2]. The accuracy of the mea-
surement is particularly important for this open-loop control. However, the
LKJ-2000 system calculates the speed of a locomotive according to the pulse speed
of the photoelectric sensor mounted on the wheel-to-axle shaft. Due to the problems
such as idling, roller skating and so on, the LKJ-2000 system may introduce a lot of
measurement errors. In addition, the method establishes the mathematical model
based on the railway design specification. It is not a flexible and scientific method
since the railway is varied.

The adaptive front-lighting system (AFS) technology has been developed
rapidly in automotive in recent years [7, 8]. The system commonly used the
machine vision technology to detect the lane line [9–13], pedestrian, and obstacles.
The measurement results are used for the adaptive control of headlamps. In fact,
tracks detection is very similar to lane line detection, so the AFS technology in
automotive can be a good extension to the locomotive. This paper presents an
adaptive locomotive headlamp system based on monocular vision. The method
firstly uses the image processing technology to measure the parameters of the
curved railway. Next, a closed-loop PID control is realized by combining with the
position feedback signal provided by the headlamp sensor and the curvature of the
railway. Monitoring the curvature of the railway without any pre-known railway
data is one of advantages of this method. Moreover, since the specialized DSP chip
provides strong abilities of parallel computing, the tracks detection is effective and
in real-time. Based on these advantages, it ensures that the light emitted from
locomotive headlamps can follow the changes of the railway, which provides a
guarantee for locomotive running safety at night.
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2 Adaptive Locomotive Headlamp System

As shown in Fig. 1, the adaptive locomotive headlamp system is composed of three
parts. The image recognition module first captures the images of tracks in real time
by using an industrial camera. Then it sends the images into the embedded image
processing chip through LVDS. Finally it executes the tracks detection algorithm to
extract the deflection angle. The PID controller in decision control module
combines with the calculated deflection angle and the current position of headlamps
to output PWM waves for driving stepping motor. The last module rotates the
headlamps by using the stepping motor. It also provides position feedback signal of
the headlamps obtained from the specialized sensor. It forms a closed-loop control
of the headlamps.

2.1 Tracks Detection Algorithm Based on Monocular Vision

The image recognition module is responsible for detecting the parameters of the
railway. The tracks identification algorithm is the key component. The algorithm is
composed of three parts, including the feature extraction, the tracks tracing and the
camera calibration.

2.1.1 The Feature Extraction of Tracks

The feature extraction of tracks includes a series of image preprocessing algorithms
as follows:

Step1: The non-linear gray-scale transformation method is used to achieve gray
images of tracks. It will reduce the complexity and improve the overall con-
tradistinction of images in comparison with the original images.

Fig. 1 Adaptive locomotive headlamp system
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Step2: Setting an interest area (ROI) for images can exclude the invalid background
and reduce the complexity of the algorithm. In this paper, a specified ROI is
initialized at the first frame. Next, the left and right tracks in current frame are
detected by algorithm, such that the ROI in next frame can be dynamically set by
taking account into the small rectangles of these detected tracks.
Step3: The median filter method [12] is used to smooth the image. It can effectively
reduce the noise caused by the railway environment, and enhance the edges of the
tracks. The principle is to sort the pixel values in the selected kernel window and
obtain the median value. Then all gray values in the window are substituted by this
median value so as to achieve the effect of smoothing noise.
Step4: In order to extract and identify the tracks quickly and accurately, the edges
of the image are required. The edges of the tracks can be reflected by the discon-
tinuity of the gray value of the image. The Sobel operator [13] is an available
method to obtain the edges of the tracks. The gradients of gray values are calculated
by using a 3 * 3 kernel window to avoid the unnecessary interpolation between
adjacent pixels. The formula is as follows:

Gx ¼
f ðxþ 2; yÞþ f ðxþ 2; yþ 1Þþ f ðxþ 2; yþ 2Þ

� f ðx; yÞ � f ðx; yþ 1Þ � f ðx; yþ 2Þ

�����
����� ð1Þ

Gy ¼
f ðx; yÞþ f ðxþ 1; yÞþ f ðxþ 2; yÞ � f ðx; yþ 2Þ

� f ðxþ 1; yþ 2Þ � f ðxþ 2; yþ 2Þ

�����
����� ð2Þ

The gradient magnitude of edges in the image is:

rFði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
ð3Þ

Step5: The maximum variance threshold segmentation method (Otsu) is used to
segment the image. Hence an image is transformed into a binary image. At this
time, the features of the tracks can be easily extracted. The method can split the
original image into foreground and background by automatically determining the
threshold. The threshold should maximize difference of the average gray values
between the foreground, the background and the whole image. This difference is
represented by the variance of the region. The algorithm has been illustrated in
literature [12].

2.1.2 Tracks Tracing

Hough transform [11], least squares and spline interpolation are common ways to fit
the tracks. Hough transform is a parameter estimation method based on voting
principle. It is robust and often used for linear tracks monitoring. However, the
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algorithm has high complexity and consumes large memory, such that it is not
suitable for embedded systems. The least squares method is an approximating
method of fitting curves. In some particular cases, it performs good effect. However,
the fitting curves may no longer maintain the main features of tracks and lose the
key information. The spline interpolation curves are fitted by using the key points in
tracks. These curves are controlled by these specified points. Generally, the first and
second derivatives are continuous in these points. The advantages of continuous
and uniform curvature make it very suitable for fitting tracks. In order to improve
the accuracy of the spline function, the B-spline [11] is used in this paper. The
kernel function is as follows:

Gi;3ðtÞ ¼ 1
3!

X3�i

j¼0

ð�1Þ jC j
4ðtþ 3� i� jÞ3; t 2 ½0; 1�; i ¼ 0; 1; 2; 3 ð4Þ

Tracks tracing can use the database to match the detected tracks. It is especially
useful when the tracks in current frame are not detected. The matching rules
between the two tracks in different frames are according to their correlation. If the
degree of correlation is less than a specified threshold, two tracks have been mat-
ched. The track ai is an element of the array H ¼ fa1; a2; . . .; ang. When a new
detected track a matches with the track ai in the array, the old track is substituted,
i.e. ai ¼ a. At this time, the matching degree hðiÞ plus 1, and the matching degree of
other tracks subtract 1, i.e. hðjÞ � �; 8j 6¼ i. When one of matching degrees is
greater than the specified threshold, i.e. hðiÞ[ T , the track ai is treated as a valid
track. When the new detected track a does not match any tracks in database, the
track ai with hðiÞ ¼ 0 will be substituted.

2.1.3 Camera Calibration

In order to calculate the parameters of tracks in the world coordinates, it is nec-
essary to transform the image coordinates to world coordinates. To complete the
camera calibration, the camera model should be established and solved. The camera
model can be found in the literature [13]. The conversion formula is as follows.

u
v
1

������
������ ¼

1
zc

f
k � f

k cot h u0 0
0 f

l sin h v0 0
0 0 1 0

2
4

3
5 R T

0s 1

� � xw

yw

zw

1

2
664

3
775 ð5Þ

where ðu; vÞ represent the image point. f represents the focal length. The skewed
angle between image coordinates and camera coordinates is denoted as h, which
caused by the camera manufacturing error. k; l; u0; v0 represent the converted
coefficients between image physical coordinates and image pixel coordinates.
The point in the world coordinates system is denoted as ðxw; yw; zwÞ.
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The steps to solve the camera model are as follows.

Step1: Calculate the rotation matrix R and the translation matrix T based on the
relationship between world coordinates and camera coordinates.
Step2: Solve the f ; h based on the perspective transformation of the pinhole model.
Step3: Get the parameters k; l; u0; v0 by converting image physical coordinates to
image pixels coordinates.

Varieties of combinations of parameters can be used to control the headlamps.
For the sake of simplicity, as shown in Fig. 2, the deviation distance between the
specified aiming point and the track, i.e.yL, the deviation angle of the track, i.e. u
and the curvature of the track are extracted. They can be used for locomotive
headlamp control. Using the aiming point can reduce the influence of the position
change of the locomotive. These changes are caused by the high speed movement
of the locomotive during the execution period of headlamp control.

2.2 Adaptive Headlamp System Based on PID Control

The deviated angle of the track u1ðkÞ is obtained by the camera module. The
position of the headlamp u2ðkÞ is fed back by the position sensor. The input
position eðkÞ is calculated according to these two parameters. The incremental PID
control algorithm is used to drive the stepping motor of the headlamp. The discrete
PID control formula is as follows:

DuðkÞ ¼ KC½eðkÞ � eðk � 1Þ� þKIeðkÞþKD½eðkÞ � 2eðk � 1Þþ eðk � 2Þ� ð6Þ

where KC;KI ;KD represent proportional, integral and differential coefficients
respectively. The output signal of the incremental PID control is used to generate

yL

L

Fig. 2 Schematic of tracks
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PWM wave. Depending on it, the stepping motor will rotate hðkÞ. The control
process can be represented by function f ð�Þ, i.e.

hðkÞ ¼ f ðuðkÞÞ ð7Þ

The feedback signal is generated by the position sensor. This is a typical Hall
feedback process. The angle is first converted to a voltage and then converted to an
angle u2ðkÞ in the controller (Fig. 3). In a PID control, the motor control function can
be unknown. The parameters of the PID control can be tested by the Ziegler-Nichols
method. The principle is to increase the differential gain until the control system
reaches the boundary of stability and produce continuous oscillation. The oscillation
period and the gains are taken into the Ziegler-Nichols equation to obtain the PID
control parameters [7]. With this PID closed-loop control, the controller can quickly
drive the motor to respond to the deviations between locomotive and tracks.

3 Experiment

3.1 Simulations of Tracking Detection

As shown in Fig. 4a, a ROI is added to the original image captured by the camera
on the locomotive. It reduces the impact of environmental noise on the algorithm.
The processed image using the tracks detection algorithm is shown in Fig. 4b. The
edges of the tracks are obviously detected by using Sobel operator. In addition, the
required control parameters can be easily obtained from these edges in Fig. 4b.

Fig. 3 Schematic of PID control

(a) Image with ROI (b) Enhanced Image 

Fig. 4 a Image with ROI b Enhanced Image
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3.2 Simulations of Adaptive Headlamp System

An adaptive headlight system cooperating with Xingyu Co. is shown in Fig. 5.
Due to the huge cost of building a mold for experimental locomotive
rotatory headlamps, the rotatory headlamps of the automotive by Xingyu is used to
buid the experiments. Their principle is exactly as same as the locomotive
headlamps.

The image recognition module is shown in Fig. 6. The key parameters of used
industrial camera are shown in Table 1. A Texas Instruments TDA2X series chip is
used for image processing. The chip includes a heterogeneous and extensible
architecture. This architecture includes a TMS320C66x digital signal processor
(DSP) that supports fixed-point and floating-point operations, a dedicated visual
acceleration hardware named Vision AccelerationPac and an ARM Cortex-A15
MPCore. In these parts, ARM processor is used for the common system control and

Fig. 5 Rotatory headlamps
of the automotive

Fig. 6 Image recognition
device
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the optimized DSP processor is used for processing object detection and other
image processing. Vision AccelerationPac hardware is designed to reduce com-
puting pressure of the DPS and ARM core. It can also reduce the consumption of
the system energy. Using this chip can guarantee that the frame rate of video
processing is more than 25 frames per second.

As shown in Fig. 5, A tracks video is played in front of the image processing
module. The camera captures the video images and obtains the deflection angles.
The experimental results show that the headlamps can rotate adaptively by fol-
lowing the curved tracks.

4 Conclusions

In order to address the safety problem of the locomotive running in a curved railway
at night, an adaptive locomotive headlamp system based on monocular vision is
proposed in this paper. The system first captures video frames of the tracks in
real-time. Then gray-scale conversion, noise smoothing, edge enhancement and
other image preprocessing technologies are used to extract effective features.
Meanwhile, coordinate transformation and B-spline interpolation are used to extract
the control parameters from these features. Finally, combined with these parameters
and position feedback signal of headlamps, PWM wave is generated by a PID
controller to drive the stepping motor of the headlamps. The method can ensure that
the light emitted from locomotive headlamps focuses on the axis of the railway. It
extremely extends the drivers ‘view.

The tracks detection based on the monocular vision can also be used for adaptive
locomotive fuel injection control. This technology can effectively improve the
accuracy of fuel injection and reduce the cost. It could be the future research
direction.

Acknowledgements 2017 Hunan Provincial Department of Education Scientific Research
Project—Research on Intelligent Follower Track Control of Train Front Light Based on
Monocular Vision, issue number: 17C1041.

Table 1 Parameters of the
camera

No. Item Value

1 Sensor CMOS

2 Resolution 1024*512

3 Color Mono

4 Dynamic range >150 db

5 Frame rate 30 fps

6 FOV (horizontal) 52°

7 FOV (vertical) 30°
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Influence Analysis of the Grounding Grid
of Communication Tower Base
on Lightning Signal

Jin Yang and Zhiyu Li

Abstract Communication tower is often close to machine room. When the lighting
strikes the communication tower, it raises electrical potential of grounding grid and
transient ground potential raise could damage weak electrical equipment in machine
room. In order to solve this problem, in this paper, a response calculation model
under the condition of the lightning transient was established, which was based on
the construction drawing of a communication tower and machine room grounding
grid in Bao-Lan PDL (Passenger Dedicated Line). This model analyzed potential
changes under the conditions of various factors when the lightning current injected
grounding grid, including two grounding grid is equipotent connected or not, dif-
ferent distances and soil resistivity between two grounding grid, etc. Computational
results show that transient ground potential of the machine room can reduce by 70%
when the distance of two grounding grid increased from 5 to 20 m, and transient
ground potential can be 10 times higher when two grounding grid is equipotent
connected. Finally, the propose suggestions related to requirements engineering
based on these analysis.

Keywords Communication tower � Lightning � Grounding grid
Machine room

1 Introduction

Communication towers erected along the line are critical equipment of high speed
railway wireless communication and the towers’ height is usually about 30–50 m.
Communication equipment and signal control equipment are placed in the machine
room which is set up along the high speed railway. In the process of high-speed
railway construction, if the investment is considered, the distance between machine
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room and communication tower grounding grids is often less than 15 m or even
5 m. When communication tower is struck by lightning, the current can make the
two grounding grids potential rise rapidly. The track circuit controls the remote
units which are installed along the rail-side by the cables which length are always
10 km. When machine room grounding grid potential rises, the cables remote
grounding potential is lower and high potential difference caused by “ground
counterattack” can damage communication and signal equipment in machine room
as shown in Fig. 1.

2 The Modeling Method and Mode of Two Grounding
Grid Lightning Transient

In the construction drawing of communication tower and machine room,
Baoji-Lanzhou passenger dedicated line, the construction and connection of
grounding grids are shown in Fig. 2. Foundation reinforcement were welded into
foundation grounding grid and finally became grounding grid of communication
tower and machine room by using hot dip galvanized flat steel to weld crosswise, grid
around is formed like rectangle shaped. Two grounding grid were connected at dif-
ferent position by two hot dip galvanized flat steel to implement electrical connection.

2.1 Modeling Method

The foundation structure of communication tower and machine room looks like
rectangle shaped unit. To build the circuit model of this grounding gird, using self
and mutual inductance to describe magnetic field effects around conductors, and
using impedance to describe the loss of frequency changing and using inductance to
describe electric field effects caused by conductor charge [1].

Communication
Tower 

Lightning

Mechanical room

Track 
circuit

Grounding 
Grid

Grounding 
Grid

equipotential 
connection

potential

remote 
grounding

Fig. 1 Ground counterattack
in Machine room
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Assumptions are made as follows: the conductor cross-section of grounding
grid is circular and non-circular cross-section can be equivalent to the same cir-
cumference circular cross section; the length of each conductor is much longer
than the conductor’s diameter and each section can be thought of a line which can
ignore its diameter; when calculate the self and mutual of resistance to ground,
leakage current is thought to be release equably from cylinder’s central axis to
soil; the leakage current of each section in conductor all leaks at the center of
conductor [2, 3].

The equivalent circuit model of conductor’s self-impedance and magnetic field
effects around conductors display in Fig. 3 based on above assumptions. M1.M2…
M8 represents module containing resistance and inductance effect of metal mesh.
Self-impedance in conductors have frequency varying feature, it can’t be described
by simply connecting a resistance and inductance in series and its equivalent model
display in Fig. 4. L11, L22 and L88 represent external self-inductance of each
conductor. L12, L28 and L18 represent mutual inductance of each conductor. P1,
P2 and P8 represent internal self-impedance of equivalent circuit. The parameters of
this model acquired based on the calculation of electromagnetic field, so it’s called
the electromagnetic field model [4, 5].

Combining equivalent circuit model and electromagnetic field equivalent circuit
model can acquire a synthesis circuit model. This model neglected the soil
discharge and effects of ferromagnetic materials in soil.
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2.2 Parameter Calculation

According to electromagnetic theory, we can calculate the grounding resistances
and parts of capacitance parameters.

2.2.1 Inductance and Mutual Inductance

Considering the condition that the permeability of soil is approximately equal to
that of air, the problem of calculating the mutual inductance of two conductors is:
calculate mutual inductance between two conductors in the infinite homogeneous
medium. Conductor m and conductor n display in Fig. 5.

Mutual inductance between two conductors [6]:

Lnm ¼ l0
4p

Z
ln

Z
lm

1
r1
dImdln ð1Þ

Given that the conductor cross-section radius is a, analytical expression of
external self-inductance is:
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Fig. 3 Equivalent circuit
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Lmm � l0lm
2p

ðln 2lm
a
Þ ð2Þ

2.2.2 Self-Impedance in Conductor

Radius of cylindrical conductor is a, conductivity is rc, permeability is lc, when
angular x = 2pf, its admittance form of internal self-impedance is:

yin ¼ 2pa
jxlc

I1ða
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxrclc

p Þ
I0ða

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxrclc

p Þ ð3Þ

Thereinto, I0 is the first class of 0-order modified Bessel function, I1 is the first
class of 1-order modified Bessel function [7].

Apparently, formula (3) is hard to be described by one simple component, so
using vector fitting method to fit yin:

yin ¼
XN
n¼1

Cn

jx� an
þ d ð4Þ

N is called order. In this article, N = 3. Circuit form to formula (4) as shown in Fig. 8.
Thereinto,

rn ¼ � an
Cn
; Ln ¼ 1

Cn
ðn ¼ 1; 2; 3Þ

r4 ¼ 1
d

�
ð5Þ

2.3 Example of Verification

This section compared the example of reference [8] to test the rationality and
validity of the above modeling method.

z
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y
o r1

ln

lm/2
idlm

dln

Fig. 5 Schematic diagram of
calculation of mutual
inductance between two
conductors
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2.3.1 Example 1

The length of grounding conductor is 15 m and its radius is 0.012 m. Soil
parameters: electrical resistivity q ¼ 70Xm, relative dielectric constant er ¼ 15
and relative permeability lr ¼ 1. Injection current uses fitting 0:8 ls=12 ls double
exponential current I tð Þ ¼ 36:5 e�60000t � e�6000000t

� �
.

The endpoint potential of x = 0, x = 3.5 m and x = 7.0 m in current injected
conductor rod display in Fig. 6. At the endpoint of x = 3.5 m and x = 7.0 m,
transmission line method is in good agreement with the method proposed in this
paper. Results are different at the endpoint of x = 0, the peak of transmission line
method is 599.17 V, peak time is 0.158 ls. The peak relative deviation is 12.3%.

2.3.2 Example 2

The length of rectangle shaped grid is 10 m, cross-section radius of conductor is
7 mm, burial depth is 0.5 m. Soil parameters: electrical resistivity q ¼ 1000Xm,
relative dielectric constant er ¼ 9 and relative permeability lr ¼ 1. Injection current
from the corner I tð Þ ¼ I0ðe�at � e�btÞ, I0 ¼ 1A, a ¼ 2:7� 104 s�1, b ¼ 2:7�
104 s�1.

The results of method proposed in the paper basically agree with reference [8] at
the point potential of corner injection current as shown in Fig. 7. The two examples
show the rationality and validity of modeling method in this paper.

2.4 Transient Model of Two Grounding Girds

In the construction drawing of communication tower and machine room,
Baoji-Lanzhou passenger dedicated line, the grounding situation: foundation
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reinforcement of building structure is welded to the foundation of grounding grid,
welded crosswise to gird by 40 � 4 hot dip galvanized flat steel, the width of grid
should be no greater than 3 m � 3 m, a closed loop is formed around the grid. The
surrounding area is supported by artificial annular grounding device, which can be
welded reliably to ensure the complete electric channel. Horizontal grounding body
of grounding gird was made by 40 � 4 mm hot dip galvanized flat steel, and set up
vertical grounding body around grounding grid, vertical grounding body was made
by 50 mm � 50 mm � 5 mm, l = 2.5 m hot dip galvanized angle steel, burial
depth of horizontal grounding body is 1.0 m. The distance of two vertical
grounding electrodes is 5 m.

According to the above actual situation of grounding grid, this paper established
an equivalent circuit and used EMTP (Electro-Magnetic Transient Program) to
build lightning simulation model: Three-dimensional coordinates of lightning
transient simulation mode of communication tower and machine room as shown in
Fig. 2.

3 Analysis on the Key Factors of the Interaction Between
Communication Tower and Machine Room

3.1 Model Parameter

Lightning current is double exponential wave, and its waveform is 2.6/50 ls and
amplitude is 10 kA. The point of lightning current is injected at the bottom left
corner of the tower as shown in Fig. 2.

The radius of horizontal grounding conductor r = 0.014 m, electric conductivity
of grounding grid conductor rc = 7�106 S/m, relative permeability of grounding
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grid conductor is 1, burial depth d = 1 m, soil conductivity r1 = 1/100 S/m, rel-
ative dielectric constant er = 10 and relative permeability lr = 1. The radius of
vertical foundation reinforcement is 8 mm.

3.2 The Influence of with or Without Equipotential
Connection Between Two Grounding Grids

When calculating the lightning current injects into grounding grid from the com-
munication tower, there are two kinds of situations: with/without equipotential
connection between the two grounding grids, lightning response of points A and B
in machine room as shown in Fig. 2. The results of transient response are shown in
Fig. 8a, b. When there are equipotential connection, transient potential of machine
room grounding grid increases a lot.

Table 1 displayed that when there aren’t equipotential connection, the maximal
lightning response and relative value added of points A and B in machine room
grounding grid. The Table 1 also shows that the transient potential of the machine
room grounding grid increases 1–10 times when there are equipotential
connections.

3.3 The Influence of the Distance Between
Two Grounding Girds

When the distance between the two grounding grids of communication tower and
machine room is 5, 10, 15 and 20 m, the lightning response of point A is shown in
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Fig. 9a, b. The results show that the potential of machine room grounding grid is
inversely proportional to the distance between the two grounding grids.

3.4 The Influence of Soil Resistivity

Given the distance from communication tower to machine room grounding grid is
5 m, calculating the lightning response of point A when the soil resistivity is 10, 20,
40, 60, 80, 100 X m with or without equipotential connection. The results are
shown in Fig. 10a, b and shown that lightning transient potential of machine room
grounding grid is directly linear proportional to soil resistivity. When the soil
resistivity increases, the lightning response of machine room grounding grid and
potential rise will increase.

Table 1 Maximal lightning response of point A and B in machine room grounding grid

Distance (m) Maximal potential (V) Increase proportion (%)

With Without

5 Point A 5271.28 1950.36 170.27

Point B 3706.10 1640.44 125.92

15 Point A 3376.24 685.08 392.82

Point B 3274.61 220.19 1387.19
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4 Conclusion

4.1 Summing-up

(1) No matter how long the distance between two grounding grids is, if there is
equipotential connection, machine room grounding grid will increase, the
maximal transient potential is 10 times higher than without it.

(2) With the increase of distance between the two grounding grids, lightning
response will decrease whatever there is equipotential connection. When the
distance between the two grounding grids adds from 5 to 20 m, peak value of
lightning response in machine room grounding grid can lower 70% at 20 m.

(3) With the increase of soil resistivity, the lightning response of machine room
grounding grid will increase. Especially when there is equipotential connection,
it changes more dramatically.

4.2 Engineering Proposal

(1) For the new lines, the distance between the two grounding grids should be not
less than 15 m without equipotential connection.

(2) For lines which have been built, if the distance between the two grounding
grids is less than 15 m, we could cancel the equipotential connection and
reduce the grounding resistance of the grids.
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Simulation Model of Direct Power Supply
System with Return Wire in
Tunnel Section

Zhiming Liu, Jiangjian Xie, Zhixin Wang and Jin Yang

Abstract Traction power system simulation is needed, not only before system
construction or reformation, but also the sensitivity analysis for the parameters of
existing line. Due to the special landscapes for tunnel section, parameter calculation
method of wires in traction power supply system should be different from the other
kinds of section. Take Wushaoling super long tunnel section as example, the
simulation model of direct power supply system with return wire was built based on
the multiconductor transmission line (MTL) theory. The characteristic impedance
was used to dispose the end effect of the return current network, the impedance
parameters of traction network were calculated through Tylavsky formulas. At last,
Field tests were performed to validate the correctness of the simulation model, this
modeling method could be promoted to the simulation of other tunnel sections.

Keywords Electrified railway � Power supply system � Tunnel section
Simulation model

1 Introduction

There are many advantages of electrified railway, such as high transport capacity,
low pollution, and so on. 64.8% of railways have been electrified in china by 2016.
Rail is used as the return conductor for traction current, rail potential may largely go
beyond safety criterion when traction current increased, it is a big threat to the
safety of the passengers and equipment along railway. So, the calculation or
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simulation of rail potential is required, it’s necessary to build suitable simulation
model for traction power supply system.

There are many researches on the simulation model to study the rail potential of
electrified railway, a distributed parameter model of direct feeding system was
established in [1]. Wu [2] deduced the numerical formulas to analyze the rela-
tionships between rail potential and integrated grounding line (IGL) parameters. By
using a simplified parallel circuit, the optimum transverse connection interval of
return current network was decided to limit the rail potential [3]. Bodnar [4] used an
auxiliary program package LINEP to calculate the transmission line parameters of
the multi-conductor system, and the MULTC software package was used to study
the rail potential change due to the different intervals between the bonds of over-
head contact line and reinforcing wire. Mi [5] proposed a chain network model
based on multi-conductor transmission lines to model a AT-fed traction power
system, the impact of changing the traction network structures and parameters to
rail potential has been studied.

Super long tunnel section of railway is very common in mountain area, due to
the different structure from other kinds of section, the simulation model and the
calculation of electrical parameters in tunnel should be researched especially.
We proposed a simulation model of the traction system in tunnel, and related field
tests had been carried out on Wushaoling super long tunnel section of
Lanzhou-Wuwei second line, to validate the correctness of the simulation model.

2 Traction Power System of the Wushaoling
Super Long Tunnel Line

Wushaoling super long tunnel locates in the second line of Lanzhou-Wuwei second
line between Dacaigou station and Longgou station, the length of which is
20.05 km (upstream line from K159+327 to K179+915, downstream from K159
+294 to K179+521). Lanzhou-Wuwei second line is powered by AC 1 � 27.5 kV
direct power supply system with return wire (as shown in Fig. 1).

The required traction power is taken from the three-phase public grid. Traction
current flows to the locomotive along the catenary, then comes back to the station
through the return current system, which contains rail, return wire, and ground wire.
Rail and return wire are connected to the ground wire by transverse connecting line
through the neutral points of retardation coils. The average interval between the
transverse connecting lines is about 1500 m. The distance between upstream and
downstream lines is 20 m, both lines are powered by the same feeding section of
ShenGou traction substation. These two lines are linked by transverse connection
lines at two ends of the tunnel.

The arrangement of these wires is shown in Fig. 2, and Table 1 lists the
materials and electrical parameters of wires. Rigid suspension composes of two
parts: aluminum bus line and silver copper alloy wire.
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Fig. 1 Structure of direct power supply system with return wire

Fig. 2 The arrangement of the wires in tunnel
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3 Impedance Parameter Calculation Method

3.1 Ground Wire

Ground wire is a kind of bare conductor which is buried in cable groove or
underground, calculation of the impedance parameter of ground wire was deduced
by CCITT and UIC [6]. The self-impedance and self-admittance of buried bare
conductor are derived by:

ZðCÞ ¼ Rint þ j
xl0
2p

ln
1:851ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2i þ 4x2i
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jxl0ð1q þ jxe0ÞþC2
q ð1Þ

YðCÞ ¼ q
p
ln

1:123

C
ffiffiffiffiffiffiffiffiffiffiffiffi
2ri xij jp

 !�1

ð2Þ

C ¼
ffiffiffiffiffiffi
ZY

p
ð3Þ

where C is propagation coefficient (1/m), Rint is the dc resistance of conductor i, x
is angular frequency (rad/s), l0 is permeability of vacuum (H/m), ri is the equiv-
alent radius of conductor i (m), xi is the height of conductor i below ground (m), q
is earth resistivity (Xm), e0 is dielectric constant of vacuum (F/m).

Mutual-impedance between aerial wire and buried bare conductor is given by:

Zik ¼ j
xl0
2p

ln
1:851

dik
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxl0ð1q þ jxe0ÞþC2

q þ 2
3
ðxi þ xkÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxl0ð

1
q
þ jxe0Þ

s2
64

3
75 ð4Þ

where dik is the distance between conductor i and conductor k (m).

3.2 Conductor in Tunnel

The semi-infinite earth model is no longer suitable for long and large tunnel, which
should be replaced with the peripheral infinite earth model (as shown in Fig. 3).

Table 1 Materials and electrical parameters of wires

Material Resistance (X/km) Radius (mm)

Contact wire (CW) CTHA120 silver copper alloy 0.147 6.45

Aluminum bus line 110 mm2 aluminum 0.0117 57.26

Rail (R) P60 0.135 12.8

Ground wire (GW) 35 mm2 Copper stranded wire 0.478 3.34

Return wire (RW) LBGLJ150 Aluminum clad steel 0.211 8.03
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Wu [7] studied that Tylavsky formulas were more suitable for conductors in long
and large tunnel, by comparing the results of Tylavsky formulas and Carson for-
mulas. Supposed that the tunnel is surrounded by homogeneous earth with same
resistivity and same permeability, and extends to infinity. Ignoring the displacement
current, only axial electric field was considered, Tylavsky deduced the formulas for
calculating the impedance of conductor-earth circuits:

Zs ¼ Rint þ jxl0
2p

ln
R
ri
þ j1=2mq

2pR
K0ðj1=2mRÞ
K1ðj1=2mRÞ

þ j1=2mq
2pR

X1
n¼1

1
n

biðbi þ riÞ
R2

� �n j1=2mR
lr

K 0
nðj1=2mRÞþ nKnðj1=2mRÞ

lrn
j1=2mRKnðj1=2mRÞ � K 0

nðj1=2mRÞ

2
4

3
5

ð5Þ

Zm ¼ jxl0
2p

ln
R
dik

þ j1=2mq
2pR

K0ðj1=2mRÞ
K1ðj1=2mRÞ

þ j1=2mq
2pR

X1
n¼1

cosðnhÞ
n

bibk
R2

� �n j1=2mR
lr

K 0
nðj1=2mRÞþ nKnðj1=2mRÞ

lrn
j1=2mRKnðj1=2mRÞ � K 0

nðj1=2mRÞ

2
4

3
5

ð6Þ

where Zs and Zm is self-impedance and mutual-impedance of conductor respec-
tively, R is the equivalent radius of tunnel cross section (m), for non-circular cross
section, the equivalent circle can be formed under the rules that perimeters of these
two cross sections are equal and two cross sections are tangent on top of the tunnel,

m ¼
ffiffiffiffiffi
xl
q

q
, bi and bk is the distance from the center of the equivalent circle to

conductor i and k respectively (m), dik the distance between conductor i and con-
ductor k (m), h is the angle between conductor i and conductor k referring to the
center of the equivalent circle, KnðzÞ is the nth order of modified Bessel functions of
the second kind. When lr ¼ 1, these formulas can be simplified:

Zs ¼ Rint þ j
xl0
2p

ln
Rþ p
ri

� �
ðX=mÞ ð7Þ

Fig. 3 Conductors in a
circular tunnel with peripheral
infinite earth
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Zm ¼ j
xl0
2p

ln
Rþ p
dik

� �
ðX=mÞ ð8Þ

where p is complex depth, p ¼
ffiffiffiffiffiffiffi
q

jxl0

q
ðmÞ.

4 Simulation Model of the Wushaoling
Super Long Tunnel Line

4.1 The Equivalent Circuit Model of System

The equivalent circuit model of direct power supply with return wire is shown in
Fig. 4. Traction power system is simplified as 27.5 kV AC source. The aluminum
bus line and silver copper alloy wire can be equivalent to one line (T). The contact
of rail and ballast is poor insulation contact, there is leakage current between them,
so the rail impedance consists of two parts. The first part is the inherent impedance
of rail, the other part is the impedance between rail and earth [8]. The impedance of
ground wire is the same as rail.

4.2 Line Model

Multiconductor transmission line (MTL) theory is adopted to model the lines of
traction network. Mutual Inductance block in SimPowerSystem toolbox is used to
simulate the lines, and the per-unit-length impedances of these lines are calculated

27.5kV

Catenary
T(CW+MW)

AC
Train

Rails (R)

Return Wire (RW)

Boosting
cable

Rail to earth 
leakage 
conductance

Ground wire 
(GW)

Transverse
connection wire

Traction Return Current

Traction  Current

Traction Return Current

Traction Return Current Ground wire to 
earth leakage 
conductance

Boosting
cable

Fig. 4 Circuit mode of direct power supply system with return wire
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by Tylavsky formulas. The rail to earth conductance and ground wire earth con-
ductance were both modeled by series RLC branch block. There are five lines:
return wire (RW), T, two rails (R1, R2) and ground wire (GW), for downstream and
upstream lines, there are ten lines totally, the model of per-unit-length is shown in
Fig. 5.

4.3 Disposal of End Effect of Return Current Network

Return current network goes along the whole railway, which may spread thousands
of kilometers without interruption, can be considered as infinitely stretching
transmission lines. When analyses the current distribution of traction power system,
only the traction network of study range is researched, so the equivalent conductor
with the same value of characteristic impedance should be shunted to the end of
traction network to dispose the end effect [9]. The characteristic impedance matrix
can be described by:

Zc¼Y�1
ffiffiffiffiffiffi
ZY

p
ð9Þ

Fig. 5 Model of traction network
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where Z; Y is the impedance matrix and conductance matrix of the return current
network respectively.

4.4 Simulation Model

The traction power system model of Wushaoling super long tunnel section was
shown in Fig. 6. And the locomotive was simplified as a current source with the
given value. By the field tests, we set the value of other parameters, such as: Earth
resistivity is 900 Xm, ground wire-earth leakage resistance is 30 Xkm, rail-earth
leakage resistance is 250 Xkm.

5 Field Test

5.1 Test Content

To validate the correctness of the model, the tests had been performed at March
22nd and 24th. There were three test point along the trackside, the points were
shown in Fig. 7. The potential difference between rail with ground wire (Urg) and
the current of ground wire (Ig) were monitored in all test points, the current of
boosting cable (Ibc) was monitored only in test point 2. Track circuit fault analysis
system ME2000P (Micsig) was used for data acquisition.

The railway traffic situation which contains the number and the currents of
locomotive in test section during the test period, which were concluded by checking
the running schedule, feeder current and rail-earth return current of the main
transformer.

Fig. 6 System simulation model
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5.2 Validate of Simulation Model

By checking running schedule and feeder current, the detail situations of locomo-
tive passing through the tunnel section are listed in Table 2.

Then the corresponding situations were simulated in MATLAB/SIMULINK by
using above model which was proposed in chapter 4. The results are shown in
Tables 3 and 4.

From above tables, we can see that the Ig of simulation result are higher than of
test result, the corresponding Urg and Ibc is lower, which due to the reason that the
distributed stray current was simulated by the current of many lumped leakage

Fig. 7 Position of test point

Table 2 Detail situations of locomotive passing through the tunnel section

Time Test point Position of locomotive Current of
locomotive (A)

22nd 2:45 1 and 3 K178+395 (upstream) 563

24th 2:55 2 K178+165 (upstream)
& K173+989 (downstream)

234 & 285

Table 3 The comparison between test results and simulation results at 22nd 2:45

Test point Item Test result Simulation result Relative error (%)

1 Urg (V) 27.8 27.2 −2.2

Ig (A) 2.8 3.0 7.1

3 Urg (V) 36.4 35.6 −2.2

Ig (A) 10.7 11.5 7.5

Table 4 The comparison between test results and simulation results at 24th 2:55

Test point Item Test result Simulation result Relative error (%)

2 Urg (V) 32.3 31.6 −2.2

Ig (A) 11.8 12.1 2.5

Ibc (A) 3.8 3.7 −2.6
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resistances in the simulation model. But the differences between simulation results
and test results are relatively small, the biggest relative error is only 8.0%, so the
correctness of the simulation model is validated.

6 Conclusion

The modeling method of direct power supply system with return wire in tunnel
section was studied based on the MTL theory, Tylavsky formulas were used to
calculate the impedance parameters of the traction network. To validate the cor-
rectness of model, the field tests were performed. Compared with the test and
simulation results, the differences between them are relatively small. Also, the
modeling method can be used for other line to simulate the distribution of traction
current, return current and rail-earth potential, which can provide theoretical basis
for design and reformation of traction power supply system.

Acknowledgements This work was supported by “the Fundamental Research Funds for the
Central Universities (NO. 2017JC14)”.
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Application of Moving Average Filter
to Train’s Active Control System

Xu Wang, Jiaxin Ji and Peida Hu

Abstract Based on the integrator drift problem of acceleration in active control
system, a method using the moving average filter on the original acceleration signal
was adopted, which filtered out the DC component of curve passing to ensure the active
control system work properly. The principle of the moving average filter was illus-
trated, and some influencing factors of real-time filter were analyzed. Compensating
the static error caused by the ramp function to the low frequency component, a
high-pass filter with 0.2 Hz cut-off frequency was designed. Using the active control
model of vehicle system, the designed filter was simulation analyzed. In addition, the
filter was used to process the acceleration information measured on the actual line. The
simulation and experimental results indicated that the moving average filter can
effectively filter out the centrifugal acceleration of curve passing, and inhibit integral
drift, without significant influence on the performance of the active control system.
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1 Introduction

Intelligent train is a direction of the development of high-speed train in the future.
Intelligent mainly means self-testing, self-control, self-adaptive, etc. Active control
suspension system can detect the vibration of the train in real time, and adjust the
movement of the actuator according to the actual conditions of the line, to minimize
the transmission of vibration of the vehicle suspension system and improve the ride
comfort.

At present, the most commonly used active control strategy is the sky-hook
control system [1], which needs to use the absolute lateral vibration velocity of the
car body. However, in practical engineering applications, the absolute velocity is
not easy to measure directly. Venhovens [2] proposed two methods to obtain this
state. One is direct integration or filtering of the acceleration signal. Another is to
establish the state-space equation, estimating the absolute velocity of the car body
according to real time track state model and vehicle information. The first method
has a major disadvantage: integrator draft, while the second method needs to
establish the accurate state-space equation of the real vehicle system. In Kim’s
work [3], two acceleration sensors and four relative displacement sensors were used
to modify the skyhook control. The estimates of the velocities were obtained by
integrating and passing through a high pass filter of 0.2 Hz cut-off frequency.

It is well know that when the train passes through a curve, a low-frequency DC
component will be introduced into the vibration acceleration signal due to the cen-
trifugal force. If the acceleration is directly integrated, there must be a large integrator
drift. Therefore, a reasonable real-time filter must be designed to preprocess the
original acceleration signal. Kalman filter is the most commonly used real-time
filtering method, but the parameter identification is complicated. Many researchers
have done a lot of work [4–7], mainly to improve the accuracy of the filter.
Venhovens [2] designed a second-order high-pass filter with a cut-off frequency of
0.1 Hz and analyzed its amplitude and phase frequency characteristics. The results
show that the phase error at the natural frequency of 1.0 Hz is 11.4°. Margolis [8]
pointed out that using the high-pass filter and integrator directly will reduce the
performance of the active control system in the low-frequency region significantly.

In this paper, the moving average filtering method is applied to preprocess the
original acceleration signal of the active control system. The principle of moving
average filter (MAF) is introduced, and its advantages in real-time are analyzed.
Combined with the characteristics of the vibration signal of the vehicle system, a
high-pass filter with 0.2 Hz cut-off frequency is designed. The simulation analysis
and the actual line test are carried out by using this filter, and the results verify its
feasibility in the active control system.

2 Design of the Moving Average Filter

The general purpose of the moving average filter is to smooth and filter the
dynamic test signal, so as to suppress the random error or eliminate the measure-
ment noise. For test signals yðtÞ, it is often composed of deterministic components
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f ðtÞ and random components eðtÞ, while the former is a valid signal. The moving
average filtering method considers the nonstationary signal yðtÞ to be smooth in the
appropriate interval, and averages the data in each cell as the latest test result of the
endpoint, as shown in Eq. (1).

yðtÞ ¼ 1
Tw

Z t

t�Tw

yðsÞds ð1Þ

where Tw is the duration of each cell, whose choice has an important influence on
the performance of filter. Assuming that the cut-off frequency of the filter is fd , then
Tw can be determined by Eq. (2) [9].

Tw ¼ 1
fd

ð2Þ

If the sampling frequency of the original data is f0, then the number of data
participated in the mean calculation in each cell can be expressed as

N ¼ Tw � f0 ð3Þ

In actual calculation, we usually take N sample data as a sequence. The newly
sampled data is placed at the end of the sequence, while removing a data from the
sequence header. According to the principle of first-in first-out, the length of the
queue is fixed to N, and the data output by the filter is always the arithmetic mean of
these N data in the current queue. It can be seen that the moving average filter needs
to collect N original data in time Tw before starting to calculate. This problem
should be paid attention to in practical use. In order to avoid this problem, the filter
should start working in advance. Once the filter has accumulated N raw data, it can
output the results of the smooth filtering in real time.

In addition, Robles’s research results [10] showed that: if the slope of the original
signal yðtÞ is constant k, it is necessary to add a delay error compensation d ¼ kTw=2
to the output signal y0ðtÞ on the basis of yðtÞ. In this paper, based on the literature [9]
and [10], the average value is solved by the moving average method, and the slope bk
is estimated by the one-time curve fitting method. It can be obtained that

y0ðtÞ ¼ �yðtÞþ bkTw=2 ð4Þ

In the active control system, given the cut-off frequency of the sliding filter, the
low-frequency component of the original signal can be estimated by the Eq. (4),
which contains the DC component of the centrifugal acceleration. By subtracting
the low frequency component from the original signal, the useful acceleration
information needed in the control strategy can be obtained, as shown in Eq. (5).
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dyðtÞ ¼ yðtÞ � y0ðtÞ ð5Þ

3 Simulation Analysis

The SIMPACK and MATLAB software were used to establish a co-simulation
model, as shown in Fig. 1.

The vehicle dynamics model is established based on a trailer of high speed EMU,
which consists of 1 car body, 2 bogies, 4 wheelsets, and 8 axle arms. The dynamics
of the car body, bogie and wheelset are characterized by the lateral (Y), bounce (Z),
longitudinal (X), roll (/), yaw (w) and pitch (b), while the axle arm just consider the
pitch movement. The whole system has a total of 50° of freedom. In the process of
modeling, the nonlinear wheel/rail contact relationship and the nonlinear suspension
parameters are fully considered. The moving average filter is integrated in the data
preprocessing module. The length of the curve track is 500 m, the radius of curve is
5000 m, the superelevation is 150 mm, and the train speed is 360 km/h. Here, the
cut-off frequency of the high-pass filter is set to 0.2 Hz, which can filter out the
low-frequency components caused by the centrifugal acceleration without distorting
the sensitive frequency components that affect the running stability of the vehicle.

In order to analyze the influence of the filter on the active control system, the
curves of the actual output force of the actuator before and after adopting the filter
are shown in Fig. 2. The red dashed line represents the actual output force without
filter, while the black solid line represents the case with filter. The green dashed line
represents the curve radius of the track. It can be seen from the figure that between 0
and 5 s the vehicle is in a straight line and the output force is basically the same
with each other in these two cases. Between 5 and 10 s, the vehicle is in a curve and
the lateral velocity of the car body caused by centrifugal acceleration severely drift,
causing the actuator force calculated by the lateral vibration velocity of the car body
to drift along with it. However, due to the self-protection function of the actuator
itself, the actual force can only reach the maximum output force of the actuator.
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Fig. 1 Diagram of the
co-simulation model
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After 10 s, even if the vehicle enters the straight line, the control system will still
use the drifting velocity to calculate the force, which is extremely unfavorable for
the running safety of the vehicle. After the high pass filter is adopted, the centrifugal
acceleration of the curve segment is filtered out, and the output force of the actuator
is fluctuating near the zero-mean.

In order to more comprehensively evaluate the influence of the designed filter on
the active control system, the RMS value of the lateral acceleration of the car body
and the bogie on a part of straight line is calculated, as shown in Figs. 3 and 4.
Similarly, the red dashed line represents the case without filter, while the black solid
line represents the case with filter.
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It can be found that before and after adopting the moving average filter, the
lateral vibration acceleration of the car body only has some differences at the peak
value, and the lateral vibration acceleration curve of the bogie is almost coincident.
Without the filter, the RMS of the lateral acceleration of the car body and the bogie
are 0:0479 m/s2 and 0:09687 m/s2, respectively. After adopting the filter, the RMS
of the lateral acceleration of the car body and the bogie are 0:0498 m/s2 and
0:09692 m/s2, respectively. The usage of the filter has little effect on the perfor-
mance of the active control system, whether it is the car body or the bogie.

4 Actual Line Test

The designed moving average filter is used to process the actual measured lateral
acceleration of the vehicle. The sampling frequency of the original data is 500 Hz.
Since the cut-off frequency of the high-pass filter is 0.2 Hz, so Tw ¼ 5 s, and each
sequence is calculated using 2500 data. The filtering result of a typical curve line is
intercepted, as shown in Fig. 5. In the figure, at the beginning of the 5 s, the filter
needs to accumulate data. During this time period, the moving average filter uses
the original signal instead of the low frequency component. After 5 s, the filter
begins to use the collected 2500 data to estimate the low frequency components and
gradually slip. It can be clearly seen that the curve centrifugal acceleration of the car
body between 27 s and 52 s is well recognized.

Subsequently, the desired signal dyðtÞ can be obtained by removing the low
frequency component from the original signal. In order to more intuitively evaluate
the filtering effect of the filter on the DC component, the frequency domain analysis
of the signal before and after filtering are carried out, as shown in Fig. 6. The
frequency of the curve centrifugal acceleration fL depends on the running speed of
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the vehicle and the radius of the curve. In general, the frequency fL is less than
0.03 Hz. As can be seen from the figure, the low frequency component of the
original acceleration signal is mainly concentrated below 0.1 Hz, especially below
0.03 Hz. The moving average filter designed in this paper is capable of attenuating
the amplitude of the frequency component below 0.03 Hz to a very low level, about
10 dB at 0.01 Hz, and 6 dB at 0.03 Hz. And for the frequency component above
the cut-off frequency 0.2 Hz, the filter has little effect on its amplitude.

As mentioned above, the sky-hook control system needs to use the absolute
lateral vibration velocity of the car body to calculate the actuator force. In this
paper, the vibration acceleration before and after filtering are integrated to obtain
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the vibration velocity, as shown in Fig. 7. It can be seen from the figure that the
velocity signal obtained by integrating the original acceleration signal directly
begins to drift at the position where the straight line is just entering the curve. When
the vehicle just enters the straight line from the curve, the vibration velocity reaches
the maximum value. Subsequently, the vehicle enters a reverse curve line, and the
vibration velocity starts to decrease. As already mentioned in the previous analysis,
this will make the active control system unable to work. After the designed
high-pass filter is adopted, the integral lateral vibration acceleration of the car body
fluctuates near the zero-mean. Obviously, the integral drift of the DC component of
the acceleration is suppressed which ensures the normal operation of the active
control system. It can be seen clearly from the details of the figure that the vibration
velocity of the car body is very significant difference before and after adopting the
filter at the position where the straight line is just entering the curve.

5 Conclusion

In this paper, a real-time high-pass filter was designed by moving average method
and applied to the active control system of high-speed train. The theoretical analysis
showed the real-time advantage of the moving average filter in the active control
system. The simulation and actual line test results showed that: the moving average
filter has a certain delay at the beginning of the calculation, but once the sufficient
data has been accumulated, the filter is able to filter the raw data in real time. The
real-time performance of the filter ensured that the lateral acceleration of the car
body and the bogie in the active control system were not affected by phase lag. The
designed high pass filter with the cut-off frequency 0.2 Hz can filter out the DC
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component and restrain the integral drift of the vibration velocity commendably. In
addition, adjusting the cut-off frequency of the moving average filter and combining
low-pass and high-pass filters, the signal components in any frequency band can be
obtained, which is very meaningful in the active control system.
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The Simulation of the Longitudinal Force
of Heavy Haul Trains

Shize Huang, Qiyi Guo, Liangliang Yu, Yue Liu and Fan Zhang

Abstract To improve the transportation capacity of the train, 10,000 tons level
train is getting wide application and further research is required. Considering the
significance of the longitudinal force and the synchronous control performance to
the safe operation of the train, a simulation model on the longitudinal force of the
heavy haul train is set up in this paper and theoretical calculations on longitudinal
traction force, braking force, running resistance and coupler buffer force are con-
ducted and then the whole process of the train starting to the train braking is
simulated. Finally, the simulation test about the emergency brake of the heavy haul
train is made to prove the feasibility of the simulation model.

Keywords Heavy haul train � Longitudinal dynamics � Synchronous control
Simulation model

1 Introduction

In recent years, the world economy and relative logistics are getting a sharp boom.
Train is the main form of current transport. It has many advantages in aspects like
capacity, energy consumption and commercial benefits. It is train’s capacity that
determines whether the high haul railway dominates other modes of transport in
today’s society. Thereby, more breakthrough is expected [1, 2].

In today’s China, prosperity in the economic urges a high level transport system.
Relevant departments give high priority to the heavy haul railway. There is no
doubt that there are still a lot of problems to be solved. Today, pioneers have got
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some remarkable achievements in the research of the high haul trains. Ding et al.
[3]. established an integrated model of train longitudinal dynamics which was
validated by using measured longitudinal force time histories and a serial of tests
were performed to discuss the change and delivery law of the longitudinal forces
when the 5000 t-marshalling train was running under the cases of braking and
starting. To solve the problem of modeling difficulty and the long calculation time
of the heavy haul train, a new method named Circular-Variable Modeling and
Calculation Method was introduced by Jiang et al. [4]. Ma et al. [5] developed a
train dynamic model to study the dynamic performance of heavy haul locomotives,
taking into account the use of different buffer systems under conditions of severe
longitudinal forces. Geng et al. [6] put forward an idea that we can solve the
nonlinearity equation by Newmark integral method, which simplifies the process a
lot. So it gives possibility to get further data of the longitudinal force. Wang et al.
[7] combined with LOCOTROL Locomotive Wireless Control Technology
Application in Daqin line, pointed out that the overloading of Locotrol system
2 million tons of combination trains in normal circumstances can effectively
improve the train longitudinal force and longitudinal trend. The data points out that
master-slave control effect of communication delay between cars on the train
longitudinal force. Ma et al. [8] studied on busy trunk feasibility of 5000 t heavy
haul train to test the emergency braking distance and time. After comparing the
longitudinal force of different state of emergency braking, they draw the conclusion
that 5000 t heavy haul train is feasible and can improve the railway transport
capacity.

From the current domestic and foreign research, the existing research mostly
stays on the macro research of the heavy haul train; it has not carried out the
thorough research on the heavy haul train’s longitudinal traction. And the modeling
and Simulation of the longitudinal force is very important for the safety of heavy
haul trains.

A simulation model on the longitudinal force of the heavy haul train is set up in
this paper and theoretical calculations on longitudinal traction force, braking force,
running resistance and coupler buffer force are conducted and then the whole
process of the train from starting to braking is simulated. Finally, the simulation test
about the emergency brake of the heavy haul train is made to prove the feasibility of
the simulation model.

2 Longitudinal Force Analysis and Simulation Model
of Heavy Haul Train

The heavy haul train has three important mechanical processes including starting
up, braking and releasing. In the above process, the train is working in the cycle of
stretching vibration all the time, which includes a complicated force. The main part
of this force analysis is the research of the longitudinal force, which is caused by the
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stretching and compression between joint couplers during the process between
starting and braking. Traction force, running resistance, braking force and coupler
buffer force comprise the longitudinal force. And theoretical calculation gives the
basic reference to the establishment of simulation model. Thereby, we can get the
formula of the force analysis in the above model to complete the simulation model
of the longitudinal force.

2.1 The Simulation Model of the Longitudinal Force
in the Heavy Haul Train

The calculation model of the longitudinal force in the heavy haul train can be seen
in Fig. 1.

In this paper, the longitudinal force of the adjacent vehicles is shown by
formula (1).

Mi€xi ¼ F1 þ fi � fiþ 1 � Bi � F2 ð1Þ

F1 is the traction force of the locomotive and F2 is the running resistance of the
locomotive and Bi is the braking force and f is the buffering force of the coupler.

The longitudinal force equations of the whole train are shown in formula (2).

M1€x1 ¼ F1 þ f1 � f2 � B1 � F2

..

.

Mi€xi ¼ F1 þ fi � fiþ 1 � Bi � F2

8><
>:

ð2Þ

F1, F2, Bi and f are defined just as above.
The system has n equations in all. The acceleration of each carriage can be

determined by solving it. Then the motion parameters in the longitudinal motion

Fig. 1 The model of the longitudinal movement of the heavy haul train
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process of each carriage and its specific movement process and trend can be got
from the relationship between acceleration and velocity.

When solving the Eqs. 1 and 2, we need to solve each section of the carriage by
each component, these components are given below the theoretical calculation
method.

2.2 The Calculation of the Longitudinal Force

2.2.1 The Calculation of the Traction Force

The external force, which is caused by the power transmission device, is the same
as the direction of the train running direction and it is called the traction force. In
general, the adhesion force is studied, and the adhesion traction force is limited by
the adhesion between the wheel and rail. The calculating formula is as shown in
formula (3).

Fl ¼ 1000� pf :lj ¼ 1000� ðpl:gÞ:lj ð3Þ

Pf is the adhesive gravity of the locomotive (KN) and Pl is the quality of
locomotive adhesion (t) and g is Gravity (m/s2) and lj is the calculation adhesive
index.

Calculation adhesion index is affected by climatic environment, running speed,
engine structure, the quality of a line, and the rail surface shape and other factors.
Theory analysis method is hardly used to calculate and determine calculation
adhesion index. Calculation adhesion index is on the basis of a large number of
experiments, combined with the use of experience. The calculation adhesion index
formula of electric locomotive is as follows.

lj ¼ 0:24þ 12
100þ 8V

ð4Þ

V is running speed (km/h).

2.2.2 The Calculation of the Running Resistance

Running resistance is the external force which blocks the running of the train.
Typically, it’s divided to basic resistance and additional resistance. 90% above of
the resistance force is proportional to the mass of the train.
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Basic resistance is an inherent resistance coming from mechanical friction, air
friction and etc. A lot of test finally get a quadratic function: av2 þ bvþ c, and a, b,
c are in correlation with the model of the train.

Additional resistance is caused by the line, slope changes, tunnel and other
factors and it can always be divided into the ramp of the additional resistance, the
curve additional resistance and the tunnel additional resistance.

2.2.3 The Calculation of the Brake Force

Currently, most of Chinese trains adopt traditional braking show which is powered
by compressed air. It produces the braking force comes from the mechanical fric-
tion between the wheel and the braking shoe to apply the brake. Moreover, it
transfers train’s kinetic energy into heat which dissipated into air finally.

The calculation formula of brake force is shown by formula (5).

FBi ¼ Kiuki ð5Þ

Ki is the brake shoe’s pressure on the NO.i train and uki is the friction index
between wheel and brake shoe on the NO.1 train.

The calculation formula of each carriage brake pressure is shown as formula (6).

Ki ¼
p
4 � d2Z � pZi � gZ � cZ � nZ

nK � 106 ð6Þ

p is circumference ratio, adopt 3.1416 and dZ is the diameter of the brake
cylinder (mm) and pZi is the air pressure of brake cylinder on the NO.1 train and gZ
is the calculated rigging efficiency of basic brake device and cZ is leverage ratio of
the brake and nZ is the number of the brake cylinder and nK is the number of the
brake shoe.

The friction index between wheel and brake shoe is decided by the model.

2.2.4 Calculation in the Buffer Force of the Draft Gear

The coupler and draft gear functions to connect the train’s carriage and keep a given
distance and transfer the longitudinal force and release the impact force.

In the analysis of the longitudinal force, we always serve an adjacent coupler
draft gear as a whole to do further research. Given the interval between couplers and
impedance features of the adjacent draft gear, we could calculate the relative dis-
placement and the relative speed by integral calculation. So we could figure out the
force of the coupler.
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2.3 Calculation on the Longitudinal Force in the Simulation
Model

Based on theoretical formula of the component of the longitudinal force, we cal-
culate them in the simulation model. The formula of each variable is shown as
formula (7).

Mi ¼ 80 t
F1 ¼ A 0:24þ 12

100þ 8V

� �

Bi ¼ 2000N
F2 ¼ 0:2Mi 1:02þ 0:0035V + 0:000426V2

� �
fi ¼ kiDx i ¼ 1; 2; 3; 4ð Þ
fiþ 1 tð Þ ¼ fi tþDtð Þ

8>>>>>><
>>>>>>:

ð7Þ

A is traction ratio and k1 is stretching elastic ratio when loaded and k2 is
stretching elastic ratio when unloaded and k3 is compressing elastic ratio when
loaded and k4 is compressing elastic ratio when unloaded and Dx is coupling
displacement and V is the speed of the train (km/h).

3 The Simulation of Synchronism Control of the Heavy
Haul Train

On the last part, we establish a basil simulation model about two joint carriages.
Now we try to combine the carriages in the form of ‘1 + 1 + 1’, specifically, 1
locomotive + 100 carriages + 1 locomotive + 1 locomotive + 100 carriages. Each
carriage is featured by that axle load is 25 t and mass is 80 t. The model of the
locomotive is SS4B. The total quantity of the train is 18,160 t. Each carriage has a
length of 20 m, while the locomotive is 18 m long. The total length of the train is
4054 m. The interval of the adjacent is 10 mm. The limited displacement of the
draft gear is 15 mm. the scheme of the combination of the haul heavy train is shown
as Fig. 2.

Fig. 2 The scheme of the combination of the heavy haul train
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The haul heavy carriage combined, we try to simulate the longitudinal force
through simulation software-MATLAB. The key procedure of the simulation is
shown by Fig. 3.

t=0

i=1

Start

Model

No.1

No.2Judge the
force

condition

Calculate the
force

Judge the
force

condition

Calculate the
force

No.3

Judge the
force

condition

Calculate the
force

Judge the
force

condition

Calculate the
force

Calculate the
joint force

i=i+1

t=t+dt

i<n

t<tm

result

end

Y

N

Y

N

N

N

Y

Y

Locomotive Conventional vehicle

Fig. 3 The flow chart of the force analyzing
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We try to conduct the simulation based on that the stress state can be ensured
through the judgment on the state of each carriage from the starting-up to braking.
Firstly, the program tries to analysis the state of three synchronism-controlled
locomotives, next is carriage. Finally, the program conducts the stress state of each
carriage, so we could solve the join forces. Then the curve shows the relationship
between speed and the displacement is available.

4 The Analysis and Discussion on the Result
of the Simulation

4.1 The Working Process of the Train on Level
and Straight Track

Assuming that the train is running on a level and straight track, we get the simu-
lation result of above train combination are shown in Figs. 4, 5, 6 and 7.

The conclusions of the simulation can be draw as follows.

(1) In the starting-up, all the carriages are started up in proper order, which is
accelerated from 0 to 19 m/s, then keeps a uniform motion. The closer the
carriage is to the first locomotive, the earlier the carriage starts to move. The
carriage which is close to the middle locomotive didn’t move instantly, but they
conduct a motion along the driving direction. This motion caused by the
traction of the middle locomotive lead to a vibration among the middle-position
carriages. The vibration ends up when the train is definitely starting up.

(2) In the braking process, the force working on the carriage offsets or overlaps.
Thereby, some carriages will suffer a biggest force-the maximum coupler
force-caused by the above interaction force. The braking process is also a
vibration process. All the carriages are not stopped in the same instant; instead,
the speed of each carriage fades by the vibration.

Fig. 4 The starting-up curve
of the 20th, 50th and 80th
carriage
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Fig. 5 The braking curve of
the 20th, 50th and 80th
carriage

Fig. 6 The starting-up curve
of the 120th, 150th and 180th
carriage

Fig. 7 The braking curve of
the 120th, 150th and 180th
carriage
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4.2 The Simulation of the Equivalent Time-Delay State
Under the Emergency Brake

The emergency brake is endowed with the top priority in the research of all working
states, for that the interaction force is very complicated in this case. It deserves our
effort to do further research on the brake method to stop the train quickly. This
paper explains the simulation on a train has an equal time-delay state-the time-delay
between the 1st and the 2nd locomotive equals that between 2nd and 3rd
locomotive-whose initial speed is 70 km/h. The results are shown as Table 1.

Analyzing the data in Table 1, the maximum coupler force rises with the
increase in delayed interval. Mostly, the percentage increase is in ascending order.
From the ‘4 s’ in chart, each 1 s increased, the faster the maximum the coupler
thrust increased. The peak of the coupler thrust is between the 70th and 80th
carriages which located in front of the second locomotive. With the increase in
delay interval, the maximum stress increases with a smaller range. The maximum
coupler stress is around the 180th carriage which is located around the third
locomotive.

5 Conclusion

Heavy haul train has the history of half a century; in China and other countries in
the world investment is increasing in scientific research and funding. Million tons of
heavy haul train research has become the consensus of today’s railway sector and
academia. The simulation and research of the longitudinal dynamics of heavy haul
train is of great significance to the safe operation of the train operation.

This paper mainly carries on the detailed simulation, analysis and experimental
verification of the heavy haul train’s movement process and the emergency braking
process. Through the theoretical analysis, the simulation model is established, and
the simulation results are analyzed by simulation software-MATLAB. In the end,

Table 1 The simulation result of the equivalent time-delay state

Time-delay (s) Maximum thrust
(*10^5(N))

Carriage
(th)

Maximum stress
(*10^6 (N))

Carriage

T12 = T23 = 1 7.5489 88 −1.1327 185

T12 = T23 = 2 7.5111 70 −1.1655 181

T12 = T23 = 3 7.6404 82 −1.1530 180

T12 = T23 = 4 7.9940 80 −1.1567 183

T12 = T23 = 5 8.6840 78 −1.1695 183

T12 = T23 = 6 9.3645 72 −1.1679 183

T12 = T23 = 7 9.4151 70 −1.1700 181

T12 = T23 = 8 10.0334 68 −1.1751 185
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a simple simulation experiment is carried out to improve the longitudinal impact of
the train. Simulation and experiment proved that the can through the establishment
of the particle model to simulate the train’s start-up and braking process. We study
the main influence the maximum coupler force variables and factors. Study and
analysis of the maximum coupler force give us a wonderful guidance on how to
optimize performance of synchronous control.
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Nash Bargaining Game of Cloud Resource
Provision in Cooperative Market

Xiaoqing Zhang

Abstract Market economics can achieve optimal allocation of resource by the
equilibrium theory, cloud resource provision mechanism based on market eco-
nomics is studied. For increasing collective revenue further and improving the
efficiency and fairness of resource allocation, a resource provision algorithm
RPABG is proposed in bargaining market of cloud computing. RPABG builds the
model with bargaining game and its objective is to find Nash bargaining solution
(NBS). NBS is solved respectively in two different conditions by our proposed
iteration algorithm. Simulation experimental results show that RPABG not only has
a faster convergence speed, compared with our earlier work based on
non-cooperative game, but can improve the overall utility of resource providers and
realize Pareto efficiency, which can lead to an optimal allocation of cloud resource
with fairness, rationality and equilibrium.

Keyword Cloud computing � Resource provision � Nash bargaining

1 Introduction

Cloud computing has been emerged to be the promising solution saving cost and
generating more revenue for IT firms [1]. Cloud resources are provided dynamically
and scalably as the accessible and reliable services to users in Internet on demand
[2]. Therefore, resource provision is a key issue of cloud [3, 4], which not only
requires collaborative resource sharing and allocation, but has to satisfy all demands
of cloud users and providers.

In cloud, providers can form the cooperation to share the available resource for
reducing the cost. This paper will focus on the resource provision in this market. Note
that this paper extends our work [5] where the non-cooperative game [6] is used to
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analyze the resource provision and revenue sharing. RPANCG [5] can get mutual
optimal profit of providers that is not a maximum profit. All providers can cooperate
to improve their profits, which will get more collective profit further. In general, the
profit of resource provider in cooperative and bargaining market is not less than that
in non-cooperative and competitive market. However, the bargaining solution
strategy of the cooperative resource providers may not be the best response of other
resource provider. So, if the game is played only one, some resource providers can
deviate form bargaining solution to the best response. And, if game is played
repeatedly, the deviation of resource provider will depend on the future profit.

In bargaining market, all providers can improve their profits through bargaining.
This cooperative market can be modeled using the bargaining game in which the
providers can negotiate with each other to reach efficient and fair solution. The
efficiency demand contains two hierarchical demands, Pareto efficiency and max-
imal total profit. The total profit maximization may be inconsistent with individual
rationality, so it is not necessarily accepted by both bargaining sides. Therefore,
Pareto efficiency that is consistent with individual rationality is the basic efficiency
demand that must be satisfied. In this condition, providers are group rational, whose
objective is to maximize total profits, and at the same time individual profit allo-
cation of each provider is fair. We will present a new algorithm RPABG (Resource
Provision Algorithm Based on Bargaining Game) to solve this optimization in this
cooperative market.

2 Market Model in Cloud Resource Provision

Figure 1 shows the market model of cloud resource provision, including users,
private clouds, public clouds and resource market [8]. When private clouds can not
meet the users’ requirements, they purchase resources from public clouds in market.
The cloud resource market is established for the VM selling and buying between
private clouds and service providers in public clouds [8]. In this market, private
clouds as a buyer determines the willingness to pay given the supplied VMs from
all service providers. Given the willingness to pay, service provider as a seller
determines the supply strategy to the market. In this case, the supply strategy will
affect capacity planning and consequently profit of service providers. The VMs
from all providers are assumed to be identical, i.e., offering identical CPU speed,
memory capacity, and bandwidth.

3 Nash Bargaining Game Model of Resource
Provision-RPABG

Definition 1 All resource providers in cloud market are defined as game players,
marked as RPo, o = {1,2,…,O}.

772 X. Zhang



Definition 2 B denotes bargaining problem set of VMs, F2RO is the feasible
revenue set space of resource providers, defined by the utility of non-cooperative
game, • is the disagreement point or minimum revenue expectations, which denotes
the revenue of resource provider when there is no agreement negotiations. • = (R(1)
* NE,…,R(o)* NE,…,R(O)* NE), R(o)* NEis the minimum revenue of provider
o. Nash equilibrium solution of non-cooperative game is selected as initial point of
bargaining problem, which means if negotiation fails, the non-cooperative game
solution will be the final result.

Definition 3 If {R(O) bar2F|R(O) bar � R(O)* NE} is a non-empty bounded set,
(F,•)2B is a bargaining game problem of o providers.

The solution of a bargaining problem is a function w:B ! RO, which can relate
each bargaining problem (F,•)2B and a special result R* bar = w(F,•). Different
axiom systems will lead to different bargaining solutions. There exist the following
Nash axioms [7]:

Axiom 1 Feasibility axiom
R�
bar 2 F ð1Þ

Axiom 2 Individual rationality axiom

RðoÞ�
bar �RðoÞ�

NE ; 8o ð2Þ
Axiom 3 Pareto efficiency axiom
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Fig. 1 Model of resource provision in economic market
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Rbar �R�
bar ¼ wðF;CÞ ) Rbar ¼ R�

bar ¼ wðF;CÞ ð3Þ
Axiom 4 Invariance of linear transformation

For any linear transformation u, R* bar2F means

uðwðF;CÞÞ ¼ wð/ðFÞ;uðCÞÞ ð4Þ
Axiom 5 Independent of independent choice

For any subset E of F, convex intensive set E

R�
bar 2 E�F ) wðE;CÞ ¼ wðF;CÞ ð5Þ

Axiom 6 Symmetry axiom
If (F,•) exist: R(i)* NE = R(j)* NE, R(i)* bar, (R(i) bar, R(j) bar)2F, means (R

(j) bar, R(i) bar)2F, then (R(i)* bar, R(j)* bar)2w(F,•) has to satisfy R(i)* bar = R
(j)* bar.

Corollary 1 If axiom 1–6 are satisfied, the only solution of Nash bargain solution
is a utility vector that maximizes Nash product, which satisfies the solution of the
following constraint optimization problem:

wðF;CÞ 2 argmax
YO

o¼1
ðRðoÞ�

bar � RðoÞ�
NE Þ

s:t:R�
bar 2 F;RðoÞ�

bar �RðoÞ�
NE

ð6Þ

This solution is Nash bargaining solution (NBS).
Generally, the Nash product is a concave function and the utility configuration

set is a convex and compact set. The above optimization problem usually exists
only one solution. We can get the corresponding strategy s + o from Nash bar-
gaining solution of profit allocaton in Eq. (6).

Considering the limitation of VM number smax provided by each resource pro-
viders and the minimum profit • of resource providers in non-cooperative game, the
optimization goal of bargaining between resource providers is to achieve utility
optimization through controlling effectively the VMs number. Utility function U is

NBS : U ¼
YO

o¼1
ðRðoÞ�

bar � RðoÞ�
NE Þ

s:t:R�
bar 2 F;RðoÞ�

bar �RðoÞ�
NE ; so � smax

ð7Þ

4 Solution to Bargaining Game of RPABG

4.1 Nash Bargain Solution of Two Persons Game

When O = 2, Eq. (7) can be expressed as the Nash standard solution of the fol-
lowing equation.
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ðRðiÞ�
bar ;R

ðjÞ�
bar Þ ¼ wðF;CÞ

¼ arg max
R�
bar2F;R

ðoÞ�
bar �RðoÞ�

NE ;o¼i;j
ðRðiÞ

bar � RðiÞ�
NE Þ � ðRðjÞ

bar � RðjÞ�
NE Þ ð8Þ

The steps of resource provision in Nash bargain of two persons are:
Step 1 Get the resource demand of consumers and the parameters of resource

providers, initialize the VMs provision strategy si = sinit i, sj = sinit j.
Step 2 Select step size e of provided VMs,

sðkþ 1Þ
i ¼ sðkÞi þ e

sðkþ 1Þ
j ¼ sðkÞj þ e

(
ð9Þ

Search step by step in [0, smax i] and [0, smax j] and compute Pareto point as
showed in Fig. 2.

Step 3 Compute the strategy si and sj according to the Eq. (10),

ðRðiÞ
bar � RðiÞ�

NE Þ � ðRðjÞ
bar � RðjÞ�

NE Þ ¼ C ð10Þ

and compute the profit of resource providers in NBS; turn to Step 2, if si and sj can
reach convergence, si and sj are the optimal solution s + i,s + j. Otherwise, turn to
Step 2, record all convergence values and compute the convergence points that
satisfy p,

p ¼ arg max
s
½ ðRðiÞ

bar þRðjÞ
barÞ

ðsi þ sjÞ � RðiÞ
bar � RðjÞ

bar

��� ���	 ð11Þ

Then, return the corresponding s + i, s + j.
Step 4 Compute R(i)* bar and R(j)* bar through s + i and s + j.

Fig. 2 NBS of two persons
bargain
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4.2 Nash Bargain Solution of O Persons Game

There are two cases when O > 2. First, O is an even number. We can achieve two
bargaining through assigned groups. Second, O is an odd number. We can get
O + 1 resource providers through filling zero, while any resource provider can not
bargain with resource provider O + 1. Then, Nash bargain of O persons can be
transferred into bargain problem of two persons. How to assign two-two bargain
group to ensure optimal system performance of resource provision? Generally,
there are two methods to solve this assignment optimization problem, Hungarian
method and branch and bound method, while the former is a better choice due to
better efficiency. We choose Hungarian method to achieve two-two group bargain
of O resource providers.

Definition 4 The value matrix of Hungarian method is expressed as the difference
value of the profit between two bargaining,

H ¼
0 X12 X13 . . . X1n

X21 X22 X23 . . . X2n

. . . . . . . . . . . . . . .
Xn1 Xn2 Xn3 . . . 0

2
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Where Xij ¼ max ðUðR_
ðiÞ
bar � R

_ðjÞ
barÞ � UðR^

ðiÞ
bar � R

^ðjÞ
barÞÞ; 0

� �
is the bargain profit

of provider i and j, R(i) bar and R(j) bar respectively denotes the profit of i before
bargaining with j and after bargaining with j. If Xij = 0, the bargain ends.

Nash bargain of O persons can be translated into the bargain problem of two
persons through Hungarian method and the value matrix H. The steps of the
resource provision algorithm of Nash bargain of O (O > 2) persons is:

Step 1 Get the parameters of supply and demand sides in cloud market;
Step 2 If the number O of providers is an even number, turn to Step 3 to group

and select two persons bargaining combination; if O is an odd number, generate a
null provider, then the number of resource providers is an even number, any
resource provider can not bargain with resource provider O + 1, turn to Step 3 to
group and select two persons bargaining combination;

Step 3 Achieve two-two grouping of resource providers through Hungarian
method to guarantee an optimal resource provision performance;

Step 4 Return Nash solution of two persons bargaining si, sj, R(i) bar, R(j) bar
through two persons bargaining method;

Step 5 Return Step 3 and Step 4 until NBS defined by Eqs. (6) and (7) can not
improve, return s+, R* bar, e.g., final bargaining equilibrium solution.
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5 Experimental Results

Simulation experiments are conducted in CloudSim for evaluating the performance
of RPABG. Experimental parameters are first set: the number of resource con-
sumers is 3, the number of hosts in private clouds is 2, the average task processing
time is 30 s, the number of sub-tasks running on one VM is 1, the cost of pur-
chasing VMs from resource market is 2.

Figure 3 shows that the market size impacts on RPABG’s convergence under
different numbers of providers. It shows that RPABG needs more iterations to reach
Nash bargaining equilibrium when increasing resource providers. It shows that
from the change of utility, no providers can improve its utility by changing pro-
vision strategy while the other providers keep their strategies unchanged or non
decreased. That means the Nash bargaining solution locates at Pareto optimal point,
which can guarantee maximized utility product. The convergence state of utility
means that Pareto optimal has reached the border part of bargaining strategy set in
which the corresponding bargaining strategy and the corresponding utility are fair
for all providers.

Figure 4 shows the average utility of providers. It shows the average utility
increases with the increasing of consumers due to the increasing of resource
requests. In addition, for the same number of consumers, the utility is the highest
when O = 1 in which there is only one provider that occupies the market
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(monopoly market). But, the monopoly is much disadvantageous for the develop-
ment of market though highest utility. Other 3 cases show the average utility of
RPANCG, RPABG and GE (General Equilibrium algorithm) when O = 3.
Obviously, RPABG’s utility is always higher than or equal to that of RPANCG.
This is because the negotiation between providers can reduce the provision number
of VMs in the bargaining market, which leads to higher resource price and utility. In
non-cooperative market of competitive relation, providers compete with each other
by providing more VMs to gain more market share. Negatively, the resource price
is low, hence the total utility is not maximized and is mutual optimal. GE does not
consider the relationship of competition and cooperation between providers and
merely adjusts adaptively the resource price according to the consumers demand,
which is bound to affect the individual benefit. As a result, GE’s average utility is
the lowest.

Figure 5 shows the changes of throughput. It can be seen that with the increasing
of providers, due to the increasing of processed tasks per unit time, the system
throughput increases continuously. RPANCG has maximal throughput because it
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provides more VMs through reducing resource price. RPABG sacrifices some
throughput but increases total utility. GE is about 19.4% lower than RPANCG and
about 23.2% higher than RPABG.

Figure 6 shows the fairness of three algorithms. In RPABG, the performance
parameter p gives consideration to both fairness and the throughput of unit
resource. In the figure, the changes trend of GE and RPAGCG are significantly
greater than RPABG with the increasing of resource providers. GE ignores the
mutual influence among resource providers whose allocation results lack of fair-
ness. RPABG’s NBS pays same attention to the welfare of both bargaining sides,
which does not encourage blindly to pursue their utility and ignore the utility of
opposite side. On the contrary, Nash equilibrium of RPANCG is a kind of mutual
optimal utility, the fairness of which is not stable.

6 Conclusions

The bargaining solution in cooperative oligopoly market and the resource provision
game problem are researched in bargaining market, and a resource provision
algorithm RPABG based on bargaining game is proposed. Nash bargaining solution
of RPABG is solved. Experimental results shows that RPABG not only can
increase overall system utility, but can further improve the fairness and efficiency of
resource provision in cloud.
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Research on the Method of Calculating
Train Congestion Index Based
on the Automatic Fare Collection Data

Wenxuan Zhang and Jinjin Tang

Abstract With the increasing operating mileage of the urban railway transit, the
traffic volume of the urban railway network has risen sharply. In order to enhance
the performance and safety of the urban railway transit, the research on the train
congestion index is imminent. In this paper, firstly, the definition of congestion
index is proposed, and the congestion degree model is formulated. Secondly, the
real-time congestion degree of train lines is obtained by using the algorithm based
on the spatial and temporal K-shortest path. Finally, the train congestion of Xi’an
subway is analyzed and calculated by the model based on the data of passengers’
transportation cards and the process consumes just 3 min. Comparing with the
actual results, we come to the conclusion that the train congestion model and
space-time K-shortest path algorithm are correct and feasible, which can provide
constructive suggestions on the operation and management of the urban railway
network and the flow limitation of the station.

Keyword Passenger card data � Train congestion index � K-shortest path algo-
rithm � Urban rail transit

1 Introduction

With the increase in the size of city population in recent years, nowadays, the major
problem we faced with is how to reduce the pressure of the urban railway transit. At
present, the Urban Rail Transit has developed rapidly. For example, both Beijing
and Shanghai have formed a complex rail network in the shape of ring and radi-
ation, while Tianjin, Nanjing, Xi’an, Dalian and other cities are also accelerating the
construction of urban rail transit network [1]. However, the calculation of the
real-time traffic flow manually is not only time-consuming but also inaccurate, due
to we can’t get access to the real-time traffic flow of the train in the stations and
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trains by cars, station monitors and other equipment timely and accurately. As a
result, it may cause overcrowding and accidents. Therefore, the calculation of
real-time train congestion based on passengers’ transportation card data is proposed
in this paper, and the result has reference value because of the few time-consuming.

Although the widely used of AFCs has realized a new transfer mode called “one
ticket for whole journey” [2], there are still few researches focused on the con-
gestion of urban rail transit in China. For example, K shortest path search algorithm
is proposed by Zhou [3] and Hoffman [4]. But the time factor is not considered in it,
which makes it too simple to accurately reflect the actual situation of passengers’
travel. Liu has referred to the term Train Congestion but the definition of it is not
given. And the results are not accurate [5].

The determination of the train congestion index can improve the operating level
of Urban Rail Transit, reduce traffic safety risks and achieve a better internal
operation and management of rail network. Moreover, it can be an important ref-
erence for the station to dynamically limitation the traffic flow.

2 Modelling of the Train Congestion Degree

2.1 The Definition and Calculation of the Index

In order to describe whether the transportation capacity can meet the demand or not,
in the paper, the concept of the train congestion degree is proposed. The train
congestion is closely related to the train load factor in practice. The train congestion
index refers to the mean value of the train load rate in a certain period of time:

u ¼
P

n Ci � aload
n

ð1Þ

where aload is the penalty for section full load factor. Note that if the load factor is
less than 30%, aload ¼ 1. If the load factor is between 31 and 50%, aload ¼ 1:1. If
the load factor is more than 50%, aload ¼ 1:2.

Ci refers to the load factor in the section i.
n refers to the number of operating trains in this period of time.

2.2 Process of Modelling

2.2.1 Assumptions

We assume that the AFC data sources are real, complete and effective. In the
process of obtaining the Origin-Destination (OD) data, we cannot get the precise
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data because of the delays of uploading the AFC data, mistakes of entering or
exiting, loss of tickets and so on. That is to say, about 5% of data are missing.
Therefore, we need to delete the wrong data, and repair the defected data. If the
passenger travel time is too short or too long, delete this record directly. If part of
the data is missing, it should be repaired as follows [6].

We randomly select part of the passengers’ transportation card data in Beijing
Metro shown in Table 1. The fifth data is missing. There is no destination station,
arrival time and travel time.

In order to fill the blanks in the Table 1, we need to use the known information
including Origin Station, Departure Time and Transaction Amount to infer the
unknown information of Destination Station and Arrival Time. Note that the origin
station is O, the departure time is t, and the transaction amount is W yuan.

First, we need to supplement the destination station.We assume thatXow refers to a
set of all the possible stations that passengers can get off in when travelling from the
origin station (Beijing South Railway Station) O with the transaction amount of W
yuan. The passenger flow poj is from station O to station j in the existing data, in which
j 2 Xow. The probability Fi that the destination station i shows as follow:

Fi ¼ poiP
j2Xow poj

; i 2 Xow ð2Þ

Then, we need to supplement the arrival time at the destination station. We can
refer to the existing data which has the same origin station and destination station
[7]. The travel time should be treated as the chief gauge. According to probability
theory, we screen for a complete data whose origin station is O and transaction
amount is W in Table 1 randomly. The departure time of this data is tow, the
destination station is d, and the arrival time is tdw. Finally, we can get the missing
information of arrival time:

tjw ¼ tiw þðtdw � towÞ ð3Þ

Table 1 Original data of passenger transportation card

No Origin station Departure
time

Destination
station

Arrival
time

Travel
time

Transaction
amount

1 Dongdan 9:17 Gongzhufen 9:44 27 4

2 Sihui 9:23 Lishuiqiao 10:17 54 4

3 The east of
tian’an men

9:32 Xizhimen 9:56 24 4

4 Beijing west
railway station

9:19 Beijing
railway
station

9:47 28 4

5 Beijing south
railway station

9:26 ? ? ? 4

… … … … … … …
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We suppose trains are running on schedule and there are no emergencies like
delay.

We suppose there are no exceptional cases occur to passengers. That is to say, no
one will stay at the station for long or take the wrong train.

2.2.2 Definition on Model Symbols

(Table 2).

2.2.3 Decision Variables

According to k shortest path algorithm, path set and costs X1 ¼ xod1 ; xod2 ; . . .; xodk
� �

.

2.2.4 Constraints

Impediment constraint Xð Þ: we use it to describe the satisfaction of passengers on
this route. When the constraint bigger, this path is more unreasonable. Its calculate
method is as follows:

Xn
w ¼ atransferEn

w þ Tn
w

� �
1þ Y xð Þh i ð4Þ

Table 2 Symbol definition

Symbol Definition

Xn
w The index of the pairs of OD at the w route comprehensive impedance [8]

Tn
w The index of the pairs of OD at the w route travelling time, stopping time at the

non-transfer station and walking time in the station

En
w The transferring time of the pairs of OD at the w route’s index(include transferring

waiting time and walking time in the station) [9]

atransfer The penalty coefficient of transfer time atransfer [ 1
� �

Y xð Þ Congestion degree of carriage

x The average of passenger flow in this section

z The seating capacity of this train in this section

c Maximum number of passengers of this train

A, B The coefficient of extra time at the crowded time. A = 1.2, B = 1.5

@ij
n The probability of effective path from i to j

H Familiarity with passenger network

Qij The passenger flow from i to j

qijn The passenger flow in the effective path from i to j

pr The probability of passengers picking-up with the full load proportion about r
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Y xð Þ formulation is as follows:

Y xð Þ ¼
x�z
z Aþ x�1:3�z

z B; x� 1:3 � zj
x�z
z Aþ x�1:3�z

z B; x� 1:3 � zj
0 x\z

8<
: ð5Þ

Then we can calculate resistance X1 ¼ X1;X2;X3; . . .Xn½ � of paths in the fea-
sible sets X1. Among those paths, the shortest path’s resistance is Xmin.

Practical rational path constraint h ¼ Xn
Xmin

\2:2, if h\2:2, it belongs to rea-

sonable path [8]. Finally, we get a reasonable path from i to j.Xij
1 ¼ xij1 ; x

ij
2; . . .

� 	
, and

obtain their resistances Xij
1 ;¼ Xij

1 ;X
ij
2 ; . . .

� 	
.

The average of full load rate of interval section constraint:

Ci ¼ Qij � exp �hXij
n=c

ij
min

� �
P

m expð�hXij
n=c

ij
minÞ

=z ð6Þ

We use maximum likelihood estimation method to actual survey data. Then, we
get the value of @ and h according to different traveling grade [9] (Table 3).

3 Train Congestion Algorithm Based on the Space-Time
K Short Algorithm

After we build up the congestion degree model, we need to search for the
space-time K-shortest path according to decision variables of the model. Compared
with urban public transportation system, the operation of metro trains won’t be
influenced by various external factors such as road traffic. So the train schedule is
more suitable for the actual situation. That is to say, it is better to optimize the
K-shortest path algorithm based on the train schedules [10]. When the ordinary
physical K-shortest path becomes the space-time K-shortest path, passengers will
choose different paths. This paper will use the space-time K-shortest path algorithm
to analyse the actual situation which passengers choose.

Table 3 The value of @ and
h according to different
traveling grade

Grade Short Medium Long

time \20 21–40 >40

a 2.7 2.0 1.8

H 7.03 15.21 19.83
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3.1 The Space-Time K-Shortest Path Algorithm

The calculation of k shortest path searching algorithm is large, especially complex
network [2]. Based on the above situation, we optimize and improve the k shortest
path algorithm, and we propose the K-shortest path separation algorithm.

Step 1 Giving a cost matrix, we should use Dijkstra algorithm to obtain the
shortest path Tod

1 from O to D. Then put this path into the dataset X1 [8]
(X1 refers to the set of the K-shortest path).

Step 2 Delete one of the edge Tod
1 in the shortest path. Then, we continue to use

Dijkstra algorithm from separation point I to terminal station. Next,
adding the length Toi

2 from starting station to separation point. Finally,
we get a whole path Tod

2 .
Step 3 Delete one edge of the shortest path in sequence, and circle method 2

getting n1 paths fTod
3 ; Tod

4 . . .Tod
nþ 1g. Then we put the path into X2 data

set (X2 refers to alternative k short algorithm set). Then, we search the
second shortest path in X2 data set.

Step 4 Delete one of the edge of the second shortest path successively,
repeating step 3, then obtain the third shortest path, the fourth shortest
path and so on. Finally, we get the K-shortest path set
X1 ¼ xod1 ; xod2 ; . . .; xodk

� �
.

Note that in order to avoid search path where ever selected. When we
delete the nodes from ki to kiþ 1.in the kth. Path. We need to judge
whether there is a path that we ever searched and the nodes from 0 to ki.
is same to that path. If this situation occurs, we need to find the index of
the node j. When we disconnected the j node, we should also search all
the paths in the X1 set. If xodn contains O-j, we also need to disconnect the
edge from the index of j.

Step 5 Based on the physical network, we can consider the train diagram factor.
And then it becomes a complex network. To build up a urban subway
operation space expansion network based on the train diagram. We add
train diagram to urban rail transit network, then add time axis in the
two-dimensional spatial network [5]. Finally, we obtain the space time k
short algorithm Xspace�time ¼ xod1 ; xod2 ; . . .; xodk

� �
.

According to above method, we use K short circuit separation algorithm to
ensure every OD pairs among all paths. It has lots of advantages, such as efficient,
high-speed. It lays a good foundation for the following work.
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3.2 Determine the Reasonable Path

We need to consider the time of passengers walking and waiting in the station when
passengers transfer because the transfer stations of different lines locate in different
places. So we need to process the fundamental matrix of urban rail network in order
to make the consequence of the algorithm closer to the actual travel path.

(1) Processing method: First, we should transform one transfer station node into
several virtual nodes that represent this transfer station of different lines. Next,
connect these virtual nodes in dotted lines [9], which refer to the time of
passengers walking in the station. If the transfer station is structured like “T”,
the transform method is shown in Fig. 1. If the transfer station is structured like
a cross, the method is shown in Fig. 1.

We transform the matrix of cost as above. Then, we obtain each K-shortest path
between nodes by using K-shortest path search algorithm. Finally, we merge the
nodes and keep the cost of the matrix unchanged. Now, the result includes paths
and costs between pre-calculated position and virtual point. And choose the path
with the lower cost as the passenger’s actual path [11]. That is to say, passengers
will get out of the station as soon as arriving at the destination station.

(2) The path passengers transfer from line A to line B and then transfer to line A
again is invalid.

(3) A path of which the cost is more than 60% is invalid.
(4) If a transfer station has three lines, we must avoid the loop.
(5) If the origin station and the destination station belong to the same line, we don’t

need to calculate the K-shortest path. That is to say, the probability of selecting
this direct path is 1 and others 0.

4 Case Analysis

The Xi’an urban railway network currently has 3 lines and 66 stations shown in
Fig. 2, whose the operating mileage has reached 91.35 km. The average daily
passengers flow is about 1,270,000. There are 738,000 getting in the station and
532,000 of transfer flows.

Fig. 1 The transform method of T and cross shaped lines
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4.1 Basic Data

Xi’an metro station and line profile are shown in Table 4.

4.2 Results and Evaluation

According to the model, the algorithm based on the spatial and temporal K-shortest
path congestion described above, the results are shown in Tables 5 and 6.

According to load factor in the section, line transfer capacity and train con-
gestion index which are calculated in 3 min, we finally propose the following
measures (only train congestion index is shown in the table order by size).

According to load factor in the section. The largest passengers flow section is
“Longshouyuan-nanshaomen” at morning peak and evening peak in line 2. The
train congestion in morning peak is 116.42% in section “beidajie-zhonglou” at
8:00–9:00. The train congestion in evening peak is 80.14% in section
“beidajie-zhonglou” at 18:00–19:00. So, we draw a conclusion that we need to limit

Fig. 2 The urban railway
network of Xi’an

Table 4 Summary of AFC
data in Xi’an metro (partly)

No Station count Medium Long

Line 1 19 2 526,681

Line 2 21 2 846,122

Line 3 26 2 472,518
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the passengers flow at longshouyuan station and daminggongxi station at morning
peak.

Compared with the actual situation, we verify the accuracy of the model and
algorithm.

5 Summary

In the paper, the model of train congestion is proposed and established. Then,
determine the OD paths and constraints based on the model of train congestion.
Next, we use the improved logit multi-probability selection model to obtain the
index of the real-time train congestion. The algorithm of train congestion degree
based on the Space-time K-shortest path has a lot of advantages, such as efficient
and few time-consuming. It lays a good foundation for the following research. The
study on passenger travel distribution in theory plays a guiding role for rail oper-
ators in dispatching the trains, determining the reasonable interval, planning the
construction of new lines, limiting the passenger flow in the station, handling the
emergencies, even monitoring the route of suspects for police and so on.
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Research on Shortest Paths-Based
Entropy of Weighted Complex Networks

Zundong Zhang, Zhaoran Zhang, Weixin Ma and Huijuan Zhou

Abstract In order to provide a new measure for the structural characteristics of
complex networks, a new shortest paths-based entropy (SPE) is proposed to
describe the influence of degree and shortest path on network characteristics in this
paper. The novel measurement based on shortest paths of node pairs and weights of
edges. Many different approaches to measuring the complexity of networks have
been developed. Most existing measurements unable to apply in weighted network
that consider only one characteristic of complex networks such as degree or
betweenness centrality. To some extent, the shortest paths-based entropy overcome
the inadequacies of other network entropy descriptors. The method combines node
degrees with shortest paths. For the purpose of proving the reasonableness of this
method, we carry on a contrast analysis of the SPEs of different type networks,
including: ER random network, BA scale-free network, WS small-world network
and grid network. The results show that shortest paths-based entropy of complex
networks is meaningful to evaluation of networks.

Keywords Complex networks � Contrast analysis � Shortest Paths-based entropy
(SPE)

1 Introduction

Complex systems widely exist in nature and human society, and it can be described
by a variety of complex networks. Network science is an emerging subject which
many fields are widely interdependent. Research on complex networks has greatly
promoted the development of complex systems, it has become one of the most
important frontier scientific in complex system and complex scientific research.
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In this information age, complex networks have become an integral part and play an
important role [1].

Complex networks refer to networks with some or all characteristics of
self-organization, self-similar, attractors, small world or scale-free. Complexity of
networks mainly manifested in the diversity of structure and nodes, evolution of
network, complexity of dynamics, and the interplay between the above-mentioned
[2]. In the last two decades, there has been an explosion in complex networks
research, and the research cover life sciences networks, Internet networks, social
networks and industrial networks. In the field of natural sciences, the basic char-
acteristics of the network are node degree and degree distribution, betweenness
centrality, the shortest path length, clustering coefficient etc., among them, entropy
is a very important statistical descriptor [3].

Initially, entropy was introduced as a thermodynamic concept which used to
measure the disorder of system. Recently, entropy is a measurement of the uni-
formity of energy distribution, which can represent the state and the trend of the
system. The less uniform the distribution, the smaller the regularity and the higher
the entropy [4]. The research on complex networks entropy can be used to analyze
the structural characteristics of networks, and can further research the reliability of
complex networks, efficiency of organizational structure, evolution of networks and
so on [5].

Entropy reflects the overall structure characteristics of networks, but previous
studies are not comprehensive. This paper combines the strength of vertices and the
shortest paths, which can reflect the characteristics of the network structure. The
strength of vertex not only takes into account the node degree, but also considers
the weights between node and its neighbors, which is a comprehensive reflection of
local information. The shortest path is the global characteristic of networks, the
combination of strength of vertex and shortest path can more accurately reflects the
characteristics of complex networks [6].

2 Network Entropy

Entropy is a very important physical quantity in thermodynamics, which can
characterize material state and measures the system’s efficiency. The concept was
proposed by the German physicist Clausius in 1854. In 1877, Boltzmann used the
probabilistic approach to demonstrate the relationship between entropy and the
probability of thermodynamic states. From the beginning of Boltzmann’s descrip-
tion of entropy, the concepts of entropy in many fields are described quantitatively,
which lead to the extensive application of generalized entropy in today’s natural
and social sciences. The founder of the information theory, Shannon, put forward
the information measure based on the probability statistics model. He defined the
information as “the thing used to eliminate the uncertainty”. In 1948, Shannon
borrowed the concept from thermodynamics and put forward the mathematical
expression of information entropy as below:
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HðXÞ ¼ �
Xm

i¼1

pi log2ðpiÞ ð1Þ

where m is the subset number of system X and pi is the proportion of element in the
ith subset. Information entropy can be regarded as a method of evaluating system.
The higher the entropy of system, the greater the amount of information it contains,
and the smaller the uncertainty of the system [7].

2.1 Research Progress of Network Entropy

Entropy has great significance in the research on complex networks, and it is also
defined as entropy of degree distribution, target entropy, structure entropy, search
information entropy, road entropy, etc. In recent years, the research of networks
entropy has attracted attention and made great progress. Several static geometric
features such as node degree, degree distribution, eigenvalues, betweenness and
centrality, have been used in many methods of computing entropy [8]. Safara and
Sorkhoh investigated which topologies of complex networks will cause the maxi-
mum degree entropy. They used genetic algorithm to prove that networks with a
uniform distribution topology has the maximum degree entropy [9]. Rajaram and
Castellani considered the question of measuring the complexity in a system, and
propose an entropy based Shannon entropy and von Neumann entropy to quantify
the network complexity [10]. Zhang and Li proposed a local structure entropy to
identifying the influential nodes in the complex network which is based on the
degree centrality and the statistical mechanics. They used the Susceptible-Infective
model to evaluate the performance of the influential nodes and prove the rationality
of the new method by simulation on real networks [11]. Xu and Hu constructed the
degree dependence matrices and extracted a new degree dependence entropy
(DDE) descriptor to describe the degree dependence relationship and corresponding
characteristic of complex networks. The simulation experiments prove that the
DDE can reflect the complexity and other characteristic of complex networks [12].
Zhang and Li proposed a new structure entropy of complex networks which based
on nonextensive statistical mechanics, and they proved that it is reasonable to use
the betweenness of each node as the entropic index of each subsystem to describe
the nonextensive additivity between the subsystem and the whole network [13].

2.2 The Innovation of This Method

In the proposed method, we quantified the structure complexity of complex net-
works by node degree and shortest path length. In this paper, the influences of
degree and shortest path on network structure are fused in the new proposed
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entropy. In the existing methods, most network models are unweighted. However,
networks are basically weighted in the real world. In order to be suitable to actual
circumstances, we need to consider the impact of strength of vertex and shortest
path on the network characteristics. The strength of vertex defined as:

Si ¼
X

j2Ni

wij ð2Þ

where Ni is the neighbor set of node i. The weight of the edge from node i to node
j is denoted by wij. In this paper, we calculated the shortest path length and the
average weight of the shortest path. Then, we constructed the average weight
matrices based on the shortest paths between node pairs and extracted the entropy
from the average weight matrices.

3 Shortest Paths-Based Network Entropy

For a weighted network, the following should be done before defining the shortest
paths-based entropy (SPE): First, we constructed a directed weighted network
G ¼ ðV ;EÞ, assuming that there are n vertices V ¼ ðV1;V2; . . .VnÞ in the network
and E is a set of weighted edges. Eij is the edge from node i to node j. Second,
removed the weights of the network, and calculated the shortest path length dij
between all node pairs by Dijkstra algorithm. If there is no path between two nodes,
we set the shortest path length equal to 0. Third, loaded the weights into edges, the
sum of weights of the shortest path divided by dij is recorded as AWij. AWij is the
average weight of the shortest path of node i to node j. Fourth, there are corre-
sponding matrix A for different path length, Ad represents the average weight on the
shortest path of all node pairs with the shortest path length d.

Definition 1 Let Ad
mn is the average weight of all shortest paths with the shortest

path length d.

Ad
mn ¼ fAWmnjðVm;VnÞ; dmn ¼ dg ð3Þ

Definition 2 The shortest paths-based entropy (SPE) with shortest path length d is
computed as

SPEðAdÞ ¼ �
XN

m¼1

XN

n¼1

ðAd
mn=

X
AÞ � logðAd

mn=
X

AÞ ð4Þ

where
P

A is the sum of all elements in matrix A.
The following steps are the specific calculation process of SPE. Step 1: Set the

weights of the edges equal to 1, and calculate the shortest path length of each node
pairs with Dijkstra algorithm and record all edges of the shortest paths. Step 2: Load
the weight of the weighted graph into the edges of the shortest paths obtained in the
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first step, and calculate the sum of weights between each node pairs. Step 3: Obtain
the average weight of the shortest paths by using the sum of weights divided by the
shortest path length. Step 4: Classify the nodes according to the shortest path
length. Then, extract the average weight matrices under different path lengths and
calculate the proportion of each element in the matrices. Step 5: Calculate the SPEs
under different shortest path length by Eq. (4).

4 Simulation Experiments and Result Analysis

In order to prove the reasonability of the novel method, we generated different type
networks, including: ER random network (vertices number: N = 100, connection
probability of node pairs: p = 0.05), BA scale-free network (vertices number of
initial network = 5, generates a scale-free network of 100 nodes from the initial
network), Watts Strogatz network (N = 100, average degree = 4, replacement
probability p = 0.05), grid network (N = 100).

4.1 Experimental Results

In the first experiment, we find differences in SPE values with different network
structure. The results are shown in Fig. 1. In the second experiment, we generate
four new weighted networks, we sort weights according to the degrees of nodes and
load them into the edges. The results are shown in Fig. 2. At last, we compare the
SPE values of WS small-world networks with different replacement probability as
shown in Fig. 3.

Fig. 1 SPEs of four network types
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4.2 Results Analysis

From Fig. 2, the complexity of the network composed of these shortest paths are
increasing first and decreasing afterwards with the increasing of shortest path
length, so the SPEs are present the same trend.

Taken as a whole, BA network has the highest SPE values with the same shortest
path length. In the theory of complex networks, BA scale-free network model has
two characteristics which are growth and preferential attachment. Initially, this
model only has a few nodes, and then new nodes are added. The connect proba-
bility of the selected nodes and new nodes are directly proportional to the degree of
the selected nodes. The average path length and the clustering coefficient of BA
network model are very small. However, due to the large degree of “critical nodes”
and the small degree of “tip nodes”, the scale-free network is obviously not uni-
form, so the SPE values are the highest. Each node pair has the same connect

Fig. 2 SPEs with sorting and non-sorting

Fig. 3 SPEs with different replacement probability p
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probability in ER random network model and the average path length and clustering
coefficient are small. For the small-world network, each node is connected with 2 *
m edges. Then, each edge is randomly reconnected with the probability p. The small
world network model has small average path length and high clustering coefficient.

From Fig. 3, it can be seen that the non-sorting networks have higher SPE
values. Therefore, these non-sorting networks have less regularity and higher dis-
order than the sorting networks.

From Fig. 4, the SPE values with p = 0.2 are higher than that when p = 0.05,
which indicates that high SPE values mean less regularity and more complexity.

5 Conclusions

In this paper, we introduced the research status of complex networks entropy.
According to the previous research methods, the SPE is proposed. The experiment
results show that the higher disorder and the less regularity of network, the higher
the SPE values, which reflect the structural characteristics of complex network.
The SPE values of three networks followed the order of BA scale-free
network> ER random network> WS small-world network, and the disorder of
networks is the same.

According to the simulation on four networks, we proved this new method of
calculating the SPEs of weighted networks is efficacious and logical to measure the
heterogeneity of complex networks. The method can be helpful to understand the
structural characteristics of complex network, and it can supply meaningful quan-
titative statistical characteristic for complex networks research.
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Train-Mounted Head-up Display System
Based on Digital Light Processing
Technology

Ai-jun Su

Abstract Rail transit has been playing an important role in public transportation.
Ensuring its safety is a key issue in the field of rail transportation. HUD (Head-Up
Display), an auxiliary system to improve drive safety, has been successfully applied
in the automotive industry. In this paper, a study of HUD applied in the field of rail
transmit is presented, followed by the structure and the working principle of train
mounted HUD based on DLP (digital light processing) projection display tech-
nology. In addition, the feasibility of HUD used in the field of rail transportation is
verified by experiments.

Keywords Rail transit � Head-up display system � Safe driving

1 Introduction

HUD [1], namely Head-Up Display, is a visual auxiliary safety system. A typical
HUD is composed of a specially handled head-up mirror, an overhead projector, a
computer and a display panel. The display panel shows some relevant graphics and
text information on the front windshield before the driver, and presents the driving
information from the head-up angle. So, the driver can get relevant information
immediately in large view on the eye-level platform. In this way, driving safety is
improved. HUD system was originally used in the field of aviation as a flight
auxiliary instrument. After years of technology improvements, it has now been used
on automobiles widely [2, 3].

Locomotive drivers, train drivers and metro drivers are obliged to retrieve much
information during driving. The loss of drivers’ focus on the front orbit can cause
the longer reaction time when the train is under emergency situations. This risk is
amplified when the velocity increases. HUD can be a proper solution to reduce the
risk by showing the driving information on the front windshield, which helps
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drivers to get information faster and safer, and is of great significance to improve
the safety performance of vehicles [4]. In order to change the presenting method of
information and improve the safety of driving, an information combination and a
representation on the drivers’ eye-level platform are required. This article focuses
on the research of train mounted head-up display system and introduces the overall
structure of HUD and the composition of DLP display system. Finally, this paper
gives the experiments results of train mounted HUD to justify the design and the
feasibility of the system.

2 Train Mounted Head-up Display System

Head-up Display Structure
The train mounted head-up display system is a platform for interactive information
exchange between a driver and a vehicle. The system involves the interaction
between human being and equipments. The relationship between human—machine
—environment in the cab should be taken into full consideration in designing the
HUD, so as to achieve the integrity of the three major factors. Consequently, the
train mounted HUD is designed as shown in Fig. 1. The display installed below
the driver’s console can project the received data onto the front windshield.

Fig. 1 HUP structure
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As shown in Fig. 1, the train mounted HUD consists of four parts: optical com-
ponents, image source components, display driver components and forward
windshield. The HUD projects a colorful image in about 400 � 200 mm onto the
windshield that is 2–3 m ahead of the driver. The optical components make the
information from the image source form an image in front of the observers, and
the display driver transforms vehicle information and video signals into images,
which is the video source of head-up display system.

3 HUD Based on DLP Display Technology

Hardware Design As one of the three representative products of MEMS (Micro
Electro Mechanical Systems), the DMD (Digital Micro-mirror Devices) shows
unique advantages in DLP [5–7]. The HUD system adopts DLP display technology,
whose internal projection devices includes three parts such as projection light
source, display chips and optical devices, is primarily used to light source display
chips with high brightness, and projects the images in display chips onto the screen
using the optical system. Hardware design of DLP includes overall frame, principle
of DLP core chipset, power supply and circuits. There are four key parts in the DLP
inner functional module, namely DMD controller, DMD driver, DMD digital
micro-mirror and an independent power module. The independent power module is
added for projection part as a stable power supply of the light source. Figure 2
shows the hardware structure of DLP.

DMD Controller
The micro-mirror controller is designed to convert the image format and optimize
the image. It is used to adjust color space, reduce signal noise and unify the signals
into the same frame rate. Subsequently, image color quality and resolution are
adjusting.

DMD
controller

DMD driver

DMD digital
micromirror

Power

Optics
module

projector

DLP structure

Fig. 2 Hardware structure of DLP
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DMD Driver
The DMD driver, whose function is converting the video signals, transforms
multimedia data into binary format. Different bits in this data express different
meanings, including time information mostly, initialization, refreshing and stop as
well. The DMD devices are used for optical processing when the system is
working. The micro-mirror wafer keeps on starting and the original position
restoring process until the end of the addressing of all of the binary format data.

DMD Micro-mirror
On the basis of the received video image signals, micro-mirror wafer transforms
between the positive angle and negative angle. When wafer turns to the positive
angle, the reflected light beam of the micro-mirror builds bright spots on the pro-
jection screen through the light hole; otherwise, the reflected light beam is blocked
on the outside of the light hole by the micro-mirror wafer, and the screen will
display dark spots instead. After constantly updating operations, the micro-mirror
wafer displays the input signals on the projection screen.

Power Module
The main reference factors for the employment of DLP power supply are proved to
be energy consumption optimization and the stability of power supply. Selections
can be different depend on the corresponding light sources.

Optical Components
The design of optical system mirror group structure should be optimized based on
the installation angle in order to display clear images on the front windshield.

Software Design The software system of DLP is the main component of the whole
system design, which realizes the control and management of each function unit
module. Figure 5 shows the flow chart of the main program of the system software
(Fig. 3).

Speech order

Initialization

Data load

States update States and data 
store

States and data 
store

Yes

No

Fig. 3 Flow chart of the
main program of system
software
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In the main program of the system, the initialization is completed first, which
includes the initialization of system memories, ports, chips and circuits. The data
loading of the initial state of the system and working parameters are finished
afterwards. After that, it updates the system displays and states according to the data
loaded. These three steps consists the work of initial stage of the system. Following
that the state machine steps into the main loop, in which the system recognizes the
received speech orders via the sound-pickup, and finishes the related functional
operations. After performing the corresponding functions, the state machine reen-
ters the next loop and checks if there are standing requests.

Head-up Display Driver Digital and analog signals can be received, and trans-
formed into red, green and blue (RGB) data by DLP chipset through the inner video
processing [8, 9]. Thus, the video sources of the HUD system can be from the
display content of original monitor of the train. The hardware interface connects the
monitor and DLP system via Ethernet to provide video sources for HUD. However,
HUD is a better choice than the original monitor, which means an additional display
driver in the DLP should be employed to provide video sources. The DLP hardware
is based on the ARM system and is mounted to the embedded system via the I2C
interface, and the display driver system is constructed by the Ethernet, serial ports
and network transmission software.

Experimental Verification In order to verify the performances of HUD based on
DLP display technology, we carried out the comparison by projecting images onto
specific demonstration glass and real train windshield respectively. Figures 4a, b
are the effects when images are projected onto a demonstration glass, the contents
show the relevant information of vehicle. Clear and colorful images are presented
and the brightness can be adjusted according to the outside light intensity.

Fig. 4 DLP projected on the demonstration glass
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The driver can simultaneously observe the external environment as well. Figure 5 is
the projection effect of a real train windshield, since the projection device has not
used any specific optical adjustment for the train windshield, we can find double
images in the projection result, and the image size has distorted, nevertheless, the
color and the brightness is still ideal.

From the experimental results, the key factors determining the performance of
HUD involve the installation location of display, specific parameter of the front
windshield including curvature, inclination and so on. The mentioned aspects
should be concerned when we adjust the DLP display system and the optical mirror
group for the ideal display performances.

4 Conclusion

This paper introduces a train mounted HUD system based on DLP display tech-
nology, and elaborates the design of the system, including hardware, software and
display driver. By analyzing the projection effects of the system on the demon-
stration glass and on the train windshield, the experiment shows that the decisive
factors affecting the display performances lie in meeting the installation angle of the
windshield by adjusting the optical mirror. Simultaneously, we can find out the fact
from demonstration that HUD can acquire vehicle information in the projection

Fig. 5 DLP projected on the
windshield of the train

806 A. Su



display without influencing the driver to observe the front road conditions.
Therefore, HUD system can improve traffic safety, and provide a better
man-machine interactive experience for the driver, which is an ideal train auxiliary
visual system.
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An Effective Detection Algorithm
of Zebra-Crossing

Zu Sheng Chen and Dao Fang Zhang

Abstract In order to improve the function of driver-assistance system, this paper
proposes a real-time detection method of zebra crossing based on the on-board
monocular camera, it doesn’t only detect the zebra crossings we can see from the
road, but also detect some zebra crossings obscured by other objects. Firstly,
integral method based on horizontal projection is used to separate possible zebra
crossings from lane. However, the integral of other road traffic signs may be similar
to a zebra crossing, in order to overcome this problem, the number of identifier are
calculated respectively for each effective projection region, it is obvious that the
number of zebra crossing are more than others, experimental results show that our
method proposed in this paper is effective.

Keywords Traffic � Signs zebra � Crossings projection � Integral detection

1 Introduction

With the development of urbanization and the popularization of automobiles, the
number of cars are increasing, urban traffic congestion, traffic accident frequency
has become a serious social problem. The driver-assistance system based on
computer vision is one of the important measures to solve traffic safety and
transportation efficiency. It mainly includes three aspects: road recognition, colli-
sion detection and traffic sign recognition. In the field of road recognition and
collision detection, it has achieved many good results. However, there are few
studies on recognition of road traffic sign, especially detection of zebra crossing [1–
4]. Zebra crossings are found by detecting a groups of parallel lines, then, edges are
segmented using gray intensity variation [5]. This method is to estimate the pose of
zebra-crossings using homography search approach and a priori model. But the
algorithm is working slowly, so it is hard to meet real-time requirement. A robust
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autonomous detection method of zebra-crossings based on driving assistance sys-
tem was proposed [6]. Firstly, an aerial view of road image is obtained by inverse
perspective map, then, zebra-crossing are recognized by features of shape and
appearance. However, distinguishing mistakes are still hard to avoid owing to far
distance. A robust detection method of zebra crossings is proposed [7]. Firstly, in
order to make image coming from video camera become a top image, the inverse
perspective mapping is done; Then, interest area is delineated in top image and
segmentated using a local threshold; Secondly, each band is extracted from interest
region, every length and direction from each region is analysised. Finally, all bands
from a zebra crossing are extracted. However, the recognition rate of the method is
not high enough. Paper [8] provides a method to detect vehicle that parks in zebra
crossing. If the vehicle parked on the zebra crossing is detected, obviously, the car
violates the traffic rule. This method is carried out under a fixed camera, and the
detection rate is only 90%.

In order to settle above problems, a real-time detection method on zebra crossing
based on an on-board monocular camera is proposed in this paper. Firstly, hori-
zontal projection integral is used to distinguish possible zebra crossing from lane.
Then, areas with large projection integral are found. Finally, the number of iden-
tifier is calculated respectively in the effective projection region. Obviously, there is
a zebra crossing in effective projection region that contains most identifier. A flow
chart of the detection algorithm is shown in Fig. 1.

2 Image Preprocessing

2.1 Image Segmentation

In order to segment zebra crossing, a segmentation method based on average gray
approximating the optimal threshold is applied in this paper [9].

Large projection
integral

Video capture Image preprocessing Horizontal projection integral

Possible zebra-
crossing

The number of identifier is the 
largest in projection regionZebra crossing

Fig. 1 Flow chart of zebra-crossing detection algorithm
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Given an image I1, N1 represents the pixel gray sum of I1, n1 represents the
number of pixel in I1, G1 = N1/n1 represents average gray of I1. If the gray value
less than G1, let it become 0, otherwise, gray value maintain unchanged. Then, let
the image is I2. In this way, let N2 represents the pixel gray sum, which is more than
0, n2 represents the number of pixel that gray value is more than 0 in I2, G2 = N2/n2
represents average gray in I2, so it went on, until Gk = 255. Let G ¼
fG1;G2; . . .Gkg make up a set, where Gi represents the average gray of Ii. So, an
optimal segmentation threshold can be approximated by combination of Gi and Gi+1

or Gi and Gi�1.
Let

Li ¼ Giþ 1 � Gi; i ¼ 1; 2. . .:k � 1 ð1Þ

Hi ¼ Li=Liþ 1; i ¼ 1; 2. . .:k � 1 ð2Þ

If Hr; r ¼ 1; 2. . .:k � 1 is smallest, so, increment of Gr (r is corresponding index
of Hr; r ¼ 1; 2. . .:k � 1) is slowest. So an optimal threshold (th) can be obtained
from Eqs. (3)–(5).

When r = 1

th ¼ Grþ 1 � Gr; if ðGrþ 1 � Gr [GrÞ
Grþ 1; if Grþ 1 � Gr �Grð Þ

�
ð3Þ

When r� 1

(1) if Hrþ 1 � Hr � 1, the th is

th ¼ Grþ 1 � Gr; if ðGrþ 1 � Gr [GrÞ
Grþ 1; if Grþ 1 � Gr �Grð Þ

�
ð4Þ

where r is index of the smallest value Hr; r ¼ 1; 2. . .:k � 1.
(2) if Hrþ 1 � Hr [ 1, the th is

th ¼ Gr � Gr�1: if ðGr � Gr�1 [Gr�1Þ
Gr; if Gr � Gr�1 �Gr�1ð Þ

�
ð5Þ

where r is index of the smallest value Hr; r ¼ 1; 2. . .:k � 1.
The segmentation result of an image is shown in Fig. 2.

2.2 Image Filtering

In order to decrease noise interference, binary image is firstly filtered. The purpose
is to filter larger area and smaller area, including isolated noise points. The region
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mark is to obtain the square and coordinate of each region so that the image can be
processed further. For a given binary image I, N is defined as tagged region number,
s(i) is the square of ith mark area and xmin(i), xmax(i), ymin(i), ymax(i) are defined as
position coordinates of region i. Then larger area region and smaller area region are
removed, which are more than or less than zebra crossing. The threshold value of
removing larger area region is T1 and the threshold of removing smaller area region
is T2. The result of filtering image is shown in Fig. 3.

3 Zebra Crossing Detection

3.1 The Basic Principle of Zebra Crossing Detection

The zebra crossing on the road has a distinct feature, it is made up of many
rectangular areas in the middle of the road. The simplified diagram of zebra
crossing is shown in Fig. 4. Horizontal projection integral is shown in Fig. 5. It is
obvious that the horizontal projection product is greater at the zebra crossing.

Fig. 2 a Original image, b Segment image

Fig. 3 Filtering image
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3.2 Image Integral Projection

The projection method is based on the projection distribution feature of an image in
some direction, this method is actually a statistical method. Horizontal projection
integration of an image is considered in this paper, because of the horizontal pro-
jection integration of a zebra crossing is larger than other signs.

Horizontal projection integral of pixel value from each row in an image is
calculated, that is, the statistical value h ið Þ of line i is calculated by Eq. (6)

h ið Þ ¼ h ið Þþ I i; jð Þ ð6Þ

Statistical results are normalized by Eq. (7)

H ið Þ ¼
h ið Þ
255 if ðh ið Þ[ T3Þ
0 otherwise

�
ð7Þ

Zebra crossings
Fig. 4 A simplified diagram
of zebra crossing

Horizontal projection 
integral of zebra crossing 

is 8 and the lane is 2

Fig. 5 Horizontal of
projection integral zebra
crossing
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An experimental result of Fig. 3 is shown in Fig. 6, where, the ordinate repre-
sents the height of the projection image, and the abscissa represents the position of
the target.

3.3 Zebra Crossing Detection and Location

We can see from Fig. 4, there are three effective projection areas, therefore, the
number of identifier is respectively counted in each effective projection area. If the
number of identifier is maximal, it indicates that there is a zebra crossing sign in this
area. The detection results of some zebra crossings are shown in Fig. 7.

4 Experimental Results and Parameter Analysis

4.1 Experimental Results

This algorithm is completed using MATLAB language in win7 operating envi-
ronment, core i5-7200 CPU, 4 GB. In order to test the validity of this method, 5
video with 50 zebra crossings from different environment are tested, 10 zebra
crossings come from the case obscured by other objects, 20 come from the case
with good illumination, 10 come from the case with weak light, 8 come from the
case with intense light and 2 come from the case with damage. The experiment
results are shown in following Table 1.

Fig. 6 Result of horizontal
integral projection
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4.2 Parameter Analysis

There are three parameters in our system, which are respectively T1, T2, T3. Here, T1,
T2, T3 are assigned by 80,2500,45 in our experiment, they play a crucial role in the
detection of zebra crossing. However, these parameters are obtained based on the
actual situation, and the future work is to find new methods to make these parameters
become adaptive values, and they can adapt to a variety of complex road scenes.

5 Conclusion

The method presented in this paper is not only simple but also easy to implement.
In addition, less time is consumed, it is only 0.083 s, so, it can meet real-time
requirement. Of course, this paper also has some problems. Firstly, the zebra
crossings are severely blocked, this method will fail. What’s more, when the zebra
crossings are severely damaged, our method is also not enough to solve these
problems.

Fig. 7 Some experimental results of zebra detection

Table 1 Data statistics of zebra crossings detection

Different conditions Number of zebra crossing Successful detection

Obscured 10 8

Good light 20 20

Weak light 10 10

Intense light 8 8

Damage badly 2 0

Total 50 46

Accuracy rate 92%
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A Node Pair Entropy Based Similarity
Method for Link Prediction
in Transportation Networks

Zundong Zhang, Weixin Ma, Zhaoran Zhang and Huijuan Zhou

Abstract Link prediction is a challenging problem. It is an approach to determine
the possibility of potential or missing link between node pairs in a network.
Researches on transportation network’s link prediction are mainly about travel time
prediction, path prediction, traffic flow prediction, congestion prediction and so on.
However, current studies are restrained by direction of the link or a new route. To
solve this problem, a node pair entropy based similarity method for link prediction
is proposed. Firstly, the initial state of all nodes in the node pair are initialized.
Then, the influence weights of upstream node to lower nodes and the feedback state
are determined. So the uncertainty degree of a path is obtained. Finally, the link
prediction of the unconnected node pair is measured by node pair entropy. This
method differentiates the roles of different nodes, and the connection between the
common points is considered. It becomes a good solution for transportation net-
work’s link prediction.

Keywords Transportation networks � Link prediction � Node pair entropy
Similarity-based method

1 Introduction

Link is the connection of nodes in networks. Link prediction plays an important role
in measuring the complexity of networks, which draw great interests among dif-
ferent subjects. Finding the missing and the potential links between two uncon-
nected nodes by estimating the existence likelihood of interacted nodes is the chief
target of this work. Any domain where entities interact in a structured way can
potentially benefit from link prediction.
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A large numbers of link predictions approaches have been proposed, including
similarity-based methods, probabilistic and statistical methods, algorithmic method,
preprocessing methods, etc. Specifically, similarity-based methods can be classified
into three types: Local methods are usually defined by using node neighborhood-
related structural information, global methods are defined based on the whole
network topological information, and Quasi-local methods are defined between
global and local network topological information. Generally, the prediction accu-
racy of local indices is the lowest among the three groups of indices. However, the
computational cost of local indices is the smallest among three. Global indices are
the opposite of local indices, while quasi-local indices fall in between them. Most of
the local index (such as HPI [1], HDI [1], PA [2], etc.) based on the assumptions:
for predicting node pairs, the contribution of each element in the set of common
neighbor nodes is same. So it is not conducive to distinguish the contribution of
each common neighbor. In order to solve this problem, the contribution of different
common neighbor nodes is given by assigning the weights of each node (e.g.
(AA) [3–5] (RA) [6] (LNB) [7]). However, these method ignored the influence of
the connection among adjacent nodes. The core of these algorithms is the clustering
coefficient of the common nodes. Katz index will be more comprehensive con-
sideration of the factors of network structure, and further improve the calculation
accuracy, This algorithm takes into account the four level path, the five level path,
and even the n level path, and has lower time complexity with the increase of the
path level [8]. The global Leicht-Holme-Newman index (GLHN) is based on the
same fundamentals that the Katz index used [9].

In this paper, we proposed a new node pair entropy method to illustrate the
association between two nodes, networks with directional weights, the process of
transferring the weight to the downstream node can be equal to the process that the
node exerts influence on the downstream node. In order to quantify the influence of
this transfer, the concept of entropy is proposed to describe the uncertainty of the
transfer process between nodes. For any node pair, the greater their node pair
entropy is, the greater the uncertainty between them. It means the transmission of
information is more likely to happen between them. Furthermore, the smaller value
of entropy is, the more crowded of path between two nodes will be. This method is
not affected by the direction and the new route.

2 Link Prediction

Previous research on link prediction in transportation network, which is the variable
type of Probability or opportunity cost of route choice for drivers, usually based on
historical data to build probabilistic model. According to the prediction distance,
which is divided into two kinds, short distance prediction method and long distance
prediction method. Short distance prediction method, which included Markoff
prediction [10]. Shortest path, method, Dijkstra’s algorithm, etc., was defined with
local observation data. However, the direction of the road (for instance a single
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lane) interfered with these methods. The Long distance prediction method was
based on the global observation data., then matching the current travel route with
the historical route mode to achieve the prediction of the future route. But these
methods will be out of action for new routes.

Entropy-Based Method has been a tool for qualifying the complexity of net-
works structure, classified into probabilistic and statistical methods [11].
Furthermore, Due to the connection between node pairs can be translated into
information entropy, and link can represent for the strength of these connection, so
information entropy is closely connected with link prediction. Xu. studied the
contributions of paths in link prediction based on node pair entropy, and finally
provided a node pair entropy based similarity index [12]–[13]. However, the above
Entropy-Based Method are only valid in undirected networks.

The Node Pair Entropy link prediction method, which prototype is Shannon
entropy, is used for quantify the uncertainty of information transfer between two
nodes in a network. And this method satisfies three basic requirements of infor-
mation measurement: the total weight propagation from independent paths is the
sum of the uncertainties of each receiver; the uncertainties of remover is monotone
correlation with the weight propagation from independent paths; the whole process
is computable.

3 The Node Pair Entropy Based Similarity Method

In the information theory, the uncertainty of the event depends on the probability of
its occurrence. The probability space must suit such requirement: The events in the
probability space are not compatible with each other. Among the probability space
the probability of all events must be nonnegative.

So, It is therefore possible to formulate the node pair entropy H vivj
� �

between
any two nodes (i, j) as follows

H vivj
� � ¼ �

X
Pl lnPl ð1Þ

Pl represent the probability of transmitting the corresponding weight on a path in
the propagation process, then The problem of calculating the node pair entropy
between any two nodes translate into the problem of computing the probability of
the corresponding weight of any path between nodes.

For a non-adjacent node pair (Va, Vb), Mi(v) represents the state of the V in
layer i. The value of the initial node M (Va) is the sum of its downstream edge
weight w(e), and for the other nodes the value of M (V) assigned with 0.
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M0 Vað Þ ¼
X

wðeÞ;
M0 V1ð Þ ¼ M0 V2ð Þ ¼ M0 V3ð Þ ¼ . . . ¼ M0 Vbð Þ ¼ 0

ð2Þ

From the initial node Va pass the value of Ni(e) to its downstream nodes layer by
layer. The value of Ni(e) can be computed as:

Sort the weight of the downstream edge in ascending order When the sum of
downstream weights is less than the state value of upstream node, then

P
wðeÞ�Mi�1 Vð Þ
Ni eð Þ ¼ wðeÞ

While X
wðeÞ[Mi�1 Vð Þ

For

X
wðeÞ � wðeÞmax

Until P
wðeÞ�Mi�1 Vað Þ
Ni eð Þ ¼ wðeÞ ð3Þ

Priority principle:
we give prioritizing distribution to the edges, which downstream node is the

upstream node on the other edges.
If not, selecting any edge of the smallest value randomly, and the value of Ni(e)

to this edge can be described as

Ni eð Þ¼Mi�1 Vð Þ �
X

wðeÞ ð4Þ

Each pass, the state value of the upstream node corresponding to reduce the
weight of its downstream edge, the state value of the downstream node corre-
sponding to add this value.

The transmission method is parallel transmission.

Mi vup
� � ¼ Mi�1 vup

� �� Ni eð Þ
Mi vdownð Þ ¼ Mi�1 vdownð ÞþNi eð Þ
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Other nodes

Mi vð Þ ¼ Mi�1 vð Þ ð5Þ

The information transmission probability from upstream node to downstream
node can be computed with follow formula:

Pi vupvdown
� � ¼ Ni eð Þ

Mi�1 vup
� � ð6Þ

The contribution probability of a node can be expressed as:

Pi vð Þ ¼
Xi
i¼1

Pi vð Þ ð7Þ

Pl ¼
Y

Pi vð Þð Þ ¼
Y

ð
Xi
i¼1

Pi vð ÞÞ ð8Þ

Thus, the node pair entropy can be expressed as:

H vivj
� � ¼ �

X
Pl lnPl ¼ �

X Y
ð
Xi
i¼1

Pi vð ÞÞ
 !

ln
Y

ð
Xi
i¼1

Pi vð ÞÞ
 ! !

ð9Þ

4 A Simple Example

Here a simple example is given to illustrate the entropy between V0Vt

4.1 Original Data

See (Fig. 1).
The following table represent the edges between nodes and their corresponding

weights (Tables 1 and 2).
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4.2 Calculation Process

Firstly, the initial state of all nodes in the node pair are initialized:

M0 V0ð Þ ¼
X

wðeÞ ¼ 6þ 4 ¼ 10;

M0 V1ð Þ ¼ M0 V2ð Þ ¼ M0 V3ð Þ ¼ M0 Vtð Þ ¼ 0

Then, the influence weights of upstream node to lower nodes and the feedback
state are determined:

Fig. 1 Example network

Table 1 Edges between
nodes

V0 V1 V2 V3 Vt

V0 e1 e2

V1 e3 e4

V2 e6 e5

V3 e9 e7 e8

Vt

Table 2 Weights of edges in
Table 1

V0 V1 V2 V3 Vt

V0 6 4

V1 4 2

V2 5 5

V3 1 2 2

Vt
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N1 e2ð Þ ¼ w e2ð Þ ¼ 4;N1 e1ð Þ ¼ w e1ð Þ ¼ 6

M1 V2ð Þ ¼ M0 V2ð ÞþN1 e2ð Þ ¼ 0þ 4 ¼ 4

M1 V1ð Þ ¼ M0 V1ð ÞþN1 e1ð Þ ¼ 0þ 6 ¼ 6

M1 V0ð Þ ¼ M0 V0ð Þ � N1 e1ð Þ � N1 e2ð Þ ¼ 10� 6� 4 ¼ 0

M1 V3ð Þ ¼ M0 V3ð Þ ¼ 0

M1 Vtð Þ ¼ M0 Vtð Þ ¼ 0

The uncertainty degree of a short road:

PðV0V2Þ ¼ N1 e2ð Þ=M0 V0ð Þ ¼ 4
10

¼ 2
5

PðV0V1Þ ¼ N1 e1ð Þ=M0 V0ð Þ ¼ 6
10

¼ 3
5

The processing of downstream nodes is the same as above, until the endpoint or
initial node is found:

N2 e3ð Þ ¼ w e3ð Þ ¼ 4;N2 e4ð Þ ¼ w e4ð Þ ¼ 2

M2 V2ð Þ ¼ M1 V2ð ÞþN2 e3ð Þ ¼ 4þ 4 ¼ 8

M2 Vtð Þ ¼ M1 Vtð ÞþN2 e4ð Þ ¼ 0þ 2 ¼ 2

M2 V1ð Þ ¼ M1 V1ð Þ � N2 e3ð Þ � N2 e4ð Þ ¼ 6� 4� 2 ¼ 0

M2 V3ð Þ ¼ M1 V3ð Þ ¼ 0

M2 V0ð Þ ¼ M1 V0ð Þ ¼ 0

PðV1V2Þ ¼ N2 e3ð Þ=M1 V1ð Þ ¼ 4
6
¼ 2

3

PðV1VtÞ ¼ N2 e4ð Þ=M1 V1ð Þ ¼ 2
6
¼ 1

3

Then, we find a path (V0V1Vt), and calculate the uncertainty degree of it:

PðV0V1VtÞ ¼ PðV0V1Þ � PðV1VtÞ ¼ 3
5
� 1
3
¼ 1

5

PðV0V1V2Þ ¼ PðV0V1Þ � PðV1V2Þ ¼ 3
5
� 2
3
¼ 2

5

At the same time, we obtain the uncertainty of the downstream nodes:

PðV2Þ ¼ PðV0V2ÞþPðV0V1V2Þ ¼ 2
5
þ 2

5
¼ 4

5
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The next points and paths are calculated as above:

PðV0V1V2VtÞ ¼ PðV2Þ � PðV2VtÞ ¼ 4
5
� 3
8
¼ 3

10

PðV3Þ ¼ PðV0V1V2V3Þ ¼ PðV2Þ � PðV2V3Þ ¼ 4
5
� 5
8
¼ 1

2

PðV0V1V2V3V0Þ ¼ PðV3Þ � PðV3V0Þ ¼ 1
2
� 1
5
¼ 1

10

PðV0V1V2V3VtÞ ¼ PðV3Þ � PðV3VtÞ ¼ 1
2
� 2
5
¼ 1

5

PðV2Þ ¼ PðV0V1V2V3V2Þ ¼ PðV3Þ � PðV3V2Þ ¼ 1
2
� 2
5
¼ 1

5

PðV0V1V2V3V2VtÞ ¼ PðV2Þ � PðV2VtÞ ¼ 1
5
� 1 ¼ 1

5

In this way, we get uncertainty degree of five paths. So the entropy will be
Confirm by following formula:

H v0vtð Þ ¼ �
X

Pl lnPl ¼ �ð1
5
ln
1
5
þ 3

10
ln

3
10

þ 1
10

ln
1
10

þ 1
5
ln
1
5
þ 1

5
ln
1
5
Þ

¼ 1:56

H v0vtð Þ ¼ H vtv0ð Þ It shows that the node entropy is independent of the initial
node, and further explained that the node pair entropy can explain the interaction
strength between the two nodes.

The node pair entropy between v0 and the other nodes is zero. This shows that
the path between v0 and these nodes is very smooth. Therefore, this value is
practical. The highest path level between v0vtð Þ is 5. The higher the number of
layers considered, the greater value of node pair entropy we will get. When this
theory is applied to the transportation network, it is obvious that the greater value of
node pair entropy is, the more crowded the area is. The number of layers can be
adjusted for different requirements. If we want to get this value of the whole
network, we must take into account all the layers.

5 Conclusion

In this paper, we proposed node pair entropy based similarity method for link
prediction in transportation network in which the contributions from nodes and their
connection can be measured and combined in terms of their values of information.
By introducing the recent study on similarity for link prediction, we designed the
node pair entropy which prototype is Shannon entropy, based on entropy to
quantify the uncertainty of information transfer between two nodes in a network.
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Compared to other methods, this method takes into account the four level search
path, the five level search path, and even the n level search path, and not affected by
the direction and the new route. Our next step will be to do experiments to verify
the importance of this method.
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Transfer Domain Class Clustering
for Unsupervised Domain Adaptation

Yunxin Fan, Gang Yan, Shuang Li, Shiji Song, Wei Wang
and Xinping Peng

Abstract In this paper, we propose a transfer domain class clustering (TDCC)
algorithm to address the unsupervised domain adaptation problem, in which the
training data (source domain) and the test data (target domain) follow different
distributions. TDCC aims to derive new feature representations for source and
target in a latent subspace to simultaneously reduce the distribution distance
between two domains, which helps transfer the source knowledge to the target
domain effectively, and enhance the class discriminativeness of data as much as
possible by minimizing the intra-class variations, which can benefit the final clas-
sification a lot. The effectiveness of TDCC is verified by comprehensive experi-
ments on several cross-domain datasets, and the results demonstrate that TDCC is
superior to the competitive algorithms.

Keywords Feature learning � Distribution adaptation � Domain adaptation
Transfer learning

1 Introduction

Traditional machine learning algorithms assume that the labeled training data
(source domain) and unlabeled test data (target domain) are sampled from the
identical distribution. However, in the real-world applications, the training and test
samples often follow different distributions due to various factors, and the con-
ventional algorithms cannot perform well in these scenarios. Domain adaptation
approaches aim to transfer knowledge from the source domain to construct an
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effective model for the target domain, under the situation that both source and target
data are from different but related distributions [1].

Domain adaptation methods can be roughly divided into two subcategories. The
first one is to solve semi-supervised domain adaptation problem, in which labeled
source samples, a small part of labeled target samples and numerous unlabeled
target data are accessible. The second category focuses on addressing unsupervised
domain adaptation problem, where only unlabeled data are available for the target
domain. In this paper, we mainly target at solving unsupervised domain adaptation
problem, which is a more challenging task.

In the recent decades, domain adaptation has been extensively studied and
widely used in many real-world applications, such as computer vision [2, 3] and
text classification [4]. Since the distributions of source and target are different, it is
of vital importance to discover a good feature representation in the latent subspace.
In this subspace, data of both domains could be draw closer and become similar,
then the traditional classification methods can be applied to the unlabeled target
domain by learning the labeled data in the source domain. Pan et al. [5] propose a
feature extraction algorithm called transfer component analysis (TCA) to decrease
the distance of marginal distributions of source and target data by minimizing a
maximum mean discrepancy (MMD) metric. Based on TCA, [3] proposes a joint
distribution adaptation (JDA) method to minimize the distance of both marginal and
conditional distributions across two domains.

In this paper, we propose a transfer domain class clustering (TDCC) algorithm to
address several crucial issues in unsupervised domain adaptation problems. First, to
effectively mitigate the domain shift across two domains, TDCC aims to learn new
feature representations in a latent subspace for source and target by minimizing the
distance between both marginal and conditional distributions of the source and
target domains. Second, to benefit the final classification for unlabeled target data,
TDCC will enhance the discriminative ability of both domains by minimizing the
intra-class variations. TDCC enforces the summation of distance between each
sample and the class center in each class to be minimized. Third, the conventional
classification methods, i.e. Support Vector Machine (SVM) [6] and k-Nearest
Neighbor (k-NN) [7], can be learned using labeled source data, and be applied to
the unlabeled target data. Figure 1 has shown the motivation of TDCC.
Comprehensive experimental results on several domain adaptation data sets verify
the superiority of TDCC to the existing domain adaptation approaches.

Domain 
Matching

Class
Clustering

Source Domain Target Domain Source and target data 
in the latent subspace

Source and target data 
in the latent subspace

Fig. 1 The motivation of TDCC. Source and target data follow different distributions. After
domain matching and class clustering procedures, samples in both domains become more similar
in the latent subspace, and are easier to classify
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2 Transfer Domain Class Clustering Algorithm

In this section, we will first introduce the problem formulation of unsupervised
domain adaptation and the maximum mean discrepancy (MMD) criterion that we
use. Then our proposed transfer domain class clustering approach will be presented.

2.1 Problem Formulation

In unsupervised domain adaptation problem, we can access a large amount of
labeled source data, i.e. DS ¼ xSi ; ySif gnSi¼1¼ XS; ySf g, and numerous unlabeled
target data, i.e. DT ¼ xTj

� �nT
j¼1¼ XTf g, where ySi is the corresponding label of

source sample xSi , and nS, nT are the numbers of the source and target data,
respectively.

We denote PS XS; Yð Þ and PT XT ; Yð Þ as the joint distributions of the sample and
label in the source and target domains. Since the source domain DS and the target
domain DT follow different probability distributions, i.e. PS XS; Yð Þ 6¼ PT XT ; Yð Þ,
we aim to find a transformation function p xð Þ which satisfies
PS p XSð Þ; Yð Þ � PT p XTð Þ; Yð Þ. Thus, we propose to match both marginal and
conditional distributions of involved domains utilizing maximum mean discrepancy
criterion to achieve this goal.

2.2 Maximum Mean Discrepancy

Maximum mean discrepancy (MMD) [8] is an effective non-parametric criterion to
measure the distance between two different distributions, and MMD has been
widely applied to the domain adaptation field. MMD could statistically test whether
two probability distributions p1 and p2 are identical by measuring the maximum
difference between the values of their mean function:

MMD2 F ; p1; p2ð Þ ¼ supf2F Ex1 � p1 f x1ð Þ½ � � Ex2 � p2 f x2ð Þ½ ��� ��2: ð1Þ

where F is a given function class.
A large number of domain adaptation methods use MMD metric to measure the

distance between source and target. To compute MMD more effectively, we could
utilize the empirical MMD formulation in a reproducing kernel Hilbert space as [3]:

MMD2 DS;DTð Þ ¼ 1
nS

XnS
i¼1

p xSið Þ � 1
nT

XnT
j¼1

p xTj
� ������

�����
2

K
: ð2Þ
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Thus, we could reduce the MMD distance between the marginal and conditional
distributions of two domains to effectively match the source and target data in the
latent subspace.

2.3 TDCC Approach

Our proposed transfer domain class clustering approach consists of two parts:
domain matching and class clustering. We will introduce them in detail.

2.3.1 Domain Matching of TDCC

Since the distributions of source and target are diverse but related, it is of vital
importance to derive domain invariant features across two domains. Then the target
data can be predicted correctly by the corresponding source classifier. Specifically,
we aim to learn a transformation p to match both marginal and conditional distri-
butions for cross-domain data effectively, which means PS p XSð Þð Þ � PT p XTð Þð Þ
and PS p XSð ÞjYð Þ � PT p XTð ÞjYð Þ.

For simplicity, we assume p Xð Þ ¼ WTX is a linear projection, and MMD metric
is applied to measure the distribution distance. To be more precise, we want to
minimize:

MMD2 DS;DTð Þ ¼ 1
nS

XnS
i¼1

WTxSi �
1
nT

XnT
j¼1

WTxTj

�����
�����
2

þ 1
ncS

X
xSi2Dc

S

WTxSi �
1bncT
X

xTj2bDc
T

WTxTj

���� ����2;
ð3Þ

where Dc
S ¼ xSi : ySi ¼ cf g, and c is the belonging class of xSi . n

c
S is the number of

samples of source data in class c. The same rule is also applied for the target data.
Because we cannot access the labels of target data, we propose to utilize the pseudo
labels of target data, which are predicted by the source classifier. We can also refine
the pseudo labels of target data by using the iterative source classifier trained on the
learned source features.

If we denote X ¼ XS;XT½ �, the MMD distance can be rewrote as:

MMD2 DS;DTð Þ ¼
XC
c¼0

tr WTXHcXTW
� �

; ð4Þ
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where

H0ð Þij¼
1
n2S
; xi; xj 2 DS

1
n2T
; xi; xj 2 DT

� 1
nSnT

; otherwise;

8><>: ð5Þ

and

Hcð Þij¼

1
ncSð Þ2 ; xi; xj 2 Dc

S

1bncTð Þ2 xi; xj 2 bDc
T

� 1
ncSbncT xi 2 Dc

S; xj 2 bDc
T

xi 2 bDc
T ; xj 2 Dc

S

�
0 otherwise:

8>>>>>>><>>>>>>>:
ð6Þ

TDCC targets at reducing the distance between source and target in a learned
latent subspace by minimizing Eq. (4). However, we believe the class discrimi-
native information is also crucial to improve the classification ability of target data.

2.3.2 Class Clustering of TDCC

To explore the underground discriminative information of data in both domains, we
want the projection of both data not only to be domain invariant, but also to be class
discriminative. This intuition will yield good classification performance for target
samples. To be specific, TDCC also minimizes the distance between every sample
to their projected class center for each class, which will encourage each class to
form a compact cluster. Here, we take the source data as an example to introduce
the second loss term of TDCC:

LS
center ¼

XC
c¼1

X
xSi2Dc

S

WTxSi �
1
ncS

X
xSi2Dc

S

WTxSi

������
������
2

: ð7Þ

For target data, by using pseudo labels, we can obtain:

LT
center ¼

XC
c¼1

X
xTj2bDc

T

WTxTj �
1bncT
X

xTj2bDc
T

WTxTj

�������
�������
2

: ð8Þ
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If we integrate Eqs. (7) and (8) into one formulation, which can be wrote as:

Lcenter ¼ LS
center þLT

center ¼ tr WTXGXTW
� �

: ð9Þ

Then, we can yield the optimization problem:

minW MMD2 DS;DTð Þþ qLcenter þ h Wk k2F
s:t: WTXKXTW ¼ I;

ð10Þ

where q and h are two tradeoff parameters. The constraints in (10) is derived from
the famous principal component analysis (PCA) [9], which can preserve the
important properties of data. K is the centering matrix, and I is an identity matrix.

2.3.3 Optimization of TDCC

Obviously, (10) is a constrained nonlinear optimization problem, we can apply
Lagrange techniques to get the Lagrangian function for (10):

L W ;Wð Þ ¼ tr WT X
XC
c¼0

Hc þ qG

 !
XT þ hI

 !
W

 !
þ tr I �WTXKXTW

� �
W

� �
;

ð11Þ

where W ¼ diag u1;u2; . . .;udð Þ is a diagonal matrix with Lagrange Multipliers. If
we set the gradient of L W ;Wð Þ with respect to W and W equal to 0, we can obtain

X
XC
c¼0

Hc þ qG

 !
XT þ hI

 !
W ¼ XKXTWW. ð12Þ

By observing Eq. (12), it is a typical generalised eigen-decomposition problem,
which can be effectively and efficiently solved by calculating the eigenvectors of
(22) corresponding to the d-smallest eigenvalues.

Here, we take the linear projection as an example for TDCC, and TDCC also can
be extended to the nonlinear case (kernelization) by empirical kernel map tech-
niques [10].

3 Data Sets Description

To extensively evaluate our proposed TDCC approach, we have tested TDCC and
some related domain adaptation methods on several widely used data sets, such as
Office, Caltech 256, COIL 20, MNIST and USPS [2, 3]. The samples and
description of these data sets are listed as follow (Fig. 2 and Table 1).
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4 Experiments and Results

We select several state-of-the-art domain adaptation methods as our baselines to
justify the effectiveness of TDCC. Specifically, we compare two conventional
machine learning methods: 1-NN and PCA, and five domain adaptation methods:
GFK [11], TCA [5], JDA [3], TJM [2] and CDML [12].

For unsupervised domain adaptation problem, only unlabeled target data are
available, so we couldn’t select the best parameters for all the baselines by
cross-validation procedure. We just evaluate all the baselines by grid-searching the
trade-off parameters, and their best results are reported. In TDCC, there are two
trade-off parameters q and h to decide. In practice, we find that TDCC is not
sensitive to the choice of q and h, thus we empirically set q and h all equal to 0.1.
Moreover, we choose 1-NN as our basic classifier, which has no parameters to tune
and is easy to implement.

Finally, we have tested all the methods on the cross-domain data sets under the
same experiment settings, and the results are shown as Table 2.

Fig. 2 Image samples from office (Amazon, DSLR, Webcam), Caltech-256, MNIST, USPS and
COIL20 data sets

Table 1 Description of data sets used in our experiments

Data set Type #Classes #Samples #Features

AMAZON (A) Object 10 958 800

CALTECH (C) Object 10 1123 800

DSLR (D) Object 10 157 800

WEBCAM (W) Object 10 295 800

COIL20 (COIL1 and COIL2) Object 20 1440 1024

MNIST Digit 10 2000 256

USPS Digit 10 1800 256
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From Table 2, we can see that TDCC achieves the best performance compared
with other baselines. TDCC have performed the best in 12 out of 14 tasks, and
achieves 55.87% average classification accuracy. The comprehensive experiments
have verified that TDCC is superior to other baselines.

We can also observe that all the domain adaptation methods are better than
conventional machine learning approaches, because the traditional methods don’t
consider to reduce the difference between the training and test data. Therefore, the
trained source classifier will perform poorly on the unlabeled target data.

5 Conclusion

This paper has introduced a transfer domain class clustering (TDCC) algorithm to
solve unsupervised domain adaptation problems. TDCC focuses on deriving both
domain invariant and class discriminative features, which simultaneously mini-
mizes the MMD distance between two domains, and minimizes the intra-class
variations for source and target. TDCC could make both domains become similar in

Table 2 Average Classification Accuracy (%) of AMAZON (A), CALTECH (C), DSLR (D),
WEBCAM (W), COIL1, COIL2, MNIST and USPS from “Source Domain ! Target Domain”

Task
\methods

1-NN PCA GFK TCA JDA TJM CDML TDCC

C ! A 23.70 36.95 41.02 38.20 44.78 46.76 47.82 47.18

C ! W 25.76 32.54 40.68 38.64 41.69 38.98 36.91 48.47
C ! D 25.48 38.22 38.85 41.40 45.22 44.59 43.93 47.13
A ! C 26.00 34.73 40.25 37.76 39.36 39.45 41.72 42.03
A ! W 29.83 35.59 38.98 37.63 37.97 42.03 38.25 43.05
A ! D 25.48 27.39 36.31 33.12 39.49 45.22 35.92 38.85

W ! C 19.86 26.36 30.72 29.30 31.17 30.19 31.14 32.06
W ! A 22.96 31.00 29.75 30.06 32.78 29.96 32.26 33.19
W ! D 59.24 77.07 80.89 87.26 89.17 89.17 84.84 88.54

D ! C 26.27 29.65 30.28 31.70 31.52 31.43 32.63 33.13
D ! A 28.50 32.05 32.05 32.15 33.09 32.78 29.87 33.51
D ! W 63.39 75.93 75.59 86.10 89.49 85.42 82.34 90.85
USPS !
MNIST

44.70 44.95 46.45 51.05 59.65 52.25 52.25 60.45

MNIST !
USPS

65.94 66.22 67.22 56.28 67.28 63.28 63.28 67.89

COIL1 !
COIL2

83.61 84.72 72.50 88.47 89.31 91.53 88.93 95.00

COIL2 !
COIL1

82.78 84.03 74.17 85.83 88.47 91.81 87.32 92.64

Average 40.84 47.34 48.48 50.31 53.78 53.43 51.84 55.87

834 Y. Fan et al.



the latent subspace, and preserve the class discriminative ability. The optimal
solution of TDCC can be effectively obtained, and comprehensive experimental
results on cross-domain data sets have demonstrated the effectiveness of our pro-
posed TDCC.
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Nodes Deployment of Wireless Sensor
Networks for Underground Tunnel
Environments

Cuiran Li, Jianli Xie, Wei Wu, Yuhong Liu and Anqi Lv

Abstract Wireless nodes deployment is a key point for monitoring and localization of
the trains in railway underground tunnels, which is critical to guarantee high-efficiency
and safe operation of railway traffic. In this paper, based on the surface mapping and
expansion theory, the mapping of 3D tunnel surface onto 2D domain is firstly
investigated. Reliable communication links among the wireless nodes in localization
are vital for successful data transmission. Then, the propagation pathloss, as well as the
fading of radio signals transmitting in tunnel environments is analyzed. Also, the
maximum transmission range of wireless nodes under the constraint of network con-
nectivity is estimated according to the wireless link budget. The three grid-division
(nodes deployment) in wireless sensor network (WSN), i.e., triangular-grid,
square-grid, and rhombus-grid are obtained in the mapped 2D domain of actual tunnel.

Keywords Wireless nodes � Railway tunnel � Surface mapping
Network connectivity � Wireless link budget

1 Introduction

In the recent decades, various location-dependent services and potential applica-
tions has attracted many attention in railway communication system. Railway
vehicles localization plays an important role in ensuring the safe and efficient
operation of trains. Onboard localization has widely used the Global navigation
satellite systems, common named GPS. However, GPS is energy-hungry [1], and
furthermore, the GPS localization will fail when the train is running in high
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mountains or under tunnels. In [2, 3], it has revealed that the train localization based
on GPS cannot meet the demand of safe operation of railway trains in under tunnel
environments. And, it is suggested that a certain number of sensors be put on the
train to improve the safety. Placing additional infrastructures, such as European
train control system level 2 (ETCS-2) for the high-speed railway, can improve the
positioning accuracy of vehicle trains, but it also brings high maintenance cost.

In order to reduce the cost of construction and maintenance, a distributed
localization algorithm based on the radio frequency time-of-flight (RF-TOF) range
has been proposed in [4]. In the algorithm, the Newton iteration operation is used to
estimate the location of a blind node, meanwhile, the linear least square method is
adopted to provide the initial location estimation and improving the convergence of
iterative operation. A dynamic WSN localization algorithm operating in under-
ground tunnel is presented in [5], which is based on the received signal strength
(RSS). In the algorithm, in addition to the Euclidean distance, RSS between
neighboring anchor nodes is considered to establish more accurate path loss model.

However, the WSN node deployment in underground tunnel is seldom
well-considered in the location of vehicle trains. And, especially, when fast moving
trains are taken into account, unreasonable deployment of wireless nodes may bring
location bias and seriously affect the positioning accuracy.

In this paper, we propose a nodes deployment strategy in WSN for underground
tunnel environments. Based on the surface mapping and expansion theory, the
mapping of 3D tunnel surface onto 2D domain is investigated. The propagation
pathloss model, in addition to the fading of radio signals transmitting in tunnel
environments is analyzed. Also, the maximum transmission range of wireless nodes
under the constraint of network connectivity is estimated according to the wireless
link budget. The three grid-division (nodes deployment) in wireless sensor WSN,
i.e., triangular-grid, square-grid, and rhombus-grid are obtained in the mapped 2D
domain of actual tunnel.

2 Mapping of 3D Tunnel Surface onto 2D Domain

In general, the actual tunnel can be approximately cylindrical in which the WSN
node is to be deployed, shown in Fig. 1a [6]. The cylinder is a curved surface
formed by the straight generatrix according to certain rules, also named ruled
surface [7]. Figure 1b gives the general form of the ruled surface, in which the
curve c: a = a(u) is the conductor. At each point of the wire there is a generatrix
(any position of the straight generatrix), and b(u) is the unit vector in the direction
of a(u) straight generatrix on the wire. At any point of straight generatrix, P(u, v),
the radius vector of P(u, v) is

r ¼ a uð Þþ v b uð Þ ð1Þ
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Equation (1) is the vector equation of ruled surface. If the normal direction of the
ruled surface does not change along the same straight generatrix, that is, there is a
common tangent plane along the same straight line surface, which is called
developable surface. The cylinder is a developable surface, and it can be completely
fit with the plane through continuous bending. The underground railway tunnel, can
be approximately cylindrical in shape, therefore, there is isometric mapping
between tunnel surface and 2-D plane.

In Fig. 1c, the directrix of cylindrical tunnel surface is a(u) = (f(u), g(u), h(u)) in
xyz rectangular coordinates, the unit vector b = (l, m, n) in the direction of gen-
eratrix. The underground tunnel can be imagined to be cut horizontally and
unrolled. Then, the upper half of the underground tunnel can be seen as a 2-D
square, which facilitate the deployment of WSN nodes, shown in Fig. 1d.

The parameter equation of cylinder tunnel is [7].

x ¼ f ðuÞþ lv
y ¼ gðuÞþmv
z ¼ hðuÞþ nv

8<
: a� u� b

�1\v\þ1
� �

ð2Þ

The vector equation is

rðu; vÞ ¼ aðuÞþ bv ð3Þ

To solve a curve c(u) on the cylinder, which is perpendicular to the generatrix,
over the point M0 (f(u0), g(u0), h(u0)), the corresponding parameter u = u0, v = 0.
The plane equation of the point M0 perpendicular to the generatrix is

l x� f ðu0Þ½ � þm y� gðu0Þ½ � þ n z� hðu0Þ½ � ¼ 0 ð4Þ

Substitution Eq. (2) into Eq. (4), then the equation of c(u) is

l f ðuÞþ lv� f ðu0Þ½ � þm gðuÞþmv� gðu0Þ½ � þ n hðuÞþ nv� hðu0Þ½ � ¼ 0 ð5Þ
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Fig. 1 Underground railway tunnel and 2-D representation a Underground tunnel b Ruled surface
c Cylindrical tunnel d 2-D plane representation of tunnel
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and

v ¼ l f ðu0Þ � f ðuÞ½ � þm gðu0Þ � gðuÞ½ � þ n hðu0Þ � hðuÞ½ � ð6Þ

Furthermore, substitution Eq. (6) into Eq. (2), then the parameter equation of
tunnel cylinder can be written as

x ¼ f ðuÞþ l l f ðu0Þ � f ðuÞ½ � þm gðu0Þ � gðuÞ½ � þ n hðu0Þ � hðuÞ½ �f g
y ¼ gðuÞþm l f ðu0Þ � f ðuÞ½ � þm gðu0Þ � gðuÞ½ � þ n hðu0Þ � hðuÞ½ �f g
z ¼ hðuÞþ n l f ðu0Þ � f ðuÞ½ � þm gðu0Þ � gðuÞ½ � þ n hðu0Þ � hðuÞ½ �f g

8><
>: ð7Þ

The deviation of Eq. (7) is

x0 ¼ f 0ðuÞ � l2f 0ðuÞ � lmg0ðuÞ � lnh0ðuÞ
y0 ¼ g0ðuÞ � mlf 0ðuÞ � m2g0ðuÞ � mnh0ðuÞ
z0 ¼ h0ðuÞ � nlf 0ðuÞ � nmg0ðuÞ � n2h0ðuÞ

8<
: ð8Þ

The cylinder surface is flattened with curve c(u) as the basis, and the flattening
direction is y axis. Its length is

s ¼
Z u

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02 þ y02 þ z02

p
du

¼
Z u

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mf 0 ðuÞ � lg0 ðuÞ½ �2 þ nf 0 ðuÞ � lh0 ðuÞ½ �2 þ ng0 ðuÞ � mh0 ðuÞ½ �2

q
du

ð9Þ

Coordinate x of any point in generatrix can be obtained as

x ¼ vþ aðuÞb ð10Þ

where aðuÞb is the projection length of vector aðuÞ a in vector b,
aðuÞb ¼ lf ðuÞþmgðuÞþ nhðuÞ. Then, the equation of the cylinder tunnel is

x ¼ vþ lf ðuÞþmgðuÞþ nhðuÞ
y ¼ R u

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mf 0 ðuÞ � lg0 ðuÞ½ �2 þ nf 0 ðuÞ � lh0 ðuÞ½ �2 þ ng0 ðuÞ � mh0 ðuÞ½ �2

q
du

(
ð11Þ

Equation (11) is the isometric mapping relation between the cylinder tunnel
rðu; vÞ ¼ aðuÞþ bv and the xOy plane.

When the directrix a(u) is located in the xOy plane and perpendicular to the
generatrix, we have b = (0, 0, 1), i.e., l = m=0, n = 1, aðuÞ � b = 0, and a

0 ðuÞ � b ¼ 0.
Therefore, the parameter equation of tunnel cylinder can be obtained as

x ¼ f ðuÞ
y ¼ gðuÞ; a� u� b;�1\v\þ1
z ¼ v

8<
: ð12Þ
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And, the isometric mapping of 3D tunnel surface onto 2D domain is

x ¼ v
y ¼ R u

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 02ðuÞþ g02ðuÞp

d

�
ð13Þ

3 Channel Characteristics in Tunnel Environments

Reliable communication links among WSN nodes are vital for successful data
gathering and transmission. It is assumed that the propagation of radio signals in
underground tunnel obeys a two-slope regression piecewise linear model. The
two-slope pathloss model has been proved in [6] to provide the lower mean squared
error than does a single regression pathloss model. There is few appropriate
empirical propagation model in underground tunnel. In [8, 9], the transmission
characteristic of radio signals in tunnel is analyzed, and valid pathloss and fading
distribution models are developed. The path loss expression given in (14) is
determined by fitting the two-slope regression line to the measured data [6, 8, 9].

PLðrÞ ¼
ð10n1Þ log10ðrÞþPLref if 1\r\rb
ð10n2Þ log10ðr=rbÞ
þ ð10n1Þ log10ðrbÞþPLref

if r[ rb

8<
: : ð14Þ

where r is the range, n1 and n2 are two power law exponents, rb is the break point
distance and PLref is the path loss in dB at the reference distance of 1 m. There
are two cases of node antenna positions, side-to-same-side (SSS) or side-to-
opposite-side (SOS) in underground tunnel. The four parameters in (14) have been
determined in underground tunnels in order to yield appropriate pathloss model, see
Table 1.

In addition to pathloss, the radio signal will undergo the fading in wireless
environment. The Ricean distribution has been found to be well describe the fading
characteristic of radio signals in underground tunnel [9]. The Ricean probability
density function (PDF) is written as [10].

Pr ¼ r
r2

e�r2=ð2r2Þe�kI0
r

ffiffiffiffiffi
2k

p

r

� �
: ð15Þ

where r is the fading amplitude, r2 is the variance of the multipath components, s is
the magnitude of the line-of-sight (LOS) component, I0 is the zero-order Bessel
function of the first kind and k is the Ricean factor, expressed by

Table 1 Estimated parameters for path loss model and Ricean fading [6]

Node position n1 n2 rb PLref
SSS 1.5 5.4 76 51

SOS 1.6 2.4 23 48
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k ¼ s2

2r2
: ð16Þ

The fading margin LFM is given by Table 2, in underground tunnels for specified
levels of data packet outage probability.

4 Nodes Deployment of WSN in Tunnels

In the mapped 2D domain of actual tunnel, the monitoring area is divided into a
plurality of grids based on the geometric lattice. Three typical types of gird are
triangular-grid [11], square-grid [12], and rhombus-grid [13] as shown in Fig. 2a, b
and c. The three types of gird-division can achieve seamless coverage.

The spacing between WSN nodes in different gird-division should be determined
carefully for reliable communication links among the nodes. The spacing is initially
defined according to the wireless link budget [14], which is widely used for
determination of the connectivity between wireless nodes in wireless communica-
tion. The wireless link budget is defined as

Pr ¼ Pt þGT � PLðrÞ � LFM þGR: ð17Þ

Table 2 Fade Margin (dB) [6]

Outrage probability % k = 0 (SSS) k = 0.33(SOS)

10 8.22 8.12

5 11.39 11.27

1 18.65 18.51

0.8 19.66 19.53

0.5 21.81 21.68

0.1 29.32 29.22

(a) triangular-grid (b) square-grid (c) rhombus-grid

Grid line Node coverage WSN nodes

x

y

o

h

(d) An example showing 
the locations of WSN nodes

Fig. 2 Three types of gird-division and example of location of WSN nodes
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where Pr is the node received power in dBm, Pt is the transmitter output power in
dBm, GT is the transmitter antenna gain in dBi, PL(r) is the path loss in dB at
distance r between transmitter and receiver in the tunnel environments, LFM is the
fading margin in dB and GR is the receiver antenna gain in dBi.

The network connectivity is well guaranteed on the condition that the estimated
received power Pr greater than or equal to the receiver sensitivity. Pt, GT and GR are
set by designers, but PL(r) and LFM are determined by the wireless transmission
environments in which WSN is deployed. Tables 1 and 2 enable the appropriate
parameters to be input to the path loss model and Ricean fading model respectively
when we deploy in a curved concrete underground tunnel. To ensure a commu-
nication range that extends over a distance of e.g., at least two spacing, the spacing
should be set to about half of the estimated maximum transmission range.

The spacing for near region transmission is established using the worst case in
underground tunnels, i.e., with a cast iron lining, a curved shape, SOS node
positions and outage probability of 0.1%. With the aid of Eqs. (14) and (17), and
Tables 1 and 2, we have

Pr ¼ Pt þGT � ð10n1Þ log10ðrÞ � PLref � LFM þGR

¼ Pt þGT � 16 log10ðrÞ � 77:22þGR
ð18Þ

Then, the estimated maximum transmission range under the constraint of net-
work connectivity is

r ¼ 100:0625ðPt þGT þGR�bÞ�4:82625: ð19Þ

where b is the receiver sensitivity in dBm. And, the sensing radius is

rs¼: 12 r ¼ 100:03125ðPt þGT þGR�bÞ�2:413: ð20Þ

The spacing between nodes in triangular-grid, square-grid, and rhombus-grid in
Fig. 2 can be determined as

h¼:
ffiffiffi
3

p
rs ¼

ffiffiffi
3

p � 100:03125ðPt þGT þGR�bÞ�2:413 triangular � gridffiffiffi
2

p
rs ¼

ffiffiffi
2

p � 100:03125ðPt þGT þGR�bÞ�2:413 square� gridffiffiffi
3

p
rs ¼

ffiffiffi
3

p � 100:03125ðPt þGT þGR�bÞ�2:413 rhombus� grid

8<
: ð21Þ

For example, considering a 2-D plane shown in Fig. 1d, in order to place the
nodes, the area where the WSN is to be deployed is divided into squares, as
illustrated in Fig. 2d. In the figure, WSN node is represented as the solid dot. As
shown in the figure, in each square there is a node seating at the centre. The side
length of the squares is exactly the spacing between nodes in square-grid, expressed
by Eq. (21).
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5 Conclusions

In this paper, we have investigated the node deployment strategy in WSN for
underground tunnel environments when a near-field path loss model and Ricean
fading model are considered for radio signal propagation in tunnels. The maximum
transmission range under the constraint of network connectivity is estimated. Three
grid-division (nodes deployment) in WSN, i.e., triangular-grid, square-grid, and
rhombus-grid are obtained in the mapped 2D domain of actual tunnel. In addition,
an example of square-grid deployment of WSN nodes is discussed.
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Application of DBN for Assessment
of Railway Intelligent Signal
System Reliability

Zhengjiao Li, Bai-gen Cai, Shaobin Li, Jiang Liu and Debiao Lu

Abstract According to the variable structure characteristics of railway intelligent
signal system (RISS) with different railway station scale, a new reliability assess-
ment method based on Dynamic Bayesian Networks (DBN) is studied.
A comparison between DBN model and probabilistic model is studied to verify the
accuracy and correctness of DBN model. Based on DBN model, the static gates
analyzing results deliver a calculation with no error, while the spare gate analyzing
results deliver a calculation with a tolerable error that leads to more strictly and
credible calculations. Meanwhile, this paper analyzes reliability indexes of RISS
with four different railway station scale. The results show that: when the railway
station scale increases, the reliability of RISS decreases, which has little impact on
the ranking of the components’ Birnbaum importance factor and diagnostic
importance factor.

Keywords Railway intelligent signal system � Dynamic bayesian networks
Reliability assessment

1 Introduction

A new railway intelligent signal system (RISS), which achieves distributed control
through secure communication system, has the advantages of saving cable,
reducing cost, thus reducing break or mixed cable fault and security risks [1, 2].
Quantitative evaluation of the reliability of RISS, enables identification of the most
important elements in RISS. The assessment results can offer some suggestions to
the design and maintenance of RISS.

The establishment of reliability model and solving is the key to quantitative
evaluation of the reliability of RISS. There are many reliability modeling methods
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that are applied to reliability assessment of railway system in the state-of-the-art,
such as Reliability block diagram (RBD) [3], Fault tree (FT) [4–6], Bayesian net-
works (BN) [5, 6], Dynamic fault tree (DFT) [7, 8] and so on. FT is one of the most
prominent techniques here and is widely used in railway system reliability
assessment. FT is a graphical method that model how component failures lead to
system failures, as well as qualitative analysis and quantitative analysis can be
performed. DFT analysis is an extension of FT analysis that allows the modeling of
dynamic behavior (sequence of events and functional dependence between events).
DFT can be more perfect to describe system reliability model, to achieve more
accurate logic processing [9]. BN analysis, which has the ability of disposing
common cause factor (CCF), system polymorphisms and uncertain logical rela-
tionships [10, 11], can compute system failure probability, sensitivity index and
diagnostic importance factor through forward and backward inference.

The remainder of the paper is divided as follows. In Sect. 2 we present RISS
introductions and its corresponding DFT model. In Sect. 3 DBN model and
probabilistic model are used to analyze the static gates and spare gate of DFT, and
the analysis results are given to verify the accuracy and correctness of DBN model.
In Sect. 4 the reliability indexes of four types of RISS with different railway station
scale are compared and analyzed. Finally, the main conclusions are presented.

2 RISS and Dynamic Fault Tree Model

Without changing the structure of traditional interlocking system of railway station,
RISS moves signal controller to the outdoor next to the Signal Lamp, which helps
to reduce cable length, simplify the structure, convenient to maintain. Structure
diagram of the connection between RISS and interlocking system is shown in
Fig. 1.

Seen from the structure, the core function of RISS is to replace the outdoor
signal and lighting circuit of traditional interlocking system. When we establish
dynamic fault tree of RISS, some executable indices, such as the input and output
wiring interface that connect to the I/O circuit of interlocking system, are not
considered. Because they have nothing to do with the core function, likewise, the

Railway Station Outdoor
Intelligent Signal

Controller I Controller IIJ1 J2

Power
Supply

Network

Indoor 
controllerCable distribution cabinet

Interlocking Sytem：I/O circuit

Communication
NetworkI/O Interface

Drive acquisition level of Interlocking system Railway Intelligent Signal System

J3
I/O Interface

Centralized Signaling 
Monitoring System

Fig. 1 Structure diagram of the connection between RISS and interlocking system
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railway centralized signalling monitoring system (CSM) also is not considered.
Assuming that there is no online maintenance during operation. Only the key
devices of RISS, such as double 2-vote-2 secure control system (DSCS), outdoor
intelligent signal (IS), communication network (CN) and power supply network
(PSN), are considered.

In accordance with the basic steps of the DFT model [12], RISS failure is
selected as the top event, firstly, and then the whole DFT is shown in Fig. 2.

In Fig. 2, the middle events C1, C2, C3, C4 represent PSN failures, CN failures,
DSCS failures and IS system failures, respectively. The quantity of the bottom
events of the DFT of RISS is n, where the events X1, X2, …, X12 are invariant
events, and the events X13, X14, …, Xn are variant events whose quantity
depending on the different railway station scale. All the bottom events follow the
exponential distribution. Table 1 shows the list of the event, codes, names, and their
prior probabilities in DFT of RISS, the data come from the references [13–15],
where 365 days as a year, and 24 h as a day.

3 DFT Analysis Using DBN Model and
Probabilistic Model

When the graph structure and the parameters of a DFT are given, there are many
inference approach, such as Junction Tree algorithm, Variable Elimination
Algorithm, Global inference methods and etc. and corresponding software packages
[16, 17] can be used to quantitative analyze DFT. It will be a simple matter to
compute the system failure probability by the forward inference DBN. Also, it is
more suitable to apply DBN to compute the reliability index of the components’
Birnbaum importance factor and diagnostic importance factor because the bidi-
rectional inference can be done with it.

A comparison analysis of DBN model and probabilistic model is given to verify
the accuracy and correctness of DBN model. Considering the DFT structure of
RISS, this section mainly discusses and analyse three types of logic gate of DFT:
static gates (AND gate, OR gate), spare gate (WSP gate). The basic assumptions of

C1

T
（RISS failure）

X1 X2

C4C2 C3

X13 XnX4 X5X3 X7 X8X6 X9 X10 X11 X12

WSP
AND

OR

OR

OROR OR OR

WSP

Fig. 2 Dynamic Fault Tree of RISS

Application of DBN for Assessment of Railway Intelligent … 847



the standard DFT methodology are recalled as: (1) events are binary events
(0 = working, 1 = failure); (2) events are statistically independent.

3.1 Probabilistic Model Analysis of Logic Gates

The AND gate, which is used to show the output event occurs only if all the input
events occur, is equal to the reliability block diagram (RBD) of series system.

The output probability of the AND gate can be calculated as:

PANDðt) ¼
Yn
i¼1

PiðtÞ

where the term “Pi(t)” denotes the probability of event Ai failure occurs.
The OR gate, which is used to show that the output event occurs only if one or

more of the input events occur, is equal to the RBD of parallel system.
The output probability of the OR gate can be calculated as:

PORðt) ¼ 1�
Yn
i¼1

1� PiðtÞ½ �

WSP gate has one primary input and one or more spare inputs. If every com-
ponent (either principal or spare) is failed, the gate produces a fault. If we assume
the failure rate of a powered spare is equal to k, then the failure rate of an

Table 1 The event, codes, names and their prior probabilities in DFT of RISS

Event
code

Event name Failure
rate (/h)

Event
code

Event name Failure
rate (/h)

X1 Power supply 1 fault 3.5e-5 X9 RISS Controller I unit
1 fault

1.7e-5

X2 Power supply 2 fault 3.5e-5 X10 RISS Controller I unit
2 fault

1.7e-5

X3 CAN bus I transceiver
1 fault

5e-5 X11 RISS Controller II
unit 1 fault

1.7e-5

X4 CAN bus I cable fault 5e-5 X12 RISS Controller II
unit 2 fault

1.7e-5

X5 CAN bus I transceiver
2 fault

5e-5 X13 Intelligent signal 1 8.5e-7

X6 CAN bus II
transceiver 1 fault

5e-5 … Other intelligent
signals

8.5e-7

X7 CAN bus II cable
fault

5e-5 Xn Intelligent signal n 8.5e-7

X8 CAN bus II
transceiver 2 fault

5e-5
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unpowered spare is equal to ak, with 0 <=a <=1 called the dormancy factor. Spares
are more properly called “hot” if a = 1 and “cold” if a = 0 [11, 12].

Here, we take a WSP gate where a single component A can be substituted by a
spare B as an example. We assume that all the input events follow the exponential
distribution. kp, kd and ka are the failure rate of the primary input in the working
state, the spare input in the dormant mode and the spare input in the active mode,
respectively. Then the reliability of the WSP gate can be calculated as below [18]:

Rws tð Þ ¼ kpe�kat

ka � kd � kp
ðeðka�kd�kpÞr � 1Þ + e�kpr

3.2 DBN Model Analysis of Logic Gates

To define a DBN, we must specify the graph structure and then the parameters.
Here, we take the system that have dual components as an example, the AND gate
represent the system failure only if all of the component failure, and the OR gate
represent the system failure if one or more components are failure. Due to the
structure diagram of the two static logic gates have the same structure, the DBN for
the AND gate and the OR gate can be drawn in Fig. 3a.

In Fig. 3a, the above DBN model is usually called two time-slice Temporal
Bayesian Network (2TBN) [10, 11]. In particular, nodes A(T + △t) and B(T + △t)
at time T + △t depend on their “historical” copy (i.e. on the same variable at time
T). Take the AND gate as an example, Nodes A(T), B(T), A(T + △t) and B
(T + △t) have 2 different values namely 0 = working, 1 = failure. Node AND is a
deterministic node with the following functional rules:

P(AND ¼ 1jA(TþDt) ¼ 1;B(TþDt) ¼ 1Þ ¼ 1; P(AND ¼ 1jelse) ¼ 1

Then we can also calculate the conditional probabilities for the faulty values of
Nodes A(T + △t) and B(T + △t) of the AND gate as below:

P(A(T + Dt) = 1jA(T) = 0) =
ZTþDt

T

fBðt)dt; P(A(T + Dt) = 1jA(T) = 1) = 1

P(B(T + Dt) = 1jB(T) = 0) =
ZTþDt

T

fBðt)dt; P(B(T + Dt) = 1jB(T) = 1) = 1

A(T)

AND/OR
A(T+△t)

B(T+△t)B(T)

A(T)
WSP

A(T+△t)

S(T+△t)S(T)

(a) AND/OR gate (b) WSP gate

Fig. 3 DBN for logic gates of dual components
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Here, fi(t) denote the probability density function for the i component in the time t.
From Fig. 3a, we can find that the conditional probabilities for the faulty values

of Nodes A(T + △t) and B(T + △t) of the OR gate are the same as the AND gate,
so we only need to calculate the conditional probabilities for the faulty values of the
OR gate which are assigned as below (in all the cases not reported, the probability
of failure is 0).

P(OR = 1jA(T + Dt) = 1, B(T + Dt) = 0) = 1

P(OR = 1jA(T + Dt) = 0, B(T + Dt) = 1) = 1

P(OR = 1jA(T + Dt) = 1, B(T + Dt) = 1) = 1

Here, we take the WSP system that have dual components as an example. If the
primary component A fails, it can be substituted by a spare component S, if every
component (either principal or spare) is failed, the gate produces a fault. We can
take fi(t) as the probability density function for the component i in the working time
t, and fas(t) denotes the probability density function for the spare component S in
the dormancy time t. Then the DBN for the WSP gate can be drawn in Fig. 3b.

From Fig. 3b, we can find that node S(T + △t) at time T + △t may depend not
only on its “historical” copy (i.e. on the same variable at time T), but also on the
values of node A(T) in the previous time slice. If the primary component A is
working in the time T, the probability density function for the spare component S at
time T + △t will be fas(t). On the contrary, If the primary component A is failure in
the time T, the probability density function for the spare component S at time
T + △t will be fs(t). According to the above analysis, the conditional probabilities
for the faulty values of all the Nodes in Fig. 3b can be calculate as below:

P(A(T + Dt) = 1jA(T) = 0) =
ZTþDt

T

fAðt)dt; P(A(T + Dt) = 1jA(T) = 1) = 1

P(S(T + Dt) = 1jS(T) = 1) = 1

P(S(T + Dt) = 1jS(T) = 0, A(T) = 0) =
ZTþDt

T

faSðt)dt

P(S(T + Dt) = 1jS(T) = 0, A(T) = 1) =
ZTþDt

T

fSðt)dt

P(WSP = 1jS(T + Dt) = 1, A(T + Dt) = 1) = 1

3.3 Comparison Analysis of DBN Model
and Probabilistic Model

For verifying the accuracy of DBN model, the reliability analysis on the logic gates
are given by DBN model and probabilistic model by using the Bayes Net Toolbox
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for Matlab R2010b [16, 17]. Meanwhile, we also use the business analysis software
AgenaRisk [19, 20] to verify the correctness of DBN model in Matlab.

According to the dual component system of logic gate, the simulation conditions
are set as follows: the simulation time t is equal to 8000 h, the interval of the
simulation time △t is equal to 0.5 h, component A and component B follow the
exponential distribution, the failure rate kA ¼ kB ¼ 0:0000006Fits in Fig. 4(a),
while kA ¼ 0:0001Fits; kB ¼ 0:002Fits in Fig. 4b, the comparison results are
shown in Fig. 4.

From Fig. 4, we can find that compared with the traditional DFT probabilistic
model analysis method, DBN model is used to analyze the standard fault tree
(include only AND gate and OR gate) with no calculation error. However, for the
analysis of the spare gate commonly used in the railway system, DBN model have
an error due to the use of the principle of time discretization, but the error is
tolerable and leads to more strictly calculations. Therefore, the use of DBN cal-
culated by the reliability of such systems is credible.

4 Reliability Analysis of RISS

As different railway station has different station scale, the quantity of intelligent
signal in RISS are also different. Take a railway station with three tracks in
Cheng-Kun railway for example, the structure diagram of RISS is shown in Fig. 5.

According to the DFT shown in Fig. 2 and the structure diagram of RISS with
three tracks shown in Fig. 5, we can convert the DFT of RISS with three tracks into
the corresponding DBN, by using DBN models of the logic gates in the previous
section. The conversion results are shown in Fig. 6.

To analyze the reliability indexes of RISS with different railway station scale, we
choose four types of RISS with 2 signals, 4 signals, 7 signals and 14 signals to
discuss. Considering the communication network and the power supply network are

(a) AND gate and OR gate (b) WSP gate
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dual redundancy system, we can set up the dormancy factor a of the spare gate is
equal to 1, it means that the logic gate of DFT of these system is a HSP gate.

4.1 Computing Reliability

According to the DBN model of RISS with three tracks shown in Fig. 6 and the
basic failure data shown in Table 1, we can compute the failure probability of RISS
with 7 signals using the inference algorithm. Meanwhile, the failure probability of
RISS with 2 signals, 4 signals and 14 signals can also be computed by their DBN
model and the basic failure data. The main different between these DBN model is
the quantity of the input event of the OR gate. Here, we use the Junction Tree
algorithm to calculate the reliability index of RISS. Figure 7 shows the reliability
comparison results of RISS with different signals.

The simulation conditions of Fig. 7 are set as follows: the simulation time t is
equal to 3000 h, the interval of the simulation time △t is equal to 0.5 h. As we can
see in Fig. 7, the reliability of RISS decreases linearly with the increase of the
quantity of intelligent signal in RISS.

X D1

D3

D5

SI

SII

S3

3

5
7

Fig. 5 Structure diagram of RISS with three tracks

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X13 X14 X15 X16 X17 X18 X19X12

X1' X2' X3' X4' X5' X6' X7' X8' X9' X10' X11' X13' X14' X15' X16' X17' X18' X19'X12'

WSP OR OR OR OR OR

WSPAND

OR

T

T+△t

Fig. 6 DBN model of RISS with three tracks
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4.2 Sensitivity Analysis

Sensitivity analysis can help designers find design flaws or important components
that have a significant impact on the normal operation of the system, and the impact
the improvement of important component reliability will have on the overall system
reliability. Here, we show how one can perform sensitivity through the usage of the
Birnbaum importance factor (BIF) [21].

The BIF of basic event j, BIFj, is defined as

BIFj ¼ PðSystem ¼ 1jj ¼ 1Þ � P(System ¼ 1jj ¼ 0Þ

where P(System = 1jj = 1) is the probability of the system failure when basic event
j happens, and P(System = 1jj = 0) is the probability of system failure when basic
event j cannot happen. System and basic event failure or working are indicated by 1
or 0, respectively.

Table 2 shows the BIF of all components for RISS with different signals, and the
simulation time t is equal to 1000 h. According to Table 2, we know that the
intelligent signal has the maximum BIF, followed by CAN bus system, and the
impact of variable structure of RISS has little effect on the order of BIF ranking of
each component of RISS. So, we should improve the reliability of the intelligent
signal and CAN bus system at the stage of product design in order to decrease the
failure probability of RISS by several approaches.

4.3 Performing Diagnosis

Diagnostic importance, which can be calculated by the minimum cut sets method,
is mainly used to analyze the fault diagnosis order of system components [22].
We can conveniently calculate diagnostic importance factor (DIF) by DBN and
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perform diagnosis to locate the system failure. DIF is defined conceptually as the
probability that an event has occurred given that the top event has also occurred.

The DIF of basic event j, DIFj, is defined as

DIFj ¼ Pðj jSystem ¼ 1Þ

where Pðj jSystem ¼ 1Þ is the probability of basic event j failure when the top event
happens, and j is a component in the system.

Table 2 shows the DIF of all components for RISS with different signals, and the
simulation time t is equal to 1000 h. According to Table 2, we know that the CAN
bus system has the maximum DIF, and the impact of variable structure of RISS has
little effect on the order of DIF ranking of each component of RISS. So, we should
give priority to the CAN bus system fault check, followed by the power supply
network, indoor double 2-vote-2 secure control system, and finally the outdoor
intelligent signal when the system fails.

5 Conclusion

The compositional approach of DFT analysis and DBN analysis has been described
in detail. From the simulation results, we can get an approximation of railway signal
system reliability by using DBN model, but the results will be more strictly and
credible. Based on the forward and backward inference of DBN, the reliability
indexes of RISS, such as the system reliability, BIF and DIF, can be easily cal-
culated. From the calculation results, we can see that the intelligent signal and CAN
bus system have the most contribution to the top event probability. So, we should
improve their reliability at the stage of product design in order to decrease the
failure probability of RISS by several approaches.
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Key-Point Feature Detection Method
for Surrounding-Field-of-View Image
Applications

Mai Jiang, Qi cheng Yan and Cheng tao Cai

Abstract This paper describes a robust feature detection method for omni-
directional image which used for target and region-of-interest (ROI) detection.
The omnni-directional system can provide much larger FOV (field of view) which
can support 360° of the whole environment. Firstly, we briefly introduce the
back-transformation model of the omni-directional system. Then, the Harris and
SIFT (scale invariant feature transform) is applied to find the key-point features of
the around area. Finally, we compared the above feature detection methods (Harris
and SIFT) for the omni-directional image and its corresponding unwrapping
panoramic-cylindrical and solve this matching problem with some experiment and
discussion.

Keywords Omni-directional image � Back-transformation model
Feature detection � SIFT

1 Introduction

Generally, conventional cameras only present a limited field of view. For auto-
motive applications, a surrounding view of the circumstance brings significant
advantages and a 3D perception of the surroundings is crucial and helpful. In
surveillance, wide angle can provide significant information in one video-stream
[1], the global view is very suitable for highly dynamic environments in fully
automation soccer player robot application [2], because for robot navigation and
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map building the surrounding field of view solve the robot to look around using
moving equipment [3].

There lots of ways have a large field of view, such as multi-part mirror or multiple
cameras construction(stereo vision), omni-directionl cameras, fisheye cameras, and
single camera on a pan-tilt unit, etc. [4, 5]. But limitations still exist, such as
muli-part mirror or multiple cameras which structure need more time consume
because need to stitch the images together into a panoramic image, omni-directional
cameras with lower resolution compare with the conventional camera, single camera
existing frame loss condition and must be calibrated in addition.

The global surrounding view output by the omni-directional vision system
especially suitable for highly dynamic large environments and it is also very useful
take the omni-directional cameras to enlarge the viewer range and through the wide
field of view of the 3D information we can perceive accurate geographical situation.
The algorithms relative stability in omni-directional image despite there exist lower
resolution and poor in peripheral area [6].

Many surveillance systems need to adding intelligent functions into the software,
basically, image analysis may process straight onto the onmi-directional images or
we transform those into traditional images in advance, and most of the above
methods do not concern the circle image feature points extracting technology, but it
is necessary to extract more information from a captured image in order to process it
for the next step (e.g. object detection, obstacle avoidance and target tracking, etc.).
In this paper, we investigate omni-directional based feature point detection method.

In the remainder of this paper, in Sect. 2 we present a briefly introduced the
omni-directional vision system composition and some resolution analysis under
different circumstances. Then in Sect. 3 we present the SIFT algorithm for the
image feature point detection based on omni-directional system and gives an
overview about the back-transformation model. Some experimental results and
conclusions are presented in Sect. 4.

2 Omni-Directional Vision System

The omni-directional vision system generally consists of a convex mirror and
digital camera which used to refracting and reflecting the light, respectively: the
convex mirror commonly conical, cylindrical, ellipsoidal, spherical, parabolic or
hyperbolic which can reflect the whole space around the vision system into the
camera. For obtain acquire a single image which including the whole scenario
information the mirror and the camera must be arranged in the vertical alignment
way to guarantee the single effective viewpoint. Paper [7] has introduces the use of
convex mirrors in details with different mirror shapes and their differences.

The goal of this work is to find a method which covers a large field of view. Our
omni-directional vision system, which includes a traditional perspective CCD or
CMOS camera and a hyperbolic-shaped mirror, the hyperbolic mirror is set above
the camera and normal toward to the camera lens and their axis center remain stay
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same. This component can provide 360° (omnid-directional vision). The output
image is very reliable and accurate because this system accord with single-
viewpoint constraint criterion.

The resolution characteristic of the hyperbolic mirror can be performed by
computer simulation mathematically or by trial and error, for achieve the best
resolution result from the computer vision system, we experiment beforehand and
the simulation is divided into two parts: we first deduced the refraction and
reflection function among the object, the fixed shape hyperbolic mirror and the
camera sensor in different distance, this calculation is based on the kind of reso-
lution which we want, next, we computed the resolution result of different shape
hyperbolic mirror with fixed location for our expected in future.

For instance, Fig. 1 displayed the minimum resolution distance curve with
object’s vertical length of 3 m, where b is the minor axis parameter, X-axis, Y-axis
and distance is the space distance separately, after we have simulation our expect
omni-direcitonal resolution algorithm with software in advance, and fabricate the
mirror at the special manufacture to meet our needing. The mirrors are shape of
convex quadric surface and coated with nickel alloy for the best reflection.

3 Omni-Directional Image Processing

3.1 Back-Transformation Model

In this section we show the transform method from omni image into cylindrical
panoramic image, because the original omni-directional image with circle shape, to
process the gathered images in regular algorithm we should transform the
omni-directional image into an image without distortion through pinhole transfor-
mation ideally. We know each incident light ray strikes the mirror surface must pass
the mirror focus and reflected to the second focus (the camera focus), so it is
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possible to compute the relationship between the each pixel and light after we have
the system geometry (Fig. 2). Figure 3 illustrates mapping of a hyperbolic image
into cylindrical camera system.

Where Oðh; cÞ is the polar coordinates presentation of (u, v) F′ indicates the
hyperbolic mirror’s focus, and h, c is the roll and pitch angles, respectively.
According to [8], the relation between a space point (X, Y, Z) in the camera
coordinates and the corresponding image coordinates (u, v) can be described by the
following equations in this geometric configuration:

u ¼ Xf ðb2 � c2Þ
ðb2 þ c2ÞðZ � cÞ � 2bc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðZ � cÞ2 þX2 þ Y2
q ð1Þ

Fig. 2 Transforms between hyperbolic and cylindrical cameras system

(a) Harris detector               (b) SIFT detector 

Fig. 3 Feature points detection results with the original image
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v ¼ Yf ðb2 � c2Þ
ðb2 þ c2ÞðZ � cÞ � 2bc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðZ � cÞ2 þX2 þ Y2
q ð2Þ

3.2 SIFT Feature Point Descriptors

The feature point detection is the most critical and the first step of many vision
sense technologies, such as object recognition and tracking, SLAM, self-location,
image matching and 3D reconstruction. Because we have interest in object
recognition applications and especially demands more accuracy, so we employed
the SIFT algorithm for a relative fast and quality feature extraction method in the
omni-directional image. Through Eq. (3) the key-point location can be achieved,
which Lðx; yÞ represents the Gaussian smooth image and k is the constant multi-
plicative factor and r denotes scope value. The SIFT key-point orientation
assignment method can be adopted as the two Eqs. (4) and (5) which describe the
magnitude oðx; yÞ and orientation aðx; yÞ separately.

Dðx; y; rÞ ¼ Lðx; y; rÞLðx; y; krÞ � Lðx; y; rÞ ð3Þ

oðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þðLðx; yþ 1Þ � Lðx; y� 1Þ
q

Þ2 ð4Þ

aðx; yÞ ¼ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ=ðLðxþ 1; yÞ � Lðx� 1; yÞÞ ð5Þ

After assigned the image position, scale, and key-point orientation which
introduced above, the local image descriptor with 128 dimensions is computed.

Figure 3a, b shows the key-point detection results with Harris and SIFT
detections in the original images, respectively [9].

In Fig. 4 from top to bottom, displays the key-point detection results with Harris
and SIFT detections in the unwrapping panoramic-cylindrical images separately.
From the implementation of Harris, approximately 600 and 900 points were gen-
erated on the original image and the unwrapping image, respectively. Similarly,
approximately 1000 and 1500 points were found on the original image and the
unwrapping image when we adopt the SIFT method. Compared with the Harris
feature detectors the SIFT detector is more robust to the noise and find more object
details in the same scenario.
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4 Experiment Results and Conclusions

The goal of this paper is to find a robust feature detection method for the
omni-directional image. In this section we will mainly discuss the feature detection
result of the omni-directional image and its unwrapping image. Dimensions of the
original images are set to 486 � 486 and cylindrical panoramic image 1018
486, respectively. We choose two human targets and the dimensions of the image
are set to 122ˣˣ344. The target detection results in the original omni-image and the
cylindrical panoramic image displayed in Figs. 5 and 6, respectively.

With a large number of experiments we evaluate the repeatability of the Harris
and SIFT detection method, the SIFT detection is obviously robust to the presence
of disturbance (e.g. noise), relative to Harris detector more feature points can be
detected in both original image and its unwrapping image, it is noteworthy that
mistaken detection occurred in the unwrapping at times, it can be expected: since
the SIFT convolution is linear and the panoramic image unwrapping algorithm is
nonlinear and image distortion cause the error and we will explore the high pre-
cision omni-directional image recovery algorithm in the future work. The
omni-directional vision system provides a 360° surrounding-field-of-view for
saving the security of human and machine, meanwhile, and the SIFT feature
detector yield a higher recognition and matching rates for the omni-directional
image, it is very helpful for suspect monitoring and detection of the criminal cases,
the next step in this work will the test of the vision system in dynamic environment.

Fig. 4 Feature points detection results with the unwrapping image (top: Harris, bottom: SIFT)
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Fig. 5 Matching between the original omni-image and the targets (top: target 1, bottom: target 2)

Fig. 6 Matching between the cylindrical panoramic image and the targets (top: target 1, bottom:
target 2)
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The Analysis of the Communication
Distance in Wireless Optical
Communications for Trains

Tairan Zhang, Jianghua Feng, Jiabo Xiao and Jun Tang

Abstract Wireless optical communications is considered as a good way to provide
big bandwidth for wireless communications. Therefore, the ground-to-train wireless
optical communication can supply fast wireless communication service for running
trains. In this paper, we demonstrate a system model to analyze and evaluate the
communication distance in wireless optical communications for trains. After that,
the simulation performance fully prove that the divergence angle and weather
condition are two key factors that influence the communication distance. Moreover,
the proper distance between two consecutive ground transceivers and the reason-
able divergence angle are also displayed which have a significant meaning for
guiding the deployment of ground transceivers.

Keywords Wireless optical communication � Divergence angle
Weather condition � Train

1 Introduction

Because wireless communications play a important role for constructing intelligent
trains, many technologies have been employed, such as radio frequency
(RF) wireless technologies, wireless fidelity (WiFi), worldwide interoperability for
microwave access (WiMAX) and leaky coaxial cables. However, their bandwidths
are limited [1–3]. For example, WiFi can deliver data rates up to 75 Mbps in theory,
but its actual data rates are always lower than 10 Mbps.

Recently, wireless optical communications (WOC) is considered as a good way
to provide big bandwidth for wireless communications. In WOC, a laser diode
emits modulated optical beam whose data rate is in the range of gigabit per second.
After the light going through air and finally arriving at the photo-detector (PD), the

T. Zhang (&) � J. Feng � J. Xiao � J. Tang
CRRC Zhuzhou Institute Co. Ltd., No. 169, Shi Dai Road, Shifeng District,
Zhuzhou, Hunan, China
e-mail: zhangtr@csrzic.com

© Springer Nature Singapore Pte Ltd. 2018
L. Jia et al. (eds.), Proceedings of the 3rd International Conference on Electrical
and Information Technologies for Rail Transportation (EITRT) 2017, Lecture
Notes in Electrical Engineering 482, https://doi.org/10.1007/978-981-10-7986-3_87

865



optical information can be converted into electronic digital data [4]. The wave-
lengths of WOC always exist between 780 and 1600 nm since their losses are lower
than other wavelengths while traveling over long distances in space. Compared
with other wireless technologies mentioned above, the advantages of WOC can be
concluded as follows: (1) WOC can easily realize gigabit data transmission [5];
(2) WOC is transparent to any protocol; (3) WOC has no need to apply for fre-
quency permission; (4) WOC is immune to electromagnetic interference; (5) the
safety and security of WOC are much better due to its directed light. As a result,
WOC is regarded as an alternative technology to supply ideal wireless communi-
cations for trains. In WOC, the transmitter emits laser beam with micro divergence
angle to the air, and no matter how far away, the receiver is able to performing
signal detection as long as it stands in the range of beam. The reason to adopt micro
divergence angle is to avoid the risk of making light disperse too much if the
communication distance is more than 100 m, which is difficult for a PD to receive
enough optical power. Moreover, since WOC is susceptible to weather conditions
such as fog, haze, rain, snow, or their combinations [6], the distance is also limited
by weather condition.

The remainder of this paper is organized as follows. Section 2 presents system
model for communication distance problem. Section 3 display the different simu-
lation results to show how long the acceptable distance is while using WOC for
trains. Finally, we conclude this paper in Sect. 4.

2 System Model

In a typical ground-to-train WOC, a transceiver is mounted on the train and many
base stations (BS), each one has a transceiver, stand along the railway track. There
is a distance between a pair of BSes. We use a system model to analyze and
evaluate the communication distance of WOC for trains. As shown in Fig. 1, we
assume a train travels from point D to point B and a BS stands at point A. L1 is the
length of gap between the BS and the track. Suppose the transceiver’s divergence
angle of BS is 2h, and the coverage range of its beam and line DB are point E and
point B, respectively. L2 denotes the horizontal distance of |DE| and L3 represents
the coverage range of |EB|. The value of h will impact the beam radius R and the L3
along the track [7, 8].

From Fig. 1, we can see X2 = L12 + L22, tanb = L1/L2, tand = L1/
(L2 + L3I and 2h = b-d. Hence, L3 can be calculated as

L3 ¼ X2 tan 2h
L1� L2 tan 2h

ð1Þ

The dotted line AO is the optical axis, and Z is the achievable distance from light
source A along the optical axis. It is easy to know that Z is
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Z ¼ L3 cos sþX cos h ð2Þ

where s = h+d. The beam radius corresponds to Z is R, which equals Z * tanh.
The power obtained by remote receiver at distance Z for the beam is

Pr ¼ PtAr

pR2 e
�aZ ð3Þ

where Pt is transmission power out of the transmitter, Ar is the effective light
collection area, and a is the loss index decided by air condition, respectively.

Ar can be obtained by [9]

Ar ¼ n2Ad

sin2 l
ð4Þ

where n is refractive index of an optical concentrator that is in charge of focusing
light on PD, Ad is the photosensitive area of PD and l is the half angle field-of-view
of the receiver. We set n = 1.5, Ad = 7 � 10−6 m2, l = 100 mrad (1 mrad
0.057°) [10].

a is the loss index decided by weather condition. It can be calculated as [11].

a ¼ 3:91
V

550
k

� �q

ð5Þ

where k is the wavelength, V is the visibility and q is decided by
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Fig. 1 The top view of ground-to-train WOC
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V � 50 km q ¼ 1:6
50 km[V � 6 km q ¼ 1:3
6 km[V q ¼ 0:585

ffiffiffiffi
V3

p ð6Þ

3 Simulation Results

In this section, we use Matlab to perform numerical evaluations of the model
described from (1) to (7). The analysis mainly focuses on the impact of the
divergence angle of a laser beam and weather condition on the maximum achiev-
able distance and coverage length. The corresponding parameters to our WOC
system are listed in Table 1. We choose 850 nm as the value of k in terms of its
reliability, high-performance capabilities, and lower cost of laser diodes and PD.

Based on Fig. 1 and all functions mentioned above, we can understand that the
longer the Z is, the less power the receiver can get. Therefore, the maximum
achievable distance, Zmax, for a divergence angle h can be calculated according to
the receiver sensitivity threshold, which is −36 dBm at 1 Gbps (corresponding to
10−3.6 mW � 251 nW) by using an 850 nm vertical cavity surface emitting laser
(VCSEL).

Figure 2 shows different values of Zmax and L3 if h varies from 0.05 mrad to
2.3 mrad in 0.25 mrad steps when V is 5 km (not a good weather). It is obvious that
Zmax can reach up to 6932 m from the BS when h is 0.05 mrad. However, Zmax
decreases sharply with the increase of h. This result is reasonable since the highly
collimated narrow laser beam will lead to a high light intensity at the receiver for a
given transmitted power, which in turn results in a bigger Zmax than that of a wide

Table 1 System model parameters

Parameter Description Value Unit

k Laser wavelength 850 nm

h Half of beam divergence angle Variable mrad

L1 Vertical distance of the BS from the track 1 m

L2 Horizontal distance of the BS from the track Variable m

L3 Coverage range Variable m

Z Achievable distance from light source A along the optical
axis

Variable m

R beam radius Variable m

Pt Transmission power out of the transmitter 2 mW

S Receiver sensitivity at 1Gbps −36 dBm

n Refractive index of the telescope 1.5

l Receiver half angle field-of-view 100 mrad

Ad PD area 7 � 10−6 m2

V Visibility Variable km
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beam. Due to the limits of h and Zmax, L3 has the same change trend as Zmax. The
significance of L3 is to guide us how to set proper distance between two consec-
utive BSes.

Figure 3 presents the variation of Zmax and L3 with the change of weather
condition when h is 0.05 mrad, respectively. Obviously, the better the visibility is,
the longer the Zmax and L3 can be.

Fig. 2 Zmax and L3 for h varying from 0.05 to 2.3 mrad when V is 5 km

Fig. 3 Zmax and L3 for V varying from 3 to 60 km when h is 0.05 mrad
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4 Conclusion

In this paper, we have proposed a model to analyze the communication distance in
WOC for trains. The model shows divergence angle and weather condition are two
very important factors that decide the communication distance of WOC.
Afterwards, the simulation results from Matlab prove that point well, and we are
aware of how to set the reasonable distance between two consecutive BSes
according to the simulation and analysis.
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The Research on Route Search Based
on Heuristic Strategy

Cheng Wang, Shaobin Li, Yan Li, Ziwei Liu and Huiyong Liu

Abstract Route search, actually in rail transit, is finding an accessible and safe
route for train dispatching. Route search is the basic function of computer based
interlocking system. The efficiency of route search and the correctness of the target
route searched are of great significance to ensure the traffic safety. In view of the
similarity between the railway yard and the directed graph, the railway yard will be
modeled as a directed graph. In this paper, a new route search method, combining
the depth-first traversal and heuristic strategy, has been proposed. Test results based
on real yard show this method can quickly and accurately search target route. And it
has high practical application value.

Keywords Route search � Depth-first traversal � Heuristic search
The directed graph

1 Introduction

With the rapid development of railway transportation, computer based interlocking
system (CBI) has been widely used in signal control field. It mainly deals with the
interlocking relationship between switch, signal and track circuit, and improves the
efficiency of transportation on the premise of ensuring safety [1]. A basic function
of computer based interlocking system is to find strictly correct and available route
for train dispatch, to avoid train collisions and derailments [2]. Route search, lit-
erally, is searching the target route according to the start signal and the end signal
given [3]. Recent interlocking systems mainly adopt one of the implementation
styles: called as route-list based style and route-search based style. The former one
contains a set of static data consisted by all possible routes which are generated
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previously. The latter one, contrarily, is embedded by real-time route-search process
other than data copies [2]. In this paper, we mainly discuss the latter one.

In view of the similarity between the railway yard and the directed graph, the
railway network will be modeled as a directed graph for route search. And in order
to improve efficiency, the artificial intelligence theory is applied in the computer
interlocking system. A method combining the idea of heuristic search and
depth-first traversal has been put forward, to improve the existing route search
method.

2 Railway Yard Model

2.1 Layout of Railway Yard

In a railway yard, signal equipment mainly includes signal, switch, track circuit and
so on. Each equipt has a circuit to output its real-time status (busy or idle) and acts
according to the operation command. A typical railway yard is shown in Fig. 1.
This is a throat area in down direction.

According to the physical connect among signal equipment, whole station net-
work can be abstracted as a directed weighted Graph G(V,E). V is the set of nodes,
V ¼ v1; v2; v3; v4; . . .; vif g. E is the set of connections between two nodes,
E ¼ e1; e2; e3; e4; . . .; eif g [4].

2.2 The Directed Graph Model of Railway Yard

The signal equipments, signal, switch, track circuit without switch (NoSwitch for
short), and intruded-limit insulated joints (CX for short), have been chose as nodes

Fig. 1 Layout of railway yard
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in the railway-yard directed graph. The physical connects among these signal
equipments are regarded as edges. The railway-yard directed graph can generated
automatically according to the coordinates of signal equipment in the layout of
railway yard. The railway-yard directed graph for testing is shown in Fig. 2.

2.3 Data Storage Structure

There are two data storage structures for directed graph, adjacency list and adja-
cency matrix. The adjacency list is a popular choice because its structure is very
compact in the representation of a sparse graph. Hence adjacency list is chose to
storage railway-yard directed graph.

For a directed graph, a inverse adjacency list is necessary. The adjacency is used
to record the out-degree of node, while the inverse adjacency list is used to record
the in-degree of node. The storage structure of adjacency list is defined in Fig. 3.
And the additional node information of node is shown in Table 1. Note that if one
node don’t have subsequent node, it’s a dead node [5]. It is important in
programming.

3 Route Search Algorithm on Heuristic Strategy

For a directed acyclic graph, there are generally two ways for traversal: depth-first
search (DFS) and breadth-first search (BFS) [6]. Depth-first traversal is similar to
DLR in binary tree [7]. It is the common choice in railway-yard route search. The
process of DFS is stated as follows:

Fig. 2 Railway-yard directed graph
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• Visit the starting point u, and set visited flag.
• Then visit every adjacent node v of u, if v is not visited, v will be the new

starting point u, and turn to step 1(This is a recursion process). If not, backtrack.

In brief, DFS visits nodes as deep as possible. The pseudo code is described in
Fig. 4.

Fig. 4 Pseudo code of DFS

Fig. 3 Storage structure of adjacency list

Table 1 Additional node information

Field Explanation

No The natural number

Type Type of the signal equipment

Direct Open direction of the frog or direction of paratactic shunting signal

Xp X-coordinate in the directed graph

Yp Y-coordinate in the directed graph

Remark No of the linkage switch or of the paratactic shunting signal
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However, DFS is a blind algorithm. In order to improve efficiency, a new search
method combining the depth-first traversal with heuristic strategy has been put
forward.

Heuristic search uses the characteristics of the problem itself to control search
direction. It gives priority to visit the most promising node which is in the optimal
route, making it close to the optimal solution, and getting high search efficiency. In
fact, when switch node is visited in search process and its frog open direction is in
accordance with the search direction, judge the two adjacency node which is more
promising to get the target node by the calculation of evaluation function.
Evaluation function is a real function used to estimate the node importance. It is got
according to the practical experience and experiment optimization. Considering that
the effects of longitudinal linear distance change is more than that of horizontal
linear distance change, hence weighted Manhattan Distance has been chosen as the
evaluation function h(v). The function is stated as following. Note that Vi is the
arbitrary node in the search process. Its coordinates are (xi, yi). The Vj is the target
node. The coordinates are (xi, yi).

hðviÞ ¼ xi � xj
�
�

�
�þ 2 � yi � yj

�
�

�
� ð1Þ

In addition, railway-yard route search is an actual problem. Therefore there are
some constraints according to the relevant regulation, stated as bellow:

• In order to avoid detour route, only search along the same direction of siding is
allowed. In this way, we won’t find a detour route. This principle isn’t used in
spared route search.

• The change point must be specified in spared route search.

The entire route search process has been described in detail in the flowchart in
Fig. 5.

4 Experiment and Analysis

Before testing, the first step is to generate the table of route node pair [8]. All
possible route node pair is ruled in Table 2.

This method is used before train dispatch. Hence it will give CBI all involved
signal equipment in the target route. If the route searched satisfies the interlocking
relationship, it will display in the form of white light band. We choose X as the start
signal and SIII as the terminal signal. Search the incoming route to IIIG. Test result
is shown in Fig. 6. We choose D11 as the start signal and D13 as the terminal
signal. Shunting route test result is shown in (Fig. 7).
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Fig. 5 Flowchart of route search algorithm

Table 2 Route node pair

Start node Terminal node Route type

Inbound train
signal

Outbound train signal in the same throat area Incoming
route

Outbound train
signal

Inbound train signal in the same throat area Outgoing
route

Inbound train
signal

Inbound train signal in different throat area Through
route

Shunting signal Single shunting signal in the same direct and same throat
area

Shunting
route

Shunting signal Reverse paratactic shunting signal in the same throat area Shunting
route

Shunting signal Reverse staggered shunting signal in the same throat area Shunting
route

Shunting signal Reverse outbound-shunting signal in the same throat area Shunting
route

Shunting signal Reverse signal shunting signal. The outside is an
outbound signal

Shunting
route
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5 Conclusion

Because of the heuristic information, it makes more intelligent in judging the search
direct. Effectively reduces the number of search times. Meanwhile, the application
of evaluation function only in switch node improves the search efficiency. Hence,
the Route search algorithm based on heuristic strategy has a great advantage in the
simplicity of time redundancy and programming.

Fig. 6 Test result of incoming route

Fig. 7 Test result of shunting route
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Active Compensation Method for Long
Time Delay and Packet Loss in Networked
Control System

Wei Fu, Xianyi Yang and Ning Li

Abstract To achieve required performance of networked control system, this paper
proposes an active compensation method for long time delay and packet loss. The
controller predicts multi-step future control inputs based on optimization algorithm.
This strategy has less conservativeness than others because that the state feedback
gain is not fixed, but a variable value depending on feedback delay. The com-
pensator located in actuator side actively compensates the time delay and data
packet loss. According the strategy, the rule is established for the selection of data
packet and control input, the closed-loop system is modeled as a switched system.
The simulated results confirm the analytical results given in this paper.

Keywords Networked control systems � Time delay � Predictive control

1 Introduction

Because of time delay, packet disorder and loss, system analysis and synthesis be
faced with great challenge in networked control systems (NCS) [1, 2]. In order to
ensure system performance and stability, a large number of literature present many
approaches. In [3], the network random delay of the Wide-area damping controller
for power system is compensated by using generalized predictive control (GPC).
Zhang et al. [4] propose a new observer for the delay problem of the feedback
channel, and then compensate the time delay by predictive control. In [5–7], the
model predictive control algorithm is used to compensate the delay and packet loss.
The system performance is improved with the stability of the closed-loop system. In
[8, 9], a data-based predictive control algorithm is proposed by using the
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time-stamped packet transmission mechanism, which effectively compensates the
dual-channel data packet loss. In most of articles, the ZOH method is mostly used
for packet loss, that is, the old control input is continuously used if the packet is lost
continuously. This method does not guarantee system stability.

Different from traditional methods, the method developed in this paper can
actively compensate time delay and packet loss. With less conservativeness, the
feedback gain is not fixed, but a variable value according to different feedback
delay. The compensator on actuator side selects the packet with smallest delay, and
picks out appropriate control signal from it to act on object. When packet is lost, the
next control input in buffer will be selected. According to this feature, the
closed-loop system is modeled as a switched system with finite subsystems.

2 Problem Statement

The NCS is shown in Fig. 1. Time delay, packet disorder and loss also exist in
feedback channel (sensor-to-controller) and forward channel
(controller-to-actuator). Consider the linear discrete controlled object as follows.

xðkþ 1Þ ¼ AxðkÞþBuðkÞ
yðkÞ ¼ CxðkÞ

�
ð1Þ

where x kð Þ 2 <n is system state vector, u kð Þ 2 <m is control input vector, y kð Þ 2
<p is measured output vector. A 2 <n�n, B 2 <n�m and C 2 <p�n are system
matrixes. For the sake of convenience, the following assumptions are made.

Assumption 1 The system is controllable and detectable, respectively.

Assumption 2 The sensors and actuators run in time-driven mode with time
synchronization. The controller runs in event-driven mode.

The single packet that contains multi-step future control signals will be trans-
mitted in network with time-stamp. At time k, the feedback delay is ssck , the forward
delay is scak , 0� ssck þ scak � dmT , where T is sampling period, and dm is a positive
integer. In subsequent description, T is normalized to one. Denote the maximum
number of consecutive packet loss by �d. When the sampling data sent by sensor at
time k-i arrives at controller side after delay ssck�i, the controller predicts the
multi-step future control inputs base on the below equations.

Controller

Actor

Compensator

Object Sensor

NetworkNetwork

Fig. 1 The structure of
predictive control for NCS
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x̂ðlþ 1jk � iÞ ¼ Ax̂ðljk � iÞþBûðljk � iÞ ð2Þ

ûðlþ 1jk � iÞ ¼ Kx̂ðlþ 1jk � iÞ ð3Þ

where, the feedback gain K is to be designed, and
l ¼ k � i; k � iþ 1; . . .; k � iþ dm þ �d.

3 Predictive Control Design

The predictive controller predicts multi-step system state according to Eq. (2).
Define the predictive output vector and control input vector as follows.

Y k � iþ 1jk � ið Þ ¼

ŷðk � iþ 1jk � iÞ
ŷðk � iþ 2jk � iÞ

..

.

ŷðk � iþ dm þ �djk � iÞ

2
66664

3
77775;

U k � ið Þ ¼

ûðk � iÞ
ûðk � iþ 1Þ

..

.

ûðk � iþ dm þ �d � 1Þ

2
66664

3
77775

ð4Þ

The future output can be calculated base on the equation as follows.

Y k � iþ 1jk � ið Þ ¼ Sxx k � ið Þþ SuU k � ið Þ ð5Þ

Sx ¼

CA
CA2

..

.

CAdm

..

.

CAdm þ �d

2
66666664

3
77777775
; Su ¼

CB 0 � � � 0 � � � 0
CAB CB � � � 0 � � � 0
..
. � � � . .

. ..
. ..

. ..
.

CAdmB CAdm�1B � � � CB � � � 0
..
. ..

. . .
. ..

. . .
. ..

.

CAdm þ �d�1B CAdm þ �d�2B � � � � � � CAB CB

2
66666664

3
77777775

Consider the below objective function,

J ¼
Xdm þ �d

j¼1

jjqjŷðk � iþ jjk � iÞjj2 þ
Xdm þ �d�1

l¼0

jjrlûðk � iþ ljk � iÞjj2 ð6Þ

where qj and rj are weight factors. Write above formula as a matrix vector form,
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J ¼ QYðk � iþ 1jk � iÞk k2 þ RU k � ið Þk k2 ð7Þ

The weight matrix Q and R are diagonal matrixes. By solving partial differential
equation @J=@U ¼ 0, the optimal solution is obtained.

Uðk � iÞ ¼ �ðSTuQTQSu þRTRÞ�1STuQ
TQSxxðk � iÞ ð8Þ

Define the state feedback gain which depends on the feedback delay as follows,

K ¼ � 0 � � � 0
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{ssck�i

I � � � 0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
dm þ �d

2
64

3
75� ðSTuQTQSu þRTRÞ�1STuQ

TQSx ð9Þ

4 Stability Analysis

Base on Eq. (2) the predictive control input sequence will be obtained, such as

Kx̂ðk � iþ 1jk � iÞ ¼ K AþBKð Þx k � ið Þ
..
.

Kx̂ðk � iþ ssck�ijk � iÞ ¼ KðAþBKÞssck�i xðk � iÞ
..
.

Kx̂ðk � iþ dm þ �djk � iÞ ¼ KðAþBKÞdm þ �dxðk � iÞ

The sequence will be packed into one packet, denoted as U(k-i), with
time-stamp. The packet will reach actuator side at time k � iþ ssck�i þ scak�i. There
are more than one packet will arrive in the period [k − 1, k]. The packet U
(k − i) can be selected only if it arrive before time k, i.e., k � iþ ssck�i þ scak�i � k.
Define sk�i ¼ ssck�i þ scak�i, then sk�i � i� 0. The delay sk�i of packet U(k-i) is the
minimum one, that is, the variable i satisfies the rule min
fijsk�i � i� 0g; i ¼ 0; 1; . . .; dm.

Assuming packet is continuously lost during n sampling period before time k,
0\n\�d. Because the packet reserved in compensator buffer is the one with
minimum time delay between all packets which arrived before time k-n. So, the
times n satisfies the rule min{i + n|k-i − n � 0}. Define the switching rule as
follows,

rðkÞ ¼ minfiþ njsk�ðiþ nÞ � iþ nð Þ� 0g ð10Þ

At time k, the control input is selected to act on object as follows,
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ûðkjk � i� nÞ ¼ Cðiþ nÞrðkÞKðAþBKÞiþ nxðk � i� nÞ ð11Þ

Cðiþ nÞrðkÞ ¼ I iþ n ¼ rðkÞ
0 iþ n 6¼ rðkÞ

�
; n ¼ 0; 1; . . .; �d; i ¼ 0; 1; . . .; dm

The value of Cðiþ nÞrðkÞ depends on the delay sk�i and the number of consecutive

packet loss n. Define �Bðiþ nÞrðkÞ ¼ Cðiþ nÞrðkÞBKðAþBKÞiþ n, �A ¼ Aþ �B0rðkÞ. The
closed- loop system can be expressed as follows,

xðkþ 1Þ ¼ �AxðkÞþ �Bðiþ nÞrðkÞxðk � i� nÞ ð12Þ

Although the variables i and n may take different values, the control input
applied to object is the same as long as the value of i + n is the same. Denote
h ¼ iþ n. The Eq. (12) can be rewritten as follows,

xðkþ 1Þ ¼ �AxðkÞþ
Xdm þ �d

h¼1

�BhrðkÞxðk � hÞ ð13Þ

Define the vector nðkÞ ¼ xTðkÞxTðk � 1Þ � � � xTðk � dmÞ � � � xTðk � dm � �dÞ½ � T .
The closed-loop system (12) can be expressed as follows,

nðkþ 1Þ ¼ UrðkÞnðkÞ ð14Þ

UrðkÞ ¼

�A �B1rðkÞ � � � �Bðdm þ �d�1ÞrðkÞ �Bðdm þ �dÞrðkÞ
I 0 � � � 0 0

0 . .
. � � � 0 0

..

. ..
. . .

. ..
. ..

.

0 0 � � � I 0

2
666664

3
777775

Definition 1 The closed-loop system (14) is exponentially stable with exponential
delay rate k, if there exist constants c[ 0 and 0\k\1 such that the solution of
system (14) satisfies jjgðkÞjj � ckkjjg0jj for any initial state
g0 ¼ gð0Þ 2 <ðdm þ �dþ 1Þn, where g0 ¼ ½xT 0ð ÞxT �1ð Þ. . . xTð�dm � �dÞ�T .
Definition 2 For any switching signal r(k) and k � 1, let Nd ½0; kÞ is the number
of switching times in the interval [0, k). If Nd½0; kÞ�N0 þ k=Ta holds for N0 � 0
and Ta � 0, then Ta is called the average dwell time and N0 is the chatter bound.

For simplicity, but without loss of generality, the number of N0 is zero in the
below development. Let Sj denote the subsystem, and M is the upper bound of the
number of subsystems, where M ¼ dm þ �dþ 1. So, rðkÞ 2 XM ¼ 1; . . .;Mf g. Nj

represents the active times of the subsystem Sj in the period [0, k]. Where J 2 XM .
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Theorem Given positive scalars kj, k\1 and l[ 1, if there exist matrices Pj [ 0
with appropriate dimensions such that the below inequalities hold

UT
j PjUj � k2j Pj\0 ð15Þ

Pa � lPb; 8a; b 2 XM ð16Þ

XM
j¼1

njðln kj � ln kÞ� 0 ð17Þ

Ta [ T�
a ¼def ln l=ð2 lnð1=kÞÞ ð18Þ

Then the closed-loop NCS (14) is exponentially stable with decay rate kh, where
h = 1+lnl/(2Talnk).

Proof The subsystem of the switched system (14) is

Sj : gðkþ 1Þ ¼ UjgðkÞ; j 2 XM ð19Þ
Choose Lyapunov function as VjðkÞ ¼ gTðkÞPjgðkÞ. Where Pj [ 0; j 2 XM .

According to inequality (15), the below inequality holds

Vjðkþ 1Þ � k2j VjðkÞ ¼ gTðkÞðUT
j PjUj � k2j PjÞgðkÞ� 0

It means Vjðkþ 1Þ\k2j VjðkÞ. So, every subsystem is exponentially decayed.
Choose Lyapunov function as VrðkÞðkÞ ¼ gTðkÞPrðkÞgðkÞ for NCS (14). Let
0\k1\. . .\ki\k; i 2 XM denote the switching point of r(k) during the interval
[0, k). Then, the equations as follows hold.

VrðkÞðkÞ ¼ VrðkiÞðkÞ;Vrðkj�1ÞðkjÞ ¼ Vrðkj�1ÞðkjÞ ð20Þ

where j = 1, 2, …, i. According to Eq. (20), the below inequalities hold

VrðkiÞðkÞ ¼ VrðkÞðkÞ� k2ðk�kiÞ
ki VrðkiÞðkiÞ

Vrðkj�1ÞðkjÞ ¼ Vrðkj�1ÞðkjÞ� k2ðkj�kj�1Þ
rðkj�1Þ Vrðkj�1Þðkj�1Þ

(
ð21Þ

Since the state of system (14) does not jump at the switching points, the below
expression will be got by inequality (16).

VrðkiÞðkiÞ ¼ gTðkiÞPrðkiÞgðkiÞ� lgTðkiÞPrðki�1ÞgðkiÞ ¼ lVrðki�1ÞðkiÞ ð22Þ

Rewrite inequality (17) as follows,
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XM
j¼1

njðln kj � ln kÞ ¼ lnðkn11 kn22 � � � knMM Þ � ln kn1 þ n2 þ ��� þ nM ¼ ln
kn11 k

n2
2 � � � knMM

kn1 þ n2 þ ��� þ nM
� 0

Then kn1
1 kn2

2 � � � knM
M � kn1 þ n2 þ ��� þ nM ¼ k k;

YM
j¼1

k2njj � k2k

ð23Þ

According to expression (21), (22), (23) and the definition of Ta, the below
expression can be got.

VrðkÞðkÞ� k2ðk�kiÞ
rðkiÞ VrðkiÞðkiÞ� lk2ðk�kiÞ

rðkiÞ Vrðki�1ÞðkiÞ� lk2ðk�kiÞ
rðkiÞ k2ðki�ki�1Þ

rðki�1Þ Vrðki�1Þðki�1Þ
..
.

� lNr½0;kÞk2ðk�kiÞ
rðkiÞ k2ðki�ki�1Þ

rðki�1Þ � � � k2k1rð0ÞVrð0Þð0Þ ¼ lNr½0;kÞ QM
j¼1

k2njj Vrð0Þð0Þ

� l
k
Tak2kVrð0Þð0Þ ¼ ðkl 1

2TaÞ2kVrð0Þð0Þ ¼ ðk� k
1

2Ta
logk lÞ2kVrð0Þð0Þ

¼ ðk� k
lnl

2Ta ln kÞ2kVrð0Þð0Þ ¼ ðkhÞ2kVrð0Þð0Þ
ð24Þ

where, k\1, ln k\0, h ¼ 1þ ln l=ð2Ta ln kÞ. According to inequality (18), h � 0
holds. Then NCS (14) is exponentially stable with decay rate kh.

5 Numerical Example

In this section, a simulation example is given to demonstrate the effectiveness of
developed method. Consider a third-order system as follows.

A ¼
1:12 0:213 �0:333
1 0 0
0 1 0

2
4

3
5;B ¼

1
0
0

2
4

3
5;

C ¼ 0:0541 0:0050 0:0001½ �

Let the initial state is 83:879 68:752 72:336½ � T , the sampling period
T = 0.04 s, the upper bound of time delay is 3T, the maximum number of con-
secutive packet loss is 4, and the packet loss rate is 20%. If the LQR control method
without delay compensation is used, the feedback gain can be calculated as
K = [0.9209 0.1118 −0.2681]. It can be seen form the output response in Fig. 2 that
the method without compensation can not ensures system performance and
stability.

Consider the method proposed in this paper, let the weight matrix Q = I,
R = I. The state feedback gain can be gotten by optimization method as follows,
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K1 ¼ 0:0501 �0:0034 �0:0156½ �;K2 ¼ 0:0426 �0:0038 �0:0134½ �;
K3 ¼ 0:0342 �0:0033 �0:0110½ �

where K1, K2, K3 correspond to the delay ssc which equals to T, 2T or 3T,
respectively. The system output response is shown in Fig. 3.

6 Conclusion

The control strategy proposed in this paper can actively compensate the effect of the
time delay and packet loss in NCS which can deteriorate system performance even
lead to be unstable. Based on the time-stamp and packet that contains multi-step
future control signals, the compensator is set at actuator side to select the minimum
delay packet and pick up appropriate control signal to act on object according to
time-stamp. Compared with the traditional method in other articles, this method has
better effect and less conservativeness because that the control gain is a variable that
takes different values according to the feedback delay. The numerical example
results illustrated the effectiveness.

Fig. 2 The effect of LQR
control method without
compensation

Fig. 3 The output response
with compensation for time
delay and packet loss
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Urban Rail Transit Platform Passenger
Alighting and Boarding Movement
and Experiment Research

Yang Li and Yanhui Wang

Abstract With the improvement of the urban rail transit network and the rights of
passengers demand, passenger traffic continuously raised, the operation of urban
rail transit with the rights to add pressure. For urban rail transit system, the station
for line capacity plays a decisive role, while getting in motion in the station is a key
part of the passenger flow in the platform. So, in this paper, we study focuses on the
junction between the train and the platform of passengers getting on or off motion
and its influencing factors. This paper uses orthogonal experimental method to
design experiment. Using the simulation experiment platform and the simulation
experiment of the simulation software, two methods are used to study the pas-
sengers’ on and off motion. The time of getting on and off is used as experimental
index to evaluate the result of experiment. As a result, it is important to cut down
the time of train stop, reduce platform congestion and reinforce the operation and
management level of urban rail transportation.

Keywords Urban rail transit � Station platform � Passenger alighting and boarding
movement � Orthogonal experiment design method � Alighting and boarding
movement experiment
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1 Introduction

The movement of passengers on and off occurs at the junction of platform and train,
and has potential relation with platform, train and passenger. It is of great signifi-
cance to study the relationship between passengers’ on board and off train and these
factors in order to improve the operation and management of urban rail transit.

Passengers on and off time is an important part of the train stop time. It is of great
significance to improve the efficiency of moving up and down, shorten the stop time,
reduce the congestion of the platform and strengthen the operation and management
level of the urban rail traffic. The research on the relationship between factors of
pedestrian traffic and pedestrian behavior influence between the main, Frank and
Dorso [1] statements will be arranged in the vertical armrest width of L off the mouth
before the 1.1 L, can reach a maximum speed of passenger evacuation. Furthermore,
Alonso-Marroquin [2] confirmed that when the vertical handrail was installed in this
way, the flow rate increased by 16%, and the maximum value of the flow was found
in the distance between the vertical armrest and the bottleneck. Harris and
Anderson [3] analyzes the estimation model of the train stopping time, and analyzes
the various time periods. Zhang et al. [4] studied the timing of passengers on and off
the Beijing subway station, and the impact of different characteristics, number of off
and off passengers on the time of getting on and off. Harris [5] take into account the
physical characteristics of the width of the car, passenger volume and other factors,
the speed of passengers on and off the vehicle were analyzed. Daamen et al. [6]
consider car mouth width, get in the car rate, the horizontal and vertical distance
between the mouth and the platform, through the age of 25 simulation experiments
on the number of passengers getting on or off motion and time were studied. Harris
et al. [7] through the analysis of passengers getting on or off motion, get the
influence of 17 on the independent variables, and studied the relationship between
them. Zhang [8] by analyzing the process of urban rail transit passengers to get off,
get off time piecewise mathematical model was established based on the measured
data. Wiggenraad [9] explain the difference between getting in and out of the crowd,
and explaining that the passengers who eventually ran on the bus should not be part
of the main passenger train.

This paper, taking the train station dwell time to select the appropriate factors as
the experimental factors, design of passengers getting on or off motion orthogonal
experiment plan, using simulation experiments of laboratory experiment platform
and the simulation software of simulation experiment, the two methods to deter-
mine the influence factors of primary and secondary order and getting movement
combination optimal level, on the basis of analyzing the passengers boarding time,
put forward the measures of business passengers boarding efficiency, namely the
optimal level combination, platform to ease traffic congestion, to ensure the safety
of passengers, to enhance the efficiency of the urban rail transit operation.
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2 Simulation Experiment of Passengers’ Alighting
and Boarding Movement Based on Experiment
Platform

2.1 Brief Introduction of Simulation Platform

The simulation carriage adopts all aluminum alloy material, foldable and movable,
for mobile TV unit, car radio unit provides the data interface, the size of the
car 3600 * 1200 * 2800 mm (length * width * height), the door size is
1400 * 2800 mm (width * height), the switch port for 3.5 s. The simulation plat-
form for 3600 mm * 1800 mm size (length * width); simulation platform using the
platform off the mark, simulation and simulation platform can simulate the car off
for realizing the motion of passengers. As shown in Fig. 1.

2.2 Factor Selection and Level Determination
of Simulation Experiment

The factors and levels of the simulated experiment are as follows:

1. Number of Passengers on Board/Alight Passengers (A)
Combined with Daamen et al. [6] and Zhang et al. [4] the number of passengers
getting on or off to boarding sports study, the influence of count/get off passengers
get on the bus passengers in laboratory simulation experiment 3, 1, 1/3.

2. Door Width (B)
Given the Daamen et al. [6] on the impact of the train mouth width on getting
research, combines the actual conditions of laboratory simulation train car
mouth width is 1.4 m, so the simulation experiment of car mouth width values
of 1.4, 1.2, 1 m.

Fig. 1 Entity figure of simulation car and simulation platform
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3. Forbidden Area Size (C)
This section identifies the laboratory simulation experiment in the size of the
forbidden area, it is expressed in the form of “length * width”, suppose the
width of the simulation platform is D. Specific values were 1.6 * 0.5 D,
1.6 * 0.75 D, 1.6 * D, D = 1.8 m in the lab, so the size of the off-limits areas
were 1.44, 2.16 and 2.88 m2.

4. The Position of the Vertical Armrest (D)
Combination with Frank and Dorso [1] research on vertical arm position, using
vertical rails to the door of the distance of the center line of characterization of
the location of the vertical arm, assuming the breadth of the carriage is L, the
simulation experiment of the location of the vertical rails in 0, 0.25 and 0.5 L, in
this paper L = 1.2 m, simulation experiments in this paper the simulation
experiments of vertical arm position values of 0, 0.3, 0.6 m.

Details are shown in Table 1.

2.3 Orthogonal Experimental Scheme

According to the simulation experiment and the level of factors that passengers
motion simulation of 4 factors and 3 levels experiment, the 4 factors of the
experimental arrangement to the columns of the table on the orthogonal table
header, then the orthogonal table in each level figure into the actual level of the
corresponding values of the factors are orthogonal the experimental scheme of
simulation experiment, as shown in Table 2.

2.4 Simulation Experiment Conclusion

Based on the aforementioned experimental scheme, experiments were conducted
and the results were as follows:

1. For on and off time, the influence factors of the primary and secondary order are
the door width, vertical armrest position, the size of the area, banned passengers
on the train number/the number of passengers get off.

Table 1 Factors and levels of passenger alighting and boarding movement model experiment

Rank Experimental factors

A B (m) C (m2) D (m)

1 3 1.4 1.44 (1.6 * 0.5 D) 0 (0)

2 1 1.2 2.16 (1.6 * 0.75 D) 0.3 (0.25 L)

3 1/3 1 2.88 (1.6 * D) 0.6 (0.5 L)
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2. To get off the average time, the order of main factors is the size of the area, no
passengers on the train number/off passengers, perpendicular position, door
width, the influence of off limits in the first row, the car and the passengers are
not allowed to wait in front of the car, more convenient for passengers to get off
is inseparable. The door width at the last one, and simulation experiments both
door width in which passengers are two level off a relationship.

3. The average time for the car, the order of main factors is perpendicular position,
the number of passengers get off the car/passenger number, door width, the size
of the forbidden area.

4. Analyze the average speed of passengers on and off. Calculate the total number
of passengers on the train, the average speed V, the average speed of passengers
on board V1, and the average speed of passengers on board V2. See Table 3.

According to the data in Table 3 and plot the image of change trend of average
speed which is shown in Fig. 2.

For passengers to get off the motion simulation experiment, the total number of
simulation experiments in equal, therefore, the change trend of average speed of
passengers on or off the train is contrary to the trend of the total time of getting on
and off, the changing trend of average speed of passengers on board and off pas-
sengers is opposite to the change trend of up and down time.

Table 3 Alighting and boarding average rate of each experiment

Experiment number 1 2 3 4 5 6 7 8 9

V (person/door/second) 1.33 1.45 1.27 1.44 1.48 1.34 1.46 1.29 1.32

V1 (person/door/second) 1.43 1.27 1.47 1.41 1.77 1.47 1.76 1.42 1.52

V2 (person/door/second) 1.2 1.42 1.22 1.36 1.24 1.3 1.41 1.08 1.03

Table 2 Experimental program of passenger alighting and boarding

Experimental serial number Experimental factors

A B (m) C (m2) D (m)

1 3 1.4 1.44 0

2 3 1.2 2.16 0.3

3 3 1 2.88 0.6

4 1 1.4 2.16 0.6

5 1 1.2 2.88 0

6 1 1 1.44 0.3

7 1/3 1.4 2.88 0.3

8 1/3 1.2 1.44 0.6

9 1/3 1 2.16 0
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3 Simulation Experiment of Passenger Alighting
and Boarding Movement Based on Simulation
Experiment

Through simulation experiments, the second chapter passenger movement, this
paper obtained the data simulation experiment, analysis of the simulation results, in
order to further demonstrate effects of factors on the passenger movement, based on
simulation test, this chapter is modeled and simulated with simulation software of
environmental factors and the influence of simulation experiment using the method
of orthogonal experiment, the arrangement of the simulation experiment, and the
simulation results are analyzed.

Each simulation experiment and the simulation experiment of two different
experiments, the experimental results are consistent, the simulation conclusion is
to simulate the experimental results verify the correctness of the simulation, in
turn, the conclusion of the experiment is to verify the accuracy of the simulation
results.

3.1 Design of Simulation Experiment for Passengers’
Alighting and Boarding Movement

Considering the door width, area size, cut into the vertical armrest position of 3
factors on the total time of passengers, and the possible errors in the simulation
experiment, the total exercise time for passengers to get off the experiment index,
for passengers to get off the movement simulation experiment, experimental scheme
to design the simulation experiment by orthogonal design method the simulation
experiments for 3 factors and 3 levels orthogonal experiment, simulation experi-
ment factors and levels are shown in Table 4. The scheme of simulation experiment
is shown in Table 5.

0.8
1.3
1.8
2.3

1 2 3 4 5 6 7 8 9

V(Person/door/second)

V1(Person/door/second)

V2(Person/door/second)

Fig. 2 Change trend of
alighting and boarding
average rate of each
experiment
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3.2 Behavior of Passengers Alighting and
Boarding Movement

This section carries on the AnyLogic modeling simulation for the 9 sets of simu-
lation experiments in Table 5 Through the analysis and analysis of the movement of
passengers get off, passengers get pressure proper behavior mainly includes the
following steps:

1. The generation of passengers alighting and boarding;
2. On the train passengers walking to the station is designated location, waiting on

the train; passengers get off in the car waiting pressure;
3. A car motion command on the bus and the passengers to get off pressure;
4. Get off the passengers to get off the end and the movement of passengers on the

train to start the car pressure;
5. Passengers leave the simulation platform, the car passengers on the train after

exercise, and reached the passenger compartment pressure;
6. The statistical record of passengers’ on board and off time, mainly recording the

total time of passengers’ on board and off. Pressure

According to the above analysis, this section uses the AnyLogic pedestrian
library to build up and down passenger behavior model.

Table 4 Factors and levels
of simulation experiment

Levels Factors of simulation experiment

B (m) C (m2) D (m)

1 1.4 1.44 (1:6 � 0:5Dp) 0 (0)

2 1.2 2.16 (1:6 � 0:75Dp) 0.3 (0.25 Lc)

3 1 2.88 (1:6 � Dp) 0.6 (0.5 Lc)

Table 5 Experimental
program of passenger
alighting and boarding
simulation experiment

Experimental serial number Factors of simulation
experiment

B (m) C (m2) D (m)

1 1 (1.4) 1 (1.44) 1 (0)

2 2 (1.2) 2 (2.16) 2 (0.3)

3 3 (1) 3 (2.88) 3 (0.6)

4 1.4 2.16 0.6

5 1.2 2.88 0

6 1 1.44 0.3

7 1.4 2.88 0.3

8 1.2 1.44 0.6

9 1 2.16 0
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3.3 Modeling and Simulation of Passengers’ Alighting
and Boarding Movement

The modeling and Simulation of the AnyLogic pedestrian Library in this section is
based on the simulation experiments in the previous chapter. Therefore, the scene
design of the simulation experiment is set up according to the simulation platform,
the simulation carriage and the simulation platform. The main interface of modeling
and simulation is shown in Fig. 3.

The source of the passenger can be divided into two parts, passengers alighting
and passengers boarding. Passengers boarding come from the platform, Passengers
arrive at the forbidden area on both sides of the car to wait; passengers alighting are
simulated from inside the car, passengers are waiting near the door to get off, they
got off the bus when they got the order to get off, after getting off, judge the path
and leave the platform; follow the principle of “After first under on”. The process of
getting on and off passengers is shown in Fig. 4.

Vertical 
handrail

Car door

Forbidden 
area

Wall

Simulation 
car

Gap between 
carriage and 

platform

Simulation 
platform

Fig. 3 Simulation
environment

Fig. 4 Flow chart of
alighting and boarding
behavior modeling
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3.4 Data Analysis of Simulation Experiment Results

AnyLogic simulation software is used to simulate and simulate the 9 groups of
simulation experiments, and get the simulation results of the 9 sets of simulation
experiments, as shown in Table 6.

The experiment proved that 3 factors affect the car width, forbidden zone size
and the vertical position of the handrail passengers movement significantly,
influencing factors of the sequence is the car width, perpendicular position, for-
bidden area size, simulation experiment and simulation analysis results. So these
factors in passengers role can not be ignored, as the operation of city rail trans-
portation and management, should be the rational use of these factors, by improving
the design of metro train design, to get off the passengers on the high efficiency.

4 Conclusion

In this paper, simulation experiments and simulation experiments are conducted to
verify the influence of passengers’ on and off motion on the up and down, the
number of passengers on the train/off passengers, doors width, vertical handrails
and forbidden area size was used as experimental factors, the total time for pas-
sengers to get on and off is used as an indicator of the experiment, the experiment
was arranged by orthogonal experimental design, the simulation experiment envi-
ronment and passenger behavior are modeled and simulated by using AnyLogic
simulation software, the experimental results are analyzed, influence of passengers
of the total time factors is the door width, vertical armrest position, cut into the size
of the area. This paper studies the influence factors of passengers’ on and off motion
on the up and down, to a certain extent, it provides a reference for improving the
efficiency of passengers on and off.

Table 6 The results of simulation experiment

Experimental serial number Experimental factors Experiment index

B (m) C (m2) D (m) Ttotal
1 1 (1.4) 1 (1.44) 1 (0) 14.831

2 2 (1.2) 2 (2.16) 2 (0.3) 14.764

3 3 (1) 3 (2.88) 3 (0.6) 15.325

4 1.4 2.16 0.6 14.653

5 1.2 2.88 0 14.676

6 1 1.44 0.3 15.509

7 1.4 2.88 0.3 14.098

8 1.2 1.44 0.6 14.202

9 1 2.16 0 16.325
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Research on Running Curve Optimization
of Automatic Train Operation System
Based on Genetic Algorithm

Hao Liu, Cunyuan Qian, Zhengmin Ren and Guanlei Wang

Abstract The running curve optimization of automatic train operation
(ATO) system usually takes into account running time, energy consumption and
passenger comfort. In this paper, in order to provide more comprehensive opti-
mization and accurate reference of running curve for ATO system, we adopted the
multi-objective optimization strategy of genetic algorithm (GA) to optimize from
five aspects: speeding (safety), parking accuracy, punctuality, energy consumption
and comfort. The GA optimization program is written by M language in MATLAB,
and combined with a graphical user interface (GUI) tool to design the optimization
system of running curve of ATO based on genetic algorithm. Its validity is verified
by comparison between the tests based on three different interstation of Shanghai
Metro Line 11. The results show that it is effective and practicability to use the
designed system to optimize the running curve of ATO system.

Keywords ATO (Automatic train operation) � GA (Genetic algorithm)
Multi-objective optimization � Running curve � Urban rail transit

1 Introduction

As one of the key subsystems of the ATC (Automatic Train Control) system, the
Automatic Train Operation (ATO) system is the foundation for achieving automatic
driving, reducing energy efficiency, improving driving efficiency and safety of
urban rail transit. Train equips with ATO system is to guarantee its safety and
improve its efficiency through automatic control. The main function of ATO system
need to generate the target speed curve based on various requirements both of the
train and line condition, then relative speed control command will send to the
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control center from ATO system to control train to track the target speed curve. This
is the whole process of automatic driving of ATO system.

This paper is focusing on the running curve optimization, mainly to achieve the
intelligence and effectiveness of ATO system during the optimization process of
running curve. We chose the multi-objective optimization of GA as the optimiza-
tion engine, many researchers had been working on this area with lots of
achievements. The study in reference [1, 2] suggested that GA was successfully
applied in railway operation; The attempt of applying GA to optimize coasting
control in a dynamic way by Wang and Ho has shown promising results [3, 4]
proposed an integrated algorithm to generate the global optimal operation scheme,
which can simultaneously obtain the optimal timetable and better energy-saving
performance; GA was used to generate an optimum coast control table prelimi-
narily, which would be referenced by the train at running time for deciding when to
initiate coasting or resume motoring control, based on evaluation of the punctuality,
riding comfort and energy consumption [5]. In this paper, we concentrated on
providing more comprehensive optimization and accurate reference of running
curve for ATO system.

2 Performance Evaluation Index

We adopted GA to optimize the running curve based on five performance evalu-
ation indexes, which include speeding, punctuality, parking accuracy, energy
consumption, comfort. The performance evaluation function is defined as speeding
(Kc), punctuality (Kt), parking accuracy (Ks), comfort (Ka) and energy consumption
(Ke) as follows equations.

2.1 Speeding Evaluation Function

The following shows the evaluation function is used to compute the speeding index
of the train running between interstation. When the value of Kc is 0, means there is
no speeding situation, which could guarantee the safety of train, otherwise, it is
unsafety for train running. The greater Kc is, the more insecure of a train.

Kc ¼
0 Vi\Vlimit
Pn

i¼1
Vi � Vlimitð Þ Vi [Vlimit

8
<

: ð1Þ

where Vi is train speed of the position of key condition; Vlimit is the limit speed
during the line.
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2.2 Punctuality Evaluation Function

When Kt is positive value, represents train delays Ktj j seconds; when the value of Kt

is 0, means train arrives on time; otherwise, it means train arrives ahead of the
scheduled time Ktj j seconds.

Kt ¼ T � T0 ¼
Xnþ 1

i¼1

Ti � T0 ð2Þ

where T is the actual running time in seconds; T0 is the scheduled time in seconds;
Ti is the running time between two positions of key condition.

2.3 Parking Accuracy Evaluation Function

Ks represents parking accuracy of train, when Ks is positive value, represents train
exceed the scheduled parking position Ks meters; while the value of Ks is 0, means
train arrives exactly on the right position; otherwise, it means train arrives ahead of
the parking position Ksj j meters.

Ks ¼ S� S0 ¼
Xnþ 1

i¼1

Si � S0 ð3Þ

where S is the actual running distance in meters between stations; S0 is the
scheduled distance in meters between stations; Si is the running distance between
two positions of key condition.

2.4 Comfort Evaluation Function

The following shows the evaluation function is used to compute the comfort which
measured by the absolute value of the acceleration difference between two positions
of key condition. In order to measure the comfort evaluation index, we divided the
index into level 1–6.

Ka ¼
Xn

i¼1

ai � ai�1j j ð4Þ

where ai is the acceleration between two positions of key condition.
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2.5 Energy Consumption Evaluation Function

We simplified train energy consumption as the power produced by overcoming the
resistance during the whole running process. Computing method as below:

Ke ¼
Xnþ 1

i¼1

mai Si � Si�1ð Þ ð5Þ

The regenerative energy feedback is added when calculating energy consump-
tion of train and energy feedback efficiency of Shanghai Metro Line 11 is 40% [6].

3 Optimization Approach

GA was originated from the computer simulation of biological systems. In recent
years, with the rise of artificial intelligence, GA has been developed very rapidly,
especially in the multi-objective optimization field, so we chose GA to optimize
running curve of train. GA simulates the process of gene recombination and evo-
lution, encodes the relevant variables that need to be solved to constitute a chro-
mosome, which will evolve based on the fitness objective function through genetic
operators, those operators include natural selection, crossover, mutation, reinser-
tion. In the end of evolution, the fittest chromosome is obtained. The procedure of
the GA is shown in Fig. 1.

3.1 Encoding and Decoding Method of Key Condition’s
Position

3.1.1 Key Condition Encoding Method

The positions of key condition are shown in Fig. 2. Each position of key condition
contains four variables: position (S), velocity (V), time (t), acceleration (a).
Encoding position and gear of each position of key condition by binary digits as
one gene of the chromosome (individual) as shown in Fig. 2, we can compute train
speed and running time with decoded information of position and gear in each
section. Position gene has a length of 10 bits given the distance between two
stations is 1000 m, gear gene has a length of 3 bits given there are total 8 gears, gear
encoding profile is shown in Table 1. Each chromosome includes all genes of the
line and therefore it has a length of 130 bits.
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Fig. 1 Process of genetic algorithm

Fig. 2 Encoding method of key condition
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3.1.2 Decoding Method

The decoding method for the distance gene as below:

x ¼ aþ decimal stringð Þ � b� a
2m � d

ð6Þ

where, x 2 a; b½ �, decimal(string) represents the decimal value of x; m is length of
the binary string; d is a random number between 0 and 1, to ensure the randomness
of the decoded position.

3.2 Fitness Objective Function

Each chromosome represents information of key conditions of train which running
on the specific road and the fitness of the chromosomes is the result respond to five
performance evaluation indexes, include speeding (safety), parking accuracy,
punctuality, energy saving and comfort. The purpose is to find the fittest chromo-
some which represent the best optimum running curve based on the current situ-
ation through tests using a fitness objective function as a gauge of performance. The
fittest chromosome is the one with the highest fitness.

Kfitness ¼ 1
wc � Kc þwt � Kt þws � Ks þwa � Ka þwe � Ke

ð7Þ

where w is the weight of relative performance evaluation index; GA maximize the
fitness value Kfitness, that means minimize each performance evaluation index in an
optimum way according to this fitness objective function.

Table 1 Encoding method of gear

Gear Acceleration/deceleration (m/s2) Binary encoding

Coasting acceleration 0 000

Traction acceleration level 1 0.2 001

Traction acceleration level 2 0.4 010

Traction acceleration level 3 0.6 011

Traction acceleration level 4 0.8 100

Brake deceleration level 1 −0.2 101

Brake deceleration level 2 −0.5 110

Brake deceleration level 3 −0.8 111
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3.3 Evolution Process

In order to guarantee the genetic diversity during the evolution process, a number of
genetic operators are available to use in this process. Genetic operators as follows:

• Selector operator chooses chromosomes according to their fitness for mating to
produce offspring. More fitter individuals get higher probability to mate. We
choose the roulette-wheel selector operator to reproduce offspring [7].

• Crossover operator is used to exchange genes between the parent chromo-
somes. This reordering or recombination includes the effects of both exploration
and exploitation. We choose two-point crossover to generate new individual [8].
The two-point crossover method is shown in Fig. 3.

• Mutation operator introduces a new gene by random changes in the chro-
mosome. As one of the important way to increase the diversity of the popula-
tion, mutation operator also decides the local search ability of GA, improves the
global and local search ability combined with the crossover operator.

Fig. 3 Two-point crossover
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4 Optimization System of Running Curve of ATO

The algorithm was programed in MATLAB by M language based on the perfor-
mance evaluation functions and traction transform rules, then used a GUI tool to
design the optimization system of running curve of ATO. The interactive interface
of this system is shown in Fig. 4, includes following parts: (1) Line parameter
setting; (2) Acceleration setting; (3) Marshalling mode setting; (4) Load mode
setting (include average weight of passengers setting and load state setting);
(5) Regenerative energy feedback efficiency setting; (6) Weight of performance
evaluation index setting; (7) Genetic parameter setting; (8) Display of key condi-
tion’s parameters; (9) Display of running curve; (10) Display of optimum value.

5 Verification and Analysis of GA’s Effectiveness

In this paper, we chose Shanghai Metro Line 11 for the case studies. The parameter
of the train and interstation is shown in Tables 2 and 3 respectively.

In order to verify the effectiveness and optimized ability of GA, we designed
three different experiments based on different genetic parameters, it is shown in
Table 4.

Figure 5 illustrates the convergence of the GA based on three different experi-
ments, experiment 3 with the highest fitness is shown on the graph; Fig. 6 repre-
sents the target speed profile of the train of each experiment; Fig. 7 shows the

Fig. 4 Optimization system of running curve of ATO based on algorithm
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Table 2 Parameter of Shanghai Metro Line 11

Items Value

Marshalling mode 4 M + 2T

Weight of the train 224t (Mmo: 38t/unit, Mtco: 36t/unit)

AW0 0

AW1 17.29t (passengers: 266 * 65 kg)

AW2 120.9t (passengers: 1860 * 65 kg)

AW3 159.9t (passengers: 2460 * 65 kg)

Maximum speed 100 km/h

Table 3 Parameter of interstation of Shanghai Metro Line 11

Cao Yang Road—Long De Road Value

Length of interstation 1000 m

Scheduled running time 90 s

Length of station 120 m

Limit speed of station 60 km/h (16.67 m/s)

Limit speed of line 80 km/h (22.22 m/s)

Table 4 Genetic parameter settings of different experiments

Load
state

Population
size

Generations Crossover
probability

Mutation
probability

Gap

Experiment
1

AW2 50 100 0.85 0.05 0.7

Experiment
2

AW2 100 200 0.85 0.05 0.7

Experiment
3

AW2 200 1000 0.85 0.05 0.7

generations
0 200 400 600 800 1000

fi
tn

es
s

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

Experiment 1
Experiment 2
Experiment 3

Fig. 5 Fitness evolution
trend
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acceleration profile of the train of each experiment. Figure 8 shows the energy
consumption of the train of each experiment.

Table 5 shows the comparison of optimum value of performance evaluation
index between three different experiments. Experiment 3 achieved significant
improvements over the other two Experiments in all performance evaluation
indexes and also with the highest fitness.

Table 6 shows the evolution trend of performance evaluation index and fitness
of experiment 3. The analysis of the results as follows:

1. Speeding: the optimum value of speeding through 1000 generations is 0, which
means there is no speeding condition, and it is ensuring the safety of the train.
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Fig. 6 Target distance-speed
curve
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Fig. 7 Acceleration profile
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Fig. 8 Energy consumption

Table 5 Comparison of optimum value of performance evaluation index

Speeding Punctuality
(s)

Parking
accuracy
(m)

Energy
consumption
(kW h)

Comfort Fitness
value

Experiment
1

0 7.3261 −0.1739 18.8305 3.6 0.0260

Experiment
2

0 −3.7066 −0.1541 19.0741 3 0.0327

Experiment
3

0 −0.2493 −0.1302 16.9882 2.4 0.0501

Table 6 The evolution trend of performance evaluation index and fitness of the experiment 3

Generations Speeding Punctuality
(s)

Parking
accuracy (m)

Energy
consumption
(kW h)

Comfort Fitness

1 0 −56.5313 0.0635 18.0261 3.4 0.0068

3 18.5929 −31.2457 −1.3509 36.0382 3.2 0.0077

14 0 −39.6462 −2.8495 −7.1948 1.4 0.0090

19 0 −37.2751 0.0358 −2.7528 3 0.0122

26 0 0.8907 0.9742 17.9042 3.4 0.0321

707 0 0.8907 0.9742 17.9042 3.4 0.0321

708 0 −0.2493 0.1302 16.9882 2.4 0.0501

1000 0 −0.2493 0.1302 16.9882 2.4 0.0501
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2. Punctuality: the value optimized from −56.5313 s to −0.2493 s, which means
the train arrives 0.2493 s earlier in the end through the optimization. Punctuality
is tremendously improved.

3. Parking accuracy: the optimum value is 0.1302 m, which totally within the
criterion of �30 cm, although with fluctuation during the evolution of parking
accuracy.

4. Energy consumption: the optimum value is 16.9882 kW h, which was calcu-
lated under the AW2 load state. It is within a reasonable range compare to the
15.76 kW h (3:94 kW h� 4) which was calculated under the AW0 load state
by Chen with cRIO acquisition system for one power car [9].

5. Comfort: the optimum value is 2.4, which means comfort level is 3 (slight
comfortable) according to the comfort level evaluation rules.

6. Fitness: as shown in Table 6, the fitness is evolved from 0.0068 to 0.0501,
which means the adaptability of individual is getting more and more higher
during the evolution process. It also with the highest fitness compares to the
other experiments.

As analysis of the optimized results above, we can conclude that application of
GA on running curve of ATO is successful and effective.

6 Verification of the Integrated Optimization System

The verification of the integrated optimization system needs to be implemented
after we already verified of the effectiveness of GA in the last step, so we applied
optimization system to two more interstation. The first interstation example is
1765 m between Shanghai Swimming Center and Xujiahui station, the normal
schedule time of train to cover the distance is 140 s; The second interstation
example is 2000 m between Shanghai Automobile City and East Changji Road
station, the scheduled time is 160 s. Other parameters of the two tracks are same as
the interstation between Caoyang Road and Longde Road station. The optimum
running curves are shown as follows (Figs. 9, 10, 11 and 12).

Table 7 shows the optimum results of the performance evaluation index of the
train under the two interstation examples. With designed optimized system based
on GA, the results of both examples achieved a good performance in Speeding,
Punctuality, Parking accuracy, Energy consumption. Although the Comfort value
of the train is slightly higher, it is still within the acceptable limit. The simulation
results as the further evidence verified the effectiveness of the integrated opti-
mization system.
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7 Conclusions

This paper discussed how to optimize the running curve of ATO system. We used
GA to solve the optimization problem which needs to find a global optimal solution
of the objective fitness function based on five performance evaluation indexes. An
optimization system of running curve of ATO based on GA has been designed and
it performs very well when we applied it on the interstation of Shanghai metro Line
11 between Caoyang Road and Longde Road. We also used other two interstation
of Shanghai metro Line 11 for the case studies. As the result of tests, we verified
that it is effective to use this optimization system to optimize the running curve for
ATO system. Although the integrated optimization system with good optimization
ability and practicability, it is still needed to improve furtherly, such as more
accurate functions of each performance evaluation indices and objective fitness
require further research. The future work will focus on the performance evaluation
indices research and we are also going to implement neural networks to this
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Table 7 Comparison of optimum value of performance evaluation index

Speeding Punctuality
(s)

Parking
accuracy
(m)

Energy
consumption
(kW h)

Comfort

Example 1 (Shanghai
Swimming Center-Xujiahui)

0 3.0796 0.1005 25.6247 6.8

Example 2 (Shanghai
Automobile City-East
Changji Road)

0 −3.4972 0.0041 29.584 6.8
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optimization problem to examine which one is best for the running curve opti-
mization of ATO system between neural networks and GA.
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Research on Tram Detector Location
Based on Vehicle–Infrastructure
Communication

Huang Yan, Dongxiu Ou, Ziyan Chen and Yang Yang

Abstract Modern tram vehicle infrastructure system mainly relies on tram detec-
tors to communicate with the trams, providing the basis for optimal control of the
tram operation. This paper presents a calculation method to find the optimal
locations of announcement detectors and request detectors based on characteristics
such as system operation instructions, tram speed, signal priority strategy and
manual operation habits. The critical location for detectors is proposed considering
the intersecting-road hierarchy and the signal priority parameters. A sample model
application and simulation experiments on a real-life intersection are included.
Compared with the tram delay of different request detector locations, the outcome
indicates that the most effective tram priority is determined when the detectors are
placed according to the method proposed in this paper.

Keywords Tram detector location � Vehicle–infrastructure communication
Tram signal priority � VISSIM

1 Introduction

Modern tram system is vigorously promoted at home and abroad due to the
advantages of large capacity, low cost and energy saving. At present, many cities
have begun many modern tram applications, and the semi-independent way is the
most common form of modern tram in China. Although trams can operate on
exclusive rail tracks, conflicts between trams and other traffic at intersections are
inevitable [1]. Meanwhile, tram operation in most Chinese cities uses driver manual
control mode, so reliable and personalized operation instructions can help the driver
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achieve better vehicle control [2]. Therefore, to ensure the operation efficiency and
safety of trams, a modern tram vehicle infrastructure system is often used to guide
the operation of modern trams.

In V2I communication, tram detectors placed upstream of the intersection send
information to the intersection signal controller by detecting the arrival of a tram.
The system informs the tram of the operation interaction or priority feedback (such
as a strategy of green extension or green advance) [3, 4] according to the tram
information. Due to the limitation of intermittent communication, the tram detector
location affects the implementation of the priority strategy and the driver operation
[5, 6]. Therefore, this paper reports an optimization mechanism for safety inter-
action information and a tram signal priority strategy based on V2I communication,
providing a method for optimizing the location of tram detectors.

2 Modern Tram Vehicle Infrastructure Communication

2.1 System Structure

Modern tram vehicle infrastructure (V2I) communication system mainly includes
tram detector, intersection signal control subsystem, traffic signal controller and
road traffic control center, as shown in Fig. 1. They can record the tram speed and
location and other operating data and transmit the interaction information to the
tram, providing the basis for optimal control of the tram operation.

Announcement 
detector

Request 
detector

Entry detector Exit detector

Tram detector

Intersec on signal 
control subsystem

Traffic signal 
control 

Road traffic control center

Fig. 1 Tram V2I intermittent communication structure
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1. Tram detector

The tram detector is deployed around the tram track and connects with the
intersection signal control subsystem. It can detect the tram arrival, record the
vehicle speed and so on. Some detectors can achieve data communication with
vehicles. Tram detectors mainly include four kinds of detectors: the announcement
detector, the request detector, the entry detector and the exit detector, each used for
different steps of tram priority control [7, 8].

2. Intersection signal control subsystem

The intersection signal control subsystem can receive and parse the data from the
tram detector and estimate the arrival time of the tram. It is connected with the
traffic signal controller and informs the tram of interaction information.

3. Traffic signal controller

The traffic signal controller is the signal controller of an intersection, with the
function of a traffic light control, signal timing program configuration, local
intersection off-line control, road traffic control center communication, etc. It
consists of tram, road and pedestrian signal equipment.

4. Road traffic control center

The road traffic control center is connected with urban intelligent traffic control
equipment and has the highest decision-making power. It can achieve the central
control of urban traffic, consider the city’s regional traffic conditions and achieve
interconnection with the signal controller of an intersection.

2.2 Interface Scheme

Under the semi-independent right of way, conflicts between trams and other traffic
at intersections are inevitable. It is necessary to consider the operation efficiency of
the tram to achieve priority control. In addition, the operation safety of trams at
intersections must be ensured to prevent collisions with vehicles travelling in dif-
ferent directions. Therefore, when a tram arrives at the detector, the V2I commu-
nication in intermittent mode can be divided into four stages according to detector
placement: announcement, request, check-in and check-out.

1. Announcement stage

When a tram passes through the announcement detector, the tram and the
detector will establish a communication data link. The tram sends information such
as vehicle speed and real-time clock to the detector. The detector then sends a
recommended speed to the tram according to the tram arrival time and current phase
status. The driver begins to adjust the speed according to the speed information to
increase the chance of passing through the intersection without stopping.
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2. Request stage

When the tram arrives at the request detector, the tram will send information
including the priority parameter, real-time clock and vehicle speed to the detector.
The detector then sends the tram information to the intersection signal control
subsystem, which calculates the time when the tram is expected to reach the stop
line. The traffic signal control system will decide whether to execute the priority
command based on the system limitation and send it back to the vehicle. The driver
will decide whether to stop the tram according to the feedback.

3. Check-in stage

When the entry detector is activated, the traffic signal control system receives the
information that the intersection is occupied and locks the intersection signal to
prevent a conflicting signal, which would ensure that the stage including the tram
movement would not lose right of way.

4. Check-out stage

When the tram passes through the exit detector, the signal is sent to the traffic
signal control system, indicating that the tram has departed from the intersection.
The signal including the tram movement is unlocked, and the signal switches to the
next phase. If the exit detector is not activated after a defined time, it will be
assumed that the tram is not detected for an unknown reason. In this case, the signal
stage will change according to the signal program.

3 Research on the Location of the Tram Detector

There are no regulations or standards for the tram detector location. The design of
the detector location has a significant effect on realizing the signal control strategy
and driving information effectively, but the methodology to determine the detector
location has not been sufficiently addressed.

Considering the function of the entry detector and the exit detector, the entry
detector is placed at the nearest location before the intersection stop line, and the exit
detector is placed downstream from the intersectionwith the distance of the length of a
tram. However, the locations of the announcement detector and the request detector
are calculated according to the signal strategy and tram parameters. In the design of
practical projects, the announcement detector is generally recommended to be placed
in front of the request detector at a remote distance, and the request detector is placed at
a safe braking distance under the maximum speed limit. However, this detector
location is not proper for signal priority.

Because of the lower speed and longer size of trams, the green truncation design
in the stage including the tram movement is designed and implemented with the
goal of achieving tram safety. A tram that enters the intersection at the end of the
phase can cross the intersection safely. For a given cycle, an example of a tram
green truncation design by two different priority strategies is shown in Fig. 2.
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3.1 Announcement Detector Location Analysis

Assuming that there is no station near the intersection entrance, only a green
extension and green advance are used to provide signal priority for trams. As shown
in Fig. 3, the announcement detector is placed at p1, and S is the distance between
the stop line and detector. t1 is the start time of green in the tram phase, and t2 is the
end time of green in the tram phase. T is the cycle time. Dt is the maximum green
extension time, and Dt′ is the maximum green advance time for priority. The speed
limits are marked with dashed lines. The maximum speed line illustrates that a tram
following the maximum speed Vmax arrives at the stop line just at the latest end time
t2 + Dt, and t1′ is the moment at which this tram passes the announcement detector.
However, the minimum speed line represents a tram following the minimum speed
Vmin and arriving at the stop line just at the earliest start time t1 − Dt′ + T, and t2′ is
the moment at which this tram passes the announcement detector. We assume that
the tram enters the intersection at a constant speed after passing the detector.

Vehicles

Tram

Normal 
phase

Green 
extension

Green Trunca on 
Design

Green 
advance

Vehicles

Tram

Vehicles

Tram

Phase 1 Phase 2 Phase 3 Phase 4

Fig. 2 Signal priority based on tram green truncation design
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Fig. 3 Announcement detector location analysis
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The system will provide a recommended speed to the tram terminal to increase
the chance of passing the intersection without stopping when the tram passes the
detector. Because of the speed limitation, the recommended speed must be on the
interval [Vmin, Vmax]. When the announcement detector is at p1, the tram arrival
time tarr has the following three situations:

tarr 2 [t1 − Dt′, t1′]: The tram can reach the recommended speed, which is no more
than Vmax, by appropriate acceleration so that it can arrive at the stop line before the
maximum green extension time;
tarr 2 [t2′, t1 − Dt′ + T]: The tram can reach the recommended speed, which is no
less than Vmin, by appropriate deceleration so that it can arrive at the stop line
during the green advance interval or the green time of the next cycle;
tarr 2 [t1′, t2′]: The tram arriving at the announcement detector in this interval
cannot attain a reasonable recommended speed within [Vmin, Vmax] to pass through
the intersection in this or the next cycle due to system speed limitation.

It can be seen from the analysis above that the announcement detector located at
p1 will cause a dilemma time interval, which prevents the system from providing a
recommended speed to the tram. However, the dilemma time interval is eliminated
with the distance between the detector and stop line in Fig. 3. We can easily find the
optimal location for the announcement detector as

S ¼ Vmax � Vmin

Vmax � Vmin
� T � Dt � Dt0 � gð Þ ð1Þ

where g is the green time of the tram phase.
At present, the speed limitation in many Chinese tram lines is between 30 and

70 km/h and less than 30 km/h at the intersection. Considering the safety of tram
operation, the recommended speed ranges from 20 to 60 km/h. When the cycle is
120 s and the green time is 20 s, the distance between the announcement detector
and stop line is listed in Table 1.

In actual projects, the length of the upstream section of the intersection may not
be sufficient to meet the location of the detector. Therefore, it is usually advisable to
place the announcement detector at the downstream section of the front intersection
and share the same location as the exit detector.

Table 1 The comparison of announcement detector locations

Degree of
tram

Maximum green
extension time (s)

Maximum green
advance time (s)

Distance from detector to
stop line (m)

No priority – – –

Semi-priority 10 10 660

Top priority 15 15 580

920 H. Yan et al.



3.2 Request Detector Location Analysis

3.2.1 Request Detector Location Analysis Based on Green Extension
Judgment Interval

When a tram arrives at the request detector, it sends a message to the signal
controller, which will or will not allow priority to the tram. The request detector
location analysis based on the green extension strategy is presented as an example.
As shown in Fig. 4, the distance between the request detector and the stop line is L,
and we assume that the tram enters the intersection at a constant speed V after
passing the detector.

A tram arriving at the request detector at time interval [t1′, t2′] can cross the
intersection without priority application. However, after t2′, a priority application is
needed to cross the intersection without stopping, so t2′ is the beginning of the green
extension judgment interval. According to the constraint of the maximum green
extension time, the tram arriving at the request detector after t2′ + Dt will be unable to
request the green extension. It must wait for the next green time to cross the inter-
section. t2′ + Dt is the end of the green extension judgment interval. Once the tram
passes the request detector in the green extension judgment interval, the tram phase
will remain green until the tram enters the intersection, and then the green time ends.

According to the green truncation design in the stage including the tram
movement, the tram signal will turn to red when it reaches t2. The green extension
judgment is then invalid. Therefore, the priority request of a tram arriving at the
detector during the judgment interval [t2, t2′ + Dt] will be invalidated if the end of
the green extension judgment interval is after the tram green truncation time. Thus,
the distance between the request detector and stop line should meet the following
condition:

Tram
t1

t1'

Stop line

Request
detector

Vehicles

t2 t2+Δt

t2' t2'+Δt

LV

Green extension
judgment interval

Fig. 4 Analysis of the detector location based on green extension decision interval
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L
V

�Dt ð2Þ

3.2.2 Request Detector Location Analysis Based on Manual
Driving Habit

At present, most Chinese tram lines use driver manual control mode rather than
automatic driving mode, so reliable and personalized operation instructions can
help the driver achieve better vehicle control. When a tram arrives at the detector,
the interaction information on whether the tram can pass the intersection directly
during this cycle is displayed on the screen. According to the interacting infor-
mation and the signal state of the intersection, the driver will decide whether to stop
the tram. Therefore, accurate and reliable information on the operation of the tram
plays an important role.

As shown in Fig. 5, when the judgment interval is before the tram green trun-
cation time and the tram arrives at the request detector during the interval [t2′ + Dt,
t2], the driver is informed that it is unable to pass in this cycle, but the state of the
signal light is green until t2. This will lead to hesitation in the driver’s decision
because of the conflict of the interaction information and the signal state. Therefore,
the existence of the decision dilemma zone ought to be avoided. Meanwhile, to
maintain a stable vehicle speed under artificial driving, the detector should not be
too far from the intersection. Thus, the distance between the request detector and
the stop line should meet the following condition:

L
V

�Dt ð3Þ

Tram
t1

t1'

Stop line

Request
detector

Vehicles

t2 t2+Δt

t2' t2'+Δt

L V

Decision dilemma zone

Fig. 5 Analysis of the detector location based on manual driving

922 H. Yan et al.



Judging from the analysis of the tram system based on V2I communication,
under the condition of intermittent communication and considering the priority
judgment mechanism of the green extension priority strategy and manual driving,
the optimal location of the request detector should satisfy the equation below:

L ¼ V � Dt ð4Þ

The location of the request detector is related to not only the tram speed but also
the priority parameters used in the intersection, which are more important. The
priority parameters of the tram are different among the different intersections in
actual lines. The operating speed of 45 km/h is used as an example, which is shown
in Table 2.

4 Case Study

An intersection in Shenzhen City, China, was selected to evaluate the performance
of the proposed model for the request detector. The intersection, as shown in Fig. 6,
sets a semi-independent way in the middle. The simulation of this intersection is
realized by VISSIM and VisVAP. The maximum green extension time is 10 s, and
the headway of the tram is 300 s. The average delay of the tram is used as the
measure of effectiveness. To highlight the performance of the proposed model, four
cases are applied to the simulation. Except for the fixed-time control simulation, the
distances from the request detector to the stop line are 80, 125 m (proposed model),
and 200 m.

Figure 7 presents the result based on a 2-h simulation in VISSIM and indicates
the tram average delay for all cases. The model with signal priority shows a sig-
nificant improvement over the fixed-time model, and the proposed model works
best. In addition, compared with the proposed model, the tram speed upon arriving
at the request detector is unstable at a distance of 200 m, which reduces the chance
of tram signal priority and causes a decision dilemma zone.

Table 2 The comparison of request detector location

The
intersecting-road
hierarchy

Degree of
tram

Maximum green
extension time (s)

Distance from detector to
stop line (m)

High No priority – –

Medium Semi-priority 10 125

Low Top priority 15 188
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5 Conclusion

This paper introduced the process of the information interaction between a tram and
detector and analyzed the application of tram signal priority in detail. This paper
analyzed the most general green extension and green advance for the priority
strategy and proposed a calculation method for the announcement detector and
request detector.

The location calculation model for resolving the dilemma of recommended
speed was developed in this study based on the interactive process of the
announcement detector. To improve the tram signal priority and avoid decision
dilemma zones, the request detector location was determined with the tram speed
and signal parameters. The simulation results proved the effectiveness of the model

Phase 1 Phase 2 Phase 3 Phase 4

Tram
Other 

vehicles Pedestrian Green Yellow All-red

30 20 20303 2 3 23 2 3 23 2 3 2

Note: The signal cycle is 120 s, and the tram green trunca on me is 13 s.
Unit: Second

Fig. 6 Intersection simulation model

Fig. 7 The comparison of
average delay
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for the request detector. The results of a micro-simulation using VISSIM and
VisVAP showed that the optimal location of the request detector for minimal signal
delay is based on the proposed model.

Acknowledgements This work is supported by the National Key R&D Program of China
(2016YFB1200402) and Research Program of Shanghai Science and Technology Committee
(16511104902).

References

1. Luo M, He W, Chen Y, et al (2016) Research on control strategies of modern streetcar at
intersection under semi-independent way condition. In: Vehicle power and propulsion
conference (VPPC), 2016 IEEE. IEEE, pp 1–6

2. Sun Z, Dai L, He G (2015) Signal priority control methods of modern tram at intersections. In:
ICTE 2015, pp 520–527

3. Zhao B, Zhang Y, Zhang Z et al (2013) Study on signal priority implement technology of tram
system. Procedia-Soc Behav Sci 96:905–913

4. Sermpis D, Papadakos P, Fousekis K (2012) Tram priority at signal-controlled junctions. In:
Proceedings of the institution of civil engineers-transport. Thomas Telford Ltd., vol 165, No 2,
pp 87–96

5. Zhou Y, Jia S, Zhang S, et al (2016) Study on detecting location for bus rapid transit with
signal priority. In: International conference on computer and information technology
applications

6. Yan F, Li K, Sun J (2009) Detector location for transit signal priority at intersection with
countdown signals. J Transp Inf Saf 06:79–83 (in Chinese)

7. Chen F, Tan X (2016) Research on the crossing priority parameters of modern trams. J Railway
Eng Soc 33(8):116–120 (in Chinese)

8. Naznin F, Currie G, Sarvi M et al (2016) An empirical Bayes safety evaluation of tram/streetcar
signal and lane priority measures in Melbourne. Traffic Inj Prev 17(1):91–97

Research on Tram Detector Location Based … 925



Research on Real-Time Performance
of Train Communication Network Based
on HaRTES

Luyao Bai, Lide Wang, Jie Jian, Ping Shen, Chuan Yue
and Xingyuan Wei

Abstract With the development of rail transportation technology, the integration
of train control multimedia information into a network has become the trend of the
future. Ethernet can meet this demand because of its high speed, large bandwidth
and so on. In this paper, the Hard Real-Time Switching architecture is introduced
into the train communication network. The data communication of train commu-
nication network depends on many switches, so a multi hop scheduling algorithm
based on hard-real-time switch is proposed in this paper to ensure the real-time
performance of train communication network data transmission. Finally, according
to the actual communication process, this paper built the train communication
network topology. The OPNET simulation results show that the proposed scheme
can satisfy the real-time requirements of train communication network.

Keywords HaRTES � Train communication network � Multi-hop

1 Introduction

Train communication network is a network technology which integrates train
communication and control [1]. With the increase of train network related control
data, the current train communication network, such as TCN, can not meet the
demand of data transmission in the future. Switched Ethernet adopts full duplex and
micro segment technology, which can improve the real-time performance of the
network to a certain extent.

With the extensive application of Ethernet, numerous Ethernet Real-time protocols
RTE (Real-Time, Ethernet) have emerged, such as TTEthernet, PROFINET, IRT,
POWERLINK and so on. The existing RTE protocols mainly include Time Triggered
(TT) and Event Triggered (ET), the flexibility of Time Triggered mode is
relatively poor, and the Event Triggered mode and can not guarantee the real-time
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requirement [2]. Flexible Time-Triggered Switched Ethernet uses master-slave
operation mode, and it supports TT and ET as well as the dynamic adjustment, but the
specific main node is responsible for communication scheduling, which has a great
dependence on the terminal node, the node failure will cause noticeable loss of
communication process. In this paper, [3] a hard real-time switch with main node
function is introduced into the train communication network, whose main module is
responsible for communication scheduling which solves the dependence of the ter-
minal node. In addition, hard real-time switches can dynamically adjust the reserved
bandwidth according to the link conditions to meet the requirements of the network
bandwidth of the multimedia streaming data proposed by IEC61375-3-4 [4].

The network architecture of a single switch can’t meet the requirements of train
communication network in which data transmission usually across multiple vehi-
cles. The research of single switch scheduling method in small networks is rela-
tively mature [5], and the scheduling strategy of large and medium-sized networks
with multiple switches is becoming the focus of research.

2 Multi-hop Scheduling Mechanism of Train
Communication Network Based on HaRTES

2.1 Architecture of Train Communication Network Based
on HaRTES

The IEC announced standard IEC61375-2-5 (ETB, Ethernet Train Backbone) and
IEC61375-3-4 (ECN, Ethernet Consist Network).

Referring to a subway network topology, the train network topology is divided
into six sections, consisting of two trailers (TC1/TC2) and four motor trains (M1/
M2/M3/M4). According to the two level architecture, the upper layer is ETB, and
the lower layer is ECN, wherein TC1 and M1 and M2 form a ring network through
the interconnection of the Consist Switch (CS) [6]. ETB and ECN communicate
with each other through Ethernet Train Backbone Node (ETBN).

In order to meet the needs of real-time scheduling, both the CSs and ETBNs use
HaRTES, which integrate the main scheduling module. Figure 1 is a multi-switch
network, ending nodes (ED) connecting with the switch can be used as not only the
source to generate data, but also the destination to receive the data. Each ED
interacts with each other through a multi-switch network.

Each consist network is connected to at least one ETBN through CS. Each
switch acts as a scheduler master node. This paper defines a backbone switch as the
root master node. When the two nodes are connected directly, the superior master
node is the parent node of the subordinate main node, and the subordinate master
node is the child node of the higher master node.
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2.2 Data Type and Time Delay Requirement

IEC61375-3-4 stipulates that the data transmitted by the train communication
network can be divided into five kinds: Monitoring Data, Process Data, Message
Data, Streaming data and the Best-effort data. The typical parameters of the five
data types are shown in Table 1.

Classify the above five data into three kinds: Real-time Cycle Data, including
Monitoring Data and Process Data; Real-time Aperiodic Data, including Message
Data and Streaming data; Non-real-time Data, including Best-effort Data.

Referring to the MVB data transmission mechanism, as shown in Fig. 2 the data
transmission is divided into fixed time slots, i.e., the Elementary Cycle (EC).
Each EC is divided into two windows, the periodic phase in which the Real-time
Cycle Data is transmitted and the non-periodic phase in which the Real-time
Aperiodic Data and the Non-real-time Data are transmitted.

Fig. 1 Train communication network topology

Table 1 Data class service
parameters

Data type Cycle time (max) Latency (max)

Monitoring data 10 ms 10 ms

Process data 20 ms 10 ms

Message data Aperiodic 100 ms

Streaming data Aperiodic 100 ms

Best-effort Data Aperiodic 125 ms

periodic phase non-periodic 
phase

ECFig. 2 Elementary cycle
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2.3 Multi Hop Scheduling Algorithm

A switch directly connected with the source node is responsible for scheduling the
entire transmission flow of Real-time Cycle Data. At the beginning of each EC, the
master scheduling module inside the switch generates a schedule for the current EC.
The switch sends the schedule to the ED via broadcasting notification message
(NM), and the nodes send the data in an orderly manner according to the schedule.
The Multi hop scheduling algorithm for Real-time Cycle Data is shown in Fig. 3.

Data is placed in the queue of the corresponding port in conjunction with the
priority of the data. When the flowing data comes, the process repeats until the end
of the current phase of the EC, at this point, the data is cached to the switch, waiting
for the arrival of the next periodic phase window. Clock synchronization is
achieved between the switches via the IEEE1588 [7].

In the output port of the switch, priority scheduling is adopted, and each output
port has three queues, which are responsible for the transmission of the Real-time
Cycle Data, the Real-time Aperiodic Data and the Non-real-time Data. The
scheduler is responsible for choosing the output port and placing data in the

Ini�aliza�on

Generate a
Schedule

Send TM

Update each queue of
output port

The ECK s cycle phase

The ID is enough?

Forward to
next switch

Cache to
Current Switch

The ECK+1 s cycle phase

Prepare TM for
the Next EC

Y

Y

N

N
N

Y

data type

Fig. 3 Multi hop scheduling algorithm for real-time cycle data

930 L. Bai et al.



corresponding queue on the basic of the data type. For Real-time Cycle data,
different priority queues are divided according to the data priority.

In periodic phase, aperiodic data is cached in the switch and forwarded in the
FIFO mode until the aperiodic phase arrives. HaRTES scheduling algorithm model
is shown in Fig. 4.

3 Experimental Verification

A simulation model of train communication network is constructed by using the
OPNET Modeler simulation platform [8], as shown in Fig. 5, where each com-
munication node represents a vehicle, and the internal model of the vehicle is
shown in Fig. 6.

In order to verify the effectiveness of the multi hop scheduling method, the
communication test of large amount of data is carried out in three nodes, taking
TC1, M1 and M2 as examples. This test examines 15 sets of real-time cycle data
streams among vehicle control unit (VCU1) and brake control unit (BCU1) in TC1,
and BCU2 in M1, while the maximum frame length of the data is 1500 Byte, the

Input port

Priority
quern

FIFOFIFO

Output port

Fig. 4 HaRTES scheduling
algorithm model
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transmission time is 123 ls, and the period of real-time cycle data is [10,25] EC.
The data flow configuration is shown in Table 2.

In this paper, the simulation time is set to 1 min, the response time of each data
stream is recorded, and the maximum, minimum and average values are extracted,
which are expressed by the number of the basic period EC.

The network bandwidth is 100 M, the input and output port speed is 100 Mbit/s.
The EC is 1 ms. In order to facilitate the calculation, the size of the phase window
is fixed to 700 ls. The simulation results are shown in Fig. 7.

As can be seen from the diagram, when the amount of data between nodes is
large, the response time of real-time cycle data is less than 5EC, that is, 5 ms, which
meets the delay requirements of IEC61375-3-4 for the real-time cycle data such as
process, data, monitoring data and so on.

In addition, the response time of the data is related to the priority of the data and
the number of switches that passed during the transmission. For example, the data
response times with priority levels of 1 and 2 are at most one EC, whereas data with
a priority of 6 or 7 is 2–5 ECs.

Fig. 5 Simulation model of
train communication network

Fig. 6 Internal model of the
vehicle
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4 Conclusion

This paper proposes a train communication network scheme based on hard real time
switch, which uses the multi-hop scheduling mechanism to meet the real-time
requirement of train communication network and the bandwidth requirement of
multimedia data transmission. Finally, the architecture of train communication
network is built in OPNET to verify the effectiveness of the proposed scheme.

Table 2 Data flow configuration

Data Cycle time (ms) Priority Source Destination

m1 10 1 VCU1 BCU2

m2 12 2 BCU2 BCU1

m3 12 2 BCU1 BCU2

m4 12 2 VCU1 BCU2

m5 15 3 BCU1 VCU1

m6 16 4 VCU1 BCU1

m7 16 4 BCU1 BCU2

m8 16 4 BCU1 VCU1

m9 18 5 VCU1 BCU1

m10 18 5 BCU2 BCU1

m11 20 6 VCU1 BCU2

m12 20 6 BCU2 VCU1

m13 20 6 VCU1 BCU1

m14 25 7 VCU1 BCU2

m15 25 7 VCU1 BCU1

Fig. 7 Simulation results of response time
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Data Cache in Mobile Environment Based
on Extensible Markup Language

Jiusheng Du, Luyao Ma and Zheng Hou

Abstract Based on the research of data caching mechanism, this paper aims at the
method that uses extensible markup language (XML) to cache the mobile terminals
data. Taking an open-pit mine truck dispatching system as an example, wireless
LAN following the 802.11 protocol is used as the study background, and mobile
terminals with data acquisition function is the study object. Against the phe-
nomenon that the mobile terminal in no signal or weak signal area cannot properly
connect to the network, XML is proposed to cache data. The cached data can be
send to the server in time through real-time monitoring network connectivity status
of the mobile terminal and ensure the timeliness of data transmission. Field test
proved that the method has certain reference significance for similar work.

Keywords XML � Mobile data transmission � Cache

1 Introduction

Wireless fidelity (Wi-Fi) wireless communication technology is made up of wireless
communication technology, wireless location technology and computer technology
and enables low-power, low-cost, secure, open-pit wireless communications. The
currently available Wi-Fi standards are IEEE802.11a, IEEE802.11b and
IEEE802.11g, and cover many aspects including effective long distance, transmission
speed, high reliability, and high efficiency. In this paper, an open-pit with built Wi-Fi
network is used as the research background.

In recent years, mobile devices such as smart phones, PDA, etc. have developed
very quickly, and mobile data transmission has been widely used in urban transport,
railways, oil, land and resource management, mining and other industries [1–3].
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Therefore, real-time data collection and real-time data transmission to the data
centre using mobile devices have great practical significance [4].

Based on the depth analysis of data caching mechanisms, extensible markup
language (XML) can be used to cache temporarily unsendable mobile terminal data
and establish effective mechanisms to ensure data integrity and timeliness.

2 System Structure

2.1 Network Architecture

Taking an open-pit mine truck dispatching system as an example, the wireless
signal tower in the mining area is equipped with a 5.8 GHz antenna for directional
transmission of signals between towers and a 2.4 GHz antenna for signal coverage.
The server in the control room connects with the No. 1 tower via optical fibre to
achieve wired and wireless networking. The vehicle terminal has a Wi-Fi function
and can connect to the mine’s wireless LAN through the signal tower.

To avoid signal dead zone, vehicles equipped with wireless signals are provided
as movable signal towers. These vehicles could be moved according to the actual
situation of mining progress and are cost-effective.

Figure 1 shows the network deployment of an open pit, where the red dots
indicate the wireless signal tower, red dotted lines show the directional transmission
of signals between the signal towers, green dashed lines indicate that vehicles
connect to the signal towers with stronger signal strength, blue colour dotted lines
show the directional transmission of signals between the signal towers and the
mobile signal vehicle and black solid line represents the optical fibre.

Fig. 1 Network architecture
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2.2 Data Acquisition Terminal

The data acquisition terminal is placed in the mining vehicle and has the following
characteristics: (1) Its position changes with the vehicle running; (2) It can collect
real-time status information of vehicles; (3) Its collected information needs to be
completely transferred to the server; (4) It needs to connect to the network through
different AP during operation; (5) It has signal dead angles.

3 Data Cache Method

3.1 Necessity

The stability of data transmission is affected by the wireless network condition. No
matter how to lay wireless access point (such as signal towers, mobile signal
vehicles), it cannot guarantee no signal dead angles. Therefore, effective measures
should be taken to make sure that in no signal or weak signal areas, the wireless
device could collect the data, store them in good conditions, and send them in a
timely manner to the data center once the network connectivity resumes.

3.2 Cache Mechanism

Traditionally, the data cache means to cache frequently accessed data to the mobile
nodes. Mobile terminal stores a copy of a subset of the overall database [5]. In the
mobile computing environment, client caching is an important mobile computing
technology, which not only improves system performance, but also enables users to
access the data connection in the disconnect or weak state [6]. In recent years, many
researchers have explored data cache and divide data cache management into file
system and database system layers.

In this paper, data cache refers to data processing according to the network state.
When the network is disconnected, mobile terminal data that unable to send to the
server in real time should be temporarily stored in the machine. Once the network is
connected, data will be sent to the server timely.

3.3 XML

XML formulated by the W3C (World Wide Web Consortium) organization is a
drastically simplified subset of the W3C’s Structured General Markup Language
(SGML) designed to transfer and carry data [7]. Converting the data to XML can
greatly reduce their complexity and make them readable by many different types of
applications.
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3.3.1 Features

1. Extensible: XML supports user-defined tags that contain rich semantic infor-
mation. For example, <book> </book> indicates a book information.

2. Semi-structured: Unlike plain-text data, XML data are hierarchical data and can
be regulated by the DTD.

3. Independent on Platform and Application: XML document content is based on
the UNICODE text, and applies to network transmission.

4. Machine Processable: Relative to the completely random text, XML documents
are easy to handle; relative to HTML documents with unclear semantics, XML
documents are easy to understand by computers and readable to human.

3.3.2 Main Function

1. XML uses extensible markup to describe the information.
2. XML links information uses the XML linking language (XLink), which is a

language for describing links between resources by means of XML attributes
and a special namespace and offers two types of links: simple links and extended
links.

3. XML sets the document display format using extensible style language (XSL),
which specifies the XML document display format.

3.3.3 XML and Mobile Applications

XML is an open data standard. Because of its simple structure, good
self-description, scalability and operational efficiency, XML data is suitable for
mass data storage and exchange in mobile computing systems [8]. XML has been
proposed for mobile data broadcasting [8]. According to its characteristics, XML
also can be used for the data cache and an XML-based mobile application has been
designed and developed [9].

1. Mobile applications should understand the contents of an XML document.

– To understand XML syntax, the mobile application should be capable of
handling XML.

2. Application of XML can promote the development of mobile applications.

– Mobile applications could use XML documents for data exchange.
– A device or server configuration file can be encapsulated in an XML file.
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4 Cache Implementation

4.1 Cache Requirements

When the mobile terminal is running, only part of the data needs to be cached.

4.1.1 Mobile Terminal Login

When login to mobile terminal in no signal or weak signal area, one normally
cannot access. To ensure accurate recording of the terminal operation, the resultant
data should be cached.

4.1.2 System Running

1. Cannot be Networked

– After mobile terminal has been logged in normally, if it runs to no signal or
weak signal area, one cannot access the wireless LAN. Thus, the collected
data are unable to be sent to the server, and should be stored in the local host.

2. Network Recovery

– After the network is connected, the local cached data should be promptly
sent to the server.

3. Network Disconnected Again

– After the network is connected, the local cached data will be timely sent to
the server. During this process, if the network is disconnected again, mobile
terminal program should carry out the following operations:

– Record the cached data that are not transmitted.
– Cache new generated data.

4. Abnormal Shutdown

– If the mobile terminal machine suddenly loses power, after reboot, the
cached data should be able to send to the server, and this operation should
not be performed repeatedly.
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4.2 Data Structure

4.2.1 Real-Time Recording the Cached Data Transmission State

The data cache situation can be expressed using the XML file name in the format as
‘Table name + Storage state + Storage record number’. The meanings of the var-
ious components are as follows.

1. Table name

– When the data has been sent to the server, it should be stored in a data table
in database with the table name being the name of the data table.

2. Storage state

– To indicate whether the contents of the XML file have been sent to the
server, the file name can be sa for all data are stored, npN for N records have
been transferred and ns for all data are not stored.

3. Storage record number

– Only when the storage state is npN (partial storage), the number is valid.

4.2.2 Access the Cached Data that Need to Be Send by Scanning

Establish a number of XML files to record the cached data and build structure
XmlFileMessage to store the XML file information. As shown below, the struct
XmlFileMessage we can be defined using the C# language:

public struct XmlFileMessage

{

public String filename;

public String tablename;

public String savestate;

public int savenum;

};

4.3 Write to XML File

When the network is disconnected, the data collected by the mobile terminals
should be stored in local XML files (Fig. 2).
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4.4 Transfer the XML Files

4.4.1 Scanning the XML Files

Scan XML files in the program folder and determine whether the document records
need to be transmitted based on the file name and obtain the number of records need
to be transferred.

4.4.2 Storing to Dynamic Array

Store the scanned information in struct XmlFileMessage variable and add the
variable to XML file array.

4.4.3 Traversing XML File Array

Traverse XML file array by sending data that needs to be transmitted to the server
and change the name of XML files.

5 Conclusion

Using XML to cache the mobile terminal data that cannot be send temporarily is a
convenient and practical data caching method. The cached data can be send to the
server in time through real-time monitoring network connectivity status of the
mobile terminal and ensure the timeliness of data transmission. Accurate grasping
data transmission status can be achieved by combining the characteristics of XML
files, thus ensuring the integrity of data storage.

Acknowledgements This study was funded by the key scientific and technological project of
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Fully Automatic Operation System
in Urban Rail Transit Is Applying
in China

Fei Yan, Bo Liu, Yao Zhou, Chunhai Gao and Tao Tang

Abstract Fully Automatic Operation (FAO) is the highest level in the automation
level of urban rail transit train operation and can reduce the security risk caused by
human behavioral mistakes so as to provide more secure and efficient technical
support for the urban rail transit operation. The FAO system is a complicated
system and covers the whole lines and each station and train. This paper emphat-
ically introduces development of the FAO system in domestic. FAO system will be
applied to Beijing Metro Yan Fang line. Its application not only improves the
automation level of technical equipment, but also comprehensively improves the
technical level, the operation mode of rail transportation and the RAMS
(Reliability, Availability, Maintainability and Safety) level of the whole rail
transportation control equipment so as to ensure high-security, high-reliability and
high automation operation under the unattended supervision situation. FAO system
will be applied in several cities of the country in the near future, and it has a wide
prospect of application in China.

Keywords FAO � Yanfang line � Technical support � Prospect

FAO is the highest level in the automation level of urban rail transit operation and
has been widely applied in many countries such as France, Germany and Singapore,
so the fully automatic operation system developed in China will go into operation in
Yanfang Line in 2017. This paper has made a brief introduction for the definition,
characteristics and development of the FAO system in China
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1 Introduction of Urban Rail FAO System

1.1 Concept of Urban Rail FAO System

The International Association of Public Transport (UITP) divides the grade of
automation (GoA for short) of train operation into 5 grades [1, 2], Including
(Fig. 1).

The fully automatic operation (FAO) system is collectively called GoA3 and
GoA4 above, which is a new generation of urban rail transit system which realizes
automation during the whole train operation based on technologies such as the
modern computer, communication, control and system integration. The FAO rail
transportation can realize automatic awaking, driving out of the rail yard, operation
in the main track according to the timetable, driving among stations, precisely train
stopping, door opening and closing, departing from station, train turn-back oper-
ation, clearing of passengers after operation, train depot returning and sleep…, no
intervention of driver and crew members is needed for the whole process.

1.2 Advantages of Urban Rail FAO System

Compared with the existing manned operation system widely applied, FAO can
reduce the security risk caused by human behavioral mistakes. Manned operation of
traditional train relies heavily on the personal response of driver, so it is hard to
precisely control the human factors. However, for the metro cars with fully auto-
matic operation, the computer program can automatically respond and make a
decision at the first time during operation according to the situation happens
immediately. Moreover, the train with fully automatic UTO will not be influenced
due to fatigue and sudden disease of driver or other situations.

Fig. 1 5 grades of automation
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The FAO system can free the driver from repetitive operation, configure crew
members on the train, improve the service level for passengers and can monitor the
train operation state simultaneously [3].

In addition, the FAO system can enhance the functions of video monitoring and
emergency talkback on the train so as to improve the capabilities of emergency
disposal and counter terrorism (Fig. 2).

2 Components and Technical Features of FAO System

2.1 FAO System Components

The FAO system is a complicated system which is composed of the central mon-
itoring system, the station subsystem, the on-board controller and the train-ground
communication network and covers the whole line and each station and trains
[4–6]. In addition, it is also a system with high reliability, high safety and high
automation and can operate continuously for the whole day. The system structure is
shown as the following figure.

The strengthened central monitoring system is in charge of monitoring, con-
trolling and maintaining the whole line equipment such as driving, trains, elec-
tromechanical device and power supply units and conducting emergency disposal
under emergency or accidental situations; the station subsystem is in charge of train
management within the area, access handling, station monitoring, track-side loca-
tion layout, zone occupation, turnouts and annunciator; the on-board controller
realizes the functions such as train safety protection, automatic operation, passenger
response and train monitoring; and the train-ground communication network real-
izes the two-way wireless train-ground communication with high-capacity and
comprehensive load bearing [7].

Fig. 2 Video monitor and emergency talking devices in FAO
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2.2 Technical Features of FAO System

The FAO system not only improves the automation level of technical equipment,
but also comprehensively improves technical level and the operation mode of rail
transportation. Meanwhile, it improves the RAMS grade of the whole rail trans-
portation control equipment so as to ensure high-safety, high-reliability and
high-automation operation under the unattended supervision [8]. However, the
FAO system shall solve the following technical problems:

1. Improve the whole automation level through multi-discipline deep integration.

Take the train traffic control as the core, deeply integrate signals with multiple
systems such as trains, electric power, electromechanical and communication,
realize multi-discipline automatic linkage under normal and fault conditions and
improve the whole automation level of the rail transportation operation system. The
Integrated supervision and control platform is shown as the following Fig. 3.

2. Improve the reliability of system through the comprehensive and sufficient
redundancy configuration.

Signals enhance the redundancy configuration based on the existing equipment
redundancy. For example, the train enhances dual-network redundancy control and
increase interface redundancy configuration with signals and PIS (Passenger
Information System).

3. Improve the overall security through enhancing the protection of passengers and
operation staff.

Enhance the protection function for passengers, protect the train on-off and interior
safety of passengers, enhance the protection function of operation staff and increase
each system linkage function under the emergency situation, such as the linkage of
ventilation, driving, power supply, videos and broadcast under the fire situation.

Fig. 3 Multi-equipment
multi-domain deep integration
and cooperation in FAO
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4. Improve the emergency treatment capability through rich central control
functions.

The FAO system will weaken the station functions, enhance the control function
of center, realize comprehensive monitoring of the train FAO, conduct detailed
monitoring and maintenance dispatching of each equipment system and provide the
remote service facing passengers. The control center newly increases the functions
of train dispatching and passenger dispatching so as to realize the functions of train
remote control, state monitoring and passenger service [9] (Fig. 4).

5. Reduce the maintenance cost of system equipment through the maintenance
comprehensive dispatching system based on big data.

According to the modern operation demands, set up a metro operation mainte-
nance dispatching command platform based on big data by adoption of the thought
“Network+”, taking the user as the core, with co-construction of all disciplines and
based on the data method. Therefore, the system fault rate and the maintenance cost
can be reduced [10].

3 Application of FAO System in China

China’s construction on the FAO rail transportation system has just begun.
Currently, there are only 2 FAO lines which are respectively Beijing Airport
Express and Shanghai Metro Line 10. Beijing Airport Express went into operation
in July 2008 and had the UTO function in March 2012, the total length is 28.1 km,
with the maximum running speed of 100 km/h, and the control system adopts the
Urbalis CBTC UTO system of ALSTHOM LTD. Shanghai Metro Line 10 (Phase
I), the first large-volume rail transportation line by adoption of UTO level in
domestic, went into operation in November 2010, the total length is 36.2 km, with
the maximum running speed of 80 km/h, and the control system adopts
Urbalis CBTC UTO system of CASCO Signal Ltd. In order to ensure the traffic
safety, one steward is respectively configured on both lines during actual operation,

Fig. 4 FAO use enhanced control center functions
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when the UTO system operates normally, the steward is responsible for monitoring
the operation state of train; and when a fault occurs, the steward can conduct
emergency treatment in time and manipulate the train to run. At present, this kind of
system is continuously planed and adopted by various cities such as Beijing,
Shanghai, Chongqing, Shenzhen and Qingdao (Fig. 5).

China have completed the development, equipment development and test pro-
cedure of the FAO system, and the engineering implementation of Beijing Metro
Yanfang Line is being carried out at present.

Operation analysis and design of Beijing Subway Yanfang Line is jointly
completed by the construction unit and Beijing Jiaotong University. The whole
operation process of ATO system were analyzed from the angle of system, and the
Operation Scenario of ATO system is compiled. In combination with the Operation
Scenario of ATO system, the personnel organization structure and post responsi-
bilities of ATO system control center, rail yard and station were analyzed, and the
management rules and emergency disposal rules under GOA3 and GOA4 were
formulated. The control center dispatching responsibilities were combed according
to the operation scenario of Yanfang Line. Based on the analysis results of dis-
patching load, the configuration scheme of control center dispatchers and profes-
sional equipment of the dispatching console is designed, and the site layout plan
and console design scheme were designed.

Operation control equipment of Beijing Subway Yanfang Line is developed by
Beijing TCT. The system realizes automatic execution or center manual execution
of remote sleep awake through the sleep awake module. Realize the LTE-based
large-capacity vehicle-ground communication technology, realize CBTC signal
system, PIS, CCTV, emergency text and train real-time status by setting different
priorities. Realize highly reliable on-board automatic train operation control, and
improve reliability through head and tail BTM redundancy, head and tail speed
measurement redundancy and red-blue dual net vehicle-ground communication
redundancy; improve fault tolerance through contraposition isolation of the car door
and platform door and platform jumping benchmarking; improve recoverability
thorough remote fault isolation and remote fault reset. The system can realize
unmanned automatic turn-back after the train arrives at the turn-back station, and
the accuracy rate of automatic turn-back is over 99.99%; the probability for the train

Fig. 5 FAO lines in China
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to park within ±0.3 m parking accuracy range is over 99.99%; the probability for
the train to park within ±0.5 m parking accuracy range is over 99.9998%.

The Beijing Metro Yanfang Line with FAO will go into operation in 2017
(Fig. 6).

4 Conclusion

FAO is the highest level in the automation level of urban rail transit train operation
and can reduce the security risk caused by human behavioral mistakes so as to
provide more secure and efficient technical support for the urban rail transit oper-
ation. It not only improves the automation level of technical equipment, but also
comprehensively improves the technical level, the operation mode of rail trans-
portation and the RAMS level of the whole rail transportation control equipment so
as to ensure high-security, high-reliability and high automation operation under the
unattended supervision situation.

Although FAO system has been widely applied in the world urban rail transit, its
construction in China has just begun. The FAO system developed in China will go
into operation, and FAO system will be applied in several cities of the country in
the near future. It is obvious that the FAO system has a wide prospect of application
in China.
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Discrete Fuzzy Model Optimal
Identification Based Approach for High
Speed Train Operation

Kunpeng Zhang and Chunlan An

Abstract This paper investigates the problem of high speed train operation with
special attention to minimizing the discrete constraint conditions between on-board
traction network and group signaling equipment. A new discrete fuzzy model for
train operation is developed, and its novelty lies in the fact that it optimizes the
discrete model using relative degree criterion, which contains two processes of
model order identification and model parameters local optimization. Then, we
utilize a fuzzy weighted least square method to solve the global optimization
problem of model parameters. In the end, simulation experiments have been
implemented on the CRH2C-type high speed train, which validates the correctness
of the proposed model.

Keywords High speed train � Discrete fuzzy model � Relative degree criterion
Optimal identification

1 Introduction

A high speed train (HST) signal system consists of several discrete interacting
units with a safe and reliable operation mode. From system identification point of
view, it can be regarded as a class of uncertain discrete systems in relation to the
interlocking arrangement of computer interlocking and temporary speed restriction
[1, 2]. With along the speed increases, the uncertain discrete features subject to
fail-safe scheme become remarkable. Thus, it is critical to study the effective
identification model to support HST safe operation.

For HST traditional modeling approach, it has complex computational burden
and can be only applied to the dynamics around the equilibrium points [3]. To
better balance the modeling complexity and availability, a data-driven RBF neural
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network is used to identify the nonlinear characteristics of HST operation in [4], it
still suffers from slow training and local mimima. Considering the global optimal
solution, [5] proposed a fast learning algorithm with extreme learning machine.
Since the single model structure is usually sensitive to the model identification
accuracy, [6] adopted multi-model theory to describe the complex characteristics of
HST operation. Unfortunately, the hard index may cause model estimation deteri-
oration at the transition stage. In contrast to the above methods, [7] turned to apply a
fuzzy model identification scheme. Nevertheless, the effects of modeling dis-
cretization and model order have also been ignored. In fact, the model relative degree
estimation plays a significant role in determining HST optimal operation [8, 9].

Aiming at the uncertain discrete nonlinear dynamics of HST, a discrete fuzzy
model optimization identification based approach has been presented in the paper.
Firstly, a model relative degree index is used to calculate the optimal model order.
Then, the discrete model parameters are identified with a fuzzy weighted bilinear
least square method.

2 The High Speed Train Operation Analysis

The typical operation modes of HST consists of starting, traction, cruise, coasting
and braking. And during the long distance steady-state operation, the relative dis-
placement between adjacent cars is usually approximately zero, and thus the speed
of each vehicle can be assumed equal [2, 3]. Under this condition, a HST consisting
N passenger cars can be described as:

m1 _v ¼ f u1 � vð Þþ u1 � m1c12v2 þm1c11vð Þ
m2 _v ¼ f u2 � vð Þþ u2 � m2c22v2 þm2c21vð Þ

..

.

mN _v ¼ f uN � vð Þþ uN � mNcN2v2 þmNcN1vð Þ

ð1Þ

To add each items in (1), one can further obtain

M _v ¼ F U � vð ÞþU � C2v
2 þC1v

� � ð2Þ

where, the system input is control force U, and the corresponding output is speed v.
In the model, the Kronecker operator F U � vð Þ means the control and speed
variables satisfying the nonlinear multiplication relations. In addition, M denotes
the HST’s mass, C1 and C2 are the uncertain coefficient of air resistance and
mechanical resistance, respectively.
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3 Discrete T-S Fuzzy Model for High Speed Train

For the continuous-time nonlinear (2) with millisecond sampling, it is known that
the infinite zero structure of the linearized discrete-time model is invariant [9].
Focus on the discrete-event descriptions, T-S bilinear discrete fuzzy model
approximates HST dynamics with a high accuracy, the ith fuzzy rule of the model
with an available operation point:

Ri : If v k � 1ð Þ is ai1. . . and v k � pð Þ is aip and
U k � 1ð Þ is bi1. . .and U k � pð Þ is bip
Then Aiðz�1Þv kð Þ ¼ Biðz�1ÞU k � 1ð Þv k � 1ð Þ

þCi z
�1� �

U k � 1ð Þþ n kð Þ

ð3Þ

where, i ¼ 1; 2. . .; n, j ¼ 1; 2. . .; q,n and q are the number of fuzzy rules and model
order, respectively. n kð Þ refers to the stochastic noise sequence, Ai z�1ð Þ,
Bi z�1ð Þ,Ci z�1ð Þ are the discrete domain model parameters to be identified.ai and bi
are Gauss type membership functions in the input domain.

According to the above analysis, the discrete model outputs is obtained using the
following defuzzification

vðkÞ ¼
Xn
i¼1

�li ð1� Aiðz�1ÞÞvðkÞþBiðz�1ÞUðk � 1Þvðk � 1Þþ�
Ciðz�1ÞUðk � 1Þþ nðkÞ�

�li ¼ li=
Xn
i¼1

li

ð4Þ

where li ¼
Qq

j¼1 aij ^
Qq

j¼1 bij is the matching degree that the input variables
match the ith fuzzy rule subject to the relative degree.

3.1 Identification of Relative Degree

In high speed train commercial operation, the control characteristics between
control and output variables usually follow the TCU (traction control unit) query
commands tables. And it is possible to identify model parameters with prior data
knowledge. However, current parameter identification methods often assume that
the model order is known, which is not suitable for the high speed train with
time-varying relative degrees. Consequently, the super order estimation is likely to
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cause a large amount of calculation, and less order identification may not meet the
safety requirements under different operation conditions. Therefore, considering the
sample data capacity N, the variance of model estimation error r2e and model
estimation parameters h ¼ Ai;Bi;Ci½ �T , the model order can be determined by the
relative degree criterion J q; r2e ; h

� �
, as:

J q; r2e ; h
� � ¼ 1

2w
hTr2ehþ

1
2
q logN þ N

2
logw ð5Þ

To optimize the structure of discrete T-S fuzzy model, a reasonable relative
degree is crucial for the model identification speed and accuracy. Commonly used
relative degree estimation criterion includes clustering algorithm. For the l opera-
tion data Xg Ug; vg

� �
, the number of optimal fuzzy rules P� is obtained by sub-

tractive clustering, as shown in [6].

3.2 Identification of Discrete Model Parameters

For ease of analysis, (4) can be transformed into the following discrete form

vðkÞ ¼
XP�

i¼1

UThik þ n kð Þ ð6Þ

where, the observable vector

U kð Þ ¼ v k � 1ð Þ;Dv k � 1ð ÞU k � 1ð Þ;U k � 1ð Þð Þ; . . .
v k � pð Þ;Dv k � pð ÞU k � pð Þ;U k � pð Þð Þ

" #T

;Dv

is speed increment,hik ¼ ai1; . . .; aiq; bi0; . . .; biq; ci0; . . .; ciq
� �T

is discrete parame-
ters to be identified, which is a typical least squares estimation problem. However, it
is known that its objective function is global optimization, and it can not accurately
describe the dynamic characteristics of each local rule.

To optimize the comprehensive perceive capability of high-speed train passing
the ground signal, a fuzzy weighted bilinear least square algorithm is used to
iteratively optimize the model parameters, as shown in [2].
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4 Simulation Verification

In order to illustrate the modeling effectiveness of the proposed method, the sim-
ulation of the new generation CRH2C high-speed train has been carried out. And
the operation parameters are shown in [2]. When high speed train runs safely, the
operation speed will not change dramatically, and the relative degree between
the input and output variables will not be too large. Hence, the upper order of the
discrete model can be set as 3. As shown in Table 1, the minimum description
length criterion under various model orders can be described.

To analyze the key influencing factors in Table 1 with (5), it shows that when
the model order becomes larger, the model error variance is smaller, yet the number
of model parameters grows in proportion and the computation increases expo-
nentially. As the model order closes 2, the relative degree criterion is minimum. As
a result, the optimal relative degree is 2.

According to the traction characteristic curve of CRH2C high speed train, 2000
data sets vary in [0 350 km/h] range are simulated. Similarly, 1000 data sets
[350 km/h 300 km/h] of the coasting resistance characteristic and 3000 data sets
[350 km/h 0] of the braking dynamic are also simulated. To analyze these data with
the relative degree criterion in [6], we can get the optimal six fuzzy rules.

On the basis of the above analysis, Fig. 1 shows the model output and the
corresponding error curves in terms of traction, coasting and braking conditions.
Consider the invariance properties of discrete system infinite zero structure, the
dynamics and convergence of the six parameters are shown in Fig. 2.

It can be seen from Fig. 1 that T-S discrete fuzzy model fits the actual output
with higher accuracy. Namely, the maximum positive and negative errors are no
more than 7 km/h, satisfying the safety error requirement of the CTCS-3 train
control system [2]. As can be seen from Fig. 2, the model parameters have faster
convergence and better adaptability under different conditions. Especially, in
Fig. 2a, though great changes occur in traction stage (1000 th data samples), the
convergence of model parameters still has good adaptability, satisfying the
robustness and rapidity requirements.

Table 1 Performance indexes with various relative degree

Model relative
degree

First-order
model

Second-order
model

Three-order
model

Sample capacity 2000 2000 2000

Variance of model
estimation error

3.8632 2.9538 2.6271

Numbers of model
parameters

3 6 9

Model order index 2.5659 2.0732 2.468
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(a) Model identification with traction conditions

(b)  Model identification with coasting condition

(c)  Model identification with braking condition 

Fig. 1 a Model identification
with traction conditions.
b Model identification with
coasting condition. c Model
identification with braking
condition
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(a)  Model parameters under traction

(b)  Model parameters under coasting 

(c) Model parameters under braking

Fig. 2 a Model parameters
under traction. b Model
parameters under coasting.
c Model parameters under
braking
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5 Conclusion

In this paper, discrete dynamics identification problem has been investigated for
high speed train operation process with traction/braking characteristic curves. To
ensure the uncertain system reliability, a discrete fuzzy model optimization iden-
tification based approach has been proposed. It is verified that the optimal model
has a good robustness and predictive precision.
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Research on GIS Database Construction
and Application for UGV in the Campus
Traffic Environment

Mingtao Wu, Yanhui Wang and Xiaofeng Li

Abstract As the research hotspot of intelligent transportation system (ITS),
unmanned ground vehicle (UGV) with high intelligence is able to reduce the
probability of traffic accidents and traffic congestion, and improve the efficiency of
urban transportation system. Environmental perception is one of the key research
topics in the research of key technologies of UGV. The campus transportation
environment, as a simple version of the urban transportation environment, needs to
perceive as much traffic information as the urban traffic environment. At the same
time, the geographic information system (GIS) has capabilities of strong geo-
graphical information storage and management, which can play a critical role in the
environmental perception of UGV. In this paper, we study the autonomous driving
of unmanned ground vehicle in the campus traffic environment, and the construc-
tion method of GIS database is proposed for the perception demand of UGV in the
traffic environment of campus. Then, according to the GIS database, autonomous
navigation control of UGV is carried out to verify its applicability and effectiveness.
After testing, the GIS database proposed in this paper can assist the autonomous
driving of UGV well and complete the driving tasks in the campus environment.

Keywords Geographic information system (GIS) � Unmanned ground vehicle
(UGV) � Navigation
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1 Introduction

Unmanned ground vehicle (UGV) with high intelligence is able to reduce the
probability of traffic accidents and traffic congestion, and improve the efficiency of
urban transportation system. Besides, UGV can also take the place of human in
harsh environments, so that we can explore those areas where human is currently
unable to access. Therefore, UGV is a research hotspot in the field of intelligent
transportation system and automobile control. While the research on the application
of GIS to UGV mainly focuses on the positioning of UGV, map construction and
path planning at present, the research of GIS database construction method for
UGV is less developed [1]. This paper studies the application demand of autono-
mous driving in campus traffic environment. On the one hand, the complexity of
campus traffic environment is not as high as urban traffic environment, but campus
traffic environment which needs to perceive many traffic information can be seen as
a simple urban traffic environment because of their similarity of road topologies. On
the other hand, geographic information systems (GIS) have a powerful capacity of
geographical information store management. In this paper, firstly we understand the
traffic information that UGV needs to sense by analysing the perceived demand for
autonomous driving in the campus traffic environment; secondly, the construction
of GIS database is completed with the environment perception and the features of
campus traffic environment; finally, the GIS database we proposed is used to
achieve the autonomous navigation of UGV in order to verify the applicability of
GIS database.

2 Construction of GIS Database

2.1 UGV Experiment Platform

With the ability to drive autonomously in the campus traffic environment,the UGV
used in this paper is a small vehicle designed according to automotive chassis
design principles, as is shown in Fig. 1 The chassis of the vehicle takes the way that
its front wheel steer and its rear wheel drive, and its structure is the original “Double
Ackerman” structure. The vehicle has three information transmission network:
CAN bus for vehicle electronic control; Ethernet used for environment perception
such as video, radar, navigation system, etc.; 4G and Wifi for vehicle-ground
communication.
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2.2 Demand Analysis for the Perception of UGV

The perception of the structured road environment in the city is easier than that of
the unstructured road environment in the wild. As a simplified urban traffic envi-
ronment, campus traffic environment can ignore complicated traffic rules in the
demand analysis to reduce the difficulty in the perception of traffic environment
information used by UGV. Therefore, when the vehicle is driving in the campus
traffic environment, the basic environmental information that the vehicle needs to
perceive is as follows: road attribute information. It mainly includes the road length
and width, the direction of the road. Among them, the direction of the road is
the Angle between the radiation from the beginning and end of the road and the
geographic North Pole; real-time driving information. In real-time driving,
the vehicle needs to obtain its own position, speed and course information through
the differential GPS system. The road attribute information in the above environ-
ment information is static, and we can know in advance and store it in a GIS
database.

Fig. 1 UGV experiment platform
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2.3 The Construction of GIS Database

2.3.1 Introduction of GIS

Geographic information system (GIS) is a highly integrated discipline with multiple
disciplines, involved in mathematics and statistics, cartography and cartography,
photogrammetry, remote sensing and computer science, etc. It is the carrier of
geographic information, which is the control information system for acquiring,
storing, editing, processing, analyzing and displaying GIS data including spatial
data and attribute data. Spatial data describes the spatial location and spatial
topology of terrain objects, such as the coordinate points of the road [2]. Attribute
data describes the property information of terrain property, such as the length, width
and direction of the road. Spatial data and attribute data are one-to-one
correspondence.

2.3.2 The Construct Process of GIS Database

This paper uses the ArcGIS software designed by ESRI to complete the GIS
database construction. Firstly, we should obtain a high-resolution map as a map of
geographical data. In this paper, Google Earth is used to obtain a satellite map with
accuracy of 1 m, which is used as a base map to build a GIS database for a
university campus in Beijing. And then we import the base map in ArcGIS. Since
there is no coordinate information on the base map, the coordinate system is set to
the WGS84 coordinate system consistent with the base map. The base map, a raster
image, has no spatial location information. Therefore, it needs to be matched, and
the base map is calibrated with coordinates and projections. Next, we need to
complete the input for the GIS data. In this paper, we store the spatial data first and
then build its attribute information for each spatial data. Firstly, the map layer is
established in ArcGIS to draw every road in the campus. In order to show the
direction of the road, the two-way road is represented by two line objects, and the
direction of the two line objects is set respectively. Besides, a one-way road is
represented by a line object. Secondly, we create a point layer to draw every node in
the campus. Once the spatial data is stored, the properties information can be set.

2.3.3 Settings for Attribute Information

Attribute data exists as a property sheet. Each spatial data corresponds to a property
sheet, while a property sheet carries multiple attribute fields such as FID, name,
topology information, and so on. The property sheet established for the Intersection
node is shown in Table 1. The property sheet that is built for the section is shown in
Table 2.
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Among them, ResistS2E of table refers to the positive resistance which is a
weight value indicating whether the road can pass. If ResistS2E equal one, cars can
pass the road. If ResistS2E equal zero, car can’t pass the road. This field is used to
prevent bi-directional routes from being serialized. The function of ResistE2S is
consistent with the for Positive resistance, but the direction of the constraint is
opposite to the Positive resistance.

3 Automatic Navigation Control Method of UGV Based
on GIS Database

UGV’s automatic navigation control method is one of the necessary conditions to
ensure that it can travel reliably [2]. The perception information required for
unmanned driving is provided by the GIS database we proposed. In the GIS
database, we can get the intersection node data and road data that UGV requires so
that it is easy to plan the path of the vehicle to obtain the minimum cost of path for
unmanned driving. First of all, we need to access to the road where the vehicle is
according to the vehicle’s location information and the vehicle may not be right on

Table 1 Intersection node property sheet

Serial number Name Alias Field type

1 FID Object number Object ID

2 Shape Object graphics Geometry

3 Name Node name String

4 x Longitude Double precision

5 y Latitude Double precision

6 Intersection Long integer

Table 2 Section data property sheet

Serial number Name Alias Field type

1 FID Object number Object ID

2 Shape Object graphics Geometry

3 StartNode Road start ID Long integer

4 EndNode Road end ID Long integer

5 LaneNum Number of lanes Long integer

6 Length Section length Double precision

7 ResistS2E Positive resistance Double precision

8 ResistE2S Reverse resistance Double precision

9 Direction Road direction Double precision
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the lane, but on the side of the road between the two intersections. When it is not on
the lane, the vehicle should be driven to the right lane. Finally, the vehicle must not
deviate from the lane and must compete the mission that it travels follow the
planned route.

3.1 Automatic Matching and Control Method for Vehicle
Position

The control of UGV is mainly to control the direction of UGV, and we set the speed
of the unmanned car to a constant value. First of all, we need to tell the unmanned
car is on which lane, as shown in Fig. 2 [6]. Next, the vehicle on the side of the road
should be driven to the right lane, which is shown in Fig. 3.

Fig. 2 Vehicle position matching process
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3.2 Method of Unmanned Vehicle Path Planning

In this paper, the starting point of the shortest path is the end of the road where the
starting point of the vehicle is, and the end of the shortest path is the starting point
for the end of the road where the destination is. The shortest path solution is a
common Dijkstra algorithm. The route that UGV may travel starts at the starting
point of the vehicle, go through the starting point of the shortest path and the end
point of shortest path, and ends up the destination [3].

3.3 Target—Oriented Vehicle Automatic Matching
and Control

After the route is obtained, UGV will in turn navigate to the node in the path, and
each node is the target point. Whenever the vehicle reaches a target, it switches the

Fig. 3 The vehicle on the side of the road should be driven to the right lane
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target to the next target in the path until it reaches the last node in the path. The
method of target switching is shown in Fig. 4 [4, 5].

The vehicle is running at a constant speed while the vehicle is running towards
the target point. We need to control the direction of the vehicle when driving, so
that the vehicle may not deviate from the direction of the lane. Depending on the
difference between the actual direction of the vehicle and the given reference
direction, the motor of the vehicle is output in the direction we need, as Fig. 5
shown.

Depending on the target category, we have different direction control methods.
The first case: the vehicle in a straight lane is driving towards the end of the lane,
and the target point is the lane of the end. The reference direction of the vehicle
direction control is the direction of the lane. The second case: the vehicle drives into

Fig. 4 The method of target switching

Fig. 5 Direction control
block diagram
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the intersection, then the vehicle may move forward, turn right or turn left to leave
the intersection. First of all, we calculate the difference between the direction of the
vehicle and the direction of the lane in which the target is located. That is, the
direction angle of the lane where the target point is located is subtracted from
the direction angle of the vehicle [6, 7]. If the difference is between −45° and 45°,
then the vehicle can be considered to pass straight. In this case, the reference
direction may be the direction in which the vehicle is located as the starting point
and the target point as the end point. If the difference is greater than 45°, then the
vehicle needs to turn left, and the steering of the vehicle is set to −10° (10° to the
left) until the target is reached. If the difference is less than −45°, then the vehicle
needs to turn right, and the steering of the vehicle is set to 15° (15° to the right) until
the target point is reached. The third case, the target point of the vehicle is the end
point, and the vehicle needs to travel straight along the driveway. When the distance
between the vehicle and target point is 3 m, set the direction of the vehicle to 10°
until the vehicle reaches the finish line.

4 Experimental Verification

4.1 Establish Differential GPS Positioning System

First, we need to establish a differential GPS system to meet the high-precision
positioning needs of unmanned vehicles. We take two GPS receiver at the same
time work to receive GPS satellite signals. One of the GPS receiver is as a precise
location of the base station, which is the GPS base station. It is placed on the
rooftop of the tallest building near the test route, with no obstructions such as trees
and buildings to block GPS satellite signals. Another GPS receiver is installed on
the roof of UGV as a rover (mobile station) [8].

4.2 Unmanned Vehicle Navigation

Our test place is a university campus in Beijing, and the test route as shown in
Fig. 6. Test results are unmanned vehicles can output the right direction. Although
slightly offset from the center line of the road, but the direction of the vehicle can be
consistent with the direction of the lane. The vehicle can eventually reach the
destination.
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5 Conclusion

Based on the ArcGIS Desktop platform developed by Esri, this paper constructs a
GIS database suitable for auxiliary cruise control. By setting the given path for
UGV, the cruise control strategy of the unmanned aerial vehicle is assisted by the
GIS database. After testing, the GIS database proposed in this paper can assist the
autonomous driving of UGV well and complete the driving tasks in the campus
environment.
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Research on Algorithm of Correlation
Denoising Based on Wavelet Transform

Lei Yang, Feng Xue, Hong hai Wang and Hua wei Cheng

Abstract Aiming at the problem of noise in the traffic monitoring, especially at
night, an image denoising algorithm is proposed. Application of correlation
denoising algorithm based on wavelet transform in traffic monitoring. Firstly, Haar
wavelet is used as the transform matrix, then image data are denoised. And The
similarity of the image is evaluated by the peak signal to noise ratio. Finally, the
obtained data is compared with the algorithm of existing adaptive threshold. It is
found that the improved algorithm of correlation denoising achieved the expected
effect and can denoise the monitoring image of nighttime very well.

Keywords Correlation denoising � Wavelet transform � Traffic monitoring

1 Introduction

In the current traffic image monitoring there are many problems, including the
image monitoring and processing capacity of the lack of increasingly prominent.
Wavelet transform is becoming more and more important in image processing. Its
effect is superior to Fourier transform. It is mainly due to the decomposition effect
of wavelet in time and frequency domain. It can decompose the signal into wavelet
signal and analyze it one by one [1].

The research focus of this paper is mainly based on the wavelet transform of the
correlation image denoising algorithm in traffic monitoring application and
research, through wavelet transform the image data of the monitoring, and then
correlation denoising, to achieve the purpose of noise removal [2]. There are three
main classes in the method of wavelet denoising, including modulus maxima
denoising, threshold denoising and correlation denoising. Among them, the mod-
ulus maxima denoising algorithm is less used, because the algorithm is more
complicated. In this paper, we improve the correlation denoising method and
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compare the adaptive threshold denoising algorithm [3]. Observe the superiority of
both algorithm and the actual use of the effect.

2 Correlation Denoising Algorithm Based on Haar
Wavelet Transform

The typical orthogonal wavelet—Haar wavelet, Haar basic wavelet function is
defined in the interval [0,1].

The formula is:

hðtÞ ¼
1 0� t\ 1

2�1 1
2\t� 1

0 other

8<
: ð1Þ

The time domain and frequency domain of Haar wavelet are shown as Figs. 1
and 2.

Fig. 1 Time domain

Fig. 2 Frequency domain
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There is a strong correlation between the upper and lower layers of the wavelet
coefficients of the signal, and the noise does not have such a correlation, which
makes it possible to use correlation denoising when performing image denoising
[4].

Discrete signal:

f nð Þ ¼ x nð Þþ s nð Þ; n ¼ 0; 1; . . .;N � 1; s nð Þ 2 N 0; r2
� � ð2Þ

f nð Þ is transformed by wavelet:

Wf j; kð Þ ¼ 2�j=2
XN�1

n¼0

f nð Þu 2�jn� k
� � ð3Þ

In the formula Wf j; kð Þ is a wavelet coefficient, Referred to as Wj;k .
The linear properties of the wavelet transform can be known, Wj;k is made up of

two aspects, One aspect is the x nð Þ corresponding coefficient ujk; The second aspect
is s(n) corresponding coefficient tjk.

The formula for the correlation coefficient is:

CWj;k ¼ Wj;kWjþ 1;k ð4Þ

The correlation coefficient of the wavelet coefficients at this scale of j is CWjk,
also the correlation coefficient.

Then how to correlate the correlation coefficient to help determine whether the
correlation of the adjacent coefficients is strongly correlated or weakly correlated,
but also integrated the correlation coefficient;

Wj;k ¼ CWj;k

ffiffiffiffiffiffiffiffiffiffiffiffi
PWj

PCWj

s
ð5Þ

Wj;k is the normalized correlation. Where PWj represents the energy of the jth
layer coefficient and PCWj represents the correlation coefficient energy at the
j-scale.

PCWj ¼
X
k

CW2
j;k; PWj ¼

X
k

W2
j;k ð6Þ

The correlation denoising principle is to compare the normalized correlation
coefficients for each location and determine the point of the signal or the noise
control from the correlation size [5].
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The specific steps are:

1. Given the number of decomposition layers, M, select the wavelet function,
calculate the wavelet coefficients (Wj;k) of each layer with noise signal;

2. Compare Wj;k and Wj;k, and judge:

If Wj;k �Wj;k, it is considered that the large correlation quantity corresponds to
the characteristic of the signal, let Wj;k ¼ Wj;k , set Wj;k ¼ 0;

If Wj;k �Wj;k, it is assumed that the wavelet coefficients at point k are controlled
by noise, leaving Wj;k, and set Wj;k ¼ 0;

3. Recalculate Wj;k on each scale;
4. Repeat the above procedure;
5. Each of the Wj;k’s points is controlled by the signal, and the points in the Wj;k all

correspond to the noise.

Region correlation coefficient: CNj;k ¼ Nj;kNjþ 1;k is the regional correlation

coefficient at k on scale j. And Nj;k ¼
Pkþm

l¼k�m Wj;k .

The normalized correlation of the region gives Nj;k ¼ CNj;k

ffiffiffiffiffiffiffiffi
PNj

PCNj

q
as the nor-

malized correlation, and PNj ¼
P

k N
2
j;k;PCNj ¼

P
k CN

2
j;k.

3 Experiments and Results

1. Experimental steps:

(A) Read the image, divided into three color channels [6];
(B) Select the wavelet base, “haar” decomposition layer is 2;
(C) Add noise, select “Gaussian” noise;
(D) Correlation method denoising, to obtain the denoising results;
(E) Get the values of PSNR, MSE, NC.

2. Simulation and analysis of results.

In the simulation experiment, the night image of traffic monitoring is used as the
simulation image data, and the “haar” wavelet is used as the wavelet base to
transform and decompose. As shown in the following Figs. 3, 4, 5 and 6, the image
pixels are 2048 * 1257. Using the correlation denoising method, the original image
with noise is denoised and compared with the algorithm of adaptive acquisition
threshold, as shown in Figs. 5 and 6.

From Figs. 4, 5 and 6 can be seen: traffic monitoring image processing, the two
methods to denoise the image visual effects, have reached the expected results of
denoising, visual contrast results are not very obvious.

It can be concluded from Table 1 that the correlation denoising algorithm is
compared with the adaptive threshold denoising algorithm, the peak signal to noise
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ratio is larger, the mean square error value is smaller and the normalization cor-
relation is slightly larger. This three point highlights the superiority of the improved
correlation denoising algorithm, but the computation time of the algorithm is
longer. This is also due to the complexity of the algorithm itself.

The simulation results show that correlation denoising method can be used to
denoise the traffic monitoring image data.

Fig. 3 Original image

Fig. 4 Noise image

Fig. 5 Threshold de-noising
image
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4 Summary

In this paper, the correlation denoising algorithm of wavelet transform is used to
deal with the image data of night traffic monitoring, and the effect is achieved. For
the actual night image to make a certain effort to denoise.

But in the de-noising algorithm in the consumption of more time, the latter
should be in-depth study in this area.
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Distributed Simulation Modeling
and System Construction
for the Networked Operation
of Urban Railway System

Jiaping Feng, Xi Jiang, Feifan Jia and Chi Zhang

Abstract Facing the situation of the large-scale network, we conducted the
research and construction on simulation and system modeling towards the problem
of how to economically and efficiently conduct the operation and simulation of
urban rail transit network. We built a core simulation model mainly formed of
topology infrastructure model of the network, simulation model for the process of
train operation and the simulation model for the process of passengers’ travel in
order to meet the need of the train operation and passengers’ travel. Having con-
structed the distributed simulation structure for the networked operation based on
fixed distributed strategy, we proposed a simulation clock coordination mechanism
based on key synchronous events, and developed a distributed simulation system
for the networked operation of urban rail transit system. Taking the congestion
situation for the passenger flow of Beijing’s subway and the confirmation for the
passenger flow limitation scheme of the network coordination as the backgrounds,
two conducted the applied research on the distributed simulation system for the
operation of urban rail transit system.

Keywords Urban railway system � Distributed simulation � Congestion of the
passenger flow � Passenger flow limitation scheme

1 Instruction

In recent years, the network operation of urban rail transit in China has become the
main feature. The network operation mode provides more convenient transportation
service for passengers, at the same time, it also increases the difficulty of urban rail
transit operation decision. Computer simulation technology, because of its advan-
tages in solving complex problems, began to be used more often in urban rail transit
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system analysis and operational decision-making. For example, through simulation
station passenger behavior analysis to evaluate subway station operation states [1–
3], in the station passenger simulation modeling method, some research results [4–
6]. There are some mature pedestrian micro simulation software, such as
MicroPedSim, SimPed, Nomad, Legion, STEPS, Anylogic, VISSIM [7, 8], and
train operation simulation software such as RAILSI, TrainSTAR, UTRAS,
OpenTrack, Railsys [9–11]. At the network level, the simulation modeling study of
train flow, passenger flow and their dynamic interaction has just started in the
literature [12], the author studies the multi–granularity simulation modeling method
of urban rail transit network under the stand-alone operation environment for the
goal of network planning.

However, the operation simulation of urban rail transit network faces the
problem of complex system and huge simulation scale. In the case of available
simulation resources and single machine computing capacity constraints, using
distributed technology to build simulation system becomes an effective way to
realize the whole network operation simulation efficiently and economically. But in
the field of urban rail transit simulation, there are few reports on the distribution
simulation of large-scale network operation. This paper focuses on the construction
of simulation model, simulation system and the application of simulation system for
the construction of network operation simulation system under distributed
environment.

2 Distributed Simulation Architecture

In order to build a distributed simulation system, the simulation architecture of the
system should be established firstly, which depends on the choice of the distribution
mode of the system nucleus simulation model. In general, large-scale distributed
simulation systems are mainly divided into two main types: function-based distri-
bution and region-based distribution. In the conditions of network operation, urban
rail transit system is composed by multiple subsystems, including road network
infrastructure, trains, passengers and transportation organizations, etc. Each sub-
system is relatively independent and interact, therefore, function-based distribution
is preferred. In addition, the urban rail transit system can be divided into several
station subsystems connected by the metro line in space, thus a distributed system
can be built naturally using region-based distribution. Therefore, in this paper, a
hybrid distribution strategy is adopted to realize the distributed simulation system of
urban rail transit network operation, so as to realize the expansion of simulation
function and scale.

In this paper, a distributed architecture of urban rail transit network operation
simulation system based on hybrid distribution strategy is constructed. At the top of
the simulation system, the function-based distribution method can be used to divide
the system running online into the subway system simulation, train operation
simulation, simulation data processing and index calculation, simulation process
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and result display. Further, the system can be divided into second layers based on
region-based distribution according to the system size and computing power.
Among them, based on the location of the passengers, passenger activities of some
stations with large computational complexity are distributed by the simulation of
passenger movement in road network to a number of station passenger simulators.
The train operation can be directly distributed to a number of nodes according to the
route, which is focused on a number of lines, as shown in Fig. 1.

3 Simulation Modeling

3.1 Topology Model

The urban rail transit network model is a general description of the road network
topology, and the construction of the urban rail transit network topology model can
be divided into the following way.

1. Consisting of node and arc, which represents the station and the section;
2. Consisting of node and arc, which represents the intersection of arcs and the

transfer between stations;
3. Net topology of node and arch, which represents the connection direction and

interval of transfer station and station room.

These urban rail transit network topology modeling methods are different in
network size and sophistication. However, the problem of insufficient description
ability is common in the process of supporting passenger travel and train operation

Fig. 1 A distributed simulation framework based on hybrid distribution strategy
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simulation. In order to describe the spatial relationship between train activities and
passenger activities accurately and efficiently, this paper builts a network model
composed of multi-class nodes and arcs, which provided a unified network topol-
ogy description for train operation and passenger activity simulation as shown in
Fig. 2. The nodes include the inbound point, the outbound point, the train arriving
point, the train departing point, the arcs include the inbound arc, the outbound arc,
the stop arc, the line transfer arc, the adjacent line transfer arc, the section running
arc.

In the distributed conditions, with the positive line access, access point as a
demarcation point, the entire network can be divided into multiple subnet stop
support for distributed simulation, as shown in Fig. 2.

3.2 System State Deduction Model

In the simulation system, the trains and passengers are the dominant entities that
determine the state of system. In the respective life cycle, the train and passengers
perform a series of activities in accordance with certain rules of behavior and
interact with other entities, thus forming a state change of the system. Urban rail
network operation decision-making is concerned about the dynamic changes in the
activities of the train during the operation and passenger travel, such as train getting
in and out of the section, passing in and out station, stopping, turning-back, train
running in section and other activities, as well as passengers arriving at the station,
waiting, transferring, boarding on the train and so on, but ignoring the precise
position, speed, acceleration, etc. of a train or passenger at a given moment.

Thus, in this paper, each train operation and passenger travel process on the road
network is considered as a series of activity sequences determined by train time-
table, train routing, passenger od and path, station streamline and other factors, so

Fig. 2 The urban rail transit network topology model based on multiple nodes and arcs

980 J. Feng et al.



the train operation process and the passenger travel process can be described as
sequence O ¼ \O1; O2; . . .On[, and the Oi, i 2 N is the active link, which is an
activity of a train or passenger in an interval or station, these activities can be
expressed in eight tuples, {Type, Place, StartTime, SetupTime, DurTime, State,
preOperation, NextOperation}, and the attributes describing train and passenger
activity are shown in Table 1.

According to train basic operation chart or operation adjustment diagram, with
the simulation clock advance, the trains carry out each activity in sequence, such as
getting on line, getting off line, setting up operation, executing operation and so on.
It provides the necessary conditions for passengers to get on and get off the train, as
shown in Fig. 3.

Passengers are generated according to the travel time and place rules in the
network (arrive state), to achieve the state transfer model of the passengers travel,
including getting into the station, walking in station arc, waiting train on platform
and so on, and the passengers state transfer model as shown in Fig. 4.

4 Coordination of Distributed Simulation Clock

4.1 The Simulation Clock Coordination Mechanism Based
on Key Events

Because of distributed simulation system components of the computing nodes
running on computer network, a certain simulation clock propulsion mechanism is

Table 1 Train and passenger activity sheet

Attribute Meaning Value

Type Type of train or passenger
activity

Train :{Running,Dwelling,TurnAround,
Storage,maintenance}
Passenger :{EnterSta,ExitSta,WaitingTrain,
TravelOnTrain,Transfer}

Place The node or arc occupied by
the activity

Nodej 2 odej ode;Arkj 2 NetArk

StartTime The beginning of the activity initial time\ ¼ StartTime\ ¼ end time

SetupTime Prepare the time before the
activity begin

0\ ¼ StartTime\ ¼ Simulation run time

DurTime The amount of time the
activity need

0\ ¼ DurTime\ ¼ Simulation run time

State Active status fPending;Doing;Doneg
PreOperation Proactive activities of this

activity
Pr eOperation 2 O; begin of activity is dp

Nextoperation Follow-up to this activity Nextoperation 2 on 2 O; of activity is dp
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needed to maintain the temporal and spatial consistency of the system. The classic
clock propulsion mode has two basic types: time step and event step, the former
easily keeps the ratio between the simulation clock and the actual clock, which is
more suitable for visual display and human-computer interaction; the latter has
higher simulation operation efficiency and less simulation error. According to the
above system distribution strategy, the urban rail transit network operation simu-
lation system can be distributed as a number of line train running simulator and
station simulator, together with passenger activity simulator, simulation operation
process and dynamic display of multiple subsystems, these distributed simulation
subsystems have different requirements for clock advance.

Fig. 3 The state transfer model in the process of train running

Fig. 4 The state transfer model of the passengers travel
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1. The train operation process is closely related to the signal system, and the
simulation error control requirements are strict, therefore, the line train operation
simulator is appropriate to advance the clock in accordance with the event step.

2. Each station simulator needs to deal with a large number of individual activities
with independent behavior and its dynamic relationship with the facilities, most
time steps are adopted to advance the clock, and select the step size is shorter to
maintain high simulation accuracy.

3. According to the event step method to deal with higher accuracy, passenger
activity simulator need to consider both the station passenger activities and train
activities and follow the time of the train arrived, leaving the station.

4. From the perspective of visual display, the simulation operation process and the
result dynamic display subsystem are suitable for the time step method. To show
the effect is more smooth and realistic, the simulation step should be as small as
possible.

It can be seen that the time step and the event step may exist in the system at the
same time, and the simulation subsystem using the time step method may adopt the
step interval of length, so the simulation clock needs to meet the hybrid clock in
advance. The hybrid clock propulsion facilitates the simulation model and increases
the difficulty of the coordinated operation of the distributed simulation system.

Classic simulation clock synchronization is divided into conservative strategy
and optimistic strategy. In view of these two strategies, some mature synchro-
nization algorithms have been formed. In this paper, based on the conservative
strategy, combined with the distribution policy of urban rail transit network oper-
ation simulation system, and the characteristics of information interaction between
simulation models, we designed a coordination mechanism based on the key events
of master-slave simulation clock, in a simple way to achieve efficient clock
synchronization.

In the simulation system of urban rail transit network, each distributed simula-
tion node does not need to be kept in sync with other nodes in specific situations.
As the train is running in accordance with the timetable, at the same time, the train
attendant and leave decision to change the passengers on the platform, so the event
of the train arriving and departure has become the key process of contact different
simulators propulsion system. The events of train arriving and departure occurred,
not only is one of the basis of train operation simulation subsystem clock forward,
is also the reference time of the whole system simulation to synchronize, known as
the key synchronization event in the system.

In that case, this paper proposes a simulation based clock coordination mecha-
nism based on critical events, analysis of the situation and timing need to be
synchronized, extract events that trigger synchronization for critical synchroniza-
tion events, and to produce the event simulation node as the leading, to achieve the
coordination of the simulation logic clock. According to the logical control rela-
tionship among the core simulation objects of each subsystem in the simulation
system, the simulation subsystem is divided into three types, and the simulation
clock is promoted by the clock coordination mechanism.
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1. Leader emulator, including the train running simulator of each line, which
generates key synchronization events in the system. When the leader emulator
performs a critical synchronization event, the system initiates a synchronization
process.

2. Semi-dominant simulator, including the passenger activities simulator of the
station, the simulation clock is not only independent but also controlled by
critical synchronization events. During a synchronization process, the logical
clock will be calibrated with the time of the key synchronization event.

3. Following simulator, it mainly refers to the dynamic display subsystem and the
simulation index analysis subsystem, the simulation time is definitely followed
by the provider of dynamic simulation data, which cannot influence the simu-
lation time of the system.

4.2 The Implementation of the Simulation Clock
Coordination

According to the coordination mechanism, the key of the clock coordination is to
set the clock coordinator to be centered by the Synchronization Event Manager, the
primary function is to build and maintain critical synchronization event pools, and
manages the future synchronization event information generated by the pilot sim-
ulator, and sent update message to the other emulators in sync. When the leader
simulator is going to perform a critical synchronization event, the coordinator sends
a synchronization message to the other emulators and sends a synchronized feed-
back message by semi-pilot simulator to the master emulator to indicate that the
synchronization is complete.

The clock coordinator’s workflow is as follows:

1. Receive the Generate Synchronization Event message sent by each leader
emulator.

2. Updates events in critical synchronization event pools based on received
messages.

3. According to the scope of the synchronization event, generate a “synchronous
event update” message and sent to the corresponding semi-master emulator and
following emulator.

4. When receiving the leader simulator “starting a synchronous” message,
according to the scope of synchronous event, produce “synchronous message”,
and sent it to the corresponding Semi-dominant simulator.

5. When a semi-dominant simulator associated with a synchronization event sends
a “sync confirmation” message, it returns a “synchronization completion”
message to the corresponding master emulator.
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In the urban rail transit network operation simulation system, the main infor-
mation exchange related to the clock coordination of the simulation system is
shown in Fig. 5.

The ith initiator emulator Mi in the system has its logical clock LVi value at the
current time t. Before the end of the simulation, follow the steps and rules to
advance the clock:

1. The simulator Mi simulates at LVi and predicts the future event sequence
FEventList.

2. Extracts a key synchronization event in the FEventList, forms the data packet,
sends the “Generate Synchronization Event” message to the clock synchro-
nization mechanism.

3. Scan FEventList, get the next event MEvent.
4. IfMEvent is a non-critical synchronization event, then convert LVi to the time of

occurrence of MEvent. Go to step 1.
5. Otherwise send the start a synchronization message, enter the synchronization

operation, and then block it.
6. It will be activated if the “synchronization completion” message from the clock

coordinating unit is received, then convert LVi to the time of occurrence of s
MEvent. Go to step 1.

The ith semi-dominant simulator HMi in the system uses the time step method.
Assuming that the step size is DTi, the value of the logical clock LVi is the current
time t. Before the end of the simulation, follow the steps and rules to proceed the
clock:

1. Simulator HMi is operated in the LVi moment.
2. Receiving the “synchronization event update” message from the clock syn-

chronization mechanism, updating its synchronization event sequence, and
rescan the nearest critical synchronization event at the extraction point, setting
the time as T .

Fig. 5 The simulation clock information interaction in the process of coordination
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3. If LViþDTj\T , then, proceed LVi to LViþD.
4. Otherwise, the emulator HMi is blocked to wait for the synchronization

message.
5. When a synchronization message is received, the LVi is proceed to T and the

synchronization confirmation message for the MCEvent is sent by the emulator.
Go to step 1.

In the system, the ith follower simulator Si is driven with time stamped simu-
lation data, and the simulation data containing the timestamp is continuously
received to form the simulation data list SimuDataList. Set the logic simulation
clock LVi initial value of t0, when receiving the synchronization message, and then
set the logic simulation clock LVi. The clock advance rules are as follows:

1. LVi ¼ t0.
2. When the synchronization message is received, extracted the occurrence time T

of the key synchronization event in the message.
3 Take out all the simulation data in the ½LVi; T � of the SimuDataList. Let n be the

number of data, and sort it by timestamp. Then, read the timestamp Tjð0\j\nÞ
in the simulation data, and convert s LVi to Ti.

4. After looping for n times, go to step 2.

5 Simulation Case

Based on the distributed simulation method proposed in this paper, the distributed
simulation system of urban rail transit network operation is developed in C#
development environment, and the urban rail transit system of Beijing is taken as an
example. The system is deployed to six computers on the network for distributed
operate. One of the computers running simulation process dynamic display sub-
system, simulation index calculation and display subsystem, simulation experiment
management and operation control subsystem. 3 computers running station pas-
senger activity simulation subsystem. One of the three computers running train
running simulation subsystem, One of the three computers running road network
passenger simulation subsystem and simulation data acquisition and distribution
subsystem. Despite the two subsystems with interactive functions, the other sub-
systems run on the background server. The running interface of dynamic display
subsystem of simulation running process is shown in Fig. 6.
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6 Conclusion

With the rapid development of urban rail transit and the trend of network operation,
this paper studied the network operation simulation model and system construction
of urban rail transit from the following aspects.

1. The structure of the core simulation model was studied, the network topology
and facility model, the train operation process simulation model and the pas-
senger travel process simulation model are constructed, and the system state
simulation deduction of train flow and passenger flow coordination was realized.

2. The distributed architecture of urban rail transit network operation simulation
system based on hybrid distribution strategy is studied, and the efficient clock
synchronization was realized by using the simulation clock coordination
mechanism based on key synchronization events.

3. On the basis of the simulation model and distributed simulation method, the
urban rail transit network operation simulation system is constructed.

Acknowledgements The authors gratefully acknowledge the support provided by the national key
research project “Safety assurance technology of urban rail system” (Grant No. 2016YFB1200402)
in China.

Fig. 6 Running interface—visualization of the running process
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Automatic Train Control with Actuator
Saturation Using Contraction Theory

Yue Li

Abstract Application of contraction theory provides a platform to analyze the
exponential stability of nonlinear system. To effective compensate the time-varying
parametric uncertainties exist in the longitudinal dynamics of the train, this paper
proposes a contraction based saturated adaptive robust control for automatic train
operation, which is subject to input limit of actuator. With consideration of actuator
saturation, a recently developed robust modification is used to saturate the control
input in each step, while the global stability is preserved. The resulting saturated
adaptive robust control renders the transformed error enter the predefined region,
furthermore, inside the predefined region, the contracting behaviour of closed-loop
dynamics is regain and the tracking error exponentially converge to a residual set
subsequently. The results of comparative experiments under different control
strategies also verify the effectiveness of the proposed saturated adaptive robust
control.

Keywords Automatic train operation Actuator saturation Contraction theory
Adaptive robust control

1 Introduction

Railway transportation has been widely constructed and utilized all over the world,
especially the high-speed railway in recent decades. To meet the high safety and
efficiency requirements of high-speed train, the automaticity in train control is
continuously raising. As an essential part of automatic train control (ATC), auto-
matic train operation (ATO) is an on-board equipment whose main function is
speed regulation to render the train tracking with the desired trajectory [1].

The desired trajectory is generated by certain optimal algorithm in accordance
with prescribed operating criteria, which mainly includes safety, ride-comfort,
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timetable, energy-efficiency, etc. The discussion of optimal algorithm can be found
in [2–4], and this paper focus on improving the tracking performance of ATO. As
travelling speed increases, the effect caused by the inherent time-varying uncer-
tainties in the longitudinal dynamics of the train keeps growing, so excellent
tracking performance is not easy to achieve. There are much research had been done
to reduce the dependence on inaccurate modeling process, including [5–9].

In this paper, based on the treatment of actuator saturation is motivated by [11],
we further improved in [10], where the actual state is replaced by desired velocity in
both model compensation and parameter adaptation. The overall saturated adaptive
robust control is designed to preserve the contracting behaviour of closed-loop
dynamics during normal working range while guarantee global stability for large
magnitude of modeling uncertainties.

2 Saturated Adaptive Robust Control

With consideration of actuator saturation, the control law should to be synthesized
to satisfy input constraint. By using the same structure of contraction adaptive
control developed in [10], the saturated adaptive robust control is developed as
follows.

Step 1.
By considering the saturation problem, the control law a1 is re-designed as

a1 ¼ a1a þ a1s
a1a ¼ _xd
a1s ¼ �r1ðz1Þ

8<
: ð1Þ

where r1ðz1Þ is a smooth saturation function with respect to z1, and it is designed to
have the following properties:

(i) r1j ðz1Þj ¼ M1; if z1j j � L12;
(ii) z1r1ðz1Þ[ 0; for all z1 6¼ 0;

(iii)

@r1
@z1

z1ð Þ ¼ i1; if z1j j\L11;
@r1
@z1

z1ð Þ� i1; if L11 � z1j j\L12;
@r1
@z1

z1ð Þ ¼ 0; if z1j j � L12:

8><
>:

Since a1a is bounded, the overall a1 can be bounded. By applying Eq. (1), we
obtain

_z1 ¼ �r1ðz1Þþ z2; ð2Þ

_z2¼ 1
m
u� hT/� €xd þ @r1

@z1
ð�r1 þ z2Þ; ð3Þ
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In Step 1, i1; L11; L12;M1, are controller parameters.

Step 2.
For the control law given by [11], both ua and us should to be bounded to satisfy
the actual input constraints. Due to the difference introduced by r1, we re-expressed
Eq. (3) as

3: _z2¼ 1
m

ua � hT/� m €xd þ @r1
@z1

r1

� �� �
þ @r1

@z1
z2 þ 1

m
us: ð4Þ

Intuitively, ua should to be designed to cancel the model dynamics �ĥT/�
m̂ €xd þ @r1

@z1
r1

� �
; however, since /ðxÞ depends on x2, it is impossible to put a bound

on ua. Motivated by [11], we re-formulate the regressor as a function of the desired
trajectory only and re-design ua as

ua ¼ ĥT/d þ m̂ €xd þ @r1
@z1

r1

� �
; ð5Þ

where /d ¼ /ð _xdÞ ¼ 1; _xd; _x2d
� 	T

. Automatically, the adaptive law is modified as

_̂h ¼ Pr �C/dz2½ �;
_̂m ¼ Pr �c €xd þ @r1

@z1
r1

� �
z2

h i
;

8<
: ð6Þ

where C ¼ CT [ 0, c[ 0 are adaptive gain. Due to the property of Prð�Þ, the lower
bound ua and upper bound �ua of ua can be easily determined. Furthermore, the
desired compensation control Eqs. (5) and (6) also enhance the capacity of
noise-rejection in implementation, and large adaptation gain can be used to improve
train tracking performance, as discussed in [11].

By applying Eq. (5), we obtain

_z2¼ 1
m

ĥT/d � hT/þ ~m €xd þ @r1
@z1

r1

� �� �
þ @r1

@z1
z2 þ 1

m
us: ð7Þ

Noting that ĥT/d � hT/ can be re-written as ~hT/d þ hTð/d � /Þ. So Eq. (7) can
be forward expressed as

_z2¼ 1
m

~hT/d þ ~m €xd þ @r1
@z1

r1

� �
þ hTð/d � /Þ

� �
þ @r1

@z1
z2 þ 1

m
us: ð8Þ

Equations (1) and (2), we have

hTð/d � /Þ ¼ hT 0;r1 � z2; ðr1 � z2Þð _xd þ x2Þ½ �T
¼ � ct þ cað _xd þ x2Þ½ �z2 þ car1z2 þ ctr1 þ car1ð2 _xd � r1Þ:

ð9Þ
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Substituting Eq. (9) into Eq.(8), we have

_z2¼ 1
m

~hT/d þ ~m €xd þ @r1
@z1

r1

� �
þ ctr1 þ car1ð2 _xd � r1Þ

� �

� 1
m

ct � car1 þ cað _xd þ x2Þ½ �z2 þ @r1
@z1

z2 þ 1
m
us:

Since M1 � r1j j can be designed, if we choose M1 � ct=�cað Þ, then the term
�car1 can be dominated by ct, i.e., ct � car1 � 0. Letting
e2 , ct � car1 þ cað _xd þ x2Þ, because parameter ca, and desired and actual train
speed _xd , x2 are all positive-definite, e2 is positive-definite. Then, the derivative _z2
can be forward expressed as

_z2¼ 1
m

~hT/d þ ~m €xd þ @r1
@z1

r1

� �
þ ctr1 þ car1ð2 _xd � r1Þ

� �

� e2z2 þ @r1
@z1

z2 þ 1
m
us: ð10Þ

The residual term �e2z2 acts as a damping term to help stabilizing the dynamic
_z2, so the robust control us needs to suppress @r1

@z1
z2 and model mismatch to render z2

converge or at least, bounded. By considering the saturation problem, the robust
control is designed as sign

us ¼ �r2ðz2Þ; ð11Þ

�r2 z2ð Þ ¼ i2z2; if z2j j\L2
sign z2ð ÞM2 z2j j � L2



ð12Þ

Noting this is the last step, thus r2ðz2Þ only needs to be continuous. Thus, the
overall of the control input is given by

u ¼ ua þ us;

ua ¼ ~hT/d þ m̂ €xd þ @r1
@z1

r1
� �

;

us ¼ �r2ðz2Þ:

8<
: ð13Þ

In Step 2, i2; L2;M2, are controller parameters.

Theorem 1 If the saturated adaptive robust control Eqs. (13) and (6) is applied to
train model, while the selection of design parameters satisfying (a) i2 [ �mi1, (b)
i1L11 [ L22, (c) M1 � ct=�cað Þ, (d) M2 [ �mðhþ k1M1Þ, (e) ��B� ua �M2 � �F � �ua,
then the following results can be guaranteed:

i) The closed-loop system is global stable.
(ii) At steady-state, the location and velocity tracking errors of the train converge

to the following residual set
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X0
d ¼ eðtÞ 2 R

2 ej j � h
k2

����

 �

;

where, h; k2 are positive constants, which will be specified in the proof analysis.

3 Comparative Experiments

3.1 System Setup and Implementation

Comparative experiments are constructed in the form of numerical simulation to
demonstrate the effectiveness of the proposed saturated adaptive robust control. The
train dynamics under study is stemmed from CRH3 series high-speed trains, which
have been operating in Beijing-Tianjin Intercity Railway for more than five years,
and the nominal values of their primary parameters are listed in Table 1, where, x
denotes the running resistance of mass per unit quality, �F denotes the traction
capacity of actual motors, B1 denotes the capacity limit of regenerating braking, �B2

denotes the capacity limit of electropneumatic braking. The force of traction and
regenerating braking that train traction motors can supply are correlated with
travelling velocity, as shown in paper [11]. The electropneumatic braking is a
reserve equipment, which is enabled in the situation of regenerating braking is
deficiency (usually in low travelling velocity range), so the total braking force can
be calculated from �B ¼ �B1 þ �B2.

From design and empirical record, the prior region of train dynamics is defined
as

H 2 450; 1; 0:02; 0:0005½ �T ; 500; 20; 0:2; 0:005½ �T� 	
:

The controller parameters are selected as follows, i1 ¼ 0:5;L11 ¼ 2m
(m: denotes distance unit meter), L12 ¼ 3 m;M1 ¼ 1:25; i2 ¼ 0:6 �m;L2 ¼ 0:3 m=s;

Table 1 Parameters of CRH-300

Category Value Condition Unit

m 475 t

x 7:75þ 0:06327 tþ 0:00128 t2 N=t
�F �0:285 tþ 300 t\119 km/h kN

31500
t

t� 119 km=h

�B1 59:8 t t\5 km=h kN

�0:285 tþ 300 5 km=h� t 106:7 km=h
28800

t
t� 106:7 km=h

�B2 450 kN
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M2 ¼
�F � ua; if u [ 0
�B� ua; if u\0




where ua can be easily calculated on-line from Eq. (5). It can be verified that these
parameters satisfy the selection guidance of Theorem 1. Apparently, the saturation
function r1; r2 are also determined, as shown in Fig. 1.

3.2 Comparable Results

The experiment is constructed to operate the train travelling through a distance of
28.565 km, and the whole process is design to consist of three typical mode:
acceleration, cruising and braking in turn. The desired location and velocity are
given in Fig. 2. Some Gaussian white noises are added to the nominal values of
resistance coefficients to obtain time-varying parameters, and abrupt changes are

(a) Saturation function 1σ

(b) Saturation function 2σ

Fig. 1 Saturation function
designed for z1; z2
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imposed at s = 17 km, s = 22 km to simulate the train travelling through a tunnel,
as shown in Fig. 3. To give a comparison, we construct the following two cases:

(i) The contraction adaptive control given in [11] is used, but the input is trun-
cated when the control effort reaches the actuator limit.

(ii) The saturated adaptive robust control given in Theorem 1 is used.

Both the cases are running with the same configurations. The tracking errors and
control input under Case i and Case ii are given in Figs. 4 and 5, and the com-
parison of transient response and steady-state tracking performance is given in
Fig. 6. Under Case (i), the control input is truncated at the place marked by ellipse
as shown in Fig. 4b, and the tracking error is enlarged consequently as shown in

Fig. 2 Desired location and
velocity trajectory

Fig. 3 Time-varying
resistance coefficients
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Fig. 6. Under Case (ii), the control input generated by the proposed saturated
adaptive robust control are always within the capacity limit of actuator as shown in
Fig. 5b, and compensates the model dynamics effectively, so the closed-loop
dynamics is working within the normal region XC for almost all the time as shown
in Fig. 5a, and superior transient and steady-state tracking performance is achieved
as shown in Fig. 6.

(a) Tracking errors under Case i)

(b) Control input under Case i)

Fig. 4 Tracking errors and
control input under Case (i)
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(a) Tracking errors under Case ii)

(b) Control input under Case ii)

Fig. 5 Tracking errors and
control input under Case (ii)

Fig. 6 Transient response
comparison
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4 Conclusion

A Bead on contraction theory, a saturated adaptive robust control strategy is pro-
posed to improve the tracking performance of ATO which is subject to the capacity
limit of practical actuator. By using contraction analysis, the selection of
Lyapunov-like energy function is not needed, and this dramatically facilitate the
controller design of nonlinear systems, furthermore, it provides a platform to
analyze the exponential stability of the closed-loop dynamics. With consideration of
actuator saturation, a robust modification of saturation is developed, which pre-
serves the global stability of the closed-loop system and renders the transformed
output error with any initial state converging to the prescribed normal region. When
the transformed error enters the normal region, the contraction behaviour of the
closed-loop dynamics is regain, and train tracking errors exponential converge to a
residual set subsequently. Comparative experiments under different control strate-
gies are constructed, and the results con.rm the superiority of the proposed saturated
adaptive robust control.
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Linear Quadratic Optimal Control
of Passenger Flow in Urban Rail
Transfer Stations

Huijuan Zhou, Qiang Zhang, Yanwei Feng, Yu Liu
and Guorong Zheng

Abstract In order to solve the problem of overload passenger flowing in urban rail
transfer stations at peak hour, this paper proposes a passenger flow control model
for transfer stations. To minimize the passenger density on platform, the passenger
flow control model is built based on linear quadratic optimal control theory. And
the optimal control passenger sequence flowing into platform is calculated during
the control periods. Finally, taking Huixinxijienankou Station on lines 5 and 10 in
Beijing subway as an example, the station simulation model using Anylogic soft-
ware is established and used to verify the passenger flow control model. The
simulation results show that the control model can reduce the passenger flow
effectively on platform at peak hour and provides guidelines for boarding limit.

Keywords Urban rail traffic � Passenger flow control � Linear quadratic optimal
control � Anylogic simulation

1 Introduction

With the contradiction between urban rail transit and passenger capacity demand,
the supply imbalance is increasingly prominent. Overload passengers in transfer
stations is becoming increasingly serious, which leads to serious threat to the
operation safety of urban rail transit. Therefore, it is urgent to establish a passenger
flow control method to solve the problem of passenger flow crowded at peak hour
in transfer stations.
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Probing into the passenger flow control of rail transit, recent researches main
cover three layers including station, rail line and rail network [1]. And there are two
kinds of methods about passenger flow control. One kind is to build optimal pas-
senger flow model using mathematical programming methods and acquire the
optimal passenger flow to enter station. Zhao Peng built a combined passenger flow
control model with linear programming under minimizing the passengers’ delay
time and maximizing the passenger traffic volume from the aspect of rail line [2],
and verified this model by taking Beijing metro line 5. Yao Xiangming built a
cooperative passenger flow control model of rail network on condition that the
model satisfied the minimum passenger’s delay time and the maximum matching
between supply and demand [3]. The limit time aimed at rail line and station of
Beijing rail network are determined by calculating the control rate of passenger
flow. Wang Shuwei built a linear programming model about minimum passenger
density inside station and validated it by simulation of Sihui East station [4]. The
other kind is based on system dynamics theory. That is, the subway station is
considered as a dynamic system and its evolution model of passenger flow is
established using system dynamics theory [5, 6]. Xue Fei and Li Man studied the
evolution and control of subway station [7].

Above all, the researches about passenger flow control focused on more on
mathematical model or system dynamics but less on control theory. Based on linear
quadratic optimal control for discrete systems, the paper constructs a passenger flow
control model for urban rail transfer stations at peak hour under minimizing pas-
senger flow density on platform. By solving this model, the optimal control
sequence for the passenger flow flowing into platform at peak hour.

2 Passenger Flow Analysis on Platform

In order to build the model of passenger flow control, the process of aggregating
and dispersing passenger flow on platform should be analyzed to determine the
sampling period and sampling time. Then all kinds of passengers on platform would
be classified during a sampling period for determining the model’s control variables
and stating variables.

2.1 Analysis of Passenger Flow on Platform

In this paper, we only consider the side platform and do not consider island plat-
form in transfer stations. There is an assumption that subway trains run their
schedules strictly. The departure interval of two adjacent trains is regarded as a
sampling period T. The relation and trend of train’s running and stop and the
passenger flow can be described as shown in Fig. 1.

According to the train running state, the sampling period is divided into stop
period ssk and interval period stk, thus T ¼ ssk þ stk. The passengers follow the
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principle of “departing passengers getting off the train first”. All of alighting pas-
sengers get off the train at the moment of td . Taking td as a dividing point, stop
period ssk can be divided into two periods: getting off period ssk1 and boarding
period ssk2, that is ssk ¼ ssk1 þ ssk2, so T ¼ ssk1 þ ssk2 þ stk. As shown in Fig. 1,
after the train 1 stops, with the alighting passengers getting into the platform, the
number of passengers on the platform is increasing gradually during the getting off
period ssk1. However, during the boarding period ssk2, the number of passenger flow
is reducing gradually with passengers boarding the train. In general, the number of
passenger flow on platform is bigger than the carrying capacity of the train in the
station, which results in partial passengers stayed on platform for waiting the next
train. After the train 1 out of the station, during the interval period stk, the alighting
passengers on train 1 leave the platform, at the same time, there are new passengers
getting into the platform and waiting for train 2, the total number of passenger flow
on platform is increasing during the period. The passenger flow distribution occurs
repeatedly like this. According above analysis, the number of gathering passengers
on platform is the largest at the moment of td and tdþ 1 [8]. In order to ensure the
operation safety of subway station, the moment with maximum passenger density is
the sampling time of the passenger flow control model and sampling cycle T is the
departure interval of two adjacent trains.

2.2 Classification of Passenger Flow on Platform

In the process of passengers boarding and getting off, the collection and evacuation
of passenger flow must be completed on the platform. According to the behavior of
passengers, the classification of passenger flow on platform in transfer stations is
shown in Fig. 2 [9].

kt
Car 1 stop Car 1 outbound

'
kt

Stop skτ

1+kt
Car 2 stop

'
1+kt

Car 2 outbound

Stop skτInterval period tkτ

dt

Getting off Boarding 2skτ Getting off Boarding
1skτ 2skτ

1+dt Time

Passenger
Flow

Trend on 
Platform

T

1skτ

Fig. 1 Train state and passenger flow trend on platform
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The passenger flow on platform is divided into three categories during a sam-
pling cycle:

(1) The passenger flow gathering on platform at previous sampling time.
(2) The passenger flow entering the platform during the sample cycle, including

getting off, entering the station and the transferring into.
(3) The passenger flow leaving the platform during the sample cycle, including the

boarding, outbound through the gate and the transferring out.

Based on the linear quadratic optimal control theory of discrete system, the
number of gathering passengers on platform and the passenger flow getting into the
platform are taken as the state variable and the control variable respectively.

3 Passenger Flow Control Model Based on Linear
Quadratic Optimal Theory

3.1 Model Assumptions

In order to simplify the model, there are some relevant assumptions as follows.

(1) Transfer stations operate in good condition without sudden accident and the key
facilities are in normal.

(2) The train runs on schedule strictly. The time of boarding, alighting and interval
are similar for different trips and different platforms.

(3) Passengers obey the rule “departing passengers getting off the train first”
strictly [10].

3.2 Model Building

3.2.1 Definitions of Variables and Parameters

Assuming the passenger flow into platform through the ticket gate U1ðkÞ, trans-
ferring into the platform U2ðkÞ and passenger flow for alighting U3ðkÞ, then the
passenger flow flowing into platform UðkÞ in one cycle can be represented by:

Platform

Gathering passenger flow on 
sampling time

Transferring
into

Getting off

Entering the 
station

Transferring
out

Boarding

Outbound

Fig. 2 Classification of passenger flow in transfer stations
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UðkÞ ¼ U1ðkÞþU2ðkÞþU3ðkÞ ð1Þ

Assuming the passenger flow from platform to ticket gate Q1ðkÞ, transferring out
the platform Q2ðkÞ and passenger flow for boarding Q3ðkÞ, then the passenger flow
out of the platform QðkÞ is acquired by:

QðkÞ ¼ Q1ðkÞþQ2ðkÞþQ3ðkÞ ð2Þ

Assuming the gathering passengers number on platform is NðkÞ on sample time
k, according to Fig. 2, the passengers number on platform at time kþ 1 is:

Nðkþ 1Þ ¼ NðkÞþUðkÞ � QðkÞ ð3Þ

According to the analysis in Sect. 2.1, NðkÞ is the maximum during one cycle,
so QðkÞ[NðkÞ. In general, NðkÞ and QðkÞ are stable relatively at peak hour, so the
ratio of QðkÞ and NðkÞ is represented as a to simplify the model. The relationship
between QðkÞ and NðkÞ is as blow.

QðkÞ ¼ a � NðkÞð0\a� 1Þ ð4Þ

Taking Eqs. (3–4), Nðkþ 1Þ can be defined as:

Nðkþ 1Þ ¼ ð1� aÞNðkÞþUðkÞ ð0\a� 1Þ k ¼ 0; 1; . . .N � 1 ð5Þ

The number of gathering passengers flow on platform N is replaced by the state
variable xi, and the number of passenger flow enter the platform U is replaced by
the control variable ui, we can get the one-dimensional linear time discrete control
system expression is

xiðkþ 1Þ ¼ ð1� aÞxiðkÞþ uiðkÞ ð0\a� 1Þ k ¼ 0; 1; . . .N � 1 ð6Þ

If up and down direction platform are regarded as objects of the study, then the
state space expression is:

Xðkþ 1Þ ¼ AXðkÞþBUðkÞ k ¼ 0; 1; . . .N � 1 ð7Þ

where XðkÞ and UðkÞ indicate two dimensional state variables and control input
vector. The ratio of QðkÞ and NðkÞ in each sampling period of two platforms are a

and b, then A ¼ 1� a 0
0 1� b

� �
, B is 2� 2 identity matrix.

3.2.2 Constraints and Objective Function of Model

The formula of maximum carrying capacity on platform is:
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Cz;max ¼ qz;max � SE ð8Þ

where qz;max is the largest passenger density of the platform, in order to ensure the
safety of subway operations, the largest number of gathering passengers can’t
excess Cz;max. We can derive that:

0� xiðkÞ\Cz;max ð9Þ

The distribution of passengers on platform is unbalanced at peak hour. In this
paper, defining the area of gathering passengers centrally as waiting area, and the
effective area of the platform SE can be written as:

SE ¼ ST � ðSF þ SR þ SR þ SOÞ ð10Þ

The relationship between waiting area and effective area of the platform is:

SW ¼ f � SE ð11Þ

where f is waiting coefficient. The objective function is established based on the
minimum density of passenger flow on platform, then

minJ ¼
XN�1

k¼0

ðXTðkÞQXðkÞþUTðkÞRUðkÞÞ ð12Þ

In the formula, Q and R are positive definite diagonal matrices. In the first term,
when the diagonal element of Q is taken as the inverse of S2W , the square of the
density of passenger flow on platform is minimum; the capability of control is
affected by the matrix R ¼ rI (I is identity matrix), in order to match the actual flow
of passenger flow on platform, the value of r can be obtained by testing repeatedly
in order to adapt to the actual passenger flow on platform [11].

3.3 Model Solution

At peak hour, X is defined as the ideal number of gathering passengers on platform,
and U is defined as ideal number of passengers entering the platform. The value of
X is determined by the density of passenger flow and the actual waiting area of
platform, the value of U is determined by the ratio of all passenger flow entering the
platform and ideal gathering passengers at the sampling time on platform.X can be
acquired by:

X ¼ AXþBU ð13Þ
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Combining Eqs. (7) and (12), we can derive that:

Xðkþ 1Þ � X ¼ AðXðkÞ � XÞþBðUðkÞ � UÞ ð14Þ

Based on the theory of linear quadratic optimal control of discrete systems, the
optimal control rule of Eq. (7) is:

U�ðkÞ ¼ U � KðX�ðkÞ � XÞ ð15Þ

Assuming the waiting area of transfer stations on up and down platform are S1
and S2, then the model of passenger flow control based on linear quadratic optimal
theory at peak hour are as follows. The equation of state can be defined as:

x1ðkþ 1Þ
x2ðkþ 1Þ

� �
¼ 1� a 0

0 1� b

� �
x1ðkÞ
x2ðkÞ

� �
þ 1 0

0 1

� �
u1ðkÞ
u2ðkÞ

� �
ð16Þ

The objective function can be defined as:

J ¼ min
XN�1

k¼0

x1ðkÞ
x2ðkÞ

� �T 1
S21

0

0 1
S22

2
4

3
5 x1ðkÞ

x2ðkÞ
� �

þ u1ðkÞ
u2ðkÞ

� �T r1 0

0 r2

� �
u1ðkÞ
u2ðkÞ

� �2
4

3
5

0�XiðkÞ\Cz;max

ð17Þ

The optimal control regular pattern can be defined as

u�1
u�2

� �
¼ U1 � k1ðx�1 � X1Þ

U2 � k2ðx�2 � X2Þ
� �

ð18Þ

4 Simulation and Case Verification

4.1 Building Anylogic Simulation Model

Huixinxijienankou Station is the transfer station of lines 5 and 10 in Beijing sub-
way. A lot of passengers gather on platform at peak hour. Based on the actual
physical environment of this station and the walking route of passenger flow, a
simulation model is built in Anylogic simulation software. The model is used to
simulate the passenger flow on up and down of line 10 during morning peak.
According to the analysis of the train behavior in Sect. 2.1, taking the train of up
direction as an example, the train logic module is built as shown in Fig. 3 [12].
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As shown in Fig. 3, the logic module includes train generation, train pulling in,
alighting, boarding, train departure, train disappear and rail setting [13]. The
departure timetable is set in “up direction train”.

In the software, the parameters of all key facilities are set, which includes ticket
gate, transfer corridor and staircase. Then we can get the results of 3D simulation
(Fig. 4) [14].

4.2 Model Calculation and Simulation Analysis

The effective area of up and down platform in this station are 137,296 and
133,368 m2 respectively. Letting waiting coefficient f1 ¼ f2 ¼ 0:35, then the
waiting area in up and down platform are 480.5 and 466.8 m2 according to
Eq. (10). As the field observation, the ratio of flowing out passengers and pas-
sengers at sampling time in up and down platform are a ¼ 0:9; b ¼ 0:95. The

Fig. 3 The train logic module of up direction

Fig. 4 3D simulation of Huixinxijienankou Station on line 10
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passengers on up platform are more than on down platform. The appropriate pas-
sengers number flowing into up and down platform are U1 ¼ 692 and U2 ¼ 665.
Taking U1;U2; a; b into Eq. (12), the appropriate passengers on up and down
platform are X1 ¼ 769; X2 ¼ 700. And then the passenger density are
q1 ¼ 1:6 person=m2ð Þ; q2 ¼ 1:5 person=m2ð Þ. These results are suitable to the fact.

The function dlqr ()is invoked in MATLAB to obtain the optimal control rule,

adjusting the R matrix repeatedly, when R ¼ 1:78� 10�5 0
0 1:12� 10�5

� �
, the

results of simulation are in good agreement with the actual situation, meanwhile

K ¼ 0:0197 0
0 0:0167

� �
, we can rewrite Eq. (13) with K, such that:

u�1ðkÞ
u�2ðkÞ

� �
¼ U1 � 0:0197ðx�1ðkÞ � X1Þ

U2 � 0:0146ðx�2ðkÞ � X2Þ
� �

ð19Þ

According to Eq. (19), the number of passenger flowing into up and down
direction platform is calculated by procedures in the simulation environment. The
actual observation shows that the ratio of passenger flowing into platform through
fare gate and transferring into is 1:5. The passengers getting off train are random.
Each door would produce 3–4 or 2–3 person randomly on up or down direction at
each sample cycle in accordance with the scene. Based on the field data and
simulation data, the aggregation passengers on platform and the optimal control
sequence of all kinds of flowing into platform can be got between 7:30 and 8:30
during morning peak hour (Fig. 5a, b).

For proving the simulation rationality, importing the AFC(Automatic Fare
Collection System) and observation data from 7:30 to 8:30 during morning peak on
January 27, 2016 to the same simulation environment, the aggregation passengers
at the sampling time on up and down platform are obtained as Fig. 6a, b.

Comparing Fig. 6 with Fig. 7, based on the model in this paper, the number of
gathering passengers on platform fluctuates in near of the ideal number of pas-
sengers gathering on the platform (up direction: 769 passengers, down direction:
700 passengers), and the range is smaller. It shows that the maximum gathering
passengers on platform during the control period can be controlled near of the ideal
number. But the simulation data obtained under the actual situation, the gathering
passengers on platform is higher than the ideal number of gathering passengers,
which is harm to safe operation of the subway.

The curve of gathering passengers on platform in Figs. 5 and 6 is converted into
passenger density in waiting area. Then we can get the passenger density contrast
diagram in Fig. 7.

As we can see from Fig. 7, compared with the actual situation, the control model
presented in this paper can maintain the density of passenger flow in the waiting
area of the platform near to the ideal density. The actual situation of the passenger
flow density on platform is higher than the ideal density value. Compared with the
fluctuation of passenger flow density, passenger flow density on platform
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fluctuation is much higher without control. Thus, the control model built in this
paper can reduce the passenger flow density at sampling time on platform area
obviously, and it also can maintain the passenger flow density on platform near to
the ideal density. It shows that the method can decrease the passenger crowd on
platform in transfer stations at peak hour effectively.

Fig. 5 a Simulation results of passenger flow on up platform. b Simulation results of passenger
flow on down platform
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Fig. 6 a Simulation results of up platform according to the actual data. b Simulation results of
down according to platform actual data
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5 Conclusion

Based on the control theory, this paper builds a linear quadratic optimal passenger
flow control model. Taking Huixinxijienankou Station in Beijing subway as an
example, the control model is simulated and proved to be suitable and effective by
Anylogic software. The main findings are listed below:

(1) The optimal control sequence of passengers through fare gate and transferring
passageway can be calculated, which would provide a scientific quantitative
basis for boarding limit measures at peak hour.

(2) The model can make the largest number of gathering passengers on platform
near to the ideal number during control period, which can reduce the crowd on
platform effectively and ensure operation safety at transfer stations.
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RUL Prediction for Bearings Based
on Fault Diagnosis

Dong Yan and Xiukun Wei

Abstract In recent years remaining useful life of rolling bearings is paid much
more attention. In this paper, the remaining useful life prediction based on fault
diagnosis is proposed. Based on the real-time fault diagnosis results of the bearing,
the remaining life is predicted and a set of bearing life expectancy prediction system
is established by obtaining the vibration signal. In order to solve the problem that
the whole life fault data is difficult to obtain, make full use of the bearing infor-
mation contained in unlabeled data and take into account the advantages of each
algorithm, the remaining useful life prediction of bearing is studied based on a semi
supervised co-training method. The effectiveness and prediction accuracy of this
method are demonstrated by a case study.

Keywords Bearing � Remaining useful life prediction � Fault diagnosis
Semi supervised co-training

1 Introduction

Bearings are important component of mechanical, which works in severe conditions
and its life is often much less than the expected and desired life. The bearing fault is
one of the foremost causes on mechanical breakdowns. And such fault will result in
costly downtime and life safety are under serious threat [1]. Therefore, it is vitally
important to diagnose the faults and predict the remaining useful life (RUL).

In recent years, scholars have made some achievements in the study of
mechanical remaining useful life prediction methods. The mechanism model of
running state is designed based on the model with the crack growth law [2],
however, the residual life prediction method based on mechanism has a higher
requirement on the professional research. Zio [3] has studied the similarity degree
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of the equipment characteristics, but the prediction accuracy will be affected even if
the similar products are used to predict the remaining life. In addition, artificial
intelligence and hybrid algorithm are the research directions of remaining useful life
prediction.

Traditional data-driven prognostics often requires amount of fault data for the
offline training in order to achieve better accuracy of the online prediction. In many
experiments, it is hard to get enough fault data. So it becomes essentially critical to
utilize unlabeled data which may carry rich information regarding the degradation
trend and help achieve more accurate RUL prediction [4, 5]. Unlabeled data
(UL) refer to the condition monitoring data acquired from the beginning of an
engineered system’s lifetime till planned inspection or maintenance when the
system is broken down. Disagreement-based semi-supervised learning is used in the
RUL prediction, which uses multiple learning algorithms to make use of unlabeled
data, and the “disagreement” among the algorithms is crucial.

The rest of this paper is organized as follows. The problem statement is intro-
duced in Sect. 2. Remaining life prediction of bearing based on fault diagnosis in
this paper is primarily focused in Sect. 3. Section 4 has shown a case study of this
method. Finally, some conclusions and prospects are given in Sect. 5.

2 Problem Statement

The change of the operating environment leads to a difficult RUL predict of a
normal railway bearing. When the bearing fault occurs, the available life of the
bearing is shortened and it is more meaningful to predict the RUL. There is a close
relationship between the RUL estimation and the fault type of the bearing. The
deteriorative curves for different fault types are shown in Fig. 1 [6], different faults
have different prediction models. Hence predicting the RUL of the bearing accu-
rately, it is important to identify fault type first.

In this paper, the RUL prediction of the bearing based on fault diagnosis is
considered. Data processing as a preparation for diagnosis and RUL prediction in

Fault model 1

Degraded but operable state
Novel event

Function failure

Fault model 2
Fault model 3

H
ea

lth
 st

at
us

Time

Fig. 1 Health status
deteriorative curves for
different fault model
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the first place. The RUL prediction issue based on semi-supervised co-training
method is considered. The frame of the whole process is shown in Fig. 2. In Fig. 2
the back propagation (BP), principal component analysis (PCA) are used.

The working principle of fault diagnosis is as follows: Put the bearing signal into
the fault diagnosis system, determine the time and degree of failure. At the same
time, put the original data into the processor system to extraction the feature, then
separate the different type of fault. And the fault time, fault degree and fault type are
used as the output of the fault diagnosis device.

The principle of RUL prediction: The extracted feature values are fused and
PSO-BP and SVR are used to perform semi supervised training for different fault
data. The fault type of the fault diagnosis system is used as the input of the RUL
prediction system, according to this value, management and maintenance decision
for the parts with current faults can make timely and accurately.

There are a lot of researches on fault diagnosis, and the semi supervised
cooperative residual life prediction algorithm is introduced in detail in this paper.

3 Semi Supervised Co-training

This section focuses on the RUL prediction based on the fault diagnosis. The
semi-supervised co-training-based approach is used for bearing RUL prediction, as
a promising research aiming to exploit simultaneously the benefits from labeled and
unlabeled data. And two prediction algorithms are used for algorithms integration,
which can combine with different algorithms models, different forecasting process
and different prediction results. The simple process of semi supervised co-training is
shown in Fig. 3, and the fake code of main process is shown in Table 1, which is

Fault 
diagnosis RUL Predict

Data processor

Signal 
InputBearing

Fault
type

RUL

Predict 
method

B
P

S
V
R

RUL output

Inner race fault RUL Ri
Outer race fault RUL Ro
Rolling fault RUL Rb
Cage fault RUL Rc

Inner race fault
Outer race fault
Rolling fault
Cage fault

Failure type

Fault detection

Analysis methods

Fault isolation

PCA dimension 
reducte

Feature 
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Fig. 2 The progress of residual life prediction based on fault diagnosis
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Fig. 3 Process of co-training semi-supervised algorithm

Table 1 Parameters of the
bearing test platform

Input fault training data set
Dl ¼ x11; x

2
1

� �
y1

� �
; . . .; x1l ; x

2
l

� �
yl

� �
;

� ��
;

unlabeled training data set (U),
Du ¼ x1lþ 1; x

2
lþ 1

� �
; . . .; x1lþ u; x

2
lþ u

� �� �
;

maximum number of co-training iterations (T),
unlabeled pool size (S)
Training process
h1 = TrainFun(Dl, 1); h2 = TrainFun(Dl, 2);

for j = 1, 2 do

for each Du

ypu ¼ hjðDuÞ
D0

j ¼ fDl [ ðxu; ypuÞ; jg; h
0
j ¼ TrainFunðD0

jÞ
end
if there exists an Dj;xu [ 0

x0j ¼ argmaxDj;xu ; y
0
j ¼ hjðx0jÞ,

aj ¼ fðx0j; y0jÞg;D
0 ¼ D

0 naj
else

aj ¼ /

end

end

if a1 ¼¼ /&&a2 ¼¼ / exist

else D1 ¼ D1 [ a2;D2 ¼ D2 [ a1
Training the two networks

end

x11, x
2
1: The characteristic values of the first sample, y1: Output

value of first sample
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taking the two characteristic values as an example. After the training process, the
optimal algorithm is obtained. Then loading the testing data, the RUL will be
exported. And method 1 and method 2 are RUL prediction method.

BP neural network is one of the algorithms, which can fit any finite input–
outputs mapping with a sufficient number of neurons in the hidden layer. The exact
parameters and function selection and more information about BP will be intro-
duced in the [7] another algorithms is support vector regression (SVR). It is
improved on the basis of support vector machine (SVM) by introducing the loss
function e into the SVM. It can be approximated any nonlinear function by control
the precision and the generalization ability. And SVR has a good global optimum
ability and stability [8].

4 Case Analysis

4.1 Data Sources

To validate the efficiency of this method, data from the bearing experimental
platform of the NSFI/UCR intelligent maintenance center in the United States are
used. Four Rexnord ZA-2115 double row bearings are installed on one shaft. The
parameters of the bearing are shown in Table 2.

There are three groups of this experiment, each group has 4 bearings to test, and
the data sampling rate is 20 kHz. RUL prediction results for different unlabeled
number are compared to show the relation between unlabeled number and pre-
diction accuracy. The data settings are shown in Table 3.

There are 12 input vectors, composed by the normalized age value of bearing
and PCA features at the current and previous points, and RUL as the output.

Table 2 Parameters of the bearing test platform

Name Parameter Name Parameter

Number of rollers 16 Roller diameter 0.331 in

Pitch diameter 2.815 in Contact angle 15.17°

Table 3 Bearing data distribution

The first
group

The type of data
in the net

The
second
group

The type of data
in the net

The third
group

The type of data
in the net

B-1 UL samples B-5 Test samples B-9 UL samples

B-2 UL samples B-6 UL samples B-10 UL samples

B-3 – B-7 UL samples B-11 Training samples

B-4 – B-8 UL samples B-12 UL samples
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In BP network algorithm, the number of hidden layer neurons is 8, the output layer
function is linear, trainlm as training function and sigmoid as hidden layer transfer
function, the network is trained for 1000 times and the expected error value of this
net is 10e-5. The other algorithm is SVR, the center function is RBF, the parameter
of C is 0.503, and is 0.016. The weight of each network is 0.5.

The RUL prediction result compared with other methods are shown in Fig. 4,
which UL is mean the semi supervised co-training method when the unlabeled sets
are 8. All of the results has shown a typical recession characteristic of rotating
machinery. The prediction curve is gentle in the early stage. When the fault occurs,
the curve shows a decreasing trend, and the slope is much larger than the initial
stage. It can be seen that the result of semi-supervised cooperative algorithm are
better than BP and SVR in the whole forecasting process.

To verify the effect of the unlabeled data to the prediction accuracy of the
algorithm, four error indexes are calculated, which are the root mean square error,
the mean absolute error, the hill coefficient of the inequality and the average relative
change, respectively.

The RUL prediction result compared with different number of unlabeled data is
shown in Fig. 5. Take 2, 5 and 8 as example. The trend of the prediction curve is
the same, the recession curve is stable at the early stage, and the curve decreases
when the fault occurred and the slope increases. The error values of different
unlabeled data method are calculated as Table 4. With the increase of the number of
unlabeled data, the accuracy of the model is generally improved, indicating that the
increase of the number of unlabeled data can improve the prediction accuracy of the
algorithm.

Considering the situation that RUL is predicted when fault occurs, Fig. 6 shows
the RUL prediction from 118 to 164 h, which is in fault stage. When the unlabeled
data is 8, the curve is closer to the actual value than others. And the error values are
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Fig. 4 Different number of unlabeled data for RUL prediction
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Fig. 5 Different number of unlabeled data for RUL prediction

Table 4 Bearing data distribution

Number of
unlabeled data

Root mean
square error

Mean
absolute
error

Hill inequality
coefficient

Average
relative change

PSO-BP 54.202 0.2326 0.517 1.308

SVR 69.947 0.3806 0.656 2.179

UL = 2 22.985 0.0574 0.227 0.235

UL = 5 19.434 0.0172 0.192 0.168

UL = 8 17.839 0.0175 0.175 0.147
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Fig. 6 Different number of unlabeled data for RUL prediction
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calculated for this period either, the error values are listed in Table 5. All error
values reach the minimum when unlabeled data is 8.

5 Conclusions

This paper presents a RUL prediction method based on fault diagnosis and fault
isolation at the early stage. For early fault diagnosis, spectral correlation density
combination slice method is used, which fully considers the cycle characteristics of
the rotating machine. VPMCD can verify the bearing’s fault type even though the
integrated fault. And semi supervised co-training-based approach combines the two
models, and the unlabeled data is fully used in this method. The case study has
proved the effectiveness of the method convincingly. A further study and application
of the prediction method for practical mechanical systems would be our future work.
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Two-Objective Optimization
Reinforcement Learning Used
in Single-Phase Rectifier Control

Ande Zhou, Bin Liu, Yunxin Fan and Libing Fan

Abstract Regarding the single-phase rectifier control as a Markov Decision
Process (MDP) with continuous state space and discrete action space and in the
meantime, we introduced a new two-objective optimization reinforcement learning
framework and proposed a genetic algorithm to train the learning agent in order to
optimize power factor and output DC voltage. This article analyzed the conver-
gence of our new algorithm and presented favorable performance of numerical
simulation.

Keywords Single-phase rectifier � Markov decision process � Reinforcement
learning � Genetic algorithm

1 Introduction

The single-phase voltage source PWM rectifier (VSR) [1] is used to realize bidi-
rectional power flow between AC net and DC-link and guarantee that the DC-link
voltage maintains constant and power factor of AC net approaches 1 simultane-
ously. There are many rectifier control methods. Most of which, whether it is direct
or indirect, in order to get a high power factor, phase loop lock (PLL) is required.
Furthermore, control parameters have to be adjusted manually to make controllers
act perfectly [2–4].

If we regard the rectifier control process as a Markov Decision Process
(MDP) [5], which has continuous state space and discrete action space, the rectifier
control could be achieved by reinforcement learning methods [6]. Nevertheless, the
current reinforcement learning algorithms can not be implemented directly in
single-phase rectifier control. For optimizing the power factor of rectifier and
making the set value of DC voltage approach as quickly as possible at the same
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time, we introduced a two-objective optimization reinforcement learning frame-
work and gave a common algorithm to solve this problem.

In Sect. 2, we recommended how to use MDP to explain the single-phase rec-
tifier control. Then the two-objective optimization reinforcement learning frame-
work is put forward. In Sect. 4, the convergence of the proposed algorithm is
analyzed. Finally, experiment results are presented.

2 Markov Decision Process

The MDP framework consists of 4 elements (S, A, R, P), where S is state space of
an agent, which can be continuous state or finite discrete [7]. A denotes the action
space of an agent, and it also can be continuous or discrete. R is the immediate
reward of an agent after an action is done, which is defined R: S � A ! R, P is the
transition model, where P (s|s, a) with

P
s′ εS P (s′|s, a) = 1. The objective is to

estimate the optimal policy p* satisfying the following:

Qp�ðs; aÞ ¼ max
p

Ep
X1
t¼0

ctrt s0j ¼ s; a0 ¼ a

" #
ð1Þ

where the parameter c ε[0, 1] is the discount factor. Figure 1 shows a typical
single-phase rectifier electric circuit diagram. Us(t) is source voltage, Is(t) source
current, Uc(t) DC voltage. L, Cd and RL indicate inductance, capacitor and DC load
respectively. S1 and S3 are at the top IGBTs of rectifier bridge, and S2 and S4 are at
the bottom.

The single-phase PWM rectifier control can be regarded as a MDP, which is
composed of continuous state space and discrete action space [8]. The state space of
rectifier can be defined as {Us(t1), Us(t2), Is(t1), Is(t2), Uc(t1), Uc(t2)} S, where
t2 = t1 + Δt. Us(t1), Us(t2), Is(t1), Is(t2) and Uc(t1), Uc(t2) are the adjacent two

Fig. 1 Framework of SIngle-phase AC rectifier

1022 A. Zhou et al.



samples of source voltage, current and DC link voltage, the sampling frequency is
1
Dt. The purpose of using two adjacent samples of source voltage and current is to
make source current waveform automatically change with voltage waveform, which
can omit voltage phase and frequency detector in rectifier controller. The action
space is discrete and only consists of 4 action pairs, {(0, 0), (1, 0), (0, 1),
(1, 1)} 2 A, where the first number xi of the action pair (xi, yi) denotes open and
close statuses of the first top IGBT S1, and the second number yi represents open
and close statuses of the second top IGBT S3.

The statuses of two bottom IGBTs of two bridges are opposite to the top ones.
For the immediate reward of the single-phase rectifier control, following aspects

(Rectifier used for boosting is only involved here) are considered:

1. When source voltage increases, source current should increase as well, that is,
source current should variate following source voltage. Therefore, the product
with change rates are used to source current and source voltage to indicate the
reward of one action.

2. If DC link voltage deviates from the set value more, the reward of the action
should be smaller.

Based on the above 2 considerations, one of the possible immediate reward can
be described as follows:

rt ¼ a
DUnðtÞ � DInðtÞ

Dt2
� b UdðtÞ � U�d

� �2 ð2Þ

where

DUnðtÞ ¼ ðUnðt2Þ � Unðt1ÞÞ
DInðtÞ ¼ ðInðt2Þ � Inðt1ÞÞ
Dt ¼ t2 � t1

ð3Þ

U*
d is the set value of the DC link, however the above reward function exists

following issues:

1. The criterion is to assess the performance of power factor and weather the DC
link voltage is near to the set value or different. If we want to combine them, two
weight parameters have to be set manually.

2. The above two purposes are sometimes contradictory, in other words, when the
source current follows the voltage, the DC link voltage may deviate from the set
value more.

Simply combining two incompatible objectives together may not be a good
solution. Therefore a new reinforcement learning framework is proposed to solve
the above problem.
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3 Two-Objective Optimization Reinforcement Learning

For a MDP, if there are two incompatible objectives required to be optimized
concurrently, we need to find a best control policy p* to make the following two Q
functions to be maximum [9].

Qp�
1 ðs; aÞ ¼ max

p1
Ep1

X1
t¼0

ctr1t s0j ¼ s; a0 ¼ a

" #
ð4Þ

Qp�
2 ðs; aÞ ¼ max

p2
Ep2

X1
t¼0

ctr2t s0j ¼ s; a0 ¼ a

" #
ð5Þ

The above problem comes from the rectifier control, where we need to find a
control scheme to maintain DC link voltage stable, meanwhile guarantee power
factor approach 1. This is a multi-objective optimization problem, which only has a
set of Pareto-optimal solutions. The Pareto-optimal is defined as follows:

Definition 1 Consider the following multiple-objective optimization problem:

minF Xð Þ ¼ f1 Xð Þ; f2 Xð Þ; . . .; fm Xð Þf g ð6Þ

A solution X is said to dominate a solution Y if8 j = 1, 2…, m, fj (X) � fj(Y), and
there exists k ε{1, 2,…, m} such that fj(X) < fj (Y).

Solution X is said Pareto-optimal if it is not dominated by any other feasible
solutions.

Our goal is to use some algorithm to find a Pareto-optimal vector h of the
vector function FðhÞ ¼ fq̂1; q̂2g, where q̂1 and q̂2 are the approximate functions of
(4 and 5).

Based on the idea of the Strength Pareto Evolutionary Algorithm (SPEA2) [10],
a new Two-objective Optimization Reinforcement Learning Algorithm (TOORL)
was proposed in this article, which is a genetic algorithm using Q(s, a) function and
action function p(s, a) approximation [11]. Partially different from the SPEA2, we
proposed a new crossover and mutation scheme that can guide the genetic algorithm
search along with the direction to the optimal solution.

Our algorithm can be divided into two steps. The first step is to use random
policy iteration to get the two Q(s, a) functions (4,5) approximation, then we use
two approximate Q(s, a) functions as the objective functions to get the optimal
policy function approximation p(s, a, h) through SPEA2. Although in this article
only the SPEA2 algorithm is analyzed, other genetic algorithms, such as MOGA,
NPGA, and NSGA II, can also be used in our framework [12–14].
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Algorithm: TOORL-Algorithm

1. Given:

• A sample data set{(xi, ai, x0i, a
0
i)}

(i = 1, 2,…, N)
• Two functions q̂1 (s, a, w1), q̂2 (s, a, w2) to approximate Q1(s, a), Q2(s,

a), p(s, a, h) to approximate the policy function p(s, a)
• Initial the iterative index K, accuracy threshold�
• Select population size N and archive size �N, generate the initial pop-

ulation Xð0Þ ¼ fhk0; . . .; hkng and archive Xð0Þ 6¼ /
• Initial the wk

1, w
k
2 with random small numbers, and use the policy

function fpðs; a; hki Þgni¼1 to generate the start policy fpki gni¼1
2. If wkþ 1

1 � wk
1

�� ��
2� 2 and wkþ 1

2 � wk
2

�� ��
2� 2, q̂1ðs; a;wkþ 1

1 Þ ¼
q̂1ðs; a;w�1Þ, q̂2ðs; a;wkþ 1

1 Þ ¼ q̂2ðs; a;w�1Þ goto step 3, else For i = 1 to n:

• Use pi
k to update the q̂1ðs; a;wki

1 Þ to q̂1ðs; a;wðkþ 1Þi
1 Þ, ki  ðkþ 1Þi.

• Use pi
k to update the q̂2ðs; a;wki

2 Þ to q̂2ðs; a;wðkþ 1Þi
2 Þ, ki  ðkþ 1Þi.

Until q̂1ðs; a;wk
1Þ update to q̂1ðs; a;wkþ 1

1 Þ, q̂2ðs; a;wk
2Þ update to

q̂2ðs; a;wkþ 1
2 Þ. Xðkþ 1Þ ¼ XðkÞ goto step 6.

3. Fitness assignment: Use q̂1ðs; a;w�1Þ and q̂2ðs; a;w�2Þ to calculate fitness
values of individuals in Ω(k) and XðkÞ.

4. Environment Selection: Copy all non-dominated individuals in Ω(k) and
XðkÞ to Xðkþ 1Þ. If size of Xðkþ 1Þ exceeds N then reduce Xðkþ 1Þ
by means of the truncation operator, otherwise if size of Xðkþ 1Þ is less
than N then fill Xðkþ 1Þ with dominated individuals in Ω(k) and XðkÞ.

5. Termination: If k � K or another stopping criterion is satisfied then
output the set of decision vectors represented by the non-dominated
individuals in Xðkþ 1Þ. Stop.

6. Mating selection: Perform binary tournament selection with replacement
on Xðkþ 1Þ in order to fill the mating pool

7. Variation: Apply recombination and mutation operators to the mating
pool
and set Xðkþ 1Þ to the resulting population. Increment generation counter
k = k + 1 and go to Step 2
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3.1 Q Function Updating Methods

The updated algorithm can be any existing methods, such as T D(0), T D(k), Mente
Carlo methods [15, 16]. For Mente Carlo methods, the target is the return Gt, we
used the following equation to update the parameter vector w

Dw ¼ aðGt � �qðs; a;wÞÞrwq̂ðs; a;wÞ ð7Þ

where Gt is

Gt ¼ rtþ 1þ crtþ 2þ � � � þ cT�1rT ð8Þ

For T D(0), the target is the T D target

rtþ 1þ cQðstþ 1; atþ 1Þ
Dw ¼ aðrtþ 1þ c�qðstþ 1; atþ 1;wÞ � q̂ðst; at;wÞÞrwq̂ðst; at;wÞ

ð9Þ

For forward-view T D(k), target is the action-value k-return

Dw ¼ aðqkt � b�qðst; at;wÞÞrwq̂ðst; at;wÞ ð10Þ

For the Bellman Residual Gradient algorithm [17], the target is the minimum the
mean squared Bellman residual

E ¼ 1
n

X
x

½Epðrt þ cq̂ðstþ 1; atþ 1;wÞÞ � q̂ðst; at;wÞ�2 ð11Þ

The update equation for Δw is

Dw ¼ �a½rt þ cq̂ðstþ 1; atþ 1;wÞ�
@

@w
cq̂ðstþ 1; atþ 1;wÞ � @

@w
q̂ðst; at;wÞ

� � ð12Þ

In this article, we chose Mente Carlo method to estimate the Q function Q(s, a).

3.2 Fitness Assignment

Before calculating the fitness of each individual in Ω(k) and XðkÞ, the SEPA2
algorithm has to assign a strength value S(i) for each individual using the following
equation:
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SðiÞ ¼ j j 2j XðkÞþXðkÞ and i 	 j
� �		 		 ð13Þ

where |���| is the cardinality of a set,+ stands for multiset union and the symbol 	
corresponds to the Pareto dominance relation. Then the raw fitness of each indi-
vidual is calculated by:

RðiÞ ¼
X

j2XðkÞþXðkÞ;j	i
SðjÞ ð14Þ

If R(i) = 0, that means i is a non-dominated individual, and the smaller R
(i) means i dominated more individuals, but if most of the individuals have the same
raw fitness, then the Pareto dominate relation cannot be confirmed, so the density of
individuals is imported to discriminate the individuals. k-nearest neighbour method
is always used as density estimation [9], where the distances from individual i to
individual

j; i; j 2 fXðkÞþXðkÞg, are sorted: d1ðiÞ� d2ðiÞ� � � � � dNþNðiÞ, and the

k − nearest neighbour is estimated by dki ¼ k=½2ðNþNÞ � dkðiÞ�, usually

k 

ffiffiffiffiffiffiffiffiffiffiffiffiffi
NþN

p
and then the fitness is calculated by FðiÞ ¼ RðiÞþDðiÞ.

3.3 Environment Selection

First copy the non-dominated individuals in Ω(k) and XðkÞ into Xðkþ 1Þ. If
Xðkþ 1Þ		 		 ¼ N, then the environment selection stop. If Xðkþ 1Þ		 		�N then copy

N � Xðkþ 1Þ		 		 individuals in XðkÞþXðkÞ, whose fitness value is smaller than the

Left individuals, if Xðkþ 1Þ		 		�N then use the following truncation algorithm to

make Xðkþ 1Þ		 		 ¼ N.

i� j :,; 8k; 0\k\ Xðkþ 1Þ		 		 : dkj ¼ dki_
9k; 0\k\ Xðkþ 1Þ		 		 :
8l; 0\l\k : dkj ¼ dki

h i
^ dkj ^ dki

ð15Þ

where k ¼ 1; 2; . . .N; l ¼ 1; 2; . . .; k � 1:

3.4 Crossover and Mutation Based on Chromosome
and Gene Importance

In this article, we provided a new chromosome and gene importance based on
crossover and mutation methods, which can guide our algorithm to search along
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with the direction to the optimal solution. The main idea is that, through envi-
ronment selection and fitness assignment, we can get the information that chro-
mosomes are more important than others, and also genes are more important than
others in important chromosomes. Using the information we got, we can make the
more important chromosomes and genes have more chances to do crossover and
mutation in reproduction step. This, in positive probability, can reduce the chance
of useless crossover and mutation in reproduction step.

Assume each individual (vector) hkþ 1
i in archive set Xðkþ 1Þ has N1 elements,

that is hkþ 1
i ¼ hkþ 1

i;j

n oN1

j¼1
, and each element can be coded by N2 genes, that is

hkþ 1
i;j ¼ g1; g2; . . .; gN2f g. The vector Ps ¼ Ps

j

n oN1

j¼1
is the probability to select jth

element of each vector to do crossover, the matrix Pc ¼ Pc
i;j 1� i�N1j ;

n
1� j�N2g is the probability to select jth gene in ith element of each individual to

do crossover, and the matrix Pm ¼ Pm
i;j 1� i�N1j ; 1� j�N2

n o
is the probability to

select jth gene in ith element of each individual to do mutation.
The chromosome and gene importance based on crossover and mutation

algorithm (CGCM) is that:

Algorithm: CGCM-Algorithm

1. Given:

• Archive set Xðkþ 1Þ and mating pool set Mðkþ 1Þ ¼
hkþ 1
i ; hkþ 1

j

� �n o
i;j� Mj j

• Initial the element select probability vector Ps and the gene crossover
and mutation matrix Pc and Pm with equal probability

• Initial the record vector Rs, and matrix Rc, Rm with zero vector and
zero matrix

• Crossover and mutation modify probability pk ¼ e�
k
T , where T is

constant value

2. Using the element select vector Ps and gene crossover and mutation
probability matrix Pc and Pm to do the crossover and mutation in mating
pool set M(k + 1)

3. Record the selection, crossover and mutation information of i th individual
hi 2 Xðkþ 1Þ; si;j 2 ½0; 1�

� �
; i ¼ 1; . . .N; j ¼ 1. . .N1 denotes whether the

jth element of ith individual has been done selection, and ci;j;k 2
½0; 1�g; i ¼ 1; . . .N; j ¼ 1. . .N1; k ¼ 1. . .N2 denotes whether the kth gene
in jth element of ith individual has done crossover, and mi;j;k 2 ½0; 1�g;
i ¼ 1; . . .N; j ¼ 1. . .N1; k ¼ 1. . .N2 denotes whether the kth gene in jth
element of ith individual has done mutation.
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4. Running the TOOR-algorithm to get the next generation of Xðkþ 1Þ
5. Collect statistics of the selection, crossover and mutation in survived

non-dominated vector hi
k+1, to get information that elements and genes are

more important.
6. Update the selection probability vector, crossover and mutation proba-

bility matrix according to the statistics collecting from step 5 with prob-
ability p(k), goto step 2.

4 Convergence Analysis

Our algorithm can be divided into 2 steps, the first step is to use policy iteration
methods to get two approximate action-value functions fq̂iðs; a;wÞg2i¼1, then using
the SPEA2 algorithm to obtain the Pareto-optimal solution.

Firstly, we discussed the convergence of the action-value function q̂iðs; a;wÞ,
suppose

q̂iðs; a;wÞ ¼
XM
i¼1

wiðs; aÞix ¼ WTw ð16Þ

where wðs; aÞ is the basis function. Suppose the real Q function Q(s, a) can be
written as

Qðs; aÞ ¼
XM
i¼1

wiðs; aÞx�i ¼ WTw� ð17Þ

Suppose k is the number of iterations and wk is w value of kth iteration. w0 is the
initialization. For gradient method, the next iteration is wkþ 1 ¼ wk þDwk where
Dwk ¼ akðQðs; aÞ � q̂ðs; a;wkÞÞrq̂ðs; a;wÞ). With properly select ak, the conver-
gence can be guaranteed.

wkþ 1 � w�
�� �� ¼ wk þDw� w�

�� ��
¼ wk þ akðQðs; aÞ � q̂ðs; a;wkÞÞrq̂ðs; a;wÞ � w�

�� ��
¼ wk � w� þ akðWTw� �WTwkÞW�� ��
¼ ð1� akW

TWÞðwk � w�Þ�� ��
� ð1� akW

TWÞ�� �� ðwk � w�Þ�� ��
�f1� aklg ðwk � w�Þ�� ��

ð18Þ
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where l�WTW� L. If we choose ak ¼ 1
L then

wkþ 1 � w�
�� ��� 1� l

L

� �
wk � w�

�� ��
� 1� l

L

� �kþ 1
w0 � w�

�� �� ð19Þ

So limk!1 wk ¼ w�, and the best linear convergence rate can be achieved with

ak ¼ 2
lþ L

wkþ 1 � w�
�� ��� L� l

Lþ l
wk � w�

�� �� ð20Þ

In this paper, we chose Mente Carlo method to estimate the Q function Q(s, a),
according to Eq. (8), then difference between Q(s, a) and Gt is

Qðs; aÞ � Gt ¼
X1
t¼1

c�trt�
XT
t¼1

c�trt ¼
X1

t¼T þ 1

c�trt ð21Þ

Combine Eqs. 18 and 21, then we can analyze the convergence of the Mente
Carlo method.

wkþ 1 � w�
�� �� ¼ wk þDw� w�

�� ��
¼ wk þ akðQðs; aÞ �

X1
t¼T þ 1

c�trt � q̂ðs; a;wkÞÞrq̂ðs; a;wÞ � w�
��� ���

¼ wk � w� þ akðWTw� �WTwk �
X1

t¼T þ 1
c�trtÞW

��� ���
¼ ð1� akW

TWÞðwk � w�Þ � akW
TW

X1
t¼T þ 1

c�trt
��� ���

� ð1� akW
TWÞ�� �� ðwk � w�Þ�� ��þ ak WTW

X1
t¼T þ 1

c�trt
��� ���

�f1� aklg ðwk � w�Þ�� ��þ akl Aj j
X1

t¼T þ 1
c�t

ð22Þ

where l�WTW� L. Let Aj j be the maximum value of action return rt, then

limt!1
P1

t¼T þ 1 c
�trt ¼ Aj j c�T þ 1

1�c :8e[ 0;N[ 0; 9T�[N; ak Aj j c�T þ 1

1�c \e, so the
convergence of the Mente Carlo method can be guaranteed and the error between
the estimated function q̂ and Q(s, a) can be controlled.

After that, we discussed the convergence of the approximate action function p(s,
a, h). The approximate action function p(s, a, h) can be converged to the optimal
solution sets, if some conditions are satisfied.

1030 A. Zhou et al.



Definition 2 For two function vector parameters x and x* and function f(x), Two
vectors x and x* are said to be � reachable with respect to function f(x), if
f x� x�k k1 � 2, then f ðxÞ � f ðx�Þk k� 2.
Theorem 1 If any two function parameters h1 and h2 are reachable with respect to
approximate objective functions q̂1 and q̂2, then, for any initial population Ω(0), as
k ! ∞, XðhkÞ ! Xðh0Þ with probability 1, where h0 is � reachable to the optimal
solution h*.

Proof The proof is very simple, using the condition, then in any kth generation, the
probability to generate the h′ which is reachable to the optimal solution h*is pos-
itive, and let the probability be a. Then in kth generation the probability of not
generating h′ is ð1� aÞk 2 ð0; 1Þ, if k ! ∞ then limk!1ð1� aÞk ¼ 0.

But the objective functions q̂1 and q̂2 can not satisfy the reachable condition, so
for any objective functions, our algorithm can not guarantee that with any initial
condition, the optimal solution will be converged.

5 Experiments

In order to verify our algorithm’s performance, we train the agent using iteration
times K = 50, but in fact when K = 30, the Pareto-optimal solution sets remains
stable, the convergence is very fast. Figure 2 shows the Pareto-optimal
action-value.

Fig. 2 TOOR-algorithm simulation results-DC voltage response
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Function fq̂�i g simulation result of DC-Link voltage and current response.
Figure 3 shows simulation results of input voltage Us(t) and current Is(t), and the
simulation result of input voltage of single-phase rectifier Uab(t). All simulation
results indicate good performance of our training agent.
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Optimization Design and Research
of LEACH Algorithm in Large Region
of Rail Transportation

Chongjun Liu, Kuangang Fan, Pingchuan Liu and Gaoxing Ding

Abstract An improved LEACH algorithm is proposed to address the limitation of
randomly selected cluster heads in an application environment with a large area of
rail transportation. Through division, the number and selection of regional cluster
heads are optimized to improve the robustness of the LEACH protocol in large
areas of rail transportation. Simulation results show that the new algorithm exhibits
significant improvement in terms of node survival number, data transmission, and
network survival cycle compared with the LEACH algorithm, and thus, the lifetime
of wireless sensor networks is prolonged.

Keywords Wireless sensor network � LEACH protocol � Cluster
Network lifetime

1 Introduction

Wireless sensor network (WSN) technology is one of the supporting technologies
of the Internet of things [1].

A WSN is composed of plenty of sensor nodes and base stations; it has extensive
application prospects in national defense, industrial and environmental monitoring,
and many other areas. The routing algorithm, which can extend the life cycle of a
WSN, is a recent hot spot in local and overseas research [2]. To improve the
shortcomings of the random selection of cluster heads in the LEACH algorithm,
literature [3] compared the optimized cluster head LEACH protocol and the
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LEACH protocol based on a genetic algorithm; it concluded that the life cycle of
the latter is longer than that of the former, thereby saving network energy. In
literature [1], an energy prediction path based on the ant colony algorithm was
proposed. The multi-hop path can be selected and the possible energy consumption
of a node when the next jump is chosen can be predicted by using the ant colony
algorithm. The results of the simulation illustrate that the ant colony algorithm can
effectively reduce the energy consumption of a cluster head and prolong network
survival time.

The preceding protocol mainly uses an intelligent algorithm to optimize the
LEACH protocol but does not consider the applicability of the LEACH protocol to
a large area of rail transportation.

In view of the shortcomings in the aforementioned application environment, this
study proposes an improved LEACH routing algorithm, namely, the large-field
LEACH (LF-LEACH) routing algorithm, which exhibits better applicability to a
large area of rail transportation than the original LEACH protocol.

2 LEACH Protocol

2.1 LEACH Network Model

The LEACH protocol is the first clustering routing protocol proposed by MIT
scholars Heinzelman et al. Simulation experiments in WSNs show that compared
with the direct transmission of the energy routing protocol, the energy cost of the
LEACH protocol is decreased eight times and the network life cycle is increased by
15% [4]. The network topology of the LEACH protocol is shown in Fig. 1.

Several assumptions proposed in the LEACH protocol are as follows [5].

(1) The sensor nodes in the transmission process have the same structure, and
energy is limited.

(2) The original energy of the nodes is the same, and the energy is also equal.

Fig. 1 LEACH protocol
network topology diagram
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(3) The base station and the node are far from each other, and their location is
constant.

(4) Nodes have extensive signal analysis and calculation functions.

The LEACH protocol uses the concept of rounds, and given that the LEACH
protocol is periodic, one cycle can be defined as a round that consists of the cluster
establishment and data transmission phases [6].

In processing cluster establishment, the node will form a cluster according to its
location. First of all, we set a threshold T(n). Then, the nodes in the network will
generate a digit from 0 to 1, randomly. If this digit is smaller than the threshold T(n)
and the node in the last round has not served as the cluster head, this node will be
chosen as the cluster head in the next round. It will spread the message to neigh-
boring nodes, thereby enabling the nodes around it to send information to it in a
timely manner. The calculation method for T(n) is given in Formula (1):

TðnÞ ¼
p

1�p� rmod1pð Þ if n 2 G

0 otherwise

(
ð1Þ

where r represents the current number of rounds, p denotes the percentage of the
cluster head in the node, n represents the total quantity of WSN nodes, and
G denotes the summation of the nodes which are not chosen as the cluster head in
the previous 1/p round.

When r = 0, the nodes exhibit the probability that p will be selected as the
cluster head. In the latter ½1=p� r� round, p can no longer serve as the cluster head,
thereby improving the possibility of other nodes to be selected as the cluster head.
After 1/p rounds, a node will have p possibility to be chosen as the cluster
head. After the cluster head is determined, it sends a message with the same power.
Normal nodes rely on the signal strength that it took to select a cluster to enter and
inform the cluster head.

The cluster head uses time-division multiple access to allocate the trans-mission
time gap to the nodes in the cluster. Once a cluster is formed, it enters a stable
transmission phase. The node continuously collects detection data in-formation and
leads it to one cluster head with the smallest energy in its cor-responding time slot.
When data are not transmitted, the node can turn off the transmitter to conserve
energy. When the entire data is accepted, the cluster head must perform data fusion
and then send the results to the base station in a monotonic manner. After a certain
period, the entire network will proceed to the next round and restart the selection of
the cluster head [6].

2.2 LEACH Physical Energy Model

The LEACH protocol uses the first radio model [7], which is shown in Fig. 2.
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A node loses its energy mainly because of the collection and sending of infor-
mation. In the radio model, the attenuation extent of a signal is related to the
distance d between the data receiver and the transmitter. Energy consumption is
calculated by comparing the magnitude relationship between d and d0. The cal-
culation of d0 is given in Formula (2).

d0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nfs=nmp

q
ð2Þ

When the transmission distance d is shorter than d0, the energy cost of the node
transmission is proportionate to d2, which uses a free interspace former, where nfs is
the magnification of the power amplifier of the free interspace former. When the
distance d is longer than d0, the energy cost of the node is proportionate to d4,
which uses a multipath attenuation model, and nmp denotes the magnification of its
power amplifier [6].

2.3 Limitations of the LEACH Protocol

Although the LEACH protocol has an advantage over the plane routing protocol in
terms of balancing network energy consumption, it still has several limitations [8].

(1) In the LEACH protocol, the cluster head will be randomly selected and the
remnant energy factor of the nodes is not considered. If a node which has low
energy is chosen as the cluster head, then this node will quickly die and affect
the life cycle of the whole network.

(2) In an application environment with a large area, the applicability of the LEACH
protocol is considerably reduced because it has to choose a cluster head randomly.
The spacing between one cluster head and one base station or the spacing between
one ordinary node and one cluster head may be far, which will consume a con-
siderable amount of energy because of the long data transmission distance.
Consequently, the life cycle of the entire network will be significantly shortened.

Fig. 2 Network channel energy loss model
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3 LF-LEACH Algorithm

On the basis of the limitations of the LEACH algorithm, this study improves the
LEACH algorithm in two aspects: regional division and cluster head selection in a
large application environment with a large area of rail transportation. The improved
algorithm is called the LF-LEACH algorithm.

3.1 Breakdown of a Large Area

In an application environment with a large area, the first step is to make the large
area divided into smaller areas of the same size. Then, the LEACH protocol
communication model for data transmission is used in the small areas. Each indi-
vidual small area can autonomously transfer data to sink nodes or base stations.

3.2 Node Deployment in a Small Area

In an application environment with a large area of rail transportation, more moni-
toring nodes are deployed in the entire network to ensure that nodes are distributed
well. Well-distributed nodes can be deployed in a small area, which is conducive to
achieving energy balance consumption in the network cluster head selection and
data transmission phases.

3.3 Optimal Cluster Heads Number in a Region

To obtain the optimal cluster heads number in a region of rail transportation, we
first presume that n nodes are deployed in region A of a� a. Then we presume that
the number of cluster heads is c and decide that c clusters exist in the region and all
the nodes are distributed well. Thus, ðn=c� 1Þ nodes exist in each cluster.
Subsequently, analyses of energy cost of cluster heads and common nodes are
separately conducted.

Energy cost of a cluster head that accepts data from ordinary nodes and performs
data fusion:

ECH ¼ kEelecðn=c� 1Þþ kEDAn=c ð3Þ
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The entire energy cost of a cluster head is expressed as:

ECH ¼ kEelecðn=c� 1Þþ kEDAn=cþ kEelec þ knmpd
4
toBS ð4Þ

or

ECH ¼ kEelecðn=c� 1Þþ kEDAn=cþ kEelec þ knfsd
2
toBS ð5Þ

where EDA is considered the energy cost of the unit length data; Eelec is the energy
cost of the transceiver; and dtoBS is the average distance between the cluster head
and the base station, which can be expressed as:

dtoBS ¼
Z
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
� 1
A
dA ¼ 0:765a=2 ð6Þ

The energy consumption of an ordinary node is expressed as:

ENOM ¼ kEelec þ knmpd
4
toCH ð7Þ

or

ENOM ¼ kEelec þ knfsd
2
toCH ð8Þ

We regard dtoCH as the average distance of a common node to the cluster head,
which can be expressed as:

d2toCH ¼
Z xmax

0

Z ymax

0
ðx2 þ y2Þqðx; yÞdxdy ¼ a2=2pc ð9Þ

Then, the total energy cost is:

E ¼ cECH þðn� cÞENOM ð10Þ

The cluster head is away from the base station in an application environment
with a large area of rail transportation, and thus, the multi-path attenuation space
model is adopted. By contrast, the distance between cluster nodes and the cluster
head is generally close, and thus, the free space model is adopted. The total energy
cost of the network is:

E ¼ kEelecnþ kEDAnþ ckEelec þ cknmpd
4
toBS þ nkEelec þ nnfs

1
2p

a2

c
ð11Þ

Subsequently, we search for the derivative of the total energy cost and the cluster
head number c. We set the derivative as zero, i.e.,

dE
dc

¼ 0 ð12Þ
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The optimal number of cluster heads is expressed as:

c ¼
ffiffiffiffiffiffi
n
2p

r
� d0 � a

d2toBS
ð13Þ

Through the preceding formulas, we can calculate the optimal cluster head
number in the monitoring area, and thus, obtain the smallest entire energy con-
sumption of the network [9].

3.4 Optimization of Cluster Head Selection

First, a threshold T(n) is set, which is similar to the LEACH protocol. Then, the
nodes in the network randomly generate a number from 0 to 1. When the number is
less than the threshold T(n), it can be selected as the cluster head. During this
procedure, the influencing factor of residual energy is added to the selection
formula of the cluster head. The calculation method for T(n) is expressed by
Formula (14):

TðnÞ ¼
p

1�p� rmod1pð Þ if n 2 G

0 otherwise

(
ð14Þ

where Q is the influencing factor, and the expression is as follows:

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ECðrÞþ 1
EOðrÞþ 1

s

In Formula (14), p is the rate of the cluster head to the entire number of nodes
according to the optimal cluster number, r is the present number of rounds, EC(r) is
the remaining energy of the r-th node, EO(r) is the initial energy of this node, and p
is the rate of the cluster head to the total number of nodes. Under the same con-
ditions, when the remaining energy of a node is greater, the possibility that this
node will become a cluster head is higher. Therefore, the premature death of nodes
with low residual energy is avoided due to such selection of cluster heads, and the
lifetime of the network is prolonged.

4 Simulation and Performance Analysis

Experiments were conducted using MATLAB to simulate the comparison of the
performance of the LEACH and LF-LEACH algorithms.
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4.1 Comparison of Node Deployment Simulation

(1) Node deployment simulation of the original LEACH protocol algorithm

In the 1000 m � 1000 m range of an arbitrary deployment of 2000 nodes, the
base station coordinates (500, 500) are set, and the random distribution of the nodes
is shown in Fig. 3.

(2) Node deployment simulation of the improved LF-LEACH protocol algorithm

A large area of 1000 m � 1000 m is divided equally into 100 small areas of
100 m � 100 m, and then, 20 nodes are arbitrarily deployed. The base station
coordinates (500, 500) are set, and the random distribution of the nodes is shown in
Fig. 4.

4.2 Analysis and Comparison of Network Performance
Simulation Results

The simulation parameters used in the LEACH protocol are presented in Table 1:

(1) Life cycle comparison of the entire network

The network lifetime of a routing protocol can reflect its persistence, i.e., when
surviving nodes are more, network lifetime is longer. The life cycle comparison of
the whole network is shown in Fig. 5.

Fig. 3 Regional node deployment diagram of LEACH protocol algorithm

1042 C. Liu et al.



In the LEACH routing protocol, the entire network dies after 1118 rounds,
whereas in the improved LF-LEACH routing protocol, nearly 129 nodes still sur-
vive. These nodes can continue transferring data to the base station. The failure rate
of LF-LEACH nodes is considerably slower than that of LEACH nodes, and life
cycle is improved by 168%.

(2) Residual energy comparison of the entire network

The LF-LEACH routing protocol uses the method for region division, and thus,
the remaining energy of the network is more than that in the LEACH routing
protocol. Figure 6 shows the residual energy contrast between the two routing
protocols. As time passes, the improved routing protocol has more remaining
energy than the original protocol. After 1118 rounds, the remaining network energy
increased by 7.2%.

Fig. 4 Regional node deployment diagram of LEACH protocol algorithm

Table 1 LEACH protocol simulation parameters

Simulation parameters Numerical values

Network area size 1000 m � 1000 m

Base station coordinates (500, 500)

Number of nodes in the area 2000

Initial energy of the node 0.5 J

Energy consumption for sending and receiving 1bit data Eelec 50 nJ/bit

Times of free space power magnification nfs 10 pJ/bit/m*m

Times of attenuation space power magnification namp 0.0013 pJ/bit/m*m

Energy consumption of fusion of 1bit data Edf 5 nJ/bit
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Fig. 5 Comparison of network life cycle

Fig. 6 Comparison of network residual energy
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(3) Comparison of data transmission of nodes

The improved routing protocol ensures that the residual energy of the network is
higher than that of the original protocol; inevitably, the data throughput of the nodes
is considerably higher than that of the former. Figure 7 shows the ratio of data
transmission between the two routing protocols. The data transmission of the
improved routing protocol can be increased by 105% with an increase in the
number of cycle wheels.

5 Conclusion

After the analysis of the LEACH routing protocol, the LF-LEACH routing protocol
is proposed to overcome the shortcomings in an application environment with a
large area of rail transportation. In LF-LEACH, new measures, such as large area
division, small area node deployment, cluster head number optimization, and the
cluster head selection formula, are implemented to increase node residual energy.
The results of MATLAB simulation show that the improved LF-LEACH routing
protocol algorithm saves network energy, increases the amount of data transmission
by 1.05 times, and prolongs network life cycle by 168% compared with the LEACH
routing protocol.

Fig. 7 Comparison of date transmission
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