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Preface

International Conference on Communication, Devices and Networking (ICCDN
2017) is organized by the Department of Electronics and Communication
Engineering, Sikkim Manipal Institute of Technology, Majitar, Sikkim, during 3–4
June 2017.

The aim of the conference is to provide a platform for researchers, engineers,
academicians and industry professionals to present their recent research works and
to explore future trends in various areas of engineering. The conference also brings
together both novice and experienced scientists and developers, to explore newer
scopes, collect new ideas, establish new cooperation between research groups and
exchange ideas, information, techniques and applications in the fields of electronics,
communication, devices and networking.

The ICCDN 2017 committees rigorously invited submissions for many months
from researchers, scientists, engineers, students and practitioners related to the rel-
evant themes and tracks of the conference. The call for papers of the conference was
divided into six tracks as mentioned: Track-1: Electronics and Nanotechnology,
Track-2: Energy and Power, Track-3: Microwave, Track-4: Wireless Communi-
cation and Digital Signal Processing, Track-5: Control and Instrumentation, and
Track-6: Data Communication and Networking.

All the submissions underwent a strenuous peer review process which comprised
expert reviewers. The papers were then reviewed based on their contributions,
technical content, originality and clarity. The entire process, which includes the
submission, review and acceptance processes, was done electronically. A total of
263 papers have been received out of which 101 papers have been accepted. All
these efforts undertaken by the Organizing Committees led to a high-quality
technical conference programme, which featured high-impact presentations from
guest speakers and from paper presenters. All attendees appreciated and expanded
their expertise in the latest developments in their relevant fields.

v



We would like to thank the Patrons, General Chairs, the members of the
Technical Programme Committees, Advisory Committees and reviewers for their
excellent and tireless work. We also want to thank Springer for the support and the
authors for the success of the conference.

Majitar, Rangpo, India Rabindranath Bera
Kolkata, India Subir Kumar Sarkar
Majitar, Rangpo, India Swastika Chakraborty
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Modelling of Thermoelectric
and Conduction Mechanism
of Multi-nanoribbon Matrix

Amit Agarwal, P. C. Pradhan and Bibhu P. Swain

Abstract In this paper, modelling of thermoelectric and conduction mechanism of
multilayer graphene nanoribbon (GNR) has performed taking various temperatures.
The coordination of various elements H–H–H, C–C–H was calculated using radial
distribution function. The current–voltage curves GRN were estimated with vari-
ation of temperatures from 4 to 3400 K. To evaluate the conduction mechanism and
conductance with different applied voltage dI/dV versus voltage has been performed
with varying of temperature. Moreover, the thermoelectric coefficient of GRN with
different energy at different temperature has been estimated.

Keywords Graphene � Graphene nanoribbon � Thermal coefficient
Interconnects � Radial distribution function

1 Introduction

At present era, copper is used for interconnection at theBEOL instead of aluminum, as
conductivity of copper is six times more than aluminum, due to which chips had
smaller metal components and less energy is used to pass electricity through it which
lead to better performance in signal processing from transistor to transistor with
minimal heat loss. Cu is a candidate for global interconnection in the upper-level
metallization in ULSI technology due to its low resistivity and high electromigration
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resistance however, the major obstacles to use due to stability issues like copper drift
out of wiring, corrodes copper by exposure of oxygen and water, electro-migration
thins copper interconnects and due to which there is increase in resistance of inter-
connects and break them [1]. Furthermore, the high diffusivity of copper materials is a
major drawback which degrades IC performance. Graphene nanoribbon (GNR) can
be a good candidate to replace Cu for interconnects at the BEOL [2]. Their 2D
structure, high electrical and thermal conductivity, and low noise also make GNRs a
possible alternative to copper for integrated circuit interconnects. Research is
exploring the creation of quantumdots by changing thewidth ofGNRs at select points
along the ribbon, creating quantum confinement [3]. GRNs possess semiconductive
properties and may be a technological alternative to silicon semiconductors [4].
GNRFETs has capable of sustaining microprocessor clock speeds in the vicinity of
1 THz field-effect transistors dimension less than 10 nm wide with an Ion/Ioff
ratio >106 at room temperature. Naeemi et al. calculated conductance of GNR
interconnects as a function of chirality, width, Fermi level, and the type of electron
scatterings at the edges [1]. Chen et al. investigated GNR electrical properties as a
function of ribbon width. The electrical current noise of GNR devices at low fre-
quency is dominated by 1/f noise [5]. Hass et al. show multilayer graphene grown on
carbon-terminated SiC(0001) surface which holds rotational stacking faults linked to
the epitaxial state of the graphene–SiC interface, and such faults yield an electronic
structure vague from an isolated graphene sheet in the zone of the Dirac point [6].
Ghosh et al. reported on investigation of the thermal conductivity of graphene sus-
pended across trenches in Si/SiO2 wafer. The amount of power dissipated in graphene
and corresponding temperature rise were determined from the spectral position and
integrated intensity of graphene’s G mode [7]. There has been no discussion on the
bonding, effect of high temperature on the current, thermal coefficient, energy gap for
the multi-GNR interconnects. In this paper, we modelled multi-graphene nanoribbon
matrix and what is the impact of bonding on angle versus distribution, effect of
temperature on I–V, dI/dV, energy temperature coefficient.

2 Background Theory of GNR

Figure 1 shows schematic of multi-graphene nanoribbon matrix. In this structure,
there are 30 graphene nanoribbons (3 � 10 matrix form) used as an interconnect.
Upper part of matrix is connected to one end of the transistor and lower part to the
other end of the transistor, with multi-GNR in between. The transfer of current from
one transistor to another transistor is done by this multi-GNR. As GNR provides
high electrical, thermal conductivity, superior mobility, linear E-k relationship,
width-dependent transport gap, and low noise, so due to these ballistic transport
properties GNR makes most suitable candidate for interconnects.

Radial distribution function of GRN was calculated using [8, 9]
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where N is the number of atoms, V is the volume, r_ij is the position vector of atom
j with respect to the ith atom.

The conductance of GNR is derived using linear response of Landauer formula
[10, 11]. The conductance of single GNR is given by
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where f0(E) is the Fermi–Dirac distribution function and Tn(E) is the transmission
coefficient. Value of E0 = 0 and |Ei| = (|i| + 1/2) hvf/2r. vf = 106 m/s Fermi
velocity; r is width of GNR.

The total conductance of single GNR sheet is expressed as
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Fig. 1 Schematic of
multilayer GNR as
interconnects
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Further, we can deduce the above equation as

Gtot ¼ 8q2r2kBT
Lh2vf

2 cosh
EF

2TkB

� �� �
func r; ldð Þ ð5Þ

Above equation gives us the total conductance of a GNR sheet.

3 Results and Discussion

Figure 2 shows an angle versus bonding distribution plot for multi-GNR with
different bonding. From this figure, we analyze that for depending upon different
bonding and different angle there is change in the distribution pattern. For H–H–H
at an angle of 120, the distribution value is approximately 0.65 which is quite high
as compared with other angles. Similarly, for C–H–H the distribution value is
approximately 0.65 for angle of 97 and 0.3 for an angle of 175, which shows a
deviation of about 50% value in distribution. The bond angle of H–H–H, H–C–H,
H–C–C, C–H–H and C–C–C are of 37, 97, 175 and 120 respectively with same
bond distribution value of 0.65.

Figure 3 shows the I–V characteristics of multi-GNR with varying temperature.
From this figure, we analyze that with the increase of applied voltage from −1.0 to
1.0 V the current starts increasing linearly from approximately −30,000 to
30,000 nA. Also with the increase of temperature from 4 to 3000 K, there is
deviation of about 5% value of the current. At applied voltage of 0 V, there is no
much change in current due to change of temperature from 4 to 2600 K, but there is
slight deviation in current when the temperature is around 3000 K.

Figure 4 shows a dI/dV–V plot with varying temperature. From the figure, we
analyze that there is a aperiodic change in dI/dV with change in applied voltage.
With the change of applied voltage, there is change in dI/dV from a minimum value
of −38,000 nA/V to a maximum value of 58,000 nA/V. When the applied voltage
is −1.0, the dI/dV value is approximately 10,000 nA/V, as the voltage is increased
dI/dV also starts increasing from 10,000 to 40,000 nA/V till −0.75 applied voltages.
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Further with the increase of voltage, the dI/dV starts decreasing from 40,000 nA/
V to approximately 22,000 nA/V till −0.5 V applied voltage. This phenomenon of
increasing and decreasing of dI/dV value continues till 1.0 V of applied voltage.
Also with the change of temperature from 4 to 3000 K, there is deviation in the dI/
dV value. At applied voltage of 0 V, the value for dI/dV at low temperature of 4 K
is approximately 30,000 nA/V and at high temperature of 1800 K the dI/dV value
is approximately −30,000 nA/V. There is quite a high deviation with the change in
temperature at 0 V applied voltage. But at other values of applied voltages, the
deviation of dI/dV is around 10–20% only.

Figure 5 shows a plot between thermal coefficient and energy with varying
temperature. From the figure, we analyze that the value of thermal coefficient is
high, i.e., 2.5 � 10−4, for a low temperature of 50 K as compared to high tem-
perature of 3400 K with thermal coefficient value of 0.4 � 10−4. For a temperature
of 50 K, the thermal coefficient at 0 eV is approximately 2.5 � 10−4.

As energy is further increased, the thermal coefficient starts decreasing from
2.5 � 10−4 to 0 till 0.2 eV energy. Again, with the increase of energy the thermal
coefficient starts increasing to a value of 1.0 � 10−4. This phenomenon is
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continued till 2 eV energy. With further increase of energy, the thermal coefficient
starts decreasing and finally at 3 eV the thermal coefficient approaches to zero. In
case of 3400 K temperature, there is a constant value of thermal coefficient till 2 eV
energy and with the further increase of energy the thermal coefficient approaches to
zero.

4 Conclusion

In this paper, we experimentally modelled multi-GRN matrix and analyzed the
impact of bonding on distribution and effect of temperature on current, dI/dV,
temperature coefficient for multi-GRN matrix. At applied voltage of 0 V, the
maximum value for dI/dV at low temperature of 4 K is approximately 30,000 nA/V
and at high temperature of 1800 K the dI/dV value is approximately -30,000 nA/V.
Due to this ballistic transport property, GNR makes most suitable candidate for
interconnects and outperforms Cu.
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Stabilization of Pulsed IMPATT Oscillator
at W Band Over Extended Ambient
Temperature Range

Sukhendu Bhanja, Mousumi Sarkar, Tanmay Ghoshal
and Arijit Majumder

Abstract In this paper, a technique for temperature stabilization of pulsed IMPATT
oscillator has been described. The different electrical parameters of the designed
oscillator at W band are studied at extended ambient temperature. Variation of
oscillation frequency over extended temperature is determined by the intersection
point of negative of device reactance XDj j and circuit reactance XCj j. The analysis
matches closely with the experimental results obtained. It is shown that the output
frequency of the oscillator can be stabilized by changing the slope and amplitude of
the biasing current pulse. A control circuit with integrated temperature sensor is
designed for varying the current pulse amplitude dynamically over extended tem-
perature. The designed IMPATT oscillator with integrated control circuit shows
stabilization of oscillation frequency along with the considerable improvement in
variation of peak power and chirp bandwidth over extended temperature.

Keywords IMPATT diode oscillator � Temperature stabilization
Bias current � Extended ambient temperature

1 Introduction

Pulsed IMPATT oscillator is one of the best high power sources for solid-state
transmitter at higher frequencies. For different applications, the transmitter may be
required to be operated over wide ambient temperature range. Since the junction
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impedance of the diode is a strong function of ambient temperature, the output
characteristics of the IMPATT oscillator change considerably with variation of
ambient temperature.

Several techniques are reported for temperature stabilization of pulsed IMPATT
oscillator with variation of ambient temperature. One common technique is the use
of directly coupled stabilization cavity used for stabilization of the oscillator fre-
quency [1, 2]. In this type of oscillator, effective output power reduces due to cavity
coupling. Another reported technique is to apply constant DC current during the off
period of the bias pulse so that the temperature gradient is less at elevated ambient
temperature [3, 4]. This technique requires excess DC power especially when two
or more oscillators are used in the same transmitter in a power combining con-
figuration. Use of preheating pulse with the main biasing current pulse is also
reported [5]. In this technique, proper synchronization of the preheating pulses and
the main bias pulse becomes very critical.

In the present approach, the current density across the junction is changed which
effectively maintains the oscillation frequency constant over the specified temper-
ature range with small variation in output power. A theoretical analysis has been
carried out to determine the variation of the device impedance (ZD) over extended
ambient temperature. The circuit impedance (ZC) is determined from simulation of
oscillator cavity using a full-wave 3D EM simulator. Variation of output frequency
is determined by the intersection point of XCj j and - XDj j that shows negative
temperature gradient of the oscillation frequency. The variation of the oscillation
frequency with bias current pulse is determined experimentally that shows a pos-
itive frequency gradient with the amplitude of the bias current. It has been observed
that amplitude of the biasing pulse can be adjusted to maintain a constant output
frequency over extended ambient temperature. A control circuit with integrated
temperature sensor has been incorporated in the biasing network of the IMPATT
oscillator to stabilize the output parameters of the oscillator over the ambient
temperature range from −40 to +71 °C. Experimental results with the designed
control circuit show constant output frequency over the extended temperature range
with peak output power variation of less than 6.7%. The chirp bandwidth of the
oscillator is also studied that shows an improved chirp at negative temperature with
the designed control circuit.

2 Scheme for Temperature Stabilization

The impedance of pulsed IMPATT diode is a strong function of the junction
temperature and changes rapidly due to changes in the drift velocity and the ion-
ization coefficient of electrons and holes. The expression for the impedance of
Si-based DDR IMPATT diode is shown in (1) [6], and it decreases with increase in
the junction temperature.
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ZD ¼ 1
xCD

1

1� x
xa

h i2
1� coshD

hD
� j 1� x

x2
a

2
� sinhD

hD

� �� �
ð1Þ

where

x Angular frequency
CD Drift region capacitance
hD Transit angle of the drift region
xa RF voltage-dependent avalanche frequency given by

x2
a ¼

2�aavDJ0
�

2I1ðuÞ
uI0ðuÞ

where

�aa Derivative of the ionization rate with respect to electric field
vD Carrier saturation drift velocity
J0 Current density
e Dielectric permittivity and

u ¼ 2vD �aa
x

Êa

where

Ea Electric field

The variation of the junction temperature (Tj) for different ambient temperatures
can be evaluated from (2) [7] for constant voltage biasing.

Tj ¼ C2 þD2 T � T0ð Þ ð2Þ

where DT ¼ T � T0 is relative ambient temperature with respect to T0, the ambient
junction temperature.

C2 ¼ ht
V2
0

Rsc þ bhtVb0V0

D2 ¼ 1� bhtV2
0Vb0

Rsc þ bhtVboV0

where

b Normalized temperature coefficient of Vb, the breakdown voltage ¼ 1
Vb0

dVb

dTj
ht Thermal resistance from diode junction to ambience

Stabilization of Pulsed IMPATT Oscillator at W Band Over … 11



V0 Constant bias voltage
Rsc Space charge resistance of the diode
Vb0 Breakdown voltage at reference temperature

The variation of the diode reactance at different ambient temperatures is shown
in Fig. 1a. The values taken for different parameters of the millimeter-wave
DDR IMPATT diode are ht * 37.15 °C/W, Rsc * 31 X, b * 5 � 10−5/°C,
Ea * 4 � 107 v/m, J0 * 5 � 108 A/m2, VD = 24 V, Vbo = 12.5 V [8]. The basic
criteria for oscillation as given in (3) are plotted in Fig. 1a, and it shows a decrease
in the oscillation frequency with increasing ambient temperature.

xc þ xd ¼ 0

rdj j � rc ð3Þ

where Zc ¼ rc þ jxc is the circuit impedance at the device plane and Zd ¼ rd þ jxd is
the device impedance. The values for the circuit reactance (Xc) are calculated using
3D EM solver and assumed to be constant over temperature.

The variation of output frequency with ambient temperature (both calculated and
experimentally measured) is shown in Fig. 1b. The variation of the oscillation
frequency with the amplitude of the biasing pulse is determined experimentally and
is shown in Fig. 2a.

Schematic diagram of the test setup for temperature stabilization is shown in
Fig. 2b. In this stabilization scheme, the required pulsed bias current for different
temperatures is predetermined experimentally and a control circuit with integrated
temperature sensor is used to stabilize the IMPATT oscillator at different
temperatures.

Fig. 1 a Variation of reactance with ambient temperature and determination of oscillation
frequency and b variation of frequency with ambient temperature
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3 Design and Simulation Study

To study the temperature variation of silicon-based double-drift pulsed IMPATT
oscillator at W band, pulsed IMPATT cavity was designed following [9]. A driver
circuit for the oscillator is used that provides a maximum 15A of peak current with
duty cycle of 0.03% [10].

The design procedure of the temperature control circuit for IMPATT oscillator
stabilization is described below.

3.1 Design and Simulation for Single-Diode IMPATT
Oscillator

A reduced height waveguide cavity is designed with cavity height of 0.32 mm. The
cavity is matched to the full height waveguide section using two quarter-wave
matching sections. The bias filter for the cavity is designed using a low-pass filter
structure [11]. The structure of the single-diode pulsed IMPATT oscillator is
simulated in 3D EM solver. The simulated result of the structure is used to design
the oscillator, where diode equivalent circuit and cavity is co-simulated using a
circuit simulator. The simulation structure is shown in Fig. 3a. The fabricated
cavity gives 11 W of peak power at 87.8 GHz. The fabricated cavity with the pulse
driver at the top is shown in Fig. 3b.

Fig. 2 a Variation of the oscillation frequency with bias current amplitude (experimental) and
b schematic diagram of the test setup for temperature stabilization
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3.2 Design of Temperature-Compensated Pulsed Driver
Circuit for the IMPATT Oscillator

A pulse driver circuit is designed and tested. The designed circuit is capable of
driving 15A of peak current with a pulse width of 100 ns and pulse repetition
frequency of 30 kHz. The driver circuit is tested with dummy load of P6KE12A
which is a step recovery diode having similar DC characteristics of the IMPATT
diode. The designed bias circuit has a control to change the slope and amplitude of
the biasing current pulse.

For different values of the ambient temperature, the bias current amplitude is
adjusted using boost converter with programmable resistor used in the feedback
path. One micro-controller is used that senses the ambient temperature reading
(using temperature sensor IC LM35) and reconfigures the feedback path resistor
values (programmable resistor IC AD5292-EP) to change the regulated voltage of
the converter IC (TPS61175). The schematic diagram for the control circuit with the
fabricated PCB is shown in Fig. 4. The variation of the bias current for different
ambient temperatures of the IMPATT diode is obtained experimentally. The values
for the current pulse amplitude at different ambient temperatures with the corre-
sponding bias voltage values are shown in Table 1.

4 Experimental Study

The designed oscillator at W band is tested that gives an output frequency of
87.8 GHz with a chirp bandwidth of 467 MHz at the ambient temperature. The
output spectrum for the oscillator is shown in Fig. 5. The bias current pulse and the
detected RF pulse (using envelop detector) for the oscillator are shown in Fig. 6.
The testing is carried out at different ambient temperatures, and the variations of the

Fig. 3 a Simulated structure for the single-diode oscillator at W band b fabricated structure of the
W band cavity with the bias circuit at the top
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output frequency, output power, and chirp bandwidth are studied with and without
the compensation circuit.

Output frequency variation over the ambient temperature with and without the
compensation circuit is shown in Fig. 7. It can be seen that the frequency variation
is negligible with the compensation circuit. The variation of peak power is also
reduced from ±22 to ±6.7% by the compensation in the bias circuit and is shown
in Fig. 8. The chirp bandwidth also reduces at negative temperature if compensa-
tion circuit is used as shown in Fig. 9.

Fig. 4 Schematic diagram of the control circuit with fabricated PCB
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Table 1 Values of the current pulse amplitude at different ambient temperatures to maintain the
output frequency constant at 87.8 GHz

Ambient
temperatures in
(°C)

Values of the
programmable resistor in
(kΩ)

Values of the biasing
voltage in (V)

Current pulse
amplitude in (A)

−40 17.11 17.91 8.05

−30 16.72 18.20 8.50

−20 16.34 18.52 9.10

−10 15.71 19.00 9.61

0 15.40 19.31 10.01

10 14.64 20.02 10.81

20 14.64 20.12 10.92

30 14.23 20.40 11.14

40 13.46 21.20 11.31

50 12.92 21.80 11.68

60 12.41 22.40 12.01

70 11.93 23.11 12.31

Fig. 5 Output spectrum of the designed oscillator at W band
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Fig. 6 Bias current pulse
(yellow) and the RF detected
pulse (green) (Color online)

Fig. 7 Output frequency
variation with and without
compensation circuit

Fig. 8 Variation of peak
power with and without
compensation circuit
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5 Conclusion

In this paper, a new design approach for stabilization of pulsed IMPATT oscillator
at W band is described. The variation of the oscillation frequency with ambient
temperature has been studied theoretically that agrees with the experimental results.
The designed oscillator with the stabilization circuit shows constant output fre-
quency with peak power variation less than ±6.7% at 87.8 GHz. The variation of
the chirp bandwidth is also studied for the designed oscillator at different ambient
temperatures.
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Geometrically Intricate Oxide-Based
Heterostructure Over Flexible Platform:
Morphology-Induced Catalytic
Performance Enhancement
Under UV Light

Subhasish Thakur, Soumen Maiti, Shreyasi Pal
and Kalyan Kumar Chattopadhyay

Abstract Tailor-made heterostructural nanoform based on multiple
low-dimensional frameworks not only offers manifold functionalities also bestows
several novel interface phenomena. From the broad usage window of heterostruc-
tures, photocatalysis is very significant nowadays. In this work, we have realized
oxide-based hybrid comprising 1D TiO2–ZnO nanoform on flexible carbon cloth
via facile chemical approach. Successful presentation of the hybrid over foldable
platform was established via FESEM which discloses its typical morphology. To
attain a clear insight of the elemental composition EDX analysis and elemental
mapping of the hybrid was also carried out. Catalytic activity of the synthesized
samples under UV light illumination was inspected taking Rhodamine B as the
model contaminant where the heterostructure exhibited much-improved perfor-
mance as compared to the individual structural building block. Prolonged separa-
tion time of the photogenerated charge carriers in heterostructure ensures enhanced
photocatalytic activity. Such work on morphology-induced catalytic performance
enhancement will inspire the researchers toward creative designing of different
photocatalyst comprising other multifunctional oxides.
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Keywords TiO2 � ZnO � Nanostructure � Flexible platform � Photocatalysis

1 Introduction

Possibility of achieving manifold functionalities, coupled with various interface
phenomena from singular unit has garnered an upsurge attention from the modern era
researchers in realization of novel and geometrically intricate heterostructure where
such presentation is mostly achieved by the integration and direct interfacing of the
lower dimensional semiconductor frameworks [1, 2]. From the widespread functional
window of the nanostructure, environmental remediation through photocatalytic
degradation is very appealing as contemporary era faces severe pollution issues from
industrial wastes and related effluent [1, 3, 4]. Titanium oxide (TiO2) and zinc oxide
(ZnO) nanostructures have showed their proficiency in this regard; however, exten-
sion of the recombination time of photogenerated carriers in these two and thereby
achievement of high catalytic performance is still challenging [3, 4]. Furthermore,
ZnO nanoform has an intrinsic drawback of corrosion effect under light illumination
which also imparts a negative impact on the overall efficiency [3]. To resolve all these
fundamental shortcomings for different aspects of photocatalysis intense research
have been proliferated among which designing of definite facet-tuned morphology,
surface modification, coupling of semiconductor into a combinatorial hybrid are the
most cultivated pathway [1, 3, 5–7]. Recently, several works centered on synthesis of
oxide-based heterostructure are reported where the coupled system ensures an
enhanced performance as compared to the single component owing to the synergic
effect [1, 3, 5]. Inspired by those literatures, in this article, we have presented TiO2–

ZnO nanorod-based heterostructure over flexible carbon fiber substrate by two-step
low-temperature chemical approach. Although plenty of works on the same hybrid is
already documented in the literature, however complex processing, non-uninform
coating of one semiconductor over the scaffold, etc., made this study highly desirable.
The photocatalytic activity of the heterostructure was investigated by degradation of
stable cationic dye namely Rhodamine B (RhB) under UV light and plausible
mechanism for the superior photocatalytic activity system is proposed.

2 Experimental

2.1 Synthesis of TiO2 Nanorods

Firstly, TiO2 sol was prepared by mixing 27 mL absolute ethanol, 7 mL titanium
butoxide, 2 mL di-ethanolamine, and 400 lL deionized water. Ultrasonically
cleaned and dried carbon cloth was dip coated within the TiO2 sol and annealed for
2 h. Thereafter, the seeded substrates were placed within a 100 mL Teflon tape
autoclave containing a solution mixture of 30 hydrochloric acid, 35 mL water, and

22 S. Thakur et al.



1 mL titanium butoxide and kept at 180 °C for 6 h. Then the autoclave was cooled
down to room temperature. Thereby the product was collected via washing the cloth
with DI water and dried in ambient condition.

2.2 Synthesis of TiO2–ZnO Heterostructure

For the synthesis of ZnO nanospike over TiO2, initially, the TiO2 coated substrate is
activated in KMnO4 solution for further use. Two separately prepared solutions of
2 M potassium hydroxide (KOH) and 0.25 M zinc nitrate hexahydrate (Zn(NO3)2,
6H2O) were mixed together and transferred to a borosilicate glass bottle. Thereafter,
one analytical grade zinc foil rubbed with emery paper along with the activated
carbon fiber substrate with TiO2 on it were placed in the bottle and kept for 3 h in
ambient conditions. Finally, the substrate was washed with an ample amount of D.I.
water and dried at room temperature.

2.3 Photocatalytic Properties

Photocatalytic activity of the synthesized samples was observed with RhB dye as the
probe molecule under UV light. One 40 W UV tube (Phillips) served as the UV
source with wavelength *254.6 nm and tube to suspension surface distance was
kept at 12 cm. Carbon cloth substrates (2.5 cm � 2.5 cm) having different nanoform
on it were immersed within 40 mL aqueous solution of 10−5 MRhB in 100 ml quartz
beaker and stirred for 1 h in darkness to attain adsorption/desorption equilibrium
between the catalyst and dye. Thereafter, it was illuminated with UV light. Small
volumes of dye solution from the reactor were withdrawn after dark stirring and
afterward in regular interval. Residual dye concentration in solution was measured by
monitoring the absorption intensity of RhB with UV–vis spectrophotometer.

3 Characterizations

Morphology of the synthesized samples were examined using field emission
scanning electron microscope (FESEM, HITACHI S-4800). EDX analysis was
carried out by an EDS analyzer attached with FESEM.

4 Results and Discussion

Figure 1 displays the FESEM images of the synthesized nanoforms grown on the
carbon cloth substrate. Large-scale uniformity of the TiO2 and TiO2–ZnO is clearly
evident from the low magnification image as shown in Fig. 1a, c. Nanorods grow
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over the entire cylindrical surface of each individual fiber of the cloth with their tip
radiating outward from the axis of the fiber. High magnification image in Fig. 1b
discloses the actual dimension of the nanorod where the variation in diameter of the
nanorods is clearly feasible. Diameter of the nanorods varies from *50 to *300
nm, whereas lengths remain nearly equal. Further modification of these nanorods at
ambient creates a drastic change in overall morphology. Uniform coverage of ZnO
nanospike growth over TiO2 is obvious from the low magnification image (Fig. 1c).
Further careful observation over of the spikes array reveals that they are not indi-
vidually grown over the TiO2 nanorods but a number of nanospikes having a
common root and their outward radiating tip geometry gives rise to the beautiful
spikes array. The length and the base diameter of the secondary grown spikes were
estimated to be *1 lm and 200 nm, respectively.

To check the elemental composition of the heterostructure energy dispersive
X-ray (EDX) analysis is carried out and depicted in Fig. 2. From the EDX scan
profile (Fig. 2), appearance of the peaks related to Ti, O, Zn, and C is very obvious
among which presence of extra carbon-related peak came from the underlying
substrate and atmosphere as well. Further absence of other peaks related to impurity
elements in EDX profile confirms the pure phase synthesis of TiO2 and ZnO.
Elemental mapping of TiO2–ZnO hybrid strand reveals regular distribution of the
constituents and thereby the successful preparation of the nanoforms.

TiO2 and ZnO both have showed good photocatalytic performance; however;
they have some intrinsic bottlenecks which impart negative impact on their per-
formance [1, 3]. By realizing heterostructure comprised of these oxides, one could
expect catalytic performance enhancement by getting rid of abovementioned

Fig. 1 FESEM images of the synthesized nanoform a, b TiO2 and b TiO2–ZnO
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drawbacks. Temporal evaluation of the UV–vis absorption spectra of RhB under
UV irradiation as a result of the catalytic activity of TiO2–ZnO heterostructure is
displayed in Fig. 3a. The intensity of the characteristic absorption peaks at *554
nm for RhB is found to reduce gradually with time and disappear completely after
3.5 h of light exposure. For quantitative explanation of the photodegradation

Fig. 2 EDX spectra and corresponding elemental mapping of the heterostructure

Fig. 3 Temporal evolution of UV-vis absorption spectra corresponding to RhB for TiO2–ZnO
(a); decrease in the relative concentration of dye after different exposure times
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behavior, decrease in dye concentration (C/C0) as a function of time was calculated
and plotted (Fig. 3b) where the symbols C0 and C represent the initial (t = 0) and
final (t) dye concentration in the solution, respectively. Concentration of dye is
proportional to the intensity of the characteristic absorption peak; thus, ratio of
C and C0 is equal to the ratio of the intensity of the absorption peaks at time t = 0
and t, respectively. From the graph, high degradation ability of the TiO2–ZnO
sample is prominent as compared to single component. RhB dye concentration for
the hybrid sample decreases to *79.36% within only 1 h of UV exposure and
which was followed by a high decay rate, and finally, the concentration reduces to
only to *0.49% after 3.5 h.

High photocatalytic performance shown by the TiO2–ZnO hybrid can be
explained on the basis of the schematic in Fig. 4. Though TiO2 and ZnO possess
almost similar bandgap (around 3.2 and 3.37 eV, respectively) yet the potentials of
the valence band (VB) and conduction band (CB) of ZnO are charged slightly more
negative [3]. When ZnO is illuminated by UV light, electron moves to the CB from
VB leaving holes in it. Owing to the potential difference between these two oxides
these electrons thereafter moved from the CB of ZnO to the CB of TiO2. On the
other hand, the holes move in opposite direction, i.e., from VB of TiO2 to VB of
ZnO [3]. Formation of heterojunction at TiO2 and ZnO interface ensures prolonged
recombination time of electron–hole pairs [3]. Furthermore, the charge carriers
(both electron and holes) on TiO2–ZnO surface rapidly goes for the redox reaction
where the holes oxidize the H2O to highly active hydroxyl ion and electrons reduce
the dissolved oxygen to superoxide O2

− ion. These highly active species oxidize the
RhB to CO2 and H2O [3]. Additionally, presentation of the hybrid over carbon
fabric having typical woven-like geometry ensures extensive surface area and
sufficient spacing between individual units of the heterostructure thereby showed
good catalytic behavior. Similar sort of results for different heterostructure on
carbon cloth was also observed in our previous work [1].

Fig. 4 Schematic diagram of the charge-transfer process in the heterostructure
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5 Conclusion

In summary, we presented a two-step low-temperature synthesis protocol for the
realization of TiO2–ZnO hybrid over carbon cloth substrate. This oxide-based
heterostructure showed synergy driven high photocatalytic performance under UV
light irradiation which is much superior to the singular building block. Lengthening
of the recombination time of photogenerated charge carriers due to heterostructure
formation render improved catalytic performance. Furthermore, underlying carbon
cloth having peculiar woven-like geometry promotes the mass transfer of dye and
thereby boosts the performance. Not just restricted to photocatalytic study, we
believe this morphology-tuned nanoform may be envisaged as a potential candidate
for other application purpose also.

Acknowledgements ST thanks the DST, Department of Science & Technology Government of
India, for awarding him Inspire Fellowship (JRF) during the execution of the work.
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Investigation of Super-Gaussian Pulse
Amplification in Semiconductor Optical
Amplifier (SOA)

Mijanur Rahim and Md. Asraful Sekh

Abstract The amplification of super-Gaussian pulses in a system of bit rate 40 Gb/s
with duty cycle 0.5 by traveling-wave semiconductor optical amplifier (TW-SOA) is
investigated. The carrier wavelength of the super-Gaussian pulse is 1550 nm.
Simulative results related to pulse broadening due to nonlinear self-phase modula-
tion (SPM) phenomenon are analyzed and compared. This paper analyses the issues
of super-Gaussian pulse and spectrum distortion in semiconductor optical amplifiers
(SOA). It is shown that the amplified super-Gaussian pulse shapes and their spectra
are depended on the length of SOA and compared the results with the published
work.

Keywords Super-Gaussian pulse � TW-SOA � SPM

1 Introduction

Semiconductor optical amplifiers (SOA) are very important candidate in high-speed
optical communication systems [1–3]. The amplifiers can amplify ultra-short optical
pulses of the order of picoseconds [4, 5] as they possess very large bandwidth
(*few THz). In any amplifier, nonlinearities due to gain saturation leading to pulse
distortion because the leading edge of the pulse saturates the amplifier which
reduces the gain available for the trailing edge of the pulse [6, 7]. Under different
operating conditions, both pulse compression and pulse broadening can be obtained
in the saturation region but no such cases arise if pulse energy is a small fraction of
the saturation energy and hence the input pulse can be amplified without significant
distortion. Sometimes pulse shape may remain unchanged but spectrum can be
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distorted considerably which is particularly important where the changes in the
carrier density occurring as a result of gain saturation and leading to large change in
refractive index [8].

The spectrum shift depends on input pulse energy and the amplifier gain among
other things. The physical mechanism responsible for such shift is self-phase
modulation (SPM) occurring as a result of nonlinear refractive index variation
induced by gain saturation. Some investigations on pulse compression [9], wave-
length conversion [10], and Gaussian pulse broadening [11] by SOA have made by
us. This paper, in continuation of earlier works, analyses the issues of
super-Gaussian pulse and spectrum distortion in SOA.

2 Basic Equations

The material gain coefficient g per unit length depends on initial carrier density (Ni)
and carrier density at transparency (N0) [9] and is given as,

g ¼ rg Ni � N0ð Þ ð1Þ

where differential gain is rg. Therefore, net gain coefficient per unit length will be,

gT ¼ Cg� rs ð2Þ

where optical confinement factor is C, and loss is rs in per unit length of SOA. G0 is
the amplification factor when length is L, and therefore, G0 ¼ egTL. Using Eqs. (1)
and (2)

G0 ¼ e Crg N i�N0ð Þ�rsð ÞL ð3Þ

The carrier lifetime (tc) depends on the physical parameters of SOA, namely
surface and defect recombination coefficient (A), radiative recombination coefficient
(B), Auger recombination coefficient (C), and initial carrier density (Ni) [10], and
given as,

tc ¼ 1
AþBNi þCN2

i
ð4Þ

3 Simulation Layout

In Fig. 1, an optical signal of 1550 nm wavelength with 50 mW power is amplified
by a traveling-wave SOA (TW-SOA) in a system of bit rate 40 Gb/s with duty
cycle 0.5. Table 1 shows the various physical parameters used for SOA.
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4 Results and Discussions

Calculated value of carrier lifetime (tc) is 1.4 ns, bit period (Tb) is 25 ps, TFWHM is
12.5 ps, and T0 is 7.5 ps. Figure 2 shows the initial super-Gaussian pulse shape and
spectra of 5, 50, and 100 mW. Figure 3 shows the shape of the amplified pulses at
amplification factor of 29 dB.

In Fig. 3, the spectra of the pulses with multipeak structure and with
well-expressed right shift are shown. The new spectrum and the amount of the right
shift strongly depend on the initial pulse shape.

Now, the amplified super-Gaussian pulse (for same pulse and SOA parameters
as above) changes as a function from the length of the TW-SOA.

Fig. 1 Simulation layout

Table 1 Physical parameters of SOA

Parameters Value Units

Length (L) 0.0002, 0.0003, 0.0005 M

Width (W) 3 � 10−6 M

Height (d) 8 � 10−8 M

C 0.15 –

rs 0 1/m

rg 2.78 � 10−20 m2

N0 1.4 � 1024 m−3

Line-width enhancement factor 5 –

A 143,000,000 1/s

B 1 � 10−16 m3/s

C 3 � 10−41 m6/s

Ni 3 � 1024 m−3
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The values of the Length of the TW-SOA are set as 0.0002, 0.0003, 0.0005 m.
Figure 4 reveals that the length factor of the TW-SOA influences the pulse shape

and spectrum. For a fixed input power of 50 mW, optical confinement factor of 0.3
and zero internal losses with variable lengths (L) of 0.0002, 0.0003 m, 0.0005 leads
to an increase of power of amplified super-Gaussian pulse and the more the
amplification factor G0 increases, it increases the right shift also. The spectrum
develops a multipeaks. The dominant peaks right shifted means it shifts toward
longer wavelengths. Amplification factor G0 ¼ eðCrgðNi�N0Þ�rsÞL and therefore
increase of length leads an increase of amplification factor G0.

In Table 2, we can see that the amplified pulse gain will increase by increasing
the length of TW-SOA [8].

Fig. 2 Initial super-Gaussian pulses shapes and spectra

Fig. 3 Amplified super-Gaussian pulses of Fig. 2
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5 Conclusion

The amplification of super-Gaussian pulses by semiconductor optical amplifier
shows pulse broadening due to SPM phenomenon. SPM induced gain saturation
and hence carrier density variation in the gain medium is the basis for such
broadening. Simulative results show the pulse broadening and multipeak spectra
along with the amplification of the pulse. Results also show how frequency is right
shifted (so-called red shift) which is useful in group velocity dispersion compen-
sation in optical fibers. The study can be extended for chirped pulses as well.
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Design of an Energy Efficient, Low Phase
Noise Current-Starved VCO Using
Pseudo-NMOS Logic

Moumita Das, Posiba Mostafa, Antardipan Pal, Debmalya Das
and Sayan Chatterjee

Abstract This paper presents the design of a current-starved VCO using
pseudo-NMOS topology. The proposed design has better phase noise, lower power
consumption as compared to traditional CSVCOs and the number of components
are also less (8 MOSFETs are reduced). The proposed design consists of five
inverter stages, and pseudo-NMOS topology is used to replace the current sourcing
PMOS blocks, thereby reducing power consumption to 155.7 lW for fundamental
frequency of 1.8 GHz. The simulation results depict that the proposed CSVCO has
better phase noise and lower power consumption as compared to other ring VCO
topologies. The circuit performance is validated in Cadence Spectre using 180 nm
CMOS technology at a supply of 1.8 V. The analysis also shows that for this
CSVCO, the phase noise is (−103.73 dBc/Hz) @1 MHz offset frequency and
(−124.97 dBc/Hz) @10 MHz offset frequency.

Keywords CSVCO � Phase noise � Kvco � CMOS � Pseudo-NMOS
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1 Introduction

Voltage-Controlled Oscillator (VCO) is one of the most important blocks of the
Phase-Locked Loop (PLL), which is one of the most crucial components of modern
communication systems. VCO with reasonably low phase noise, high oscillation
frequency [1] and low power dissipation is highly desirable for high-speed com-
munication systems. Between the two types of VCOs, i.e. LCVCO and CSVCO,
though the LCVCO has better phase noise, the presence of bulky spiral inductors
and lower frequency range makes it less suitable for high frequency operation and
monolithic ICs where on-chip area is constrained. So for on-chip VCOs in
monolithic ICs, generally CSVCO is preferred [2].

This paper proposes the design of a five-stage current-starved VCO. Five
inverter stages are cascaded to produce moderately high oscillation frequency.
Since oscillation frequency is inversely proportional with number of inverter stages
[2], the numbers of stages are reduced to achieve high oscillation frequency. It also
requires less numbers of transistors which in turn reduces the on-chip area and
reduces power consumption appreciably. The proposed work describes a
current-starved VCO using pseudo-NMOS topology, and the performance has been
compared with previously presented CSVCO architectures.

2 General CSVCO Circuit Description [2]

The operation of the current-starved VCO shown in Fig. 1 is similar to that of a ring
oscillator [2]. Odd number of inverters forms a closed-looped positive feedback
acting as a ring oscillator. Cascading of odd number of stages of inverter helps in
fulfilment of Barkhausen criterion for oscillation [3]. The upper and lower
MOSFETs source and sink the required current to drive the inverter stages.
The MOS current sources limit the current available to the inverter stages. The drain
currents of MOSFETs in the leftmost side of the circuit are set by the input control
voltage. This current in these two MOSFETs is mirrored in each inverter/current
source stage as depicted in Fig. 1 [4].

2.1 Design Equation for VCO [2]

CSVCO works on the principle of charging and discharging of the stray capaci-
tances [5], formed by the addition of input and output capacitance of each inverter
stage. The frequency of operation depends on the total charging and discharging
time of the stray capacitances. The charging and discharging directly depends on
the value of the current through each inverter stage. Since the current through the
inverter stages is mirrored from the input source stage, which in turn is set by the
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input control voltage, so indirectly the frequency of operation is controlled by the
input control voltage and hence the name VCO. Mathematically, the oscillation
frequency is given as follows [2]:

fosc ¼ 1
N : t1 þ t2ð Þ �

ID
N :Ctotal : DD

ð1Þ

where ID is the VCO bias current, N is the total number of stages, and the CTotal is
the total oxide capacitance at low frequency. The N is selected according to the
VCO operating frequency. Equation 1 shows that operating frequency depends on
gate capacitance of the inverter stages. But at high frequency, the effect of parasitic
capacitances generated from the source and sink transistors cannot be neglected as
the total capacitance of one stage becomes:

Ctotal ¼ Cgs;p þCgs;n þCdb;p þCdb;n þCgd;source

þCgd;sink þCdb;source þCdb;sink þCgs;source þCgs;sink
ð2Þ

The current-mirroring PMOS (PM1) and control voltage should have enough
capability to drive the sourcing PMOSs (M13–M17) and the sinking NMOSs
(M18–M22). If this clause violates, then a huge degradation in phase noise and
VCO gain may be seen. Equation 2 makes the impression of such a scenario of a
CVCO operating in high frequency. Another serious issue that a VCO has to deal
with is power consumption. Supply voltage of a CSVCO has to drive large number
of transistor for every cycle, and all the current sourcing and sinking transistors are
always drawing appreciable amount of current from the supply which leads to much
power dissipation. So, it is essential to optimize the power consumption with phase
noise and VCO gain.

Fig. 1 Schematic of
current-starved VCO
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3 Pseudo-NMOS Logic-Based CSVCO

The problems of CSVCO circuit have been overcome by proposed pseudo-NMOS
logic-based CSVCO. In this architecture, all the PMOS current sources were replaced
by a single PMOS. The single PMOS is sized accordingly to supply the required
current to drive the inverter stages. In a similar manner, all the current-sinking NMOS
are replaced using a single NMOS with proper sizing for the required current drive.
These modifications show a marked improvement in the overall phase noise and
reduction in the average power dissipation of the proposed circuit. As the number of
transistor is reducing, it is obvious that there will be less power consumption. The
number of sourcing and sinking transistor is reducing by 1/N factor. So, the capac-
itances generated from these transistors will be distributed with the inverters with the
factor of 1/N at high frequencies.

Ctotal ¼ Cgs;p þCgs;n þCdb;p þCdb;n

þðCgd;source þCgd;sink þCdb;source þCdb;sink þCgs;source þCgs;sinkÞ=N
ð3Þ

Also, the on-chip area is reduced as lesser number of MOSFETs is used com-
pared to traditional CSVCO designs. The schematic of the modified CSVCO is
shown in Fig. 2. Here, the current-mirroring PMOS feeds the desired current to the
sourcing PMOS with the help of control input voltage. Similarly, sinking NMOS
draws the current from inverters using the same control input voltage.

According to the current values of source and sink, the intermediate ring
oscillator tunes the operating frequency.

4 Simulation Results and Discussion

For a VCO used in a PLL, the following parameters are important:

1. Tuning range: The frequency range between the minimum and maximum values
of the VCO frequency.

Fig. 2 Schematic of
modified current-starved
VCO
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2. Phase noise: Spectral purity requirements in PLL applications impose an upper
bound on the VCO phase noise.

3. Input/output characteristic linearity: Variation of KVCO across the tuning range is
basically undesirable.

4. Settling time: The required time to generate a constant frequency at the output of
the oscillator.

Here, all the above-stated parameters have been characterized for proposed
architecture as well as for a general CSVCO architecture. Both are studied for the
comparison proposes. Simulation has been carried out using 180 nm CMOS
technology using CADENCE Spectre simulator.

The result shows that the proposed architecture is able to tune a range of fre-
quency from 0.2 to 1.8 GHz, whereas the general architecture can produce only a
range of 0.6–1.8 GHz. This outcome also says that the linearity is higher in pro-
posed architecture.

Figure 3 shows the variation of the VCO output frequency with the input control
voltage. It is seen that the curve is linear up to a control voltage of 1.0 V which
corresponds to a frequency of 1.6 GHz. If the VCO is operated at higher fre-
quencies, then the VCO gain will not be constant, which gives rise to nonlinear
distortions in the VCO output signal. Calculation shows the KVCO of the proposed
circuit is 6.2 GHz/V, whereas the general CSVCO has KVCO of 0.48 GHz/V.

Transient response of the circuits shows that proposed circuit is suitable for
high-speed frequency switching PLLs since the proposed architecture has a settling
time of 7 ns where the settling time of general CSVCO is 55 ns. Time domain
output of the proposed circuit is shown in Fig. 4.

Phase noise occurs due to the spurious frequency component which again occurs
due to static phase error. This static phase error occurs due to the current mismatch
or non-idealities in the MOSFETs used in the VCO. So by changing the device
dimensions, the phase noise has been changed. The phase noise plot of the

Fig. 3 Output frequency
versus control input
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proposed CSVCO is shown in Fig. 5, and it comes out to be −103.73 dBc/Hz
@1 MHz offset frequency and −124.97 dBc/Hz @10 MHz offset frequency. Phase
noise plot is shown in Fig. 5. Phase noise of general CSVCO is improved up to
−99 dBc/Hz @1 MHz by using linearization circuit but the proposed circuit almost
achieves this much of phase noise without linearization. This phenomenon happens
as the parasitic values have been reduced.

Dynamic power dissipation in a static CMOS is directly proportional to fre-
quency of operation [5]. Figure 6 follows this fact for the proposed circuit as with
the increment in control input, fosc will increase. It has been observed that proposed
circuit dissipates 155.7 µW@1.8 GHz, whereas the general CSVCO consumes
507.3 µW @1.8 GHz. This huge reduction is due to the reduction in number of
transistor as well as in number of passive parasitic.

Fig. 4 Transient response for
modified CSVCO

Fig. 5 Phase noise of the
modified CSVCO
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Table 1 compares performance of the proposed circuit with the general CSVCO
architecture.

Proposed circuit performance has been compared with the other presented lit-
erature also. The comparison is shown in Table 2.

Fig. 6 Power dissipation
versus input voltage CSVCO

Table 1 Comparison between general CSVCO and proposed CSVCO

Architecture Settling
time (ns)

Tuning
range
(GHz)

KVCO
(Hz/V)

Phase noise
(dBc/Hz)
@1 MHz

Power
consumption
(lw)

Proposed
CSVCO

7 0.2–1.8 6.2 � 109 −103.73 155.7

General
CSVCO

55 0.6–1.8 4.8 � 108 −99.46 507.3

Table 2 Comparison between different ring VCOs

Topology Centre frequency/
oscillation frequency
range (GHz)

Phase noise
(dB)c/Hz)

Power
dissipation
(mW)

Supply
voltage
(V)

Ring VCO [6] 3.125 −91 @1 MHz 12.6 1.8

Ring VCO [7] 5.0 −106 @1 MHz 21.0 2.5

Ring VCO [8] 5.0 −82 @1 MHz 135 1.8

Ring VCO [9] 4.3–6.1 −88 @1 MHz 80 2.5

3 stage CSVCO
[10]

1.0229–3.995 −80.17 @1 MHz
& −105.31
@10 MHz

7.49 1.8

Proposed work 0.2–1.8 −103.73 @1 MHz
& −124.97
@10 MHz

0.155 1.8
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5 Conclusion

The proposed circuit has been simulated in Cadence Spectre using 180 nm model
and a supply of 1.8 V. VCO simulation result analysis shows that the proposed
CSVCO is superior in comparison with different ring VCOs in terms of power
consumption, total circuit area and phase noise.

There is also a marked improvement in the settling time as compared to general
CSVCO architecture, thereby making the proposed circuit felicitous for high-speed
PLLs. Layout of the proposed circuit also shows reduction in the total routing metal
line length and overall area which in turn reduces the parasitic and hence improves
the overall performance. The improvements in the proposed circuit will outshine
various other topologies and make it a better contender to be used in monolithic
integrated circuits which are used in high-speed communication systems.
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Performance Comparison of 1-Bit
Conventional and Hybrid Full Adder
Circuits

Inamul Hussain and Saurabh Chaudhury

Abstract Adders are the integral part of arithmetic logic units in digital system.
Performance of the adder circuits decides the performance of those circuit and
systems. Full adders are designed either in conventional approach or hybrid
approach. In conventional approach, only one logic style is used, whereas in hybrid
approach, two or more logic styles are used. A performance analysis between
conventional and hybrid 1-bit full adder circuits is presented in this paper. In
conventional design, complementary metal–oxide–semiconductor (CMOS) full
adder, complementary pass logic (CPL) full adder, and transmission gate full adder
(TGA) are the most popular. In this paper, CMOS full adder and CPL full adder are
reported. The hybrid adder reported in this paper is designed using CMOS logic and
transmission gate (TG) logic. The circuits are implemented using Cadence virtuoso
tools with 180 nm United Microelectronics Company (UMC) technology. From the
pre-layout simulation, performance metrics such as power, speed, and power delay
products were computed. Performance of each of the circuits in terms of power,
speed, power delay product (PDP), and area requirements in terms of transistor
counts for the design is then compared.

Keywords Low power � Delay � Power–delay product � CMOS
CPL � Hybrid design

1 Introduction

Adders are the main fundamental building blocks in many VLSI circuits and system
such as in DSP architecture, microprocessor [1–3]. Adder is not only used in binary
addition but also used in other arithmetic operations such as multiplication, divi-
sion, address calculation. Performance of the overall system depends on the
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performance of adder circuit [1–5]. Hence, enhancing the performance of adder
circuit is one of the principle goals.

Today with the increasing use of portable battery operated device, low-power
design is one of major issues. To achieve a low-power design, one has to com-
promise with power and area [4]. So designing a low-power high speed adder is one
of the most challenging issues.

Full adders are designed with different logic styles. Every design has some
advantages and some disadvantages. Complementary metal oxide semiconductor
(CMOS) full adder (FA) [1, 2] shows robustness against voltage scaling and
transistor sizing. But it has high input capacitance and for higher bit addition when
more 1bit adders are cascaded performance degrades [3]. Another type design is
mirror adder [4] which consumes same power as CMOS full adder and has equal
number of transistors. But it produces more delay. On the other hand, though
complementary pass logic (CPL) adder shows good voltage swing, there is voltage
degradation at the output [5, 6]. The voltage degradation is successfully addressed
by transmission gate full adder (TGA); the disadvantage of TGA adder is that it
shows high delay and consumes high power [7, 8]. To improve power and delay,
Vesterbacka [9] proposed hybrid structure of full adder, but it has poor driving
capability. Moreover, the performance of this adder degrades in the cascaded mode
of operation. Bhattacharyya et al. [10] proposed another hybrid full adder which
shows better performance. Though there is no perfect cell of full adder, hybrid full
adder shows improvements in terms of power, delay, and power–delay product.

Conventionally, static CMOS, CPL, and TGA-based FAs are widely used [11–
15]. However, it is seen that hybrid FA with CMOS and TGL has higher perfor-
mance than conventional FAs [10]. Hence, few such adder circuits are studied from
the point view of power, delay, and PDP. Among those, two conventional adders
and one hybrid adder are presented in this paper. Those adder circuits are designed
by using Cadence Virtuoso Tool in 180 nm UMC technology. Transient and DC
analysis are performed to calculate power dissipation, delay, and power–delay
products. A comparison is given to see the performance of all three adder circuits.

The remaining of this paper is arranged in the following manner. In Sect. 2,
low-power design constraints for the designing of adder circuits are presented. In
Sect. 3, conventional and hybrid full adder circuits are discussed. In Sect. 4, detail
analysis of the circuits and performance evaluations of the adder circuit are pre-
sented. The adder circuits are compared by different performance parameter such as
power, delay, power–delay product, and transistor count.

2 Power Consumption

Designing a low-power VLSI circuit is always a challenging task. For any portable
device, it is necessary to design circuit which consumes less power [11]. Another
important aspect of low-power design is its reliability [13]. The major components
of power dissipation in CMOS design are given below.
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1. Switching Power Dissipation: This type of power consumption occurs when
there is a signal transition from 0 to 1 or vice versa in the circuit. The main
reason of the dissipation is the node capacitances.

2. Short Circuit Power Dissipation: In CMOS design, during transistor switching,
there is a moment when current flows directly from power supply to ground.
The power dissipation at that moment is known as short circuit power
dissipation.

3. Static Power Dissipation: It occurs mainly due to leakage current when the
circuit is on any steady state (either ON or OFF state).

First two components are also known as dynamic power dissipation. It occurs
due to the charging and discharging of the load capacitances of the circuits. The
other factors that influence dynamic power are clock frequency, power supply, and
switching activity [15, 16]. The average power consumed by any CMOS circuits is
the summation of dynamic power dissipation and static power dissipation. In this
paper, static power and average power dissipation of each adder circuits are cal-
culated and compared. By varying the power supply from 1.0 to 1.8 V, the same is
observed.

3 Full Adder Circuits

The main function of a 1-bit full adder is to add three different binary bits. Outputs
of a full adder is Sum bit and Cout, where Sum is logical summation of three bits
and Cout is the carry bit. The truth table of a full adder is shown in Table 1.

A, B, Cin are inputs. The table describes the different inputs pattern for the full
adder circuits and their corresponding outputs. The expression for full adder is
given in Eq. (1).

Sum ¼ A� B� Cin

Cout ¼ ABþBCinþCinA
ð1Þ

Based the above functional expression as shown in Eq. (1), different full adder
circuits are developed.

Table 1 Truth table of 1-bit
full adder

Inputs Outputs

A B Cin Sum Cout

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1
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A CMOS full adder is designed by using 28 transistors [1, 2]. The circuit shown
in Fig. 1 is designed by pull-up and pull-down network. Pull-up networks are
designed by using PMOS, because PMOS can provide a good logic ‘1’ and for
pull-down networks NMOS is used because it can provide good logic ‘0’

The main advantage of CMOS adder is its robustness against voltage swing and
transistor sizing. The disadvantage of the circuit is high input loads. This is because
the size of the PMOS is larger (approximately double) than that of NMOS. Another
disadvantage of CMOS full adder circuit is weak driving power, when it is used to
design higher bit adder circuit. This advantage is observed because of the series
transistor. It could be overcome by using buffers. The carry is produced earlier, and
the signal is used for summation. So, it unnecessarily adds delay in the operation.

A CPL full adder is designed by using 32 transistors as shown in Fig. 2 [5]. CPL
is one of the important styles in pass transistor logic. In pass transistor logic, instead
of using pull-up or pull-down networks, either PMOS or NMOS is used. The
sources of the PMOS/NMOS is connected to input signal instate of power supply
(Vdd/gnd). Generally, NMOS is used for pass transistor style. It is because mobility
of electron is higher than the mobility of holes. Since the channel width of NMOS is
made smaller than PMOS, the input load of NMOS pass transistor is less.

However, there is threshold voltage drop (Vdd−Vtn) in the circuit; to overcome
that, inverters or pull-up PMOS transistors are used [5–7]. NMOS pass transistor
style is also known as CPL style. Full adders designed with CPL style are faster
than that of CMOS full adders. It also uses two weak pull-up PMOS transistors for
good voltage swing restoration. But it has lots of disadvantages. There is high
switching activity in the intermediate nodes, and this increases switching power

Fig. 1 CMOS full adder
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dissipation in the circuit. It also increases the transistor counts and also causes
voltage degradation at the output.

To solve the drawbacks of conventional full adders, hybrid adders are used.
Hybrid adders are designed by different logic styles. In this paper, a low-power high
speed hybrid 1-bit full adder is reported [10]. The adder circuit is designed by using
CMOS logic and transmission gate (TG) logic. This adder circuit as shown in Fig. 3
has improved performance in terms of power, delay, and transistor count. The adder
is designed with three modules, namely XNOR module, sum module, and carry
module. A modified XNOR module is designed to minimize the power. It also
shows enhancement in voltage degradation. The XNOR module is designed by
using six transistors. The designer introduces TG in sum module and carry module,
as a result it reduces the delay. Total transistors count for the adder circuit is 16.

4 Performance Analysis

All three adder circuits are simulated with Cadence virtuoso tool by using 180 nm
UMC technology. Power (static and dynamic), delay, and power–delay product are
then computed with supply voltage variation from 0.8 to 1.8 V. Table 2 shows the
simulation result of the adder circuits considered in this study. Though the simu-
lation is done at the voltage range of 0.8–1.8 V, the simulation results only for the
supply voltages of 1.0, 1.2, 1.5 and 1.8 V are shown in Table 2. Propagation delays
between inputs and outputs of each adder are calculated, and the worst case delays

Fig. 2 CPL full adder
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between them are considered. At 1.8 V, the delays for CMOS, CPL, and hybrid
adder are found to be 251.7, 188.0, and 233.64 ps, respectively. Average power of
the adder circuits is also calculated.

It is seen that at the power supply 1.8 V, average power taken by CMOS, CPL,
and Hybrid adder are 5.542, 6.520, and 4.189 µW, respectively. Again power–
delay product (PDP) with different power supplies is then calculated. With a supply
of 1.8 V, PDP for CMOS, CPL, and hybrid adder are found to be 1.395, 1.225, and

Fig. 3 Hybrid full adder

Table 2 Simulation results of adder circuits at 1.8, 1.5, 1.2, and 1 V

Power supply
(V)

Adder
circuit

Delay
(ps)

Average power
(µW)

PDP
(fJ)

Transistor
count

1 CMOS 740.0 1.579 1.168 28

CPL 476.20 1.770 8.428 32 + 6

Hybrid 86.86 1.217 0.1057 16

1.2 CMOS 507.3 2.366 1.200 28

CPL 337.5 2.647 0.8934 32 + 6

Hybrid 171.18 1.782 0.3050 16

1.5 CMOS 334.8 3.978 1.332 28

CPL 238.2 4.351 1.036 32 + 6

Hybrid 201.65 2.854 0.5755 16

1.8 CMOS 251.7 5.542 1.395 28

CPL 188.0 6.520 1.225 32 + 6

Hybrid 233.64 4.189 0.9787 16
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0.9787 fJ, respectively. Finally, the transistor counts for CMOS, CPL, and hybrid
adders are observed which are found to be 28, 32, and 16, respectively. As CPL
style adder needs complementary inputs, hence it requires three more inverters to
complement three inputs. It increases the overall transistor count of CPL adder by
six numbers. The input supply voltage was varied from 0.8 V because the threshold
voltage for MOSFET (metal–oxide–semiconductor field-effect transistor) is 0.6–
0.8 V at 180 nm technology.

Static and dynamic power is also calculated separately by varying voltage supply
from 0.8 to 1.8 V. Static power is calculated by replacing all the inputs by Vdc

(power supply source in Cadence from analog library). The DC value of Vdc is set to
0 V, and the circuits are re-simulated. After simulation, power of each circuit is
calculated; this power is considered as static power. The dynamic power of each
adder circuits is calculated by subtracting static power from average power. Table 3
shows the static and dynamic power consumption of adder circuits at power supply
of 1.8 V.

It is observed that with 180 nm UMC technology, dynamic power is the dom-
inant component of power dissipation. It is because of the charging and discharging
of load capacitances. Among all three adders, it seen that CPL adder has the
maximum power dissipation because it has more number of transistors and it
increases the switching activity of the adder. Whereas, though Hybrid adder has
least dynamic power dissipation, but still it consumes little high average power as
per recent trend in low power applications.

5 Conclusion

Performance parameters such as power, delay, and power–delay product (PDP) are
observed for conventional adders (CMOS, CPL) and the hybrid adder. Each circuit
shows its own power consumption, delay, and PDP. CMOS adder produces more
delay. Though CPL shows improvements in delay, it consumes more power, as it
has more switching activities in the circuit. Both CMOS and CPL adder requires
large number of transistors. On the contrary, hybrid adder shows better performance
in terms of power, delay, and power delay product. It also improves transistor
count. Though there is no perfect adder cell, hybrid adder shows improvement in
overall performance and transistor count.

Acknowledgements The authors would like to thank VLSI Laboratory, Department of
Electronics and Communication Engineering, NIT Silchar, for providing the simulation facility.

Table 3 Static and dynamic
power consumption at 1.8 V

Adder circuit Static power Dynamic power

CMOS 374.0 pW 5.5416 µW

CPL 1.383 nW 6.5186 µW

Hybrid 233.1 pW 4.1887 µW
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VLSI Implementation of Booth’s
Multiplier Using Different Adders

Ujjaljyoti Sarkar, Rongan Nath and Suman Das

Abstract Recent IC technology emphases on the fabrication of ICs as more area
optimization and low-power practices. Among all the arithmetic operations, the
most heavily used one is multiplication that measures more frequently in signal
processing applications. Multiplication is a very hardware-focused subject, and we
as customers are mostly worried with getting low power, smaller area, and higher
speed. The most important concern in classic multiplication mostly realized by
shifting and adding is to accelerate fundamental multi-operand addition of partial
products. In this literature, the Booth multiplier implementation is presented with
different adder architectures like ripple carry adder and carry look ahead adder and
carry select adder. The time delay, area, and power have been investigated for
different adders.

Keywords Ripple carry adder � Carry look ahead adder � Carry select adder
Booth’s multiplier � VHDL

1 Introduction

Multipliers are significant gears of various high performances, high complex sys-
tems. In a complex system, the slowest component is multiplier and its performance
is usually obtained by the performance of the multiplier. Furthermore, it is the most
area consuming and complex components in a system. So the key design issue is to
control the speed and to optimize the area of the multiplier [1]. However, area and
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speed are commonly contradictory constraints as larger area results improvement in
speed. As binary adders are the backbone of different multipliers, therefore binary
additions are fundamentally key component in any upgrading in the performance of
computing system and, henceforth, assist in the improvement of performance of the
entire system. In VLSI systems, parallel prefix adders are known as best performer.
Field programmable gate arrays (FPGAs) have achieved more popularity in cutting
edge technology as a reconfigurable logic because it deals with an enhanced per-
formance in terms of speed and power over DSP-based and microprocessor-based
systems for many practical designs relating mobile DSP and telecommunications
uses and a substantial reduction in development time and cost over
application-specific integrated circuit (ASIC) designs [2].

2 Ripple Carry Adder (RCA)

The ripple carry adder (RCA) is formed by assembling 1-bit full adders (FAs) in
series. One FA adds two binary digits at any stages of the ripple carry. The carryout
of one FA is fed to the carryin of the next FA. A number of 1-bit FAs can be added
to the RCA adder, or RCA adders of different sizes may be added to put up binary
vectors of larger sizes [3]. Figure 1 shows an example of an 8-bit RCA and its test
bench waveform.

3 Carry Look Ahead Adders (CLAs)

In the RCA, its disadvantage is the time delay that an FA takes to propagate the
carry. The CLA adder resolves this problem by manipulating the carry signals in
advance. Carry propagation time is reduced then.

The propagation function P and generation function G in a full adder are given
as follows:

Fig. 1 a 8-bit RC adder. b Test bench waveform
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Pi ¼ Ai � Bi

Gi ¼ AiBi

The new Boolean expressions for the sum are given by:

Si ¼ Pi � Ci�1Ciþ 1 ¼ Gi þPiCi

These equations show that a carry signal will be generated in two cases:

(1) if both bits Ai and Bi are 1.
(2) if either Ai or Bi is 1 and the carryin Ci is 1.

Figure 2 shows a 4-bit CLA adder and its test bench waveform.

4 Carry Select Adders (CSAs)

The CSA adder is used to calculate other results in parallel and then select the
precise result with single or multiple phase-ordered techniques. High-speed per-
formance can be achieved by increasing the area requirements of CSA adder.
In CSA, both sum and carry bits are designed for the two replacements: input
carries “0” and “1”. Once the input carry is delivered, the exact calculation is
selected (using a MUX) to create the desired output. Therefore, it is not required to
wait for input carry to calculate the sum and the sum is generated as soon as the
input carry gets there. The time requirement for calculating the sum is then evaded
which results in a good development in speed [4–7]. A 4-bit CSA adder and its test
bench waveform are shown in Fig. 3.

5 Booth’s Multiplier

Booth’s multiplier multiplies two signed or unsigned binary numbers in two’s
complement notation. The algorithm and test bench waveform using carry select
adder are shown in Fig. 4.

Fig. 2 a 4-bit CLA adder. b Test bench waveform
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6 Performance Analysis of Booth’s Multiplier Using
Different Types of Adder

The performance in terms of power, delay, and area of Booth’s multiplier using
different types of adder is shown in Table 1. From table, it is clear that Booth’s
multiplier using carry select adder delivers good settlement of power, delay, and
area than look ahead carry adder and ripple carry adder [8–10].

7 Conclusion

Design of a VHDL-based Booth’s multiplier using RCA, CLA, and CSA adder was
offered and implemented. CSA improves the performance of the multiplier as all
types of power are increasing and cell size is decreasing to provide less area
consumption. This multiplier can be further extend to any bit multiplier using
proposed method.

Fig. 3 a 4-bit CSA. b Test bench waveform

Fig. 4 a Booth’s multiplication algorithm flowchart. b Test bench waveform

54 U. Sarkar et al.



References

1. J. M. Rabaey, Digital Integrated Circuits—A Design Perspective. Upper Saddle River, NJ:
Prentice-Hall, 2001.

2. Sertbas and R.S. Ozbey, “A performance analysis of classified binary adder architectures and
the VHDL simulations”, J Elect. Electron. Eng., Istanbul, Turkey, vol. 4, pp. 1025–1030,
2004.

3. M. Alioto, G. Palumbo, and M. Poli, “Optimized design of parallel carry-select adders,”
Integration, the VLSI J., vol. 44, no. 1, pp. 62–74, Jan. 2011.

4. Muhammad Ali Akbar and Jeong-A Lee, Senior Member, IEEE Comments on
“Self-Checking Carry-Select Adder Design Based on Two-Rail Encoding” IEEE transactions
on circuits and systems: regular papers, vol. 61, no. 7, July 2014.

5. D. P. Vasudevan, P. K. Lala, and J. P. Parkerson, “Self-checking carry select adder design
based on two-rail encoding,” IEEE Trans. CircuitsSyst. I, Reg. Papers, vol. 54, no. 12,
pp. 2696–2705, Dec. 2007.

6. H. Belgacem, K. Chiraz, and T. Rached, “A novel differential XOR-based self-checking
adder,” Int. J. Electron., vol. 99, no. 9, pp. 1239–1261, Apr. 2012.

7. O. J. Bedrij, “Carry-select adder,” IRE Trans. Electron. Comput., pp. 340–344, 1962.
8. B. Ramkumar, H.M. Kittur, and P. M. Kannan, “ASIC implementation of modified faster

carry save adder,” Eur. J. Sci. Res., vol. 42, no. 1, pp. 53–58, 2010.
9. T. Y. Ceiang and M. J. Hsiao, “Carry-select adder using single ripple carry adder,” Electron.

Lett., vol. 34, no. 22, pp. 2101–2103, Oct. 1998.
10. Y. Kim and L.-S. Kim, “64-bit carry-select adder with reduced area,” Electron. Lett., vol. 37,

no. 10, pp. 614–615, May 2001.

Table 1 Performance analysis of Booth’s multiplier using different adders

Design type Cell
internal
power
(mW)

Net
switching
power
(mW)

Total
dynamic
power (mW)

Cell
leakage
power
(mW)

Delay Area

Booth’s
multiplier using
RCA adder

4.6329 1.8529 6.3452 93.0186 99.5 2454 logic
cells

Booth’s
multiplier using
CLA adder

4.9865 2.2754 7.3612 108.5598 98.2 2945 logic
cells

Booth’s
multiplier using
CSA adder

5.1219 2.8564 8.2956 135.6512 85.6 2039 logic
cells
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A Density Functional Theory-Based Study
of Electronic and Optical Properties
of Anatase Titanium Dioxide

Debashish Dash, Saurabh Chaudhury and Susanta Kumar Tripathy

Abstract This paper presents an analysis of structural, electronic, and optical
properties of pristine anatase titanium dioxide (TiO2) using orthogonalized linear
combinations of atomic orbitals (OLCAO) basis set under the framework of density
functional theory (DFT). The lattice constants such as a and c, band diagram,
density of states (DOS) have also been studied. The band gap shows indirect nature
around the fermi level in anatase TiO2. Density of states shows a contribution of
Ti3d and O2p orbitals in conduction and valence band regions. From the analysis of
optical properties, it is seen that the anatase TiO2 supports the interband indirect
transition from O2p in valence region to Ti3d in the conduction region. All the
optical properties are discussed in detail under the energy range of 0–16 eV.
Further, we have compared the results with previous works as well as with the
experimental results. We found that DFT-based simulation results are approxima-
tion to the experimental results.

Keywords DFT � Anatase TiO2 � Electronic structure � Optical properties

1 Introduction

TiO2 is found in nature in many different structures and crystalline forms like
monoclinic, orthorhombic, simple tetragonal. [1]. Interestingly, it provides many
utilization ways, when it is in tetragonal form. In nature, titanium dioxide develops
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tetragonal structure in two ways, namely rutile and anatase. However, they look
alike, and hence a little difference exists between them. In past few years, rutile has
been broadly studied both theoretically and experimentally. However due to diffi-
culty in synthesizing better quality single crystals, anatase drew little attention [2].
In photovoltaic applications, specifically for photocatalysis with highest efficiency,
long-term chemical stability and photoelectrochemical (PEC) hydrogen production
through water splitting, anatase structure is preferred to other structures [3]. Anatase
single crystals were first grown by Izumi and Fujiki [4]. Grunin et al. [5, 6] obtained
larger TiO2 crystals and characterized it by resistivity measurements. Forro et al. [7]
investigated the transport properties of anatase TiO2 and found a very shallow
donor level and high electron mobility in anatase TiO2. Research works reported in
[8–13] have investigated anatase structure and defined some basic properties.
Although electronic structure of rutile and anatase is quite similar, experimentally
they can be distinguished from other properties like magnetic, electrical, and
optical. Tang et al. [2] investigated circumstantial absorption edges of both the
structures and established that the nature of the exciton states of anatase is
self-trapped while that of rutile is free. Lawler et al. [14] investigated the bire-
fringence of anatase TiO2 and investigated the excitonic effects considering Bethe–
Saltpeter equation (BSE). Chiodo et al. [15] developed many-body perturbation
theory (MBPT) based on GW approximation and BSE.

In this paper, we have presented the essential properties of anatase TiO2 such as
structural, electronic, optical property together. For this purpose, we have used
orthogonalized linear combination of atomic orbitals (OLCAO) [9, 16] basis and
found it suitable for finding accurate results on electronic and dielectric properties.
The OLCAO method was also used to calculate band gap as well as dielectric
properties. To analyze using OLCAO, first of all we have obtained the optimized
structure using DFT simulator, calculating the total energy and total volume.
Further, we have analyzed the band structure, density of states, optical properties
like refractive index, extinction coefficient, absorption coefficient, reflectivity as
well as loss function using DFT. As most of the applications of TiO2 are for
catalytic use, qualitative use of it is in paper industry for opacity increment and it is
also found to be an important ingredient in cosmetic industry.

2 Computational Methods

Anatase structure of TiO2 contains four molecules per unit cell. It is shown in
Fig. 1. The structure has a lattice constant of a ¼ b ¼ 3:7842 Å and c ¼ 9:5146 Å.
It is metastable having a density of 3.894 g/cm3 [2]. It is tetragonal in nature having
space group: I41/amd (141) [17]. The lattice type of anatase structure is
body-centered tetragonal. Two of its lattice constants are equal a ¼ bð Þ, whereas
third one is quite longer cð Þ [18].

In this work, all the calculations are carried out by Quantumwise Atomistix
ToolKit 2014.3 [19–21]. First of all, a basic unit cell of TiO2 has been taken.
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The OLCAO method is an all-electron density functional theory [22]-based method
that uses local atomic orbitals in the basis expansion. OLCAO method is employed
for structured optimization and for calculating the ground-state electronic proper-
ties. We have implemented limited-memory Broyden–Fletcher–Goldfarb–Shanno
(LBFGS) optimization algorithm [23] which is under the family of quasi-newton
methods. This algorithm is much popular for parameter estimation in machine
learning. For structure optimization, we have considered a maximum force of
0.005 eV/Å and maximum step length of 0.5 Å. Further, we have maintained a
constant c=að Þ ratio with the value of 2.5143. Through an extensive simulation, we
found that the lowest energy point is at the default lattice parameters. In Fig. 2, we
have shown the relationship between total energy and total volume. Using these
values, we have found the band diagram. Then energy–volume data is fitted to the
third order Birch–Murnaghan equation of state (EOS) [24] to calculate the bulk
modulus. Then we found out the total density of states (TDOS) as well as contri-
bution of other orbitals. Finally, we have also calculated the dielectric properties
and other coefficients related to dielectric property. For the calculations, we have
used Perdew–Zunger [25] exchange-correlation potential for local density
approximation (PZ-LDA). The grid mesh cutoff energy is set to 1633 eV
(60 Hartree) [26] for the DFT calculation in room temperature. Initially, there is no
charge considered and spin of electrons remained unpolarized. The
Monkhorst-Pack [27] scheme is used for the k-point sampling in the first Brillouin
zone. We have taken 6 � 6 � 3 k-point grid [25] for DFT calculation. So the
number of symmetric k-points is reduced to 54 in the first Brillouin zone for

Fig. 1 Original TiO2 phase
of anatase. The red spheres
represent the oxygen
(O) atoms, while white
spheres indicate the titanium
(Ti) ions. The LDA structural
parameters computed are:
a = b = 3.7842 Å,
c = 9.5142 Å
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anatase structure. For oxygen, we have used Fritz Haber Institute (FHI) [Z = 6]
LDA. PZ and for titanium, FHI [Z = 4] LDA. PZ has been used.

3 Results and Discussion

3.1 Energy Band Diagram

The anatase TiO2 is tetragonal in structure. From the simulation results, it is seen that
the LDA band gap in case of anatase TiO2 is lesser than that of experimental results.
The valence band maxima lie at M and conduction band minima lie between X and
C. From the band diagram of Fig. 3, it is apparent that an indirect transition band
exists between valence band maxima and conduction band minima. This is at the
symmetry point from M to lowest energy point between X and C as in Fig. 3. From
the band diagram (Fig. 3), this energy band gap can be calculated as 1.81 eV. The
structural property as calculated by LDA is a close approximation to Sai et al. [13],
where they have calculated the lattice constants and interatomic positions through
LDA and mBJ approximation and reported the band structure as given in Table 1.

From Table 1, column 1 represents work carried by us and other researchers.
Column 2 represents exchange-correlation and technique used. It can be seen from
column 3 that the considered lattice parameters a; cð Þ are within 1% of experimental
values. However, the simulated band gap value is consistent to other researchers’
work [3, 9, 11, 13, 15] and nearly 40% less than experimental value [12, 14, 19]. It
may be due to discontinuity in the derivative of electron energy and ground-state
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Fig. 2 Total energy versus volume of anatase TiO2
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formalism of density functional theory. We also calculated plasmon energy and got
an underestimated value. It may be for less grid mesh cutoff energy and less
k-points symmetry. Finally, simulated dielectric constant e1 0ð Þ and refractive index
gð Þ are also consistent with Zhu et al. [26] and much closer to experimental value.

3.2 Density of States

One of the most important properties is the density of states (DOS) which describes
the electronic property of a material. In general, it shows the energy representation for
describing molecular dynamics and spectroscopy. Mathematically, it is expressed as
g Eð Þwhich describes the number of quantum states available within an energy range
from E to Eþ dE. In other words, the density of states (DOS) is a measure of number
of electron (or hole) states per unit volume at a given energy. So relations between
these quantities can be created through the appropriate dispersion relationship E kð Þ.
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Fig. 3 Band structure of anatase TiO2

Table 1 Comparison of band structure and optical properties with PZ-LDA-OLCAO basis set
with other works

Work Method Lattice constants a, c (Å) Eg (eV) e1 0ð Þ
(eV)

g

This work PZ-LDA 3.7842, 9.5146 1.81 4.3 2.05

Other
works

LCAO/
PW

3.784, 9.515 [9] 1.88 [3], 1.98
[13], 2.04 [9, 11, 15]

6.04 [9]
4.98, [26]

2.191 [28]

Exp. Exp. 3.782, 9.502 [18] 3.2 [12, 14, 19] 5.62 [9] 2.49 [29]
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If the eigenstates of a Hamiltonian En are known, then DOS is a simple count of states
at any given frequency. Mathematically, it can be represented as

g Eð Þ ¼
X1
n¼1

d E � Enð Þ ð1Þ

where d = probability distribution function.
So total number of states can be obtained by integrating g Eð Þ over all energies.

Various bulk properties such as specific heat, paramagnetic susceptibility, and other
transport properties of conductive solids depend on this function.

From Fig. 4, it is also clear that the valence band ranges from −18.62 eV to
fermi level (EF). It is subdivided into three states such as low-, intermediate-, and
high-energy states. The low-energy state valence band ranges from −18.62 to
16.5 eV. It is mainly due to O1s state with a mixture of Ti2p and Ti3d states. The
intermediate energy state ranges from −6 to −2.5 eV. This is mainly formed due to
O2p state with a mixture of Ti3d state. Finally, the higher energy state ranges from
−2.5 to fermi level (EF), which is contributed by O2p and Ti3d states. The con-
duction band ranges from 0.4 to 5.8 eV, which is mainly contributed by Ti2p and
Ti3d energy states. After that, very little contribution is given by Ti1s.

Fig. 4 a Contribution of Ti1s and Ti3d to, eg, and t2g conduction band states outer orbits,
b contribution of O1s and O2p toward valence band, c total density of states of anatase TiO2
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3.3 Dielectric Properties

After simulation and proper calculation of electronic properties, we further go for
calculating optical properties using real dielectric constant, e1 xð Þ, and complex
dielectric constant, e2 xð Þ, from the equation given below:

e xð Þ ¼ e1 xð Þþ ie2 xð Þ ð2Þ

As TiO2 is considered as a super photocatalytic material, a detailed investigation
is needed to know for its future applications. This can be studied if we know the
dielectric properties of it. Again, the imaginary constant e2 of the complex dielectric
constant can be of two types: one due to intraband transition of the incident elec-
tromagnetic (EM) wave and the other due to interband transition of the incident EM
wave. For metals, we should go through intraband transition whereas interband is for
semiconducting materials. Again, the interband transition is subdivided into two
parts: direct band and indirect band transitions. Due to little contribution toward
dielectric function, indirect interband transitions can be neglected, although it pro-
vides information regarding electron–phonon scattering. The direct interband tran-
sitions contribute mainly to the dielectric function (imaginary part e2) which can be
found out from the momentum matrix elements between occupied and unoccupied
wave functions. For evaluating real and imaginary parts of the dielectric function, we
used Kubo–Greenwood [16, 30] formalism. Mathematically, it can be represented as

vij xð Þ ¼ � e2�h4

m2e0Vx2

X
nm

f Emð Þ � f Enð Þ
Enm � �hx� i�hC

Yi

nm

Yi

mn
ð3Þ

where

Qi
nm is the ith component of the dipole matrix element between state n, m;V is

the volume, C is the broadening, and f is the fermi function. The dielectric response
coefficients such as the relative dielectric constant erð Þ, polarizability að Þ, and
optical conductivity rð Þ are related to susceptibility as

er xð Þ ¼ 1þ v xð Þð Þ;
a xð Þ ¼ Ve0v xð Þ;
r xð Þ ¼ �ixe0v xð Þ

9=
; ð4Þ

The real part of dielectric function e1ð Þ shows how much a material becomes
polarized when an electric field is applied due to creation of electric dipoles in the
material, whereas the imaginary part e2ð Þ shows the absorption property of a
material. If this value is 0, then the material is transparent. When absorption begins,
this value becomes nonzero. We have also calculated dielectric constant using LDA
which has resulted in a value of 4.3 eV along the zz-axis.
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From Fig. 5a, we can observe two major peaks. First one which is at 3.05 eV is
due to transitions between the O2p orbitals and the t2g conduction band states,
whereas the second peak is at 3.5 eV which is due to transitions between the O2p

orbitals and the Eg of conduction band states. Due to trapping of charge carrier in a
TiO2 and interstitial states due to presence of oxygen vacancies, both dielectric
constants e1; e2ð Þ are decreased. In Fig. 5b, we can observe that e2 has got two
peaks. The first peak belongs to the transition between the valence band and 3d
orbital (metal states). This peak value is mainly due to excitons or electron–hole
pairs and occurs at 3.5 eV. The second or highest peak occurs at 4.5 eV which is
due to direct interband transitions as well as direct excitons. This study is also
validated by comparing these two peak values with the experimental ones as shown
by Chiodo et al. [15]. The calculated values of dielectric constants as obtained from
Eqs. (3) and (4) also validate the equation,
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Fig. 5 a Calculated real part of dielectric constant of anatase TiO2, b calculated imaginary part of
the dielectric constant of anatase TiO2, c refractive index curve of anatase TiO2, d extinction
coefficient spectra of anatase TiO2, e calculated absorption spectra of anatase TiO2 compound,
f reflectivity curve of anatase TiO2, g calculated loss function of anatase TiO2
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e ¼ g2 ð5Þ

where g is the refractive index.
Refractive index (g) is a dimensionless quantity, which describes how light

propagates through that medium. It is a function of photon energy, and it can be
given as

gþ ik ¼ ffiffiffiffi
er

p ð6Þ

where k is the extinction coefficient.
From Fig. 5c, it can be seen that the calculated value of refractive index g is

2.05. Also, refractive index lies in the region of the near to infrared region
(NIR) which is under the visible region in the optical theory. It can be seen that the
g value increases in a nonlinear fashion and reaches to its maximum value in the
visible region, then it gradually reduces to a minimum value and finally maintains a
reasonable value with the increasing energy. Reported experimental value for g is in
Table 1. Ejjzzð Þ, which indicates that the calculated value is approximately 17.67%
lower than the experimental value. As per our calculation, light travels much faster
than traditional experimental ones and also light absorption increases for lower
refractive indices, which indirectly depends on solar energy conversion efficiency.

The extinction coefficient (k) is displayed in Fig. 5d. In physical meaning, the k
tells about how various substances absorb the light wavelength. So, we will get
similar characteristics for k and absorption coefficient að Þ. It is found that the value
is less than 1.5 eV for zero oscillation when the value of k is very small, the
material is considered to be transparent. Above 1.5 eV, k rises to its global max-
imum value at 4.9 eV and then gradually falls to its minimum value at around
10 eV. So for 1:5 eV\k\10 eV, material is behaving as transparent.

The absorption coefficient að Þ provides important information regarding maxi-
mum solar energy conversion efficiency. It also describes how far a light with a
specific energy or wavelength can travel before being absorbed. For anatase TiO2,
the absorption coefficient starts rising from 2.5 eV up to a value at 5.5 eV
approximately and then decreases gradually to a value near to 11.8 eV and after
12 eV no absorption happens as shown in Fig. 5e. As we know that the more
absorption value more is the electrons penetrated into TiO2 by capturing large
number of electrons fall on it. So, for any semiconductor, it is advantageous to have
more absorption coefficient.

Figure 5f shows the characteristic plot of reflectivity R xð Þ versus energy. The
reflectivity of anatase TiO2 is calculated using real and imaginary part of dielectric
tensor using the formula as given in Jana et al. [31]. As it is apparent from the
Fig. 4f, it is seen that R xð Þ increase as the energy increases in the region from 0 to
4 eV and then gradually reduces to 0 eV at about 7 eV which is coming under near
to ultraviolet region (visible region). Again it sharply increases to its peak value at
around 8.2 eV and then sharply falls to its minimum value at around 10 eV. The
reason may be due to the inaccuracy of real dielectric constant e1 xð Þ curve in this
range by Kramers–Kronig [30] conversion.
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Figure 5g shows the energy loss function for a pristine a-TiO2. It explains how
much energy loss occurs when a fast electron traverses through the material. In
quantum physics, it can be defined as the bulk plasma frequency xp, which occurs
when the imaginary dielectric constant e2\1 and real dielectric constant e1 ¼ 0 [23].
The loss spectra are much weaker in the lower energy regime; however, it becomes
significant at around 7 eV and continues up to 11 eV. The instant at which maximum
loss occur is at around 8.5 eV, which corresponds to plasmon energy �hxp

� �
of the

TiO2 semiconductor. The characteristics observed below 8 eV are due to interband
transitions, whereas the peak in the characteristics plot after 8 eV corresponds to bulk
plasmon peaks associated with collective charge excitons. Thus, we can say that
oscillations are formed due to valence electrons linked with plasmon peaks [32].

4 Summary

In summary, we performed calculations on structural, electronic, and dielectric
properties of a-TiO2 material using OLCAO basis sets under the framework of DFT.
We compared all the results with previously calculated LDA works as well as plane
wave results and found a very close result. The calculated lattice parameters of this
binary compound are in good agreement with experimental data with error of <1%.
Moreover, we have investigated the band structure which is closer to the experimental
value of LDA. We have also studied DOS in detail to understand the anatase TiO2.
Further, we have performed the calculations of the frequency-dependent optical
properties within the dipole approximation. It has been observed that the dielectric
functions agree with experimental values in case of anatase-TiO2 with a minimal
error. This error will further decrease if better optimization algorithm is used.
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Performance Analysis of a Front High-K
Gate Stack Dual-Material Tri-gate SON
MOSFET

Pritha Banerjee, Anup Sarkar, Dinesh Kumar Dash
and Subir Kumar Sarkar

Abstract This present work encompasses the analytical modeling of a front high-K
gate stack dual-material tri-gate SON MOSFET. By solving the three-dimensional
Poisson’s equation, the expression for surface potential of the proposed device is
obtained. In addition, the electric field of the device is also calculated. The results
obtained are compared with the model’s single-metal counterpart. The extent of
agreement between the analytical results and simulated results obtained from a 3-D
device simulator, namely Atlas, Silvaco, is quite good that validates our proposed
model.

Keywords Short-channel effects � Tri-gate MOSFET � Gate work function engi-
neering � Hot carrier effect (HCE) � Silicon-on-insulator (SOI) � Silicon-on-nothing
(SON)

1 Introduction

Researchers have always aimed at achieving cost-effective, miniaturized,
high-speed and low-power-consuming devices for VLSI circuit design. Thus,
innovative as well as renovative technologies are adopted to achieve devices with
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upgraded performance. In this context, gate work function engineering has always
remained a highlighted topic to the researchers as the gate-work-function-
engineered structures possess excellent immunity to the major short-channel
effects [1]. Many researches on 2-D planar MOSFETs by incorporating the above
technology have been published [2]. But it has always been a prime objective to
achieve more and more control of the channel by the gate which could no longer be
achieved with the planar MOSFETs.

Intel’s recently introduced tri-gate MOSFETs show a much better control over
the channel by the gate. Tri-gate structures come with 37% speed enhancement, and
their power consumption is below 50% as compared to the planar MOSFETs [3].

We have considered a dual-material tri-gate MOSFET in the current research so
as to incorporate gate work function engineering to achieve better capability of
suppressing the SCEs. We have also incorporated the SON technology to achieve
an upgraded circuit speed [4] and a front high-k gate stack structure that improves
carrier mobility. The results obtained from analytical modeling are verified using
simulation data obtained from Atlas.

2 Proposed Structure

In Fig. 1, the 3-D view of the proposed model has been shown. The channel length
is L. Channel width and thicknesses are, respectively, w and tSi. t2 is the thickness
of the high-k dielectric, and thickness of the interfacial SiO2 layer is t1. The
effective oxide thickness is tf. Thickness of the buried air layer is tb. The uniform
channel doping considered is Na, and the source/drain doping concentration con-
sidered is Nd. The work functions of the metals M1 and M2 are /M1 and /M2,
respectively. Parameters used for calculation and simulation are given in Table 1.

Fig. 1 3-D cross-sectional
view of a front high-K gate
stack dual-material tri-gate
SON MOSFET
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2.1 Analytical Modeling

We need to consider 3-D Poisson’s equation in order to obtain an expression for
surface potential of the device. It is assumed that under zero bias, the channel is
fully depleted, influence of the charge carriers and that of the impurity density are
uniform on the electrostatics of the channel [5].

The channel is divided into two regions, region 1 and region 2 for the ease of
calculation.

@2/j x; y; zð Þ
@x2

þ @2/j x; y; zð Þ
@y2

þ @2/j x; y; zð Þ
@z2

¼ qNa

eSi
ð1Þ

where j = 1 for region 1 defined by the boundaries (0 � x � L1, 0 � z � tSi,
−w/2 � y � w/2) and j = 2 for region 2 defined by the boundaries
(L1 � x � L, 0 � z � tSi, −w/2 � y � w/2). Here, eSi is the permittivity of
silicon channel, and q is the electronic charge. The axis considered along the
channel length is x-axis, the axis considered along the channel width is y-axis, and
the axis considered along the channel thickness is the z-axis.

As we have considered a short-channel MOSFET, we require to take into
account the parabolic potential approximation [6] between the lateral gates which is
as follows:

/jðx; y; zÞ � a0j x; zð Þþ a1j x; zð Þyþ a2j x; zð Þy2 ð2Þ

j = 1, 2 for region 1 and 2, respectively.
The potential distribution is parabolic in the z-direction for low drain voltages,

[7]. At y = 0, we have

/j x; 0; zð Þ ¼ a0j x; zð Þ ¼ /Sj xð ÞþC1j xð ÞzþC2j xð Þz2 ð3Þ

/Sj xð Þ being the surface potential for regions 1 and 2. Because of the symmetry in
y-direction we have,

a1j x; zð Þ ¼ 0 ð4Þ

Therefore,

a2j x; zð Þ ¼ 4=w2� �ð/Sj xð Þ � a0j x; zð ÞÞ ð5Þ

In order to solve Eq. 1, we need to take into consideration the boundary con-
ditions mentioned below,
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/s1ð0Þ ¼ Vbi ð6Þ

/s2ðLÞ ¼ Vbi þVds ð7Þ

Here toward the source side, the built-in potential is Vbi and Vds is the
drain-to-source voltage.

d/j x; y; zð Þ
dz

����
y¼0;z¼0

¼ eOx
eSitf

/Sj xð Þ � V 0
gsj

� �
ð8Þ

tf ¼ t1 þ t2 e1=e2ð Þ;

where the dielectric constant of SiO2 layer is e1 and e2 is the dielectric constant of
the oxide placed above SiO2.

Here, V 0
gsj ¼ Vgsj � Vfbj;Vfbj is the front interface flat-band voltage of region

j under Mj, Vfbj ¼ /Mj � /Si, /Si is the work function of Si.

d/j x; y; zð Þ
dz

����
y¼0;z¼tsi

¼ eair
eSitb

ðV 0
sub � /Sbj xð ÞÞ ð9Þ

/Sbj is the potential at the back interface. j = 1, 2.

V 0
Sub ¼ VSub � Vfbb, where VSub is the substrate bias voltage and is kept fixed at

0 V, Vfbb is the channel-back interface flat-band voltage.
Using Eqs. (2) and (8),

C1j xð Þ ¼ eOx
eSitf

/Sj xð Þ � V 0
gsj

� �
ð10Þ

Using Eqs. (2), (9), and (10) we get,

C2j xð Þ ¼
V 0
Sub � /S1 xð Þ 1þ COx

CSi
þ COx

Cair

� �
þV 0

gs1
COx
CSi

þ COx
Cair

� �

t2Si 1þ 2 CSi
Cair

� � ð11Þ

COx is the oxide capacitance, CSi is the Si channel capacitance, and Cair is the
buried air layer capacitance.

Now, for region 1, the 3-D potential distribution is

/1 x; y; zð Þ ¼ /S1 xð ÞCþD ð12Þ
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where

C ¼ 1þ g1z� g2z
2 � g3zy

2 þ g4z
2y2D ¼ �g5zþ g6z

2 þ g7zy
2 � g8z

2y2

Now, for region 2, the 3-D potential distribution is

/2 x; y; zð Þ ¼ /S2 xð ÞEþF ð13Þ

By calculation, E = C,

F ¼ �g05zþ g06z
2 þ g07zy

2 � g08z
2y2 ð14Þ

Constants g05, g
0
6, g

0
7, and g08 are given in Appendix. Using Eqs. (12) and (13) in

Eq. 1,

d2/Sj xð Þ
dx2

� a/Sj xð Þ ¼ bj ð15Þ

a ¼ 2g2 þ 2g3z� 2g4z2 � 2g4y2

C
;

b1 ¼
qNa

CeSi
þ �2g6 � 2g7zþ 2g8z2 þ 2g8y2

C

b2 ¼
qNa

CeSi
þ �2g06 � 2g07zþ 2g08z

2 þ 2g08y
2

C

Considering Eq. (15), the general solutions found are given by

/S1 xð Þ ¼ M1egx þM2e�gx � r1 for region 1
Here, r1 ¼ b1

a . The general solution to Eq. (15) is given by

/S2 xð Þ ¼ M3eg x�L1ð Þ þM4e�g x�L1ð Þ � r2 for region 2

Here, r2 ¼ b2
a

Constants M1, M2, M3, and M4 can be evaluated using the following boundary
conditions. Surface potentials and electric flux at the interface of the two different
materials M1 and M2 must be continuous [8].

Hence, /S1 L1ð Þ ¼ /S2 L1ð Þ and

@/s1ðxÞ
@x x¼L1 ¼ @/s2ðxÞ

@x

����
����
x¼L1

The electric field which is calculated for the entire channel is expressed as

E ¼ � d/S xð Þ
dx
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The subthreshold swing [9] (in mV/decade) is

S ¼ 2:3 Vt
d/Smin

dVgs

� ��1

ð16Þ

where /Smin is the minimum surface potential.

3 Results and Discussions

The total channel length considered is 60 nm. The ratio of L1:L2 as considered in
calculation and simulation is 1:1.

Figure 2 presents the surface potential variation along the channel length for a
front high-K gate stack single-material tri-gate SON MOSFET and front high-K
gate stack double-material tri-gate silicon-on-nothing MOSFET. It can be observed
that our proposed model possesses a single step profile which allows a high
immunity toward the drain-induced barrier lowering (DIBL) but the single-metal
structure does not possess any such step profile and hence it cannot battle the major

Table 1 Value of the parameters used in analytical modeling and simulation

Parameter t1 t2 tSi tb Na

Values 1 nm 2 nm 10 nm 50 nm 1 � 1020m−3

Parameter Nd /M1 /M2 w

Values 5 � 1027m−3 4.8 eV 4.6 eV 5 nm

Fig. 2 Variation of surface
potential along the position of
the entire channel for a front
high-K gate stack
single-metal tri-gate and a
front high-K gate stack
double-metal tri-gate
silicon-on-nothing MOSFETs
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SCEs. A drain voltage fluctuation can affect the potential minimum of the
single-metal structure and makes it highly prone to DIBL.

Figure 3 presents the variation of electric field along the channel length for front
high-K gate stack single-material tri-gate SONMOSFET and front high-K gate stack
double-material tri-gate SON MOSFET. The comparative study between the two
structures shows that at the drain side the electric field is much diminished for our
proposed model compared to its single-metal counterpart. This results in reduced hot
carrier effect (HCE) in our proposed model. Figure 4 presents the subthreshold
swing variation of our proposed model along the position of the channel for different
oxides placed above the interfacial layer of SiO2. It is clearly evident that our
proposed model with highest dielectric value of 40e0 (i.e., TiO2) has the best

Fig. 3 Variation of electric
field along the position of the
channel for front high-K gate
stack single-metal tri-gate and
front high-K gate stack
double-metal tri-gate SON
MOSFETs

Fig. 4 Variation of
subthreshold swing along the
position of the channel for the
proposed model for different
oxides placed above
interfacial SiO2 layer
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characteristic of subthreshold swing compared to the lower k-value oxides. The
analytical results of this section match well with the simulated data [10].

4 Summary/Conclusion

The present work highlights the effect of gate work function engineering and high-k
incorporation in a tri-gate SON MOSFET. The proposed model is found to exhibit
an upgraded immunity toward the various short-channel effects like DIBL, HCE,
and subthreshold slope characteristics. Also a comparative study of the different
device features like surface potential and electric field has been carried out in both
front high-K gate stack DMTG SON MOSFET and front high-K gate stack
SMTG SON MOSFET. Our proposed model is found to possess an upgraded
performance compared to its SMTG counterpart. An appreciable agreement
between the analytical and simulated values evident the validity and superiority of
our proposed model.

Acknowledgements Pritha Banerjee thankfully acknowledges the financial support obtained
from UGC vide file no. 43-293/2014 (SR) dated 29.12.2015.

Appendix

g1 ¼ eOx
eSitf

; g2 ¼
1þ COx

CSi
þ COx

Cair

� �

t2Si 1þ 2CSi
Cair

� � ; g3 ¼ 4
w2 g1; g4 ¼

4
w2 g2

g5 ¼
eOxV 0

gs1

eSitf
; g7 ¼ 4

w2 g5; g8 ¼
4
w2 g6; g

0
5 ¼

eOxV 0
gs2

eSitf
; g07 ¼

4
w2 g

0
5

g6 ¼
V 0
Sub þV 0

gs1
COx
CSi

þ COx
Cair

� �

t2Si 1þ 2CSi
Cair

� � ; g06 ¼
V 0
Sub þV 0

gs2
COx
CSi

þ COx
Cair

� �

t2Si 1þ 2CSi
Cair

� �
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Comparative Study of n-ZnO/SiO2/p-Si
and Pd/n-ZnO/SiO2/p-Si Thin Film-Based
H2 Sensor Fabricated by Sol-gel Process

Sreeparna Barua, Anup Dey, Subhashis Roy
and Subir Kumar Sarkar

Abstract In this paper, Pd modified and unmodified ZnO thin film sensors were
prepared by sol-gel process for detection of hydrogen (H2) gas. Spin-coating
(1200 rpm, duration 10 s) method was used to deposit the sol on above the
SiO2/p-Si substrate. The surface morphology was analyzed by field emission
scanning electron microscopy (FESEM). The gas sensing characteristic was mea-
sured by 50–250 °C operating temperature and 100–3000 ppm H2 gas concentra-
tion. Maximum sensitivity was found 74% at operating temperature 150 °C for
1000 ppm of H2 gas concentration. Stability of Pd modified and unmodified ZnO
thin film sensors has been measured at operating temperature 150 °C. Pd modified
ZnO thin film sensor with Ag contact was found highest sensitivity compared to the
unmodified ZnO thin film sensor with Ag contact.

Keywords Sol-gel � Spin coating � ZnO thin film � Pd modified
H2 sensor

1 Introduction

Hydrogen (H2) is expected to supplant hydrocarbons and also becomes “the
common renewable energy source of the future.” Hydrogen is an odorless, color-
less, invisible, and flammable gas. It is light and has a large diffusion coefficient of
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0.61 cm2/s in air. It has a wide flammable range, which is 4–75% by volume and
the lowest limit of H2 in air that causes explosion is *5%. Therefore, to avoid the
risk, there is a need for highly sensitive, selective, and fast H2 sensor. To control the
energy conversion process, different types of hydrogen sensor for each processing
unit will be required. Hydrogen is a potential source of energy of future and is used
in fuel cell, petroleum, H2 engine cars, chemical, and semiconductor industries.
Zinc oxide (ZnO) is n-type semiconducting oxides with a hexagonal wurtzite
crystal structure related to space group P63mc and wide direct band gap (3.37 eV at
room temperature) and high exaction binding energy (60 m eV). ZnO is one of the
most widely used materials due to its fast response with high sensitivity toward
different gases [1–4]. ZnO nanostructures are used as gas sensors and biosensors in
different genomics, proteomics, diagnosis, and pharmaceuticals applications due to
the possibility of integration in biochips. ZnO has higher breakdown voltage, so
ability to sustain large electrical field. In the hydrogen sensing case, modifying
metal oxides especially ZnO by metal additives such as Pt, Pd, Ag, or Au via
different techniques are under intensive investigations [5, 6]. It is recognized that
gas sensitivity depends on the high surface area and porosity which are both
affected by preparation method. Earlier different various ZnO nanostructures
growth techniques have been reported in literature, such as chemical vapor depo-
sition (CVD), wet chemical process, metal-organic vapor phase epitaxy, pulsed
laser deposition, molecular beam epitaxy, electrochemical deposition, thermal
evaporation, spray pyrolysis, sol-gel, and sputtering. Among various techniques,
sol-gel is a suitable method for preparing nanoparticles, and it is suitable for room
temperature, and the cost is very low [7, 8]. High-quality metal oxide films grown
and deposited on Si substrate, and it has great importance for integration of metal
oxide-based devices with current Si-based IC technology. Hydrogen gas is reducing
agent for an n-type ZnO layer and increasing its conductivity on interaction. As the
hydrogen dissociates on the surface of the sensor, it injects electrons in the ZnO
selective layer. As an outcome, the conductivity between the electrodes increase
with increase in sensitivity as hydrogen is exposed to the device. Sensors based on
resistivity change of palladium upon hydrogen attract a wide interest, due to their
potential high sensitivity and selectivity to the gas. In this paper, Pd modified and
unmodified ZnO thin film sensors were prepared by sol-gel process for detection of
hydrogen (H2) gas. Spin-coating method was used to deposit the sol on above the
SiO2/p-Si substrate. Different sensitivity has been measured for different hydrogen
gas concentrations at operated temperature between 50 to 250 °C.

2 Thin Film Preparation

ZnO thin film was prepared by simple and low-cost deposition sol-gel process
by using zinc acetate dehydrate and isopropyl alcohol at the ratio of 6 gm/50 cc.
Then, the mixture was placed in dry for next 2 days. After that, prepared sol was
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transferred on oxidized Si substrate by spin-coating method (1200 rpm, duration
10 s) and dried at 150 °C for 30 min. To get the ZnO nanocrystalline thin film, the
film was again annealed at 350 °C for 1 h. The proposed device structures are
shown in the Fig. 1.

3 Experimental Results

Figure 2 shows the experimental setup used for gas sensing measurement of n-ZnO
and Pd/n-ZnO thin film sensors. We used N2 as a reference gas which directly flows
to the mixing chamber at certain percentage of concentration. The proposed sensor
device was placed at sensing chamber, and the temperature was varied from 50 to
250 °C. Without gas and with gas resistance value was measured by using PC
interface.

Fig. 1 Ag/n-ZnO/SiO2/p-Si and Ag/Pd/n-ZnO/SiO2/p-Si thin film devices a unmodified and
b modified

Fig. 2 Experimental setup
for ZnO-based thin film gas
sensor for detection of H2 gas
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4 Result and Discussion

The sensitivity of the ZnO thin films for detection of H2 gas was measured by

Ig � Ia
Ia

� 100%

where Ia is sample current in air (i.e., at 0% hydrogen gas concentration), and Ig is
sample current at hydrogen gas concentration.

Figure 3 shows relationship between sensitivity and operating temperature of
unmodified and Pd modified ZnO thin film sensors with Ag contact for detection of
H2 gas. The sensitivity reaches the highest peak (74%) at operating temperature
150 °C, and after further increasing the temperature, the sensitivity decreases due to
mechanism of gas adsorption and desorption process.

Figure 4 shows sensitivity versus hydrogen gas concentration plot at operating
temperature 150 °C. It was shown that the sensitivity increased with the increased
of hydrogen gas concentration. The sensitivity peak reached maximum (74%) with
1% hydrogen gas concentration; after that, the sensitivity was saturated with
increased the gas concentration.
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Fig. 3 Sensitivity versus operating temperature plot for unmodified and Pd modified ZnO thin
film sensors at 1% hydrogen gas
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5 Surface Morphology

Figure 5 shows the field emission scanning electron microscopy picture of Pd
modified ZnO-based thin film sensor at the annealed temperature 350 °C. FESEM
picture suggests that sol-gel grown Pd modified ZnO thin films are deposited on
oxidized Si substrate with different nanocrystalline grain size (uscale 500 nm).

Figure 6 shows stability plot of Ag/n-ZnO/SiO2/p-Si and Ag/Pd/n-ZnO/SiO2/
p-Si sensor at operating temperature 150 °C. The stability has been measured up to
600 h (25 days), and it measured that Pd modified ZnO thin film sensor shown that
stable current with compared to the unmodified ZnO thin film sensor.
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Fig. 4 Sensitivity versus
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plot for unmodified and Pd
modified ZnO thin film
sensors

Fig. 5 FESEM picture of Pd/n-ZnO thin film sensor at operating temperature 350 °C
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6 Conclusion

n-ZnO and Pd modified n-ZnO-based thin film gas sensors were fabricated for
hydrogen gas sensing application. Sol-gel process is used to prepare the
nanocrystalline thin film ZnO by using zinc acetate dehydrate and isopropyl alcohol
at the ratio of 6 gm/50 cc. Prepared sol was deposited on above the oxidized Si
substrate by spin-coating method at 1200 rpm, and the duration of time is 10 s.
Hydrogen gas sensitivity was measured at the temperature range of 50–250 °C and
100–3000 ppm gas concentration. It was found that at operating temperature
150 °C, the prepared Pd modified n-ZnO thin film sensor has the highest sensitivity
(74%) as compared to the unmodified n-ZnO thin film sensor.
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Complementary Energy Path Adiabatic
Logic-Based Adder Design in 32 Nm
FinFET Technology

Suresh Kumar Pittala and A. Jhansi Rani

Abstract In most of digital signal processing application, processing elements like
adders form the basic building blocks of filtering and analysis of signals.
CMOS-based adder circuits suffer from several problems like leakage current and
threshold voltage variations. In this paper, a novel design of an adiabatic
FinFET-based low-power processing element using complementary energy path
adiabatic logic (CEPAL) in 32 nm technology is proposed. The proposed pro-
cessing elements are CEPAL–FinFET-based adiabatic half adder and full adder.
FinFET-based circuits are designed for deep submicron VLSI designs in signal and
image applications. The FinFET design has low power consumption when com-
bined with adiabatic design which improves scalability and design flexibility. The
proposed FinFET–CEPAL-based adders show a considerable power reduction and
low energy consumption with favorable performance improvement. Extensive
circuit simulation has been carried out with HSPICE using predictive technology
model in 32 nm FinFET technology. The analytical results validate that the pro-
posed design exhibits the energy saving compared to standard bulk CMOS design.

Keywords Low power � Energy efficient � FinFET � Processing elements
Adiabatic � CEPAL
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1 Introduction

Tremendous improvement of technology helped new handheld devices to emerge in
the market as huge volumes and with advanced features. The operating frequency
of these devices increased few orders of magnitude when compared to bulk devices.
Even though bulk CMOS technologies have been the major centerpiece for dec-
ades, it suffers from short channel effects (SCEs), random dopant fluctuation (RDF),
and undeniable loss of energy. FinFET reduces the SCEs and RDF effects. The
depleted channel is advantages to remove these issues. In the literature, several
techniques like super-thresholding [1], multi-thresholding [2], power gating [3],
self-controllable voltage level (SVL) [4], and adiabatic logic [5–16] circuits have
been proposed in the past. This research paper has been articulated with six sec-
tions. Section 1 is introduction part, while Sects. 2 and 3 present CEPAL- and
FinFET-based circuits and design approach of CEPAL-based FinFET processing
elements. The proposed processing elements are described in Sect. 4, followed by
results and discussion and conclusion in Sects. 5 and 6, respectively.

2 Literature Review

In recent years, partially adiabatic circuits like 2 N-2P and 2 N-2N2P were pre-
sented. In [7], a bulk CMOS-based energy-efficient Vedic multiplier structure using
energy-efficient adiabatic logic (EEAL) was presented. The presented design
reported low energy consumption. Low-power CMOS adders utilizing ten tran-
sistors and six transistors were presented in the literature [8, 9], respectively. In
[10], Cihun Siyong et al. presented an irreversible energy recovery logic
(ERL) based on quasi-static ERL (QSERL) family in 180 nm technology.
Emerging FinFET designs almost replaced the CMOS [11] due to the quasi-planar
dual-gated device. Rudenko et al. [12] reported the efficiency of FinFET channel
mobility and intrinsic gate leakage current. Power–delay product (PDP) and
energy–delay product (EDP) for FinFET-based circuits were presented by Mishra
and Akashe [13]. FinFET-based adiabatic circuit is designed for logic gate and
one-bit adder implementation [14–16]. This work focuses on the CEPAL which
uses the single-phase clock for power [16]. As of now, there is no research available
on a FinFET adiabatic-based low-power processing element. This paper describes
the design and experimental evaluation of FinFET adiabatic-based low-power
processing element. The processing elements such as CMOS CEPAL-based half
adder and full adder have been restructured by short-gate mode FinFET.
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3 Background

3.1 Adiabatic Logic

Electronically adiabatic circuits operate with zero power consumption due to the
retrieve of charge stored in the load capacitances. The minimization of energy
dissipation is done by maintaining a low voltage drop across the load. The recycling
of un-dissipated energy or charge stored on load capacitance reduces the energy
dissipated as heat energy. Time-varying ramp voltage as power supply is to be
designed for the adiabatic circuits. Adiabatic circuits are classified based on amount
of energy retrieved into fully adiabatic circuit and partially or quasi-adiabatic cir-
cuit. Fully adiabatic circuits transfer the charge fully from load capacitances back to
the power supply. In partially adiabatic circuits or quasi-adiabatic circuits, recov-
ering is partial. The rest of charge is transferred to the ground. CEPAL inherits the
family of single-phase adiabatic circuits which has minimum control overhead and
robust to high-speed applications.

The basic structure of a CEPAL circuit shown in Fig. 1a is composed of a pair of
charging and discharging diodes; in between these diodes, the necessary logic is
implemented. The charging diodes are M2 and M4, and the discharging diodes are
M1 and M3. The PC and PC bar are the power supply to the circuits. The output
waveform of CEPAL inverter circuit is shown in Fig. 1b. When the output becomes
high, the power clock ‘PC’ swings and makes the output node floating. This sit-
uation is avoided since at the same time the complement of the power clock ‘PC
bar’ makes it swing up again. Thereby, the weak high state in the output node is
eliminated. Similarly, the weak low state is eliminated with the help of the com-
plementary energy paths created by the diodes in the CEPAL architecture. The
power dissipation due to these additional diodes is negligible as there is only one
charging or discharging transistor turned on at a single time instant.

Fig. 1 a Basic structure of CEPAL circuit and b waveforms of CEPAL inverter
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3.2 FinFET Device

The structure of FinFET is three-dimensional as shown in Fig. 2. In FinFET, the
second gate (back gate) has been the prime factor in eliminating the SCEs as well as
minimizing the leakage current. FinFET has perpendicular thin silicon body to the
plane of the wafer. The flow of current is parallel to the wafer plane, and the gate
electrodes wrap the entire channel in three dimensions.

It also provides high switching activity, low leakage current, and high on-state
current by suppressing the SCEs by having a stronger control over the channel. The
electrical characteristics of 32-nm FinFETs and 32-nm bulk CMOS device are taken
form PTM.

The primary parameters obtained from the PTM are given in Table 1 Likewise,
all the Double gated devices, FinFET provides more flexibility in design. FinFET
basically offers three modes of operations namely short-gate mode, independent-gate

Fig. 2 a Three-dimensional structure, b cross-sectional diagram, and c symbol of short-gate
(SG) mode, low-power (LP) mode, and independent-gate (IG) mode of a FinFET device

Table 1 Primary parameters in PTM

Primary parameters in PTM

n-type
FinFET

Lgate = 32 nm Hfin = 40 nm Wfin = 8.6 nm Tox = 1.4 nm VDD = 1 V

p-type
FinFET

Lgate = 32 nm Hfin = 50 nm Wfin = 8.6 nm Tox = 1.4 nm VDD = 1 V

NMOS Leff = 32 nm Toxe = 1.4 nm Vth0 = 0.42 V VDD = 1 V

PMOS Leff = 32 nm Toxe = 1.5 nm Vth0 = −0.41 V VDD = 1 V
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mode, and low-power mode. Symbol of short-gate (SG) mode, low-power
(LP) mode, and independent-gate (IG) mode of a FinFET device is shown in Fig. 2c.

3.3 Design Approach of CEPAL–CMOS-Based Processing
Elements

The conventional irreversible ERL adiabatic logics due to their dynamic charac-
teristics suffer from high switching activity, interlaced circuit configuration, differ-
ential signaling, and output floating. Multi-phase and multiple clock operations or a
trapezoid or triangular power clocks are to be designed. The design of CEPAL-based
adiabatic gates will eliminate these issues. The CEPAL–CMOS AND and CEPAL–
CMOS XOR gates are shown in Fig. 3a, b, respectively. The proposed CEPAL–
CMOS adders are shown in Fig. 4a, b. The half adder and full adder circuits use 10
and 14 transistors with smaller area and lower power utilization.

4 Proposed Technique

Design Approach of CEPAL–FinFET-Based Processing Elements
The proposed adiabatic circuit uses only two clock signals with four phases namely
Wait, Evaluate, Hold, and Recover. The phase difference between any two adjacent
phases is a quarter of a period. The proposed CEPAL-based processing element
inherits three advantages when compared to all the previous circuits proposed
earlier. The circuit operation eliminates the Hold phase by which the throughput is
increased. This feature is similar to QSERL, where the complexity is reduced.

Fig. 3 a CEPAL–CMOS AND gate and b CEPAL–CMOS XOR gate
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The CEPAL has two paths apart from the charging and discharging paths. The
number of devices is more, so implementation cost is higher. The adiabatic logic
operating speed depends on the pull-up transistors since the charging and dis-
charging operation is done through those transistors. The pull-down transistors
maintain the voltage at certain nodes for operation. The leakage current and power
consumption are controlled by the pull-down transistors. The AND and XOR gates
of the CEPAL–FinFET are shown in Fig. 5a, b, respectively. The proposed
FinFET SG Mode based half adder and full adder is presented in the Fig. 6a, b
respectively.

Fig. 5 a Proposed FinFET–CEPAL AND gate and b proposed FinFET–CEPAL XOR gate

Fig. 4 a Proposed CMOS–CEPAL half adder and b proposed CMOS–CEPAL full adder
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5 Results and Discussion

FinFET-based adiabatic CEPAL processing element implementation for half adder
and full adder in shorted gate mode is shown in Fig. 6a, b, respectively. For the
implementation, predictive technology model for 32 nm is used. The supply voltage
is 1 V; for CMOS implementation, the predictive technology model for 32 nm is
used. The half adder is designed using XOR and AND gates having 14 transistors
and 6 transistors, respectively. The power consumption and energy of half adder
implementation using CMOS and FinFET are given in Table 2. The results show
that the power dissipation in FinFET is low when compared to CMOS. The average
current is also compared. The average power consumption of different device full
adders for different circuits is given in Table 3. The FinFET dominates and out-
performs the CMOS in its consumption of power. The measure of average power
consumed is measured for a one-bit adder in 32 nm technology. Even though the
existing adders in the literature show decreasing average power consumption as the
process length is decreased, the proposed FinFET-based adder consumes least
power among the other adders. The power consumption is reduced by nearly 65%
when compared to the CMOS design. The circuit is further analyzed by executing
the circuit using different supply voltage, and the leakage power is observed.

Fig. 6 a Proposed FinFET–CEPAL half adder and b proposed FinFET–CEPAL full adder

Table 2 Performance comparison of half adder using CMOS and FinFET

Circuit CMOS FinFET

Pavg µW Iavg µA E fJ Pavg µW Iavg µA E fJ

Conventional half adder 22.9 14.5 14,500 2.41 1.0045 999.54

CEPAL half adder type 12.3 6.72 6720 0.35 0.125 125
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6 Conclusion

A novel design of a FinFET-based low-power processing element using comple-
mentary energy path adiabatic logic in 32 nm technology is presented in this paper.
The proposed half adder and full adder contain less number of transistors and are
free from leakage current. As bulk CMOS circuits are not suitable for deep sub-
micron VLSI designs, FinFETs are suitable due to its high immunity to short
channel effects, low leakage power consumption, higher on-state current, scala-
bility, and design flexibility. The proposed FinFET–CEPAL-based processing
elements show a considerable power reduction, low energy consumption with
favorable performance improvement, and reduced number of transistors. The
average power improvement is 80%. The reduction in leakage current improves by
about 98.65%. The energy efficiency is also improved by 99.741%. Simulation has
been carried out with HSPICE using predictive technology model in 32 nm FinFET
technology.
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Analytical Modeling and Simulation
of Triple Metal Front Gate Stack
DG-MOSFET with Graded Channel
(GC-TMDG MOSFET)

Priyanka Saha, Saheli Sarkhel, Dinesh Kumar Dash, Suvam Senapati
and Subir Kumar Sarkar

Abstract This paper presents an explicit 2D analytical surface potential modeling
of Triple Metal Front Gate Stack DG MOSFET with Graded Channel (GC-TMDG
MOSFET) to explore the dual benefits of gate and channel engineering techniques.
The surface potential profile of the proposed model is derived by solving 2D
Poisson’s equation with suitable boundary conditions and also compared with
graded channel DG MOSFET and Triple Material DG MOSFET to establish the
superiority of our structure. In addition to this, lateral electric field closer to drain
end is examined to substantiate the immunity of the device to hot carrier effect. For
validation of analytical model, all the results are compared with 2D ATLAS device
simulator data.
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1 Introduction

The present VLSI era is dominated by the basic need for developing
ultra-low-power low-dimensional devices to achieve higher package density with
improved performance. Following Moore’s law, this trend of continuous device
downscaling has, however, led to device performance degradation; due to several
unwanted short channel effects (SCEs) like drain-induced barrier lowering
(DIBL), source/drain parasitic capacitances, impurity-induced carrier mobility
reduction, increased gate tunneling effect and p-n junction leakage current
[1, 2]. In order to overcome these shortcomings of a planar conventional device,
several nonconventional MOSFET structures have been studied widely, of which,
Double-Gate (DG) MOSFET has received significant research limelight due to its
superior scalability, excellent SCE reduction, ideal subthreshold swing, double on
current, and excellent gate control over the channel [3–5]. However, sub-50-nm
MOS devices are still affected by hot carrier effects (HCEs) and subthreshold slope
degradation. These associated problems can be mitigated by adopting alternative
options of channel engineering or gate engineering [6, 7]. In lateral graded channel,
a higher doping concentration is maintained near the source end and a lower doping
is maintained near the drain end which reduces the drain side electric field thereby
effectively reducing the possibility of impact ionization-induced HCEs at the drain
side [6]. Gate engineering technique primarily involves hetero-material gate elec-
trode where more than one metal (dual material gate (DMG), triple material gate
(TMG)) with different work functions are placed side by side and act as a single
gate electrode [7–9]. The subthreshold characteristics of the devices are charac-
terized by the source side control gate, while the screen gate having lower value of
work function reduces drain side peak electric field, thereby suppressing the HCEs.
Moreover, the ongoing trend of device miniaturization necessitates the proportional
downscaling of gate oxide thickness too making the effective oxide thickness
(EOT) of conventional SiO2 gate oxide around 1 nm for sub-45-nm conventional
MOSFETs. This in turn is associated with the possible problems of direct tunneling
of carriers through the dielectric thereby threatening device reliability. Thus, high-k
dielectrics are now being popularly used as an alternative gate oxide of
nano-dimensions offering devices with superior performance with relatively thick
gate oxides. Hafnium oxide (HfO2) is now being anticipated as a suitable alternative
for low voltage, low-power nano-dimensional devices due to its higher dielectric
constant value, superior thermal stability, and lower bulk trap density [10].

We have combined the recently emerging concept of channel engineering by
considering a silicon channel with graded doping profile from source to drain end
along with the popular scheme of gate engineering by using three metals with
different work functions as gate electrode in a conventional Double-Gate
(DG) MOSFET structure to develop a new Graded Channel Triple Material
Double-Gate MOSFET (GC-TMDG MOSFET) with stacked front gate oxide
(HfO2/SiO2 stack). This work presents a detailed two-dimensional analytical sur-
face potential modeling of the proposed structure to establish the superiority of the
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proposed GC-TMDG MOS structure over its GC DG and TMDG counterparts in
terms of immunity to unwanted hot carrier effect and hence offering higher resis-
tance to SCEs.

2 Analytical Modeling

Schematic cross-sectional diagram of the proposed Triple Material Double-Gate
(TMDG) MOSFET with channel doping concentration continuously graded from
source side to drain side is depicted in Fig. 1.

Both front and back gate electrodes consist of three metals M1, M2, and M3
having different work functions (with /M1 > /M2 > /M3) of lengths L1, L2, and
L3, respectively, over the channel region, thus effectively dividing the channel into
three regions R1, R2, and R3 of lengths L1, L2, and L3 such that the total length of
the channel is L = L1 + L2 + L3 with doping concentrations of Na1, Na2, and Na3,
respectively. teff, tb, and tsi are the thicknesses of stacked front gate oxide (HfO2/
SiO2), back gate oxide (SiO2), and channel, respectively. The effective thickness of
the stacked front gate oxide can be expressed as:

teff ¼ t1 þ e1
e2
t2 where t1 is the thickness of the SiO2 layer, t2 is the thickness of

the HfO2 layer, ɛ1 is the permittivity of the SiO2 layer, and ɛ2 is the high-k dielectric
constant of HfO2.

In the subthreshold regime, the channel is considered to be fully depleted and the
2D Poisson’s equation along the channel is given by:

@2wkðx; yÞ
@x2

þ @2wkðx; yÞ
@y2

¼ qNak

esi
ð1Þ

Fig. 1 Schematic diagram of
triple material front gate stack
DG MOSFET with graded
channel
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where k = 1, 2, and 3 and wk(x, y) is the 2D electrostatic potential for regions R1,
R2, and R3, respectively. Nak denotes the doping concentration of the different
regions of the channel; ɛsi is the dielectric constant of silicon. Considering Young’s
parabolic potential approximation (PPA), the surface potentials under three different
metals are given by:

wkðx; yÞ ¼ wskðxÞþ ak1ðxÞyþ ak2ðxÞy2 for Lk�1 � x� Lk; 0� y� tsi ð2Þ

wsk(x) is the surface potential in the channel region Rk. Here, L0 is considered as the
starting point of the channel, i.e., L0 = 0, and ak1 and ak2 are arbitrary constants and
functions of x only.

Poisson’s equation can be solved under different channel regions by using the
following boundary conditions:

I. Electric field at the front gate–oxide interface is continuous for the triple metal
gate. Therefore, we have

dwkðx;yÞ
dy

�
�
�
y¼0

¼ e1
esi

wskðxÞ�V
0
GSkð Þ

teff
where V

0
GSk ¼ Vgsf � VFB;Lk,Vgsf is gate to source

applied voltage at the front gate.
II. Electric field at the back gate oxide and the channel interface is continuous for

three of the metals:

dwkðx;yÞ
dy

�
�
�
y¼tsi

¼ e1
esi

V
0
GS;bk�wBkðxÞ

tb
where V

0
GS;b1 ¼ Vgsb � VFB;Lk, Vgsb is gate to source

applied voltage at the back gate. Here, wBk(x) and VFB,Lk are the back surface
potentials and flat band voltages in the three regions, respectively.

III. At the interface of two dissimilar metals, the surface potential is continuous:

w1ðL1; 0Þ ¼ w2ðL1; 0Þ½ � and w2ðL1þ L2; 0Þ ¼ w3ðL1þ L2; 0Þ½ �

IV. Electric flux at the interface of two dissimilar metals is continuous:

dw1ðx; yÞ
dx

�
�
�
�
x¼L1

¼ dw2ðx; yÞ
dx

�
�
�
�
x¼L1

� �

and

dw2ðx; yÞ
dx

�
�
�
�
x¼L1þL2

¼ dw3ðx; yÞ
dx

�
�
�
�
x¼L1þL2

� �

V. The source and drain end potentials are given by:

ws1ð0; 0Þ ¼ VbiS and w3ðL1þ L2þ L3; 0Þ ¼ VbiD þVDS where VbiS and VbiD

denote the built-in potentials at the source/channel and channel/drain interface,
respectively.

Applying the boundary conditions I and II, the constants ak1 and ak2 are cal-
culated, and putting the constants in “Eq. (2)” and also using “Eq. (1),” we get the
solution of the surface potential for three different channel regions as given below:
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For 0� x� L1 under M1

ws1ðxÞ ¼ A1 expðgxÞþB1 expð�gxÞ � b1=a ð3Þ

For L1� x� L1þ L2ð Þ under M2

ws2ðxÞ ¼ A2 expðgðx� L1ÞÞþB2 expð�gðx� L1ÞÞ � b2=a ð4Þ

For L1þ L2ð Þ� x� L1þ L2þ L3ð Þ under M3

ws3ðxÞ ¼ A3 expðgðx� L1� L2ÞÞþB3 expð�gðx� L1� L2ÞÞ � b3=a ð5Þ

where g ¼ ffiffiffi
a

p
.Values of a and bk are provided in Appendix.

Again, by using boundary conditions (III–V) the value of the constants A1, B1,
A2, B2, A3, and B3 are also derived.

The lateral electric field, along the channel length, can be found by simply
differentiating the surface potentials of (4), (5), and (6) with respect to x.

3 Results and Discussions

In this section, an overall performance analysis of the proposed GC-TMDG
MOSFET structure based on our derived analytical results is demonstrated and
compared with 2D ATLAS device simulator [11] results for validation of our
analytical model. All the device parameters and biasing voltages are listed in
Table 1.

Figure 2 shows the comparative analysis of the surface potential profiles of
proposed GC-TMDG MOSFET with two different structures of TMDG and GC DG
MOSFET. The dual step profiles existing in surface potential distribution of
GC-TMDG MOSFET is responsible for screening the channel length from influ-
ence of Vds fluctuations which is missing in a simple graded channel Double-Gate
MOSFET. In addition to this, position of surface potential minimum plays a sig-
nificant role to establish the superiority of the presented model. The position of
surface potential minima of both TMDG and GC-TMDG MOSFET being closer to
the source side in comparison to GC DG MOSFET structure contributes to higher
immunity to DIBL. Again by exhibiting highest source/channel potential barrier

Table 1 Device parameter
table

Parameters t1 t2 tb tsi

Value (nm) 1 2 3 10

Parameters L Na1 Na2 Na3
Value 60 nm 1024/m3 1023/m3 1022/m3

Parameters Vds Vgs,f Vgs,b M1, M2, M3

Value 1 V 0.5 V 0.5 V 4.8, 4.6, 4.4 eV
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among all the three different structures, proposed model also shows suppressed
SCEs in nanometer regime. Thus, GC-TMDG MOSFET reaps the dual benefits of
graded channel and triple material gate electrode to bring significant improvement
in device performance. Figure 3 shows variation of surface potential as function of
channel position of proposed GC-TMDG MOSFET with varying ratios of L1:L2:
L3. It is clearly evident from the figure that for L1:L2:L3 = 1:2:3, the minima being
closer to the source end will also contribute to higher immunity to unwanted DIBL
effect and can be accepted as optimized length ratio. Figure 4 plots the surface
potential profile along channel position of GC-TMDG MOSFET with different
drain-to-source biases. For channel length of L = 60 nm, increment in Vds value
leads to increase in surface potential. Moreover, the variation of Vds only influences

Fig. 2 Surface potential
variation along position of
channel for three different
structures with L = 60 nm

Fig. 3 Surface potential
variation along position of
channel varying L1:L2:L3 of
GC-TMDG MOSFET with
L = 60 nm
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the channel potential at the drain end with almost unchanged potential throughout
the major portion of the channel. Hence, it shows that the effect of DIBL is
appreciably reduced in the proposed structure. As the channel length is shrinked to
30 nm, decrease in potential step is observed leading to DIBL effect significant in
reduced channel lengths. In Fig. 5, lateral electric field variation along the position
of the channel of GC-TMDG MOSFET is compared with GC DG MOSFET
structure for different values of Vds with channel length of L = 60 nm. Since the
electric field at the drain end is mainly responsible for the hot carrier effect, we have
investigated the electric field profile closer to the drain side. The notable reduction
of electric field of the proposed structure at the drain end even for high value of

Fig. 4 Surface potential
variation along position of
channel for different values of
Vds of GC-TMDG MOSFET
with channel length
L = 30 nm and L = 60 nm

Fig. 5 Lateral electric field
variation along position of
channel (closer to drain end)
for different values of Vds of
GC-TMDG MOSFET with
L = 60 nm
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Vds = 1 V implies lower hot carrier effect as compared to GC DG MOSFET and
hence reduced SCE. A close agreement between analytical and simulated results
validates the accuracy of our derived model.

4 Conclusion

In this paper, performance analysis of the proposed GC-TMDG MOSFET structure
based on surface potential derivation is demonstrated in terms of position of
potential minima and dual step profiles. The nature of surface potential distribution
for different ratio of the lengths of the triple gate electrode material regions, and by
varying drain to source biases, is shown to study the benefits of GC-TMDG
MOSFET. In addition to this, comparison of potential profile of proposed model is
presented to check its figure of merit over GC DG MOSFET and TMDG MOSFET
structures. Furthermore, lateral electric field analysis closer to the drain end of the
device proves its immunity to unwanted hot carrier effect and hence reduces short
channel effects. The derived analytical results are found to be in good agreement
with 2D ATLAS device simulator data verifying the accuracy of our model.

Acknowledgements Priyanka Saha thankfully acknowledges the financial support as Ph.D.
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Appendix

a ¼ 2ð1þCeff=Csi þCeff=CbÞ
t2sið1þ 2Csi=CbÞ

bk ¼ qNak
esi

� 2V
0
GS;bk

t2sið1þ 2Csi=CbÞ �
2V

0
GSkðCeff=Cb þCeff=CsiÞ
t2sið1þ 2Csi=CbÞ with Csi ¼ esi=tsi Ceff ¼ e1

teff
and

Cb ¼ e1=tb.
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Integrated TTL Driver with SPDT
Switch

Priyanka Shukla, Rakhi Kumari and Rabindranath Bera

Abstract This paper describes the GaAs MESFET-based S-band (2–3 GHZ)
SPDT switch with TTL driver (TTL control). TTL control voltage is needed to
select the RF path. At 2–3 GHZ, simulated insertion loss is lower than 0.8 dB and
isolation is better than 36 dB. Simulated input return loss is better than 17.5 dB and
output return loss is better than 18 dB. For improvement of isolation, extra path is
added. When we add extra path then isolation is increased. Simulated improved
isolation is better than 43 dB and insertion loss is lower than 0.98 dB. Simulated
input and output return losses are better than 14 dB.

Keywords SPDT � Switch � TTL � RF switches � S-band

1 Introduction

RF switches are important elements for any transceiver system. RF and microwave
switches are extensively used in wireless communication system and defense
application for the RF signals routing along different direction at different time
instant. The SPDT (single pole and double through) switches receive single RF
input signal and choose one RF routing path from two RF paths [1]. Selection of
routing path depends upon TTL control voltages. GaAs MESFET RF SPDT switch
is ON when gate voltage of MESFET is 0 V and OFF when gate voltage of
MESFET is −5 V [2]. These control voltages are driven by TTL driver. TTL driver
receives (TTL logic values) 0 and 5 V and gives control voltages 0 and −5 V [2]
(Fig. 1).
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This SPDT switch is used in low power applications. GaAs MESFET SPDT
switch provides high isolation, low insertion loss, and good input and output return
losses across broad operating frequency [3]. GaAs MESFET switches [4] are
mainly used in communication and in radar (for defense application) for band
selection and signal routing between different RF paths. Applications of SPDT
switches are in T/R module, in phased array radar, in phase shift antenna, and in
space.

2 Circuit Design of S-Band SPDT Switch

For designing SPDT switch, series–shunt combination of depletion mode MESFET
are taken [5]. Depletion mode MESFET is switched ON at 0 V and OFF at −5 V
(negative voltage). For connecting elements, micro-strip transmission line is used.
Matched line (50 X) is used at input and output port. TTL driver is used to convert

Fig. 1 Block diagram of TTL driver with SPDT switch

Fig. 2 Circuit of S-band SPDT switch
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TTL logic values (0 and 5 V) to control voltages (0 and −5 V) [6]. Width of
MESFET is 600 µm, and channel length is 0.7 µm (Fig. 2).

TTL driver receives input voltage values 0 and 5 V and converts these voltages
into control voltages 0 and −5 V. When control voltage Va is 0 V then MESFET 1
and MESFET 4 are ON, so signal is routing through RF path 1 (port 2). When
control voltage Vb is 0 V then MESFET 2 and MESFET 3 are ON, so signal is
routing through RF path 2 (port 3). The control voltages are brought to the device
through 3111 kX resistor Rg to maintain an RF open circuit at the gates and to
provide a good isolation.

3 Truth Table for the Control Voltages and Path Selection

Depletion mode MESFET is ON when 0 V is applied at gate and OFF when −5 V
is applied at gate (Fig. 3).

4 Circuit of S-Band SPDT Switch When Extra Path
Added

For improvement of isolation, extra path (MESFET 5 and MESFET 6) is added [7].
When extra path is added, isolation is increased but insertion loss is also increased
and input and output return losses are decreased. So, where low insertion loss is
needed, there is no need to add extra path and where high isolation is needed, add
extra path. Isolation is increased approximately 6–10 dB when extra path is added
(Fig. 4).

5 Simulated Result

For the above circuit, input return loss is denoted as dB(S(1,1)), output return loss is
denoted as dB(S(2,2), insertion loss is denoted as dB(S(2,1)), and isolation is
denoted as dB(S(3,1)). Insertion loss is measured from ON path, and isolation is
measured from OFF path. Input signal arrived at port 1 and going from path 1 (port
2) and path 2 (port 3) is OFF (Figs. 5, 6, 7 and 8).

Input voltage (TTL logic values) Control voltages RF input to

Va Vb RF path 1 RF path 2

0 volt -5 volt 0 volt ON OFF
5 volt 0 volt -5 volt OFF ON

Fig. 3 Table of control voltages and path selection
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Fig. 4 Circuit of S-band SPDT switch when extra path added

Fig. 5 Simulated input return loss
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Fig. 6 Simulated output return loss

Fig. 7 Simulated insertion loss
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6 Comparison Between Normal SPDT Switch Versus
High Isolation SPDT Switch

See Figs. 9, 10, 11 and 12

Fig. 8 Simulated isolation

Fig. 9 Simulated isolation of normal SPDT switch versus high isolation SPDT switch
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Fig. 10 Simulated insertion loss of normal SPDT switch versus high isolation SPDT switch
insertion loss

Fig. 11 Simulated input return loss of normal SPDT switch versus high isolation SPDT switch
input return loss

Fig. 12 Simulated output return loss of normal SPDT switch versus high isolation SPDT switch
output return loss

Integrated TTL Driver with SPDT Switch 113



7 Conclusion

Series/shunt topology provides improved switch performance at S-band. For switch
designing, we use microstrip transmission line [8] in micrometer length and 0.7 µm
gate length depletion mode GaAs MESFET device. This switch shows 36–41 dB
isolation and 0.7–0.79 dB insertion loss. Input and output return losses are 17–
21 dB. Isolation is also improved, when extra path is added. Isolation is increased
from 41 to 47 dB (approximately 6 dB). This circuit shows good performance over
2–3 GHZ for S-band SPDT switch.
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A 3D Analytical Modeling of Dual-Metal
Tri-Gate Silicon-On-Nothing Tunneling
Field Effect Transistor

Esita Mitra, Dinesh Kumar Dash and Subir Kumar Sarkar

Abstract In this paper, first time a three-dimensional analytical model of dual-metal
triple-gate silicon-on-nothing tunneling field effect transistor (DMTG SON TFET) is
presented. This model is derived by solving the 3D Poisson’s equation. Simulation of
3D device lowered the need of parameter fittings. In addition, two different metals
form a barrier over the channel region, which restricts reverse tunneling of carrier
from drain to source. Choice of two different metals increases the on current and
decreases the off current, thus improving the on–off current ratio of this proposed
device. The electric field and the surface potential are obtained by solving the 3D
Poisson’s equation with proper boundary condition and the drain current is modeled
by using the Kane’s model also. The performance comparison of the proposed
structure is done with the single-metal SON TFET and double-metal SOI TFET.
The 3D analytical results are simulated using SILVACO ATLAS for this
structure.

Keywords Triple gate � Three dimensional (3D) � Analytical modeling
Silicon-On-Nothing (SON) � Dual metal � Band to band tunneling
3D Poisson’s equation
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1 Introduction

The fundamental problem of the nanoscale circuit is the power dissipation [1]. The
present trend of minimizing the size of the MOSFET faces several problems like
high power consumption, stopping the leakage current that degrades the ‘on’ and
‘off’ current ratio, short-channel effects that are DIBL and so on [2]. The current
switching process in the MOSFET involves the thermionic injection of electron
over the energy barrier, which limits the subthreshold slope to 60 mV/decade at
room temperature [3]. So, the tunnel field effect transistor meets the need for new
device which can replace the CMOS technology by its low power application
capability [4], low subthreshold slope <60 mv/decade, and low off-state leakage
current [5].

TFET is also suffered from various drawbacks, like small on current, ambipo-
larity. Different methods are adopted such as heterostructures, bandgap engineering,
work function engineered double gate to improve the on current. The triple-metal
double-gate SOI TFET were found that exhibits better results [4, 5], but those
analytical models were based on 2D Poisson’s equation and the width variation is
not incorporated in that model. The triple-gate structure increases the gate control
over the channel region than double gate. Till now a tri-gate tunneling field effect
transistor is observed [6]. But in this device SON and dual metal is incorporated
with TG TFET. This model shows the effect of structure variation rather than fitting
parameters. A 3D analytical model is derived for different electrical parameters such
as surface potential, electric field, drain current of dual-metal triple-gate SON
TFET. In this paper, Sect. 2 explains the proposed structure. The analytical model
of surface potential, electric field, and drain current is derived in Sect. 3. The
Sect. 4 includes the result and discussion. Finally, the paper concludes in Sect. 5.

2 Device Structure

The proposed model of DMTG SON TFET in 3D representation is shown in Fig. 1.
The proposed device has a channel length, L = 30 nm, where L = L1 + L2. The
gate electrode of two sidewalls and top surface consists of two different metal M1
and M2. The work function of two metals is denoted by UM1 and UM2.

L1 is the channel length under M1 and L2 is the channel length under M2. The
on-state is denoted by (VGS = 0.7 V and VDS = 0.01 V) and off-state is denoted as
(Vgs = 0 V and Vds = 0.01 V). Required values of parameters used for calculation
and simulation are shown in Table 1.
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3 Analytical Model

3.1 Expression of the Surface Potential

The surface potential for this model is obtained as follows where the region 1 is
considered as area under metal M1 and region 2 is considered an area under metal
M2.

The 3D Poisson’s [7] equation is,

@2/ x; y; zð Þ
@x2

þ @2/ x; y; zð Þ
@y2

þ @2/ x; y; zð Þ
@z2

¼ � qNCN

esi
ð1Þ

For (0� y� L; 0� x� tsi; �W
2 � z� W

2 )
where silicon dielectric constant is denoted by esi, NCN is the uniform doping

concentration in the channel region, and q is the electronic charge. Using Young’s
approximation, the potential distribution profile is considered as parabolic [7].

Fig. 1 3D schematic representation of DMTG SON TFET

Table 1 Parameter table Parameters Values

tf 1 nm

tsi 10 nm

tb 1 nm

W 10 nm

Na 1 � 1023 m−3

Ncn 1 � 1021 m−3

Nd 1 � 1022 m−3

UM1 4.2 eV

UM2 4.25 eV
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/j x; y; zð Þ ¼ C0
0j y; xð ÞþC0

1j y; xð ÞzþC0
2j y; xð Þz2 ð2Þ

(j = 1 for Region 1 and j = 2 for Region 2)
For low drain voltage, the potential distribution is parabolic in the x direction. At

z = 0, the potential distribution for region 1 and 2 is,

/j x; y; 0ð Þ ¼ C0
0j y; xð Þ ¼ /sjðyÞþC1jðyÞxþC2jðyÞx2 ð3Þ

where /s1ðyÞ and /s2ðyÞ are the surface potential in region 1 and region 2. C11ðyÞ,
C21ðyÞ, C12ðyÞ, C22ðyÞ are the arbitrary constant. Due to using two different metals
with different work function, makes their flat band voltages different, VFB1 ¼
/M1 � /si and VFB2 ¼ /M2 � /si.

Where /M1, /M2 are work functions of first and second metal, respectively. VFB1

and VFB2 are flat band voltages under metal M1 and M2, and /si is the work
function of silicon.

/si ¼ xþ Eg

2q
� /B ð4Þ

/B ¼ VT ln
NCN

ni

� �
ð5Þ

where x is the electron affinity, Eg is the bandgap of silicon at 300 K, and /B is the
built-in potential. Here VT is the thermal voltage and ni is the silicon’s intrinsic
carrier concentration.

The potential at the front and lateral interface under M1 and M2 is,

/j 0; y; 0ð Þ ¼ C0
0j yð Þ ¼ /sj yð Þ ð6Þ

So due to symmetry in z direction,

C0
1jðy; xÞ ¼ 0 ð7Þ

Using Eq. (3) we get,

C0
2jðy; xÞ ¼ � 4

W2 C0
0jðy; xÞ � /Sj yð Þ

� �
ð8Þ

(1) The electric field is continuous at the front-gate oxide interface for this
structure.

d/j x; y; zð Þ
dx

����
x¼0;z¼0

¼ eox
esi

/Sj yð Þ � V 0
GSj

tf

� �
ð9Þ
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j = 1 for region 1 and for region 2, j = 2 where V 0
GSj ¼ VGS � VFBj

The electric field is continuous at the back-gate oxide and the channel interface.

d/j x; y; zð Þ
dx

����
x¼tsi;z¼0

¼ eair
esi

V 0
SUBj � /Bj yð Þ

tb

� �
ð10Þ

j = 1 for region 1 and for region 2, j = 2 where V 0
SUBj ¼ VSUB � VFBj.

(2) At the interface of two different metals, the surface potential and electric field
are continuous. So,

/1 0; y; 0ð Þjy¼L1¼ /2 0; y; 0ð Þjy¼L1 ð11Þ

d/1 x; y; zð Þ
dy

����
y¼L1

¼ d/2 x; y; zð Þ
dy

����
y¼L1

ð12Þ

(3) The source end potential is given by,

/1 x; 0; zð Þ ¼ Vbip ð13Þ

where Vbip is the built-in potential at the source–channel interface and

Vbip ¼ �VT ln Na
Ncn

� �
. Na is the source doping concentration.

(4) The potential at the drain end is given by

/2 x; L; zð Þ ¼ Vbin þVDS ð14Þ

where Vbin is the built-in potential at the drain–channel interface and

Vbin ¼ VT ln NdNcn
n2i

� �
. Nd is the doping concentration at the drain region. ni is

the silicon’s intrinsic carrier concentration.
Using the boundary condition (1) and (2), the constants C11 yð Þ, C12 yð Þ, C21 yð Þ,
and C22 yð Þ are C1j yð Þ ¼ eox

esi

/Sj yð Þ�V 0
GSj

tf

� �
;

C2j yð Þ ¼
V 0
SUBj � /Sj yð Þ 1þ Cf

Csi
þ Cf

Cb

h i
þV 0

GSj
Cf

Csi
þ Cf

Cb

h i

t2si 1þ 2Csi
Cb

h i

where Cf ¼ eox
tf
, Csi ¼ esi

tsi
, and Cb ¼ eair

tb
.

Now, using the boundary conditions (1)–(6) and using the value of different
constant the surface potential.
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Under M1 is /S1 yð Þ ¼ Aegy þBe�gy þ r1 ð15Þ

Under M2 is /S2 yð Þ ¼ Megðy�L1Þ þNe�gðy�L1Þ þ r2 ð16Þ

where r1 ¼ � b1
a , r2 ¼ � b2

a , and g ¼ ffiffiffi
a

p
. A, B, M, N calculated using boundary

conditions are,

A ¼ Vbip � D
C

� B� r1 ð17Þ

B ¼
Vbin�Vds�F

C � r2 � Vbip�D
C

� �
egL þ r1egL � ðr1 � r2Þ cosðgL2Þ

� �
egL

ð1� e2gLÞ ; ð18Þ

M ¼ AegL1 þ ðr1 � r2Þ
2

; ð19Þ

N ¼ Be�gL1 þ ðr1 � r2Þ
2

; ð20Þ

3.2 Expression for Electric Field

At the tunneling junction, the total electric field is,

ET ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
x þE2

y þE2
z

� �r
ð21Þ

3.3 The Expression for Drain Current

The drain current

IDS ¼ q
ZZZ

GBTdxdydz ð22Þ

and

GBT ¼ A1Ed1 exp �B1
E

� �

where A1 and B1 are the Kane’s parameter [8], which are material dependent, i.e.,
depends on the effective mass of holes and electrons. A1 = 4 � 1019 eV0.5/cm-s-V2
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and B1 = 41 MV/cm-eV1.5. For indirect tunneling, the value of d1 is taken as 2,
and for direct tunneling, it is 2.5. GBT is the tunneling generation rate.

4 Result and Discussion

This section describes the overall performance of our proposed DMTG SON TFET
structure using SILVACO ATLAS simulator data [9]. When operating in the
off-state, the TFET has no tunneling of carriers as there is no overlap between
occupied band of source and channel unoccupied band. Less reverse tunneling
current flows for this reason in the proposed structure. But in the on-state, the barrier
height gets reduced, which increases carrier In Fig. 2, this barrier height can be varied
with changing of gate bias which increases carrier tunneling from source to drain.

Figure 3 shows the different surface potential results along the channel length for
variation of VDS. Figure 3 shows that the surface potential undergoes changes near
the channel drain interface only. This illustrates that at the source side tunneling
junction has the less effect on the variation of VDS. Figure 4 shows the comparative
results of the electric field of DMTG SON TFET and, SMTG SON TFET. Fig. 4
shows that close to the drain region the electric field profile is low. The high electric
field near the source channel interface increases the overall drain current IDS in the
proposed structure. Figure 5 shows the drain current modeling of our proposed
structure w.r.t the gate voltage VGS for different values of work function combi-
nation. The high electric field at the source side increases the on current for this
structure. The simulation is performed using Silvaco ATLAS simulator.

Fig. 2 Distribution of
surface potential along the
length of the channel
(L = 30 nm) for different
values of VGS. Here, L1:
L2 = 1:1. z = W/2 and
x = 5 nm. The symbol
represents the ATLAS
simulated values by taking
into consideration parameters
of Table 1
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Fig. 3 Distribution of
surface potential along the
length of the channel
(L = 30 nm) for different
values of VDS. Here, L1:
L2 = 1:1. z = W/2 and
x = 5 nm. The symbol
represents the ATLAS
simulated values by taking
into consideration parameters
of Table 1

Fig. 4 Comparative analysis
of electric field profile along
the length of the channel
(L = 30 nm) for DMTG SON
TFET, SMTGSON TFET.
Symbol represents the
ATLAS simulated values by
taking into consideration
parameters of Table 1

Fig. 5 Analysis of drain
current w.r.t the gate voltage
variation for DMTG SON
TFET. Here, L1:L2 = 1:1.
z = W/2 and x = 5 nm. The
symbol represents the ATLAS
simulated values by taking
into consideration parameters
of Table 1. The plotting is
done in a linear scale
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5 Conclusion

In this paper, a 3D analytical model of DMTG SON TFET has been presented.
TFET is a device which can replace the conventional MOSFET due to its most
promising behavior and low power application. The modeling of dual metal reduces
the reverse tunneling, increases the on–off current ratio, etc., than the SMTG SON
TFET structure. The result of the proposed DMTG SON TFET is quite close of the
Silvaco ATLAS simulated data.

In this paper, a 3D analytical model of DMTG SON TFET has been presented.
TFET is a device which can replace the conventional MOSFET due to its most
promising behavior and low power application. The modeling of dual metal reduces
the reverse tunneling, increases the on–off current ratio, etc., than the SMTG SON
TFET structure. The result of the proposed DMTG SON TFET is quite close of the
SILVACO ATLAS simulated data.
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Modeling of Lead-Free
CH3NH3SnI3-Based Perovskite
Solar Cell Using ZnO as ETL

Tapas Chakrabarti, Malay Saha, Ambar Khanda
and Subir Kumar Sarkar

Abstract Over the last few decades, researchers have invested enormous research
effort into inorganic/organic solar cells like dye-sensitized solar cells (DSSCs) due
to its cost-effectiveness and simple fabrication process, over the conventional
photovoltaic solar cells made of different materials like Si, Ge, GaAs, GaInPh. In
2012, the solid-state perovskite materials are organic–inorganic metal trihalide
materials, having chemical formula ABX3 and having specific crystal structure as
calcium titanium oxide (CaTiO3) revolutionized as the light-harvesting, absorbing
materials. In past couple of years, perovskite solar cells have shown significant
improvement in terms of efficiency and crossed the 20% efficiency level. There has
been a consistent approach among researchers to explore different materials as
electron transport layer of the perovskite solar cells to improve the performance of
the solar cells. The most common perovskite material used in solar cell is methyl
ammonium lead iodide (CH3NH3PbI3) along with top and bottom layer of HTO and
ETO. In this work, the toxic material lead iodide (PbI3) is replaced with tin oxide
(SnI3), and this perovskite material CH3NH3SnI3 introduced with an ETO layer of
ZnO has achieved a significant efficiency of 22.90%. In this work, zinc oxide
(ZnO) layer is proposed as the electron transport layer for lead-free CH3NH3SnI3-
based perovskite solar cells. The proposed structure is “metal contact/spiro-
MeOTAD/CH3NH3SnI3/ZnO/TCO/metal contact,” and the structure is modeled
using SCAPS simulating tool.
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Keywords Perovskite � CH3NH3SnI3 � ETL (electron transport layer)
HTL (hole transport layer) � ZnO � SCAPS � Lower unoccupied molecular orbit
(LUMO) � Highest occupied molecular orbit (HOMO)

1 Introduction

In the modern world, energy has become one of the basic needs for life. With the
increase in world population, the energy demand is also increasing. There is a
growing concern about the energy generated from fossil fuels due to its impact on
the nature. Solar energy has become one of the most focused sources of obtaining
“green” energy in last few decades. Photovoltaic cells directly convert solar radi-
ation into electricity without affecting the environment. In recent times, there has
been a constant focus to find alternatives of Si-based solar cells for cheap and
simple manufacturing process-based solar cells. In recent couple of years, per-
ovskite solar cells have shown significant improvement in the efficiency and
crossed the 20% efficiency level [1]. Organic–inorganic metal trihalide materials,
having chemical formula ABX3, are called perovskite materials. Perovskite solar
cells have the advantage of being able to be manufactured by cost-effective simple
solution-based processing or by vapor phase deposition of cost-effective materials.
A perovskite solar cell is mainly comprised of a perovskite material sandwiched
between an electron transport layer (ETL) and a hole transport layer (HTL), on the
top of TCO. CH3NH3PbI3 is the most used perovskite material in the perovskite
solar cells as the active layer. But due to toxicity of lead (Pb) to the human health, a
suitable alternative of CH3NH3PbI3 is being researched across the world in recent
times [2–5]. CH3NH3SnI3 has emerged as a viable alternative of CH3NH3PbI3 in
last couple of years due to its low band gap (almost 1.3 eV) and high absorption
coefficient. In this work, n-doped zinc oxide (ZnO) is proposed as the electron
transport layer for lead-free CH3NH3SnI3-based perovskite solar cells [6]. The
proposed structure is “metal contact/spiro-MeOTAD(p)/CH3NH3SnI3/ZnO(n)/TCO/
metal contact,” and the structure is modeled using SCAPS simulating tool [7].

2 ZnO as Electron Transport Layer

Electron and hole pairs are generated in the active region (perovskite material) of
the perovskite solar cells. After that the electrons and the holes need to be separated
to collect the carriers at the front and back electrodes to get a net current at the outer
circuit. Hole and electron transport layers are deposited to collect and transport the
holes and the electrons to the electrodes efficiently and to block the other type of
carriers to minimize the recombination; so that we can collect maximum number of
carriers at the respective electrodes.
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For any material to be employed as electron transport layer (ETL) in perovskite
solar cells, the material must satisfy few important properties. Those properties are:
(i) Conduction band of the ETL material should be less than the LUMO level of the
perovskite material (ii) high electron mobility (iii) higher band gap [8]. Now as far
as the ZnO is concerned, ZnO is a wide band gap (*3.4 eV) material. The band
structure of ZnO satisfies the necessary condition to be employed as electron
transport layer, which is shown in the band diagram of the structure, Fig. 1. The
most important reason behind the success of ZnO as ETL is its very high electron
mobility. The electron mobility of the n-doped ZnO is almost 200 cm2/Vs [8]. The
relation between current density, Jsc, and mobility is:

JSC ¼ qG
ffiffiffiffiffi
lp

p þ ffiffiffiffiffi
ln

p� �
ffiffiffiffiffiffiffi
KT
q

s

s

 !

From the above equation, it is very clear that the high mobility of the carriers
will lead to improvement in the current density which leads to the performance of
solar cell. This is our motivation behind the study of ZnO as electron transport layer
for CH3NH3SnI3-based perovskite solar cells.

3 Proposed Device Structure

The proposed perovskite solar cell structure is “metal contact/TCO/ZnO(n)/
CH3NH3SnI3/spiro-MeOTAD(p)/metal contact.” In this solar cell, a planer p-i-n
heterojunction architecture with the layer configuration of n-doped ZnO and
p-doped spiro-MeOTAD layers are used as electron transport layer and hole
transport layer, respectively, [9, 10]. The modeled, simulated perovskite solar cell
schematic diagram is illustrated in the Fig. 2. Effective conduction band and
valence band densities of spiro-MeOTAD are 1.176 � 1018 cm−3 and
1.166 � 1019 cm−3, respectively, and are considered in this proposed structure
[11]. The parameter values of all layers are shown in Table 1 [2, 8].

Thermal velocities of the electron and hole of ZnO are both set to be equal to
107 cm/s for this structure. The defects are set to be single and neutral defect with a
total density of 1 � 1017 cm3, located at 0.6 eV above the top of valence band, Ev.

Fig. 1 Band diagram of the
ZnO in proposed solar cell

Modeling of Lead-Free CH3NH3SnI3-Based Perovskite Solar Cell … 127



The parameter setting of the defects in the simulation is shown in Table 2. The
constant, Aa, is assumed to be as 105 to obtain the absorption coefficient, alpha (a),

where a ¼ Aa � h#Eg
� �1=2 [2].

Table 1 Defect values
assumed for the simulation

Parameters and units Value

Defect type Neutral

Capture cross-section for 1.0 � 10−15

Electrons and holes/cm2 1.0 � 10−15

Energetic distribution Single

Energy level with respect to Ev (above Ev,
eV)

0.6

Total density/cm3 1.0 � 1014

Table 2 Layer parameters used for the simulation

Parameters Spiro-MeOTAD
(HTL)

Perovskite
(CH3NH3SnI3)

ZnO
(ETL)

TCO

Band gap 2.25 1.23 3.4 3.5

Dielectric constant 7.3 8.2 8.12 9

Electron affinity 3.73 4.17 4.29 4.4

Electron mobility 300 1.6 200 20

Hole mobility 100 1.6 5 10

Acceptor doping
concentration (NA)

2 � 1018 Self doped 0 0

Donor doping
concentration (ND)

0 0 1 � 1019 2 � 1019

Layer thickness 0.25 lm 0.40 lm 0.5 lm 0.5 lm

Metal contact

-MeOTAD(p)

Perovskite
[ 3 3 3] 

ZnO(n)

TCO

Metal contact

Fig. 2 Schematic diagram of
the proposed cell
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4 Result and Discussion

The proposed structure is simulated in SCAPS simulating software tool, considering
all the parameters of defect states to make the structure more realistic in physical
environment. The efficiency of this perovskite solar cell is achieved 22.90% of effi-
ciency, along with the short-circuit current density (Jsc) of 34.23 mA/cm2 and the
open circuit voltage (Voc) of 0.87 V. The fill factor of this solar cell is observed as
76.68%. The J–V curve of this solar cell is shown in Fig. 3. The doping level of the
ZnO varied and optimized the performance of the proposed solar cell. Figure 4 shows
the relation between the doping level of ZnO and the efficiency of the cell.

From the Fig. 4, it is observed that the efficiency of the cell is increased with
increasing doping level and the optimum level of donor doping concentration
1 � 1019 cm−3 is considered for ZnO layer.

Fig. 3 J–V curve of the
proposed cell

Fig. 4 Doping of ZnO versus
efficiency
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5 Conclusion

In this work, zinc oxide (ZnO) is proposed as the electron transport layer (ETL) for
lead-free CH3NH3SnI3-based perovskite solar cells and the performance of the cell
is also studied. The thickness and doping level of the spiro-MeOTAD layer are
varied to study the optimized performance. Using ZnO as electron transport layer
for the lead-free CH3NH3SnI3-based perovskite solar cells is a novel idea, and
simulated result reveals that the efficiency of this solar cell is 22.90%. In future, the
results of this proposed structure need to be validated through physical fabrication
and further study

Acknowledgements The authors wish to thank Marc Burgelman and Koen Decock, ELIS,
University of Gent, for providing the SCAPS simulation software.
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Experimental Investigation on Mustard
Oil-Based Alumina Nanofluid Under
Varying Temperature and Humid
Condition

Sachin Thakur, Jaspreet Singh Chahal and Sunny Vig

Abstract Most desirable part of the electrical machines is insulation. This paper
exploits properties of mustard oil which could be the better solution in oil-cooled
transformer than traditional petroleum-based mineral oils, as it exhibits better
properties of flash point, fire point, and breakdown voltage. Moreover, mustard oil
is non-inflammable and non-toxic in nature. Since last century, petroleum-based
mineral oil is used as liquid insulating and cooling medium. Besides their good
insulating and cooling properties, some environmental factors are also related to
them. With the consideration of environmental factors, many researchers are
intending to evolve new insulating medium having better properties to replace these
presently used mineral oils. This paper mainly emphasizes on the investigation of
breakdown strength of mustard oil. The breakdown test is conducted based on
Indian standard (IS 6792:1992).

Keywords Breakdown voltage � Mustard oil � Fire point � Flash point
Mineral oil
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1 Introduction

In transmission and distribution setup, transformer plays very significant role as it
steps up and steps down the voltage at necessary levels. Failure of transformer
definitely leads to complete interruption of supply in the system. Insulation of
power transformer is a very critical element, i.e., oil, paper, and pressboard insu-
lation which directly affect the operation and life of the transformer as well.
Presently, petroleum-based mineral oils (paraffin-based and naphtha-based) are in
use, to insulate, to suppress corona and arcing, and to use as a coolant in power
transformers.

Dielectric properties of transformer affect its service life and insulation. During
service, insulation gets affected by applied stress such as electrical, thermal, and
mechanical. So majority of failures may be caused due to insulation failure [1].
Petroleum-based mineral oils such as synthetic oil, silicon oil are used as insulation
in oil-filled transformer. But due to their different chemical properties and high cost
results to curb in specific utilization application only. On the other hand, mineral oil
has good chemical properties and low cost, but their non-biodegradable, toxic,
non-environmental-friendly nature makes them hard to dispose off. In view of
above, researches are in progress for an environmental-friendly and easily available
resources like coconut oil, vegetable oil, and palm kernel oil as alternative of these
mineral oils [2]. Instead of these oils, mustard oil could also be the substitute of
mineral oil because of its easy handiness. Mainly, mustard oil is used for cooking,
health, skin, and hair. Mustard oil consists of a mixture of chemically modified
mustard oil and alkyl esters of mustard oil fatty acids in the ratio 70:30 to 100:00
along with additives. Mustard oil is the vegetable extraction and is obtained from
the seeds of black and white mustard plants. Mustard oil is used as alternating
insulating fluid which is easily available and accessible in the nature.

2 Problem Overview

2.1 Liquid Dielectrics Breakdown

Breakdown in liquid dielectrics is a fact which linking the distance of separation
between the electrodes, which resulting, the decrease of voltage and increase of
current electrode. Failure of the insulating properties of liquid dielectric is
non-permanent. The main purpose of the liquid dielectric is to avert electric dis-
charge. Liquid dielectric finds application in high voltage, i.e., transformer,
capacitors, high-voltage cables, switchgear, and used as electrical insulator.
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2.2 Breakdown Voltage

Breakdown voltage is defined as degree of capability of oil withstands an electric
stress. It is a minimum voltage which causes a breakdown due to rise of electrical
conductivity. A large value of current through the breakdown region changes the
characteristics of oil and causes mechanical, thermal, and chemical operation.
Breakdown voltage is an indicator of oil pollution.

2.3 Electric Breakdown Strength

Besides polarization and dielectric loss, electric breakdown strength is most
important quality of dielectrics. When an electric field is applied to dielectric
substance or electric insulator, there is an extensive decrease in resistance of an
electric insulator and outcome in insulator which becomes electrically conductive.
The conduction created in dielectric substance is very outrageous which can also
outcome in melting, burning, or vaporization of dielectric substance which forever
spoiled the dielectric substance. This process is called the electric breakdown of the
dielectric.

Electric breakdown is not controlled by voltage alone, but it is also being
dependent on the electric field [3]. Consequently, electric breakdown strength can
be computed using the formula

Eb ¼ Vb

D
ð1Þ

Eb is electric breakdown strength in [kVmm−1]
Vb is breakdown voltage in [kV]
D is interelectrode distance.

3 Experimental

3.1 Oil Purification

It is the most important part of dielectrics to avoid discharge. Mustard oil is filtered
over a 5-micron sintered glass filter with the impact of vacuum, degaussed for
superior than 0.2 Torr, and then permitted to get saturated with dry air for 8–10 h.
The overhead stated techniques are appropriate to filter the oil in all the experiment.
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3.2 Cleaning and Polishing of Brass Electrodes

Brass electrode was polished on the lathe machine utilizing 600 grades, and Brasso
liquid polish was used. After attentive scrubbing with cotton, they were washed
with alcoholic solution to eliminate traces of brass. The polished brass electrodes
are shown in Fig. 1.

3.3 Test Cell and Electrodes

The cubical-shaped test cell with 15 cm edge was forged using 1.0-cm-thick
Polymethyl-Metha Acrylate (PMMA) sheet. It had the settlement of holding the
shanks and electrodes in the vertical plane. The test cell was cleaned with soap and
water, then it again cleaned with alcoholic solution and then dried, after that the
processed oil is dipped into it. Protection should be taken when cleaned and pol-
ished electrodes were fixed on the shanks of the cell to circumvent any scratches on
their surface and initiation of fibers or dust particles into the cell [4]. Figure 2 shows
test cell with electrodes and mustard oil.

4 Experimental Setup and Procedure

4.1 Test Material and Selection

The mustard oil and nanoparticles with an average size of d < 50 nm (which were
bought from a reputable company) were used in the tests. In this test, the specific

Fig. 1 Polished brass electrodes
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concentration of single nanofluid 0.1% was selected. The basic properties of the
selected nanoparticle are also summarized in Table 1.

4.2 Preparation of Nanofluid

The nanofluids were prepared by mixing Al2O3 (size 50 nm) nanoparticles with
mustard oil samples. For preparation of nanofluid, 0.1% Al2O3 nanoparticle volume
fraction was mixed with mustard oil. The nanofluids were dispersed for 30 min by
using a magnetic stirrer. Finally, to get a well-dispersed nanofluid, the ultrasonic
dispersion technique was done in 2 h and was applied to the prepared nanofluids to
make sure the similarity of such liquid. The magnetic stirring is very helpful to
dissolve the nanopowders consistently in the base fluid, but this energy is not
sufficient to break agglomeration of nanoparticles. Therefore, to break the
agglomerations of nanoparticles, ultrasonic mixing device was used [5]. The
nanofluid preparation process is depicted in Fig. 3.

Fig. 2 Test cell with
electrodes and mustard oil

Table 1 Basic properties of
alumina nanoparticles [6]

Properties Al2O3 nanoparticles

Conductivity, (S/m) [7, 8] 10−12

Relaxation time, (s) [7, 8] 42.2

Relative permittivity [7, 8] 9.9

Density, (g/cm3) 3.97

Material type Insulator
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4.3 Breakdown Voltage Test of Mustard Oil

The AC breakdown voltages of the fresh mustard oil and nanofluid-based mustard
oil are measured using the breakdown test. Before the breakdown test, prepared
mustard oil-based nanofluid was heated at temperature 40 °C to remove the
moisture content in the oil for 24 h. The basic objective of breakdown test is to
examine the effect of Al2O3 nanoparticle on the breakdown voltage of fresh mustard
oil. The liquid dielectric test kit is used to measure the breakdown voltage of fresh
and nanofluid-based mustard oil. The gap spacing between the two brass electrodes
is 1 mm. The rate of rise of voltage is 1 kV/Sec, and frequency is 50 Hz. The
measurements observed from the test are carried out at room and different tem-
perature condition. It is mentioned that the concentration of 0.95 gm Al2O3 and
average nanoparticle size 50 name to indicate insulative nanoparticles are weighed.

Furthermore, the breakdown tests are executed on 950 gm oil using 0.1% white
Al2O3 (0.95 gm). To check the attained results, each breakdown test is carried out
by taking single oil sample, and individually sample is tested four times with
two-minute delay and half an hour for different temperature condition. The results
obtained from the breakdown test are carried out based on average values [9]. The

Fig. 3 Transformer oil
nanofluid preparation method
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measuring breakdown voltage test setup is same for simple mustard oil and
nanofluid-based mustard oil. Tables 2 and 3 show the average breakdown results of
simple mustard oil and nanofluid-based mustard oil. Figure 4 represents the cre-
ation of soot after breakdown in mustard oil.

Table 2 Average breakdown result of simple mustard oil

Average breakdown voltage
(kV)

Temperature (°C)

1 17.61 30

2 15.02 40

3 18.85 50

4 17.27 60

5 17.80 70

6 17.11 80

Table 3 Average breakdown result of nanofluid-based mustard oil

Average breakdown voltage
(kV)

Temperature (°C)

1 11.98 30

2 14.97 40

3 17.68 50

4 20.78 60

5 23.32 70

6 25.44 80

Fig. 4 Creation of soot after breakdown in mustard oil
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5 Result and Discussion

The AC breakdown strength of the nanofluid as a function of the temperature is
shown in Figs. 5 and 6. The AC breakdown voltages obtained during the test are
measured in rms. The AC breakdown strength increases with the increase in tem-
perature. The value of the breakdown strength increases significantly in the mass
fraction of 0.1% and shown the improved dielectric strength of mustard oil.
Nanofluid-based mustard oil shows greater dielectric strength at a particular tem-
perature and lower dielectric strength at lower temperatures as compared to simple
mustard oil as shown in Fig. 7.

Fig. 5 Average breakdown voltage of simple mustard oil versus temperature

Fig. 6 Average breakdown
voltage of nanofluid-based
mustard oil versus
temperature
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6 Conclusion

In this paper, initially the simple mustard oil was selected and their breakdown
voltage was investigated. Furthermore, Al2O3 nanoparticle was selected, and
transformer oil-based nanofluids were prepared with particular nanoparticle volume
concentration. The AC breakdown strength of prepared nanofluids was tested and
investigated. This work confers the effect Al2O3 nanoparticle on mustard oil. The
investigation results show improvement in breakdown strength due to the addition
of Al2O3 nanoparticle. The breakdown strength shows improvement with different
temperature due to the reduction of moisture content. Additionally, the breakdown
strength increases with a single mass fraction of Al2O3 nanoparticles, which con-
cludes that Al2O3 nanoparticle shows inhibitory effect on the breakdown process.
Nanofluid-based mustard oil shows greater dielectric strength than simple mustard
oil at higher temperature. From the experimental results, it was observed that the
nanoparticles used in the experimentation were good aspirants to improve mustard
oil for dielectric applications.

References

1. B.S.H.M.S.Y. Matharage, M.A.R.M. Fernando, M.A.A.P. Bandara, G.A. Jayantha. Kalpage,
“Performance of Coconut oil as an alternative transformer liquid insulation”, IEEE Trans. on
Dielectr. and Elect. Insul., Vol. 20 No. 3, pp. 887–898, 2013.

2. L. Syed Mohammed, Mazood, M. Bakrutheen, M. Willijuice, Iruthayarajan, M. Karthik,
“Studies on critical properties of vegetables oil based insulating fluids”, IEEE India Conference
(INDICON), pp. 1–4, 2015.

3. M. Marci, Ľ. Csányi, “Electric breakdown strength measurement of liquid dielectric samples
exposed to the weather effect”, in Proc.10th Sci. Conf. of Young Researchers—FEI TU of
Kosice, 2010.

Fig. 7 Comparison of simple mustard oil versus nanofluid-based mustard oil

Experimental Investigation on Mustard Oil-Based Alumina … 141



4. M. M. Mohsin; M. Rehrnan; R. S. Nema; M. N. Narayanachar, “Measurement of transformer
oil dielectric strength”, IEEE Region 10 Conference TENCON, Vol. 3, pp. 436–439, 2004.

5. P. Muangpratoom, N. Pattanadech, “Dielectric Breakdown Strength Mineral Oil Based
Nanofluids’’, in Proc. International Conference on Condition Monitoring and Diagnosis,
pp. 266–269, 2016.

6. M. Rafiq, C. Li, I. Khan, H. Zhifeng, Y. Lv, K. Yi, “Preparation and breakdown properties of
mineral oil based alumina nanofluids”, in Proc. IEEE Int. Conf. on Emerging Technologies
(ICET), pp- 1–3, Dec. 19–20, 2015.

7. J. G. Huang, M. Zahn, and F. O’Sullivan, J Appl. Phys. 107, 014310 (2010).
8. Y. F. Du and Y. Z. Lv, Effect of Ti02 Nanoparticles on the Breakdown Strength of Transformer

Oil, IEEE, San Diego, CA (2010), pp. 1–3.
9. Mohamed E. Ibrahim; Amr M. Abd-Elhady; Mohamed Izzularab, “Effect of nanoparticles on

transformer oil breakdown strength: experiment and theory”, IET Science, Measurement &
Technology, Vol. 10, pp. 839–845, 2016.

142 S. Thakur et al.



Optimization Method for Unit
Commitment in High-Level Wind
Generation and Solar Power

Saket Saurabh and MdIrfan Ahmed

Abstract One of the serious challenges that the power sector is experiencing today
is unit commitment. The problem becomes more severe when renewable energy is
integrated with the convention power station. In the present scenario, renewable
energy alone is inadequate to achieve the demand for power. Thus, operating
renewable energy coherently with the conventional power station is a major
complication. The demanded power must be fulfilled by the generation scheduling
under the constraint of irregularities of renewable energy that can be economically
availed. Application of GA can be an important tool for solving the problems of
unit commitment. Like quadratic programming which is a conventional tool for
mathematical optimization, the solution of GA can be reformed by applying its
output as initial feasible. With the application of GA, the solution is improved under
the constraint of integrating renewable energy with conventional resources.

Keywords Unit commitment problems (UCPs) � Unit commitment (UC)
Genetic algorithm (GA)

1 Introduction

The total load demanded in an electric power system is not constant throughout the
day. The demand as a function of time is nonlinear and dynamic, exhibits calendar
effect and seasonality, and depends on weather-related effects as well as historical
data. The domestic load mainly consists of lights, fans, and appliances such as
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refrigerators, heater, television, and air-conditioners which has a high peak during
the evening and a low peak during the remaining hours of the day. The commercial
load which covers mainly shops, malls, offices, hospitals, theaters, clubs, hotels,
etc., is characterized by two peaks—mornings and evenings. So, load forecasting is
done for daily, weekly, and seasonal demands in advance. The load forecasting is
followed by election of units which will supply the estimated load for the required
period of time at minimum cost. All the available units cannot be run all the time as
it is not economical. “Determining the units of a plant that should operate for a
particular load is unit commitment problem.” Here, we have used economic-
emission unit commitment schedule. In recent researches, renewable energy sources
have been given importance along with the lower cost of electricity generation
without causing adverse effects on surroundings. Along these energy sources,
investigating solar and wind power and integrating them with the thermal power
systems could be a suitable option. In the first stage, economic load dispatch is
done, and in the second stage, UCP is implemented in wind and solar power
using GA.

2 UC Problems

In order to achieve and supply the estimated power demand, UCPs include a
schedule for starting up and shutting down. While solving the UCP, there are two
elemental decisions. These comprise finding the UC and determining economic
dispatch. The UC selection includes allotment to the yielding units. These units
while taking into consideration the system capacity requirements run all along the
planning perspective. It also includes sufficiency and the restrictions on starting up
and shutting down of units. In determining economic dispatch, allocation of power
requirement by the system and spinning reserve capacity during the explicit hour of
service are involved. Though these two selections are interdependent, the UCPs
generally hold one and the other decisions into the calculation. Its objective is to
achieve a comprehensive minimum cost option for running the power system
during the scheduled bounds. The economic dispatch and the UC selections are
clashing, whereas the achievement of one restriction leads to contravention in the
other.

The UC method can be categorized as follows:

• Priority list,
• Dynamic programming,
• Lagrangian relaxation,
• Branch and bound, and
• Benders decomposition.
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3 Genetic Algorithm

GAs are adjusted quest procedure established on the regulation and working of
“survival of the fittest” from natural evolution. GA serves as a repetitious pro-
ceeding on a hard and fast range of population. The contender solutions exhibit
encoding of the matter to a type that can be compared to the chromosomes of
biological systems. A potential answer for given objectives that perform once
associated with everybody may be fitness price that interprets capability to sustain.
GA belongs to the category of probabilistic algorithms as it mixes components of
directed search as well as random search. To attribute this, GA is stronger than the
existing guided search strategies [2].

3.1 Problem Formulation

The basic purpose of the UCPs is to reduce the total cost of manufacturing over the
scheduling horizon. The overall costs comprise the following:

(i) Cost of fuel: Fuel costs are computed by feeding fuel price and unit heat rate
data.

(ii) Cost of starting up: Cost of starting up can be illustrated as a function of
duration in hours the unit has been down.

(iii) Cost of shutting down: It may be defined as the constant amount in dollar per
unit for every shutdown.

The constraints which must be satisfied during the optimization process are:

(a) System power balance (demand + losses + exports),
(b) System reserve requirements,
(c) Unit fundamental conditions,
(d) Unit low and high MW limits,
(e) Unit minimum up- and downtime,
(f) Unit status constraints (requisite run, fixed MW, unavailability, availability),
(g) Unit price limits,
(h) Unit starting-up and shutting-down ramps,
(i) Unit flame stabilization fuel mix,
(j) Unit dual or alternate fuel usage,
(k) Unit or plant fuel availability, and
(l) Plant crew constraints.

Restrictions (a) and (b) involve all the units of the system and are known as
coupling or system constraints. The system constraints must be customized to take
into consideration the exchange of schedules for multiarea unit commitment and the
tie-line limitations. In general, in the allotment of the demand and the reserves to
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the generating units, constraints of the system must take into account possible
transmission bottlenecks. Constraints from (c) to (k) are related to particular units
and are called local constraints.

3.2 Objective Function

The objective function of the thermal UC problem is comprised of fuel and start-up
costs of generating units, and we can expressed it as

FC PðtÞð Þ ¼
X24

h¼1

X10

i¼1

ðai þ biPi;hðtÞþ ciP
2
i;hðtÞÞUi;h þ start - up cost

Such that

Pmin
i �PiðtÞ�Pmax

i

X10

i¼1

Pi;hðtÞUi;h þwindh þ solarh ¼ Demandh

where ai, bi, ci are the positive fuel cost coefficients of unit i.
U = binary operator 0 or 1 for uncommitted and committed unit, respectively.
The output power of the PV panel is

Ppv tð Þ ¼ Abl tð Þ

where

A = Area of PV panel
l(t) = Solar insolation
b = Efficiency of PV panel.

Usually, the output power of wind turbine is proportional to kinetic energy, air
density, etc.

Pwind tð Þ ¼ 0:5aq tð ÞAv tð Þ3

where

a = Albert Betz constant
q(t) = air density
A = Area swept by the turbine rotor
v(t) = wind speed

Fuel emission of the power plant is considered as quadratic in nature as given by
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eCi Pi tð Þð Þ ¼ ai þ biPi tð Þþ ciP
2
i tð Þ

where ai, bi, ci are the emission coefficients of unit i.

4 Results

In this paper, three cases of UC problem and ten generator unit systems with
maximum and minimum generating capacity are considered. Generation cost is
reduced when we have used renewable energy sources so GENCO Company gets
the profit by the use of combination of both wind and solar power system. Total
execution time for the calculation of fuel cost and fuel emission is reduced by using
GA (Table 1).

Case1: Only conventional units are considered for schedule demand of 24 h as
given in Table 2. The cost of generation is found to be 585,288.980700 $/24 h, and

Table 1 Generator data

U-l U-2 U-3 U-4 U-5 U-6 U-7 U-8 U-9 U-10

Pg (max) 455 455 130 130 162 80 85 55 55 55

Pg (min) 150 150 130 130 25 20 25 10 10 10

Uptime 8 8 5 5 6 3 3 1 1 1

Downtime 8 8 5 5 6 3 3 1 1 1

Initial status 8 8 −5 −5 −6 −3 −3 −1 −1 −1

Table 2 Load demand and renewable energy schedule

Hour (MW) 1 2 3 4 5 6

Power demand 700 750 850 950 1000 1100

Wind generation 10.54 22.27 25.5 25.5 25.5 25.5

Solar generation 0 0 0 0 0 0

Hour 7 8 9 10 11 12

Power demand 1150 1200 1300 1400 1450 1500

Wind generation 25.5 25.5 25.5 25.5 25.5 25.5

Solar generation 0.09 17.46 31.45 36.01 38.06 35.93

Hour 13 14 15 16 17 18

Power demand 1400 1300 1200 1050 1000 1100

Wind generation 25.5 24.52 20.74 14.62 25.5 19.04

Solar generation 36.78 31.59 9.7 12.92 0 0

Hour 19 20 21 22 23 24

Power demand 1200 1400 1300 1100 900 800

Wind generation 25.5 18.02 25.5 21.42 0 2.55

Solar generation 0 0 0 0 0 0
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the fuel emission for this conventional source is found to be 26,062.283000 ton/
24 h.

Case 2: Same 10 units as in case 1 are integrated with wind power generator.
Average wind generation schedule as given in Table 2 is considered. The cost of
generation is found to be 576,988.040184 $/24 h, and the fuel emission for this
conventional source is 26,120.473170 $/24 h.

Case 3: Here, conventional units are integrated with both solar and wind power
generator average generation schedules as given in Table 2. The cost of generation
is found to be 569,958.200281 $/24 h, and the fuel emission for this conventional
source is 25,459.813462 $/24 h (Fig. 1).

5 Conclusion

The test of UC on all the three cases shows that integration of wind and solar
effectively reduces the cost of production and emission. The objective is to reduce
the cost only so case 3 shows that emission and cost simultaneously decrease for
green power generation. The complexity of the problem to find the optimal com-
mitment schedule for three cases was solved within 400 s. It shows the potential of
genetic algorithm to find the nearest global minima of the constraint fitness
function.

Further works can be done to find the optimum UC schedule by considering both
objectives of lowest cost and lowest emission with integration of renewable energy
resources by multiobjective genetic algorithm.

Fig. 1 Demand, wind power, and solar power curve
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An Implicit Approach to Minimize
the Reactive Power of a 765 kV
Interconnected Bus System in India

Rishiraj Sarker, Debaparna Sengupta, Susanta Kumar Bhattacharya
and Asim Datta

Abstract There has been phenomenal expansion in Indian power sector since
independence. The first 765 kV transmission line was commissioned in 2007 in the
Western part of India. It is expected that in coming years, India will be requiring a
huge demand of large power stations for bulk power flow. Keeping that in mind,
large substations are designed for further augmentation. This paper provides a
comprehensive power flow study of a 765 kV interconnected bus system based on
the standard parameters of the 800 kV (with 765 kV as the nominal voltage) class
transmission system of India. This type of analysis is very useful for solving
different power flow problems of an extra high-voltage (EHV) transmission system.
The scope of the work is limited to air-insulated substations only. The software
analysis is done on MiPower environment for real-time analysis.

Keywords MiPower � Load flow � 765 kV transmission line � Interconnected bus
Gauss–Seidel

R. Sarker (&) � A. Datta
Mizoram University, Aizawl, India
e-mail: sarker.rishiraj88@gmail.com

A. Datta
e-mail: asimdatta2012@gmail.com

D. Sengupta
Techno India College of Technology, Kolkata, India
e-mail: imdebaparna@gmail.com

S. K. Bhattacharya
Netaji Subhash Engineering College, Kolkata, India
e-mail: skbhatta1957@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_18

151



1 Introduction

Earlier in the year 1990, Central Electricity Authority (CEA) of India published a
technical report detailing parameters of the 800 kV (with 765 kV as the nominal
voltage) class transmission line equipment based on the recommendations of var-
ious organizations [1]. Following this, a good number of transmission lines were
identified at this voltage level. Though some of these lines were installed to
maintain 800 kV class parameters, they were being operated at 400 kV level due
to unavailability of adequate power. With the initiative taken by the government to
have ‘electricity for all’ in the year 2012, suddenly it came to near-reality to
augment the above-mentioned lines to 765 kV. It is also expected to construct a few
more intra-regional and inter-regional lines based on the EHV substation parame-
ters of India [2, 3]. Keeping that in mind, a suitable load flow analysis is done based
on the standard 765 kV substation. The design is based on the basic parameters of
the equipment used in an EHV substation [4, 5]. As Newton–Raphson power flow
is basically dependent on it’s initial values, a convergence problem has been
observed in simulations due to such initialization [6]. Thus, Gauss–Seidel method
of power flow is taken into consideration in this work. The program has been
developed assuming loads as constant power. Different types of loads need to be
considered for accurate representation of system loads [7].

Load flow or power flow study has a significant importance in power system. It
deals with various quantities of the power system such as real power, reactive
power, and magnitude of voltage and phase angle of voltage. Load flow studies are
made to plan the best operation and control of the existing system as well as to plan
for the future expansion to keep pace with the load growth. Such studies help in
ascertaining the effects of new loads, new generating stations, new lines, and new
interconnection before they were installed. The prior information serves to mini-
mize the system losses and to provide a check on the system stability [8].

Load flow analysis using MiPower software is accurate and gives highly reliable
results. This research makes effective use of MiPower to carry out load flow analysis
of a 765 kV interconnected system. The actual ratings of power transformers, circuit
breakers, current transformers, potential transformers, and isolating switches are
taken [1] and modeled accordingly in MiPower. The major problem of almost all
EHV transmission system is under voltage. Reactive power (VAR) cannot be
transmitted over long transmission line, especially under heavy load conditions.
Therefore, it is to be generated close to the point of power consumption. Due to the
effect of this phenomenon, a difference between the voltages will be created, which
causes reactive power (VAR) to flow, and the voltage of a power system is only
±5% of the nominal voltage. This small voltage difference does not ensure sub-
stantial reactive power (VAR) flow over long distances. So if that reactive power
(VAR) is not available at the load center, the voltage level goes down. Chronic under
voltages cause excessive wear and tear on certain devices like motor. This kind of
problems can be predetermined by load flow study, and suitable precaution can be
taken. Recently, reactive power compensation approach was proposed by Rajasthan
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(India) Electricity EHV transmission system [9]. The analysis is very useful for
mitigating reactive power problems in high-voltage transmission line.

The analysis of a high-voltage transmission noise has been shown in [10]. 765 kV
single-phase switching compensation techniques were presented by American
Electric Power Service Corporation in 1981 [11]. Different ground fault mitigation
schemes were proposed in this paper. A novel approach for interconnecting the
existing grid system of the northeastern part of India was modeled in real-time
software environment [12]. Such studies are very helpful for implementing a new
EHV substation or augmenting an existing one to the grid. Thukaram et al.
(2006) published a paper which shows a comparative study between transient and
steady-state analysis for a 765/400 kV EHV transmission substation based on Indian
Power System [13]. A number of researches have been done on 765 kV intercon-
nected bus system across the world till now, though no work related to load flow
study of 765 kV interconnected bus system of India has been found till date.

2 Power Flow Analysis Using Gauss–Seidel Method

Load flow solution gives initial condition of a system when transient behavior of
the system is to be studied. The solution can be done for balanced as well as
unbalanced condition. The load flow solution of a system involves mainly three
steps. They are drawing of single-line diagram of network, formulation of network
equations, and suitable mathematical solution for the equations. The mathematical
techniques include Gauss–Seidel method, Newton–Raphson method, advanced
Newton–Raphson method, fast decoupled method. In this paper, load flow problem
is solved by Gauss–Seidel method.

P ¼
Xn

q¼1

ep epGpq þ fqBpq
� �þ fp fqGpq � eqBpq

� �� � ð1Þ

Q ¼
Xn

q¼1

ep epGpq þ fqBpq
� �þ fp fqGpq � eqBpq

� �� � ð2Þ

V2
p

���
��� ¼ e2p þ f 2p ð3Þ

These three sets of nonlinear load flow Eqs. (1), (2), and (3) are presented in terms
of real and imaginary components of nodal voltages. Here, real power (P) and
reactive power (Q) for a load bus and the real power (P) and voltage (V) for a
generator bus are specified, and eP and fP are taken as unknown quantities, whereas
G and B are conductance and susceptance, respectively. For n-bus system, the
number of unknowns is 2(n−1) as the voltage at slack bus is known. Gauss–Seidel
method is the earliest devised method which shows slower rates of convergence
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compared to other iterative methods. The main advantage of using Gauss–Seidel
method is its ease in programming and most efficient use of core memory.

3 Simulated System

The system under study is a five bus, 765 kV interconnected transmission system. It
consists of two generators (each rated at 1500 MW), four different loads connected
to the individual buses, and connecting transmission lines.

Figure 1 shows the simulated diagram to analyze the aforesaid system.
Generator 1 and 2 will supply power to the 765 kV rated bus ‘North’ and ‘South,’
respectively. Base MVA is taken as 100 MVA, and frequency is 50 Hz. Each and
every bus is rated at 765 kV. Minimum voltage (Vmin) and maximum voltage (Vmax)
are 0.95 and 1.05 pu, respectively. Loss load factor is taken as 0.3. Total line
charging susceptance (B) is 0.00002, and line charging MVAR at 1 pu voltage is
0.002. Tables 1, 2, and 3 show data sheet of connected loads, transmission lines,
and the real and reactive power, respectively. For calculation, acceleration factor
and slack bus angle (degrees) are taken as 1.4 and 0.00, respectively.

Fig. 1 Simulated diagram of 765-kV interconnected system

Table 1 Real and reactive power rating of different loads connected to the buses

Real power (MW) Reactive power (MVAR) Power factor

South 300 84.209 0.963

Lake 450 127.658 0.962

Main 500 164.342 0.950

Elm 250 71.071 0.961
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4 Results and Analysis

In the system, five buses, four loads, six transmission lines, and two sources
(generator) are taken. Number of iteration is taken 15 for solving the model,
Q check limit is 4, P and Q tolerance is 0.001 for the system under study.
Transformer R/X ratio is 0.05000, and circuit breaker XPU is 0.00010 for system
convenience. The iteration details are shown in Table 4. Generated P, Q, V and
angle details are shown in Tables 5 and 6, respectively.

Table 2 Transmission line
data

From node To node Line parameter

Rpu Xpu B/2pu
Main (4) Elm (5) 0.01142 0.26188 0.0000

North (1) Lake (3) 0.01142 0.26188 0.0000

South (2) Lake (3) 0.01142 0.26188 0.0000

South (2) Elm (5) 0.01142 0.26188 0.0000

Lake (3) Main (4) 0.01142 0.26188 0.0000

Main (4) Elm (5) 0.01142 0.26188

Table 3 Total real and
reactive power

1. Total specified MW generation 3000

2. Total maximum MVAR limit of generator 1450

3. Total specified MW load 1500

4. Total specified MVAR load 447.28

Table 4 Iteration details Iteration count Errors Bus no.

1 0.453913 3

2 1.043300 5

3 1.045086 4

4 1.488521 5

5 2.856061 5

6 1.792361 4

7 0.867430 2

8 0.840217 4

9 0.458659 2

10 0.412392 5

11 0.528005 5

12 0.499622 3

13 1.802873 5

14 0.850644 2

15 1.501615 2
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The following analyses are made from the above simulation (Table 7).

• The total number of buses exceeding the maximum voltage limit: 3
• Number of lines loaded between 1 and 25%: 6
• Total real power generation: 2731.576
• Total reactive power generation: 235.943
• Generation power factor: 0.793
• Total real power loss (AC + DC): 41.86 MW (41.86 + 0.000000)
• Percentage of real power loss (AC + DC): 2.79.

Table 5 Bus voltage magnitude, angle, and power

From bus Voltage magnitude
(p.u.)

Angle
(°)

MW
generated

MVAR
generated

MW
load

MVAR
load

North (1) 1.0000 0.00 831.576 203.845 0.000 0.000

South (2) 1.3528 158.13 600.000 250.000 300.000 84.209

Lake (3) 1.1764 90.40 0.000 0.000 500.000 164.342

Main (4) 1.4013 131.20 0.000 0.000 250.000 71.071

Elm (5) 1.0175 120.83 0.000 0.000 450.000 127.658

Table 6 Line losses

From node To node Forward Loss MVAR loading (%)

MW MVAR MW MVAR

Main (4) Elm (5) 107.133 89.589 3.2219 73.8869 4.0

North (1) Lake (3) −431.576 43.845 9.8935 14.8740 14.1

South (2) Lake (3) 581.648 43.121 3.3650 65.1554 12.9

South (2) Elm (5) 330.133 66.270 11.2255 57.4326 7.5

Lake (3) Main (4) −408.246 69.685 14.1541 24.5941 8.4

Table 7 Power distribution Description Zone-1

1. MW generation 1431.576

2. MVAR generation 453.85

3. MW load 1500.0000

4. MVAR load 447.2800

5. MVAR compensation 0.0000

6. MW loss 41.86

7. MVAR loss 235.943

156 R. Sarker et al.



5 Conclusion

The principal information obtained from power flow study is the magnitude and
phase angle of the voltage at each bus and the real and reactive power in each line.
The voltage magnitude (pu) and the phase angle (°) should be coordinated correctly
with the bus switching scheme. The reactive power compensation problems can be
mitigated by using VAR compensator or different FACTS controller. The loss
percentage of real power is very low in our analysis, which shows the reliability of
designing this kind of interconnecting EHV substations. The approach used in this
paper will help to design a 1200 kV interconnecting substation in future. Hope this
analysis will usher a new era in the power sector of India.
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A CFS–DNN-Based Intrusion Detection
System

Sayak Paul, Chandan Banerjee and Moinak Ghoshal

Abstract The Internet communications are being developed to a great extent. With
this development, an enormous amount of data is being generated. However, this
data is not always secured. Intruders are always trying to misuse this data and gain
unauthorized access, and hence, network security is also being compromised. An
Intrusion Detection System (IDS) provides an efficient way to handle this. In this
paper, an efficient IDS has been proposed which uses the NSL-KDD dataset which
is a high-dimensional dataset. The dataset contains a large number of records,
labeled as attack or normal. Correlation-based Feature Selection (CFS) method is
chosen to select relevant and important features from the dataset for reducing the
overall runtime of the proposed model, and a Deep Neural Network
(DNN) classifier is used to examine if a record is normal or an attack. We tested our
model using model validation and also compared the results with other existing
models.

Keywords Feature selection � IDS � CFS � DNN � Model validation

1 Introduction

Presently, the Internet has become one of the necessities in our day-to-day lives. In
many of the cases, the corresponding data is private and its security needs to be
assured. But, to secure this data the network through the data is being managed also
needs to be secured. Intrusion Detection Systems help in maintaining the network
security [1]. IDS provides a security mechanism used to monitor the behavior of the

S. Paul � C. Banerjee (&) � M. Ghoshal
Netaji Subhash Engineering College, Kolkata 700152, India
e-mail: chandanbanerjee1@gmail.com

S. Paul
e-mail: spsayakpaul@gmail.com

M. Ghoshal
e-mail: moinakghoshal1@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_19

159



network. To do this, the IDS compares a new user activity with already stored user
activities in the IDS and gives the result. There are mainly two approaches being
used in Intrusion Detection System. One is Anomaly-based Intrusion Detection and
the other is misuse-based Intrusion Detection. Anomaly-based Intrusion Detection
Systems are more accurate than misuse-based Intrusion Detection Systems as they
cannot detect unknown attacks, whereas Anomaly-based Intrusion Detection
Systems construct a general behavior of the network system using some algorithm
[2, 3]. The approaches of IDS on the basis of location of monitoring can also be
classified as Host-based Intrusion Detection System (HIDS) and Network-based
Intrusion Detection System [4]. In this paper, we have proposed an efficient IDS
which can detect whether a user activity is normal or attack. The user activities in a
network are quantified in NSL-KDD dataset, and it is being used for our experi-
mental purpose. As the dataset contains a large number of features and user records,
we applied Correlation-based Feature Selection method to choose a set of important
features which can be used in building our IDS. After that, we trained a Deep
Neural Network and optimized it to classify if the user records are normal or not.
Model validation is used to test our model. We have also compared our model with
the existing models.

2 Related Work

In 2004, J. G. Dy and C. E. Brodley proposed a method of feature selection for
unsupervised learning where they tackled the issues of automated feature subset
selection algorithm for unlabeled data through feature subset selection using
expectation maximization (EM) clustering (FSSEM) and two different performance
criteria for evaluating candidate feature subsets [5]. In 2004, L. Yu and H. Liu
proposed an efficient feature selection method on the basis of redundancy and
relevance [6]. Feature selection is also explored in the context of intrusion detec-
tion. In 2010, R. Datti and B. Verma proposed linear discriminant analysis
(LDA) algorithm to extract features for detecting intrusions. The method was able
to reduce the 41 features of the dataset into 4 features [7]. In 2016, M. H. Aghdam
and P. Kabiri proposed ant colony optimization-based features for Intrusion
Detection System which was able to select 24 features from 41 features [8].

Combinations of feature selection methods and machine learning algorithms
have also been proposed by researchers over the years. In 2013, J. Jha and L. Ragha
proposed support vector machine-based Intrusion Detection System where they
incorporated information gain ratio and k-means for feature selection and support
vector machine for classifying if a record is attacked or not [9].
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3 NSL-KDD Dataset

NSL-KDD dataset is a refinement of old KDD Cup’99 dataset which has some
inherent problems. NSL-KDD dataset is comprised of four separate datasets. They
are “KDDTrain+,” “KDDTest+,” “KDDTest-21,” and “20%KDDTraining+.” For
our experiments, KDDTrain + has been used which 41 features with 125,973
records labeled as normal or attack [10].

Forty-one features are divided into four groups as basic features, content fea-
tures, time-based traffic features, and host-based traffic features [11].

The attacks are categorized into four groups. They are denial of service attack
(DoS), user-to-root attack (U2R), remote to local attack (R2L), and probing attack
[12].

4 Proposed Model

We have presented an efficient IDS model which can classify an user activity (a
record) either as normal or attack. NSL-KDD dataset (KDDTrain+) is used in our
experiments. As discussed in the NSL-KDD dataset section, it contains a large
number of features. So to reduce the number of features and thereby reducing the
runtime of the classifier (which decides if a record is normal or attack) that we have
used, we applied feature selection on the dataset incorporating Correlation-based
Feature Selection (CFS). After that, we used the features that were selected by CFS
method to train our classifier (Deep Neural Network in this case). Further, we
optimized it by using Adam optimizer. We tested our model by means of model
validation. Below algorithm shows the steps that were used to design our model:

Input: NSL-KDD dataset.
Output: NSL-KDD dataset classified.
Step 1: Preprocess NSL-KDD dataset.
Step 2: Normalize the dataset.
Step 3: Apply Correlation-based Feature Selection (CFS) for the task of feature
selection.
Step 4: Construct a Deep Neural Network classifier with the features generated by
CFS for the task of classification, i.e., to examine the records of the NSL-KDD
dataset to be either normal or attack.
Step 5: Optimize the classifier using Adam optimizer.
Step 6: Train the classifier.
Step 7: Evaluate the performance of the classifier using model validation.
Step 8: Calculate the classification accuracy.
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4.1 Data Preprocessing

The NSL-KDD dataset consists of 41 features and a class variable as discussed in
the NSL-KDD dataset section. The features include both numeric and categorical
values. For the experiments, the categorical values are converted to numeric values
based on their occurrence frequencies. The attack classes were divided into four
different classes. To make the dataset simple, we grouped them into one class, i.e.,
the attack classes were assigned the value of 2 and the normal classes were assigned
the value of 1.

4.2 Data Normalization

The features of the NSL-KDD contain both discrete and continuous values. When
the discrete and continuous values of these features are combined, it makes the
range of the feature values different. To solve the issue, after preprocessing, we
normalized the dataset using min–max technique to fit our calculations. As a result,
the range of all features became same which helped our model train well.

4.3 Feature Selection

Higher dimensional data results in longer training and testing time, more usage of
computer memory resources, longer processing time. More efficient model can be
constructed by reducing the dimensionality of the dataset without having to com-
promise with the performance. This can be achieved by features selection technique
in which the relevant and important features are selected using some measures [13].
We incorporated Correlation-based Feature Selection method to achieve this.

The CFS algorithm works by ranking the feature subsets based on a
correlation-based heuristic evaluation function. The evaluation function selects the
subsets that contain features that are highly correlated with the class variable and
uncorrelated with each other. Features having low correlation with class and
redundancy are ignored and considered as irrelevant. Equation (1) shows the
equation that is used in the evaluation function.

rzc ¼ krzi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kþ kðk � 1Þrii
p ; ð1Þ

where rzc is the correlation between the summed components and the outside
variable, k is the number of components, rzi is the average of the correlations
between the components and the outside variable, and rii is the average
inter-correlation between components [14].

162 S. Paul et al.



4.4 Classification

After getting the feature set, a Deep Neural Network is trained with these features
and their respective values. Deep Neural Network uses a simulation of computing
that is very much inspired by the structure of the brain. That is why the term Neural
Network. The fundamental foundational unit of a Neural Network is the neuron.
Each neuron takes a set of inputs, with which a particular weight is assigned. The
neuron executes some function on these weighted inputs. A linear neuron is fed
with a linear combination of the weighted inputs, whereas a sigmoidal neuron is
more complicated. In most of the cases, sigmoidal neurons are used much more
often than linear neurons because they allow the use of more versatile algorithms as
compared to linear neurons. A Neural Network comes into play when the neurons
are connected to each other, i.e., to the input data and to the outputs which are
essentially the network’s answer to the learning problem. Figure 1 shows a general
structure of a Deep Neural Network with three layers.

Neural Networks having multiple hidden layers and having connection to all the
neurons at each layer are called Deep Neural Networks (DNNs). During training,
the Neural Network is shown a large number of training examples and iteratively
modifies the weights to minimize the errors we make on the training examples. The
training is affected by the learning rate and backpropagation which is used to
connect the output of each layer to its previous layer [15]. We used four layers of
DNN (one input layer, two hidden layers, and one output layer) for our proposed
model.

4.5 Optimization

Choosing Neural Network model architecture and parameters has a direct effect on
the training accuracy. We used Adam optimization for choosing the learning rate
that makes the model to generalize well to out-of-sample data [16].

4.6 Training Our Model and Testing Using Model
Validation

During the model contraction, the dataset is split into training and testing set. About
70% of the dataset is used as the training set and rest is used as the testing set. Our
goal is to achieve the maximum validation score based on accuracy. Accuracy is the
percentage of the correctly classified instances [17].
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5 Experimental Results

Figure 2 shows a graph that compares between CFS and other feature selection
methods (lasso regression, random forest) on the basis of number of features each
method generated.

Fig. 1 A Neural Network with three layers and three neurons per layer
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Fig. 2 Bar graph showing
different feature selection
methods, and the number of
features generated by them

Fig. 3 Graph showing the
runtimes for training the DNN
with different number of
features including all the
features

Fig. 4 Bar graph showing
accuracy scores obtained by
combining the
above-mentioned feature
selection methods with DNN
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In Fig. 3, different runtimes for training the DNN with different number of
features including all the features have been shown.

In Fig. 4, a graph is presented to compare the accuracy scores of the
above-mentioned feature selection methods paired with DNN.

Adam optimizer chooses the optimal learning rate, and it affects the training
accuracy also. In Fig. 5, we show how the accuracy score changes with different
learning rates.

In our case, with a learning rate of 0.01, the highest accuracy score is achieved.
Figure 6 shows the accuracy scores of different classifiers including DNN coupled
with CFS.

Fig. 5 Graph showing the
change in accuracy scores
with respect to different
learning rates

Fig. 6 Bar graph showing the accuracy scores of different classifiers including DNN with CFS
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So from Fig. 3, 4, and 6, it can be seen that the proposed model produces better
results (with efficient runtime) than the existing models.

6 Conclusion

In this paper, we aimed to build an efficient IDS. We have shown how CFS stands
out of the other feature selection methods and how it selects important features
which resulted in a much lesser run tome. Further, the features generated by it are
used to train a DNN classifier for the task of classification. Our model is tested
using model validation, and a comparison is also shown from which it can be seen
that our model performs better than the other models.
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A Compact Ku-Band Bandpass Filter
with Wide Upper Stopband Using SIR

Atiqur Rahman, Sushanta Kabir Dutta and Pankaj Sarkar

Abstract In this paper, a Ku-band bandpass filter with wide upper stopband
characteristics is presented. The bandpass filter is implemented with a stub-loaded
resonator (SLR). The resonator is designed to incorporate two resonating modes in
the passband. Due to the presence of higher-order harmonics, the stopband is
restricted to 25 GHz. To extend the stopband, the stepped-impedance stub (SIS) is
connected at the input and output port. The proposed SIS stub has broad stopband
characteristics, which extend the stopband up to 40.0 GHz. The proposed filter is
analysed and simulated using a 3D EM solver. Simulated response agrees well with
the analytical procedures.

Keywords Ku-band bandpass filter � Stub-loaded resonator � Stepped-impedance
stub � Wide upper stopband � Harmonic suppression

1 Introduction

Recently, the research to develop broadband systems for the application in medical
imaging systems, pulse communication, surveillance systems and ground penetra-
tion radar has initiated tremendous interest among the researcher. A broadband
system is highly essential to satisfy the demand of modern day’s high data rate
transmission. One of the indispensable components in microwave subsystem is the
bandpass filter. A farrago of design topologies to realize the broadband bandpass
filter has been reported in recent decades [1–10]. In [1], the SIR is used to
implement UWB bandpass filter (3.1–10.6 GHz) by incorporating three resonating
modes in passband. Fork-form resonator is used to realize broadband bandpass
filter, which is presented in [3]. In [4], cross-shaped resonator and its application in
UWB filter design domain are discussed. It can be seen that mostly multiple-mode
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resonator (MMR) is the suitable choice for broadband filter design. But the
drawback of MMR-based bandpass filter is the restricted upper stopband charac-
teristics due to higher-order harmonics. Eliminating the higher-order harmonics, the
EBG-embedded MMR band broadband filter is presented in [5, 6] with wide upper
stopband characteristics. Cascaded lowpass and highpass filter can also be imple-
mented to achieve broad passband characteristics with wide upper passband
response [7, 8]. A compact microstrip resonator-based Ku-band bandpass filter is
presented in [9], where the upper stopband characteristic is achieved up to 25 GHz.
The substrate integrated waveguide technology is explored in [10] to implement
Ku-band filter.

In this paper, a Ku-band bandpass filter is implemented using a stub-loaded
resonator (SLR). The proposed resonator utilized two resonating modes to generate
the desired passband. The higher-order harmonics produced by the SLR is sup-
pressed by the stepped-impedance stubs. The stubs are embedded at the input and
output transmission line to achieve improved upper stopband response.

2 Filter Design

The layout of the proposed filter is shown in Fig. 1. The filter is implemented on
FR4 substrate of height 0.8 mm. The proposed resonator is consisting of a
stub-loaded resonator which is coupled using a coupled line. The equivalent circuit
model is deduced in Fig. 2, to extract the even and odd mode resonating fre-
quencies of the resonator. The resonator is realized on a uniform impedance res-
onator of electrical length 2hUIR and admittance Y1. A T-shaped stub is loaded at the
middle of the resonator of electrical length hS. The odd and even mode excitation is
shown in Fig. 2b, c, respectively. For even and odd mode case, the input admittance
is derived as follows.

Yin;odd ¼ �jY1 cotðhUIRÞ ð1Þ

Fig. 1 Layout of the proposed filter with L1 = 2.0, L2 = 6.4, L3 = 2.6, L4 = 0.3, L5 = 2.0,
L6 = 0.6,W1 = 1.5, W2 = 0.2, W3 = 0.1,W4 = 0.6, W5 = 0.4, W6 = 0.1, S1 = 0.15 (All dimensions
are in mm.)
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Yin;even ¼ jY1
Ys tanðhSÞþ 2Y1 tanðhUIRÞ
2Y1 � Ys tanðhsÞ tanðhUIRÞ ð2Þ

The condition of resonance can be determined for the case Y1 = YS/2, by putting
Yino = 0 and Yine = 0. The odd and even mode resonating frequencies can be
deduced as

fodd ¼ ð2n� 1Þc
2LUIR

ffiffiffiffiffiffi
eeff

p ð3Þ

feven ¼ nc
2ðLUIR þ LsÞ ffiffiffiffiffiffi

eeff
p ð4Þ

Two resonating modes are excited in the desired passband. The normalized
(f0 = 15.0 GHz) odd and even mode resonating frequencies are plotted in Fig. 3a
for different LUIR and LS. The SLR is designed to form the odd and even mode
resonating frequencies at 13.5 and 16.5 GHz, respectively. From Fig. 3a, it can be
seen that the odd mode resonating frequency depends on L1. The even mode
resonating frequency is depending on both LUIR and LS. So the changes over the
stub length will not reflect on the odd mode resonating frequency.

To study further the resonance characteristics of the proposed resonator, the
resonator is simulated under weak coupling. The extracted S21 parameter is plotted
in Fig. 3b. Two modes (fo1, fo2) are visible within the passband. To utilize the
resonator as a bandpass filter, the resonator is coupled using input–output coupled
line. The filter is simulated in CST Microwave Studio, and the S-parameters are
illustrated in Fig. 4. It can be seen that the passband is generated from 10.0 to
20.0 GHz. The S11 parameter is below −12 dB and the S21 parameter is less than
−0.2 dB at the desired band. The upper stopband performance of the filter is not
satisfactory due to presence of a passband centred at 37.0 GHz.

Fig. 2 a Equivalent circuit model of the proposed resonator. b Odd mode equivalent circuit.
c Even mode equivalent circuit
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In order to suppress the spurious band, the stepped-impedance resonator (SIR)-
based stub is introduced at the input and output port. Figure 5 shows the config-
uration of a short-ended SIR. The SIR consists of a high and a low impedance
section of impedance Z1 and Z2 with corresponding electrical length h1 and h2,
respectively. RZ = (Z2/Z1) is the important parameter in changing the properties of
the SIR.

Fig. 3 a Normalized odd and even mode resonant frequency for various LUIR and LS indicated in
the inset. b Resonating modes of the proposed resonator under weak coupling scheme

Fig. 4 Frequency response
of the proposed filter without
stepped-impedance stub

Fig. 5 Short-ended
stepped-impedance resonator
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The input admittance of the SIR is derived below

Yin ¼ �jY2
Z2 � Z1 tan h1 tan h2
Z1 tan h1 þ Z2 tan h2

ð5Þ

The condition of resonance is determined by considering Yin = 0. The funda-
mental frequency of resonance is deduced as

f0 ¼ vp tan�1 ffiffiffiffiffiffi
RZ

p
l� 2p

ð6Þ

The relation between the fundamental frequency (fo), first spurious (fSA) and the
second spurious (fSB) can be obtained from the following equation.

fSA
f0

¼ p

2 tan�1
ffiffiffiffiffiffi
RZ

p ð7Þ

fSB
f0

¼ 2
fSA
f0

� �
� 1 ð8Þ

So, from the above equation, it can be observed that the spurious frequencies of
the SIR can be controlled by changing the value of Rz. The SIR is utilized to
suppress the spurious band at 37.0 GHz. The impedance ratio is selected to be 0.57
which accommodates the first two resonating frequencies at 35.0 and 40.0 GHz,
respectively. The SIR is connected at the input and output transmission line such
that it can introduce a virtual ground at the connecting point. The location of the
stub is tuned to achieve satisfactory frequency response.

3 Results and Discussions

The proposed filter is implemented on FR4 substrate of height 0.8 mm. The sim-
ulated S-parameter is illustrated in Fig. 6. It can be seen that the proposed filter
generates a passband from 10.2 to 19.8 GHz. Throughout the passband, the S11
parameter is below −12.0 dB and the S21 parameter is better than −0.3 dB. It can
also be observed that the spurious band is suppressed due to the presence of
stepped-impedance stub. The stopband is extended up to 40 GHz with attenuation
loss more than 10 dB. The overall size of the proposed prototype is 9.8 � 2.1 mm2.
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4 Conclusion

In this paper, a compact Ku-band bandpass filter is designed by incorporating two
resonating modes in the passband. A stub-loaded resonator is implemented to
generate the passband. Wide upper stopband characteristic is achieved by designing
stepped-impedance stub. The selectivity of the passband is high. The proposed
bandpass filter can be utilized for the designing Ku-band transceiver system where
higher-order harmonics suppression is essential.
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A Corporate Feed Network Optimization
for Performance Enhancement

Seyi Stephen Olokede and Babu Sena Paul

Abstract Big data technology sustainability is contingent on the availability of
interconnections of large-scale, ultra-high-speed, densely integrated big data
heterogeneous server platforms. For highly densified servers to be attainable,
semiconductor technologies upon which these servers are predicated must further
be miniaturized. It is recently not uncommon to implement band gap reduction
engineering of SiGe HBT in a bid to attain highly densified integrated circuit for
large-scale servers. Unfortunately, the parasitic effects become significant, in par-
ticular as these integrated circuits are targeted for high frequency of operations due
to the interconnection links between the chip and the transceivers. Insertion loss
|S21| becomes considerable, and both the signal level as well as noise figure
depreciate substantially as a result. In this work, therefore, we investigate the extent
of parasitic effect to wit performance degradation, and further to optimize the
parasitics for performance enhancement.

Keywords Big data � Insertion loss � Integrated circuit � Latency
Parasitic effect � System-on-chip

1 Introduction

The system requirements for big data communication in particular with regard to
hardware demands are very stringent. The interconnections of highly densified
chips to meet the resource requirements of massive data communications create
more rooms for densified fine wire lines with serious challenges between the chip/
transceivers, signal traces, and interconnections. Unfortunately, the side effect of
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compromising these requirements could result to substantial performance
degradation, signal distortion, low speed, and, inability to recover clock signal
components correctly. Transmission losses along the signal traces as well as
interconnections are considerable due to discontinuities as a result of bends and
junctions along the transmission lines. The parasitic effects of these interconnec-
tions cause significant propagation delay as the length and frequency increase with
attendant impedance bandwidth degradation. The increase in effect of mutual
coupling initiates and propagates surface waves, and thus limits the system effi-
ciency in particular low speed, signal distortion, and inability to recover clock
signal correctly.

This challenge is becoming exacerbated due to increasing need for more highly
integrated SoC. The reduced chip size to meet systemic integration capability
requirements put more stringent constraints on other ancillary associated circuits.
For instance, the bond wire or flip chip needed to interconnect the chip to AoC/AiP
is expected to be longer to be effective. Interestingly, longer length of interconnect
—in order to accommodate more increasingly densified heterogeneous circuits in a
chip—leads to more interconnect delay [1–5]. Unfortunately, the present deep
submicron is dominated by increasing die size with decreasing wire pitch. The
pressure for highly integrated single chip becomes more severe as the need for
interconnections of heterogeneous integration of various technologies into one
single chip increases. Research efforts have been ongoing in order to mitigate the
SoC delay latency. In 1990, copper-low dielectric interconnects were propounded.
However, the overtly longer interconnect delay with attendant systemic perfor-
mance degradation of the SoC disqualifies the technology. The interconnect scaling
is subsequently proposed. The intent of this work, however, is in first instance to
empirically confirm that delay does exist in SoC due to interconnections, and the
delay could cause signal distortion and inability to recover the clock signal. Second
is to assess the extent of this delay, and specifically, we intend to characterize a
typical interconnect in order to proffer an approximate estimate for the signal
distortion and subsequent optimization.

2 Theoretical Framework

The corporate feed network (CFN) based on Wilkinson power divider is no doubt
bedeviled with considerable losses owing to longer line lengths and too many
discontinuities. These losses if not attended to with the view to ameliorating their
effects on signal propagation may jeopardize the existing gains of the proposed
feed. In this work, we intend to estimate theoretically and in concrete terms the
values of these losses along the corporate feed line, and summarily determine to
what extent an optimization procedure would be necessary to deliver substantial
performance enhancement in order to forestall high roundtrip latency due to signal
delay along the feed line. There are essentially four categories of losses along
the CFN. While the losses in transmission lines include surface wave losses,
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radiation energy losses, and ohmic (conductor) losses, the substrate-based losses
include dielectric losses. Thus, if a current source I = I0exp(jbt) is applied to the
terminal of a CFN at the application of voltage V = V0exp(jbt), the EM signal will
propagate through the CFN transmission line where I0 ¼ V0=Zc, b ¼ k0 eeffð Þ�0:5—
the propagation constant—and Zc is the characteristic impedance. The losses in
particular ohmic losses depend on the CFN width w, and the extent can be mea-
sured by the reflection coefficient (Г) seeing ¼ Z� Zcð Þ � Z� Zcð Þ�1 where Zc is
contingent on the width (w) of the CFN transmission line.

Thus, the percentage of input power radiated into free space is proportional to

h eeffð Þ�0:5k�1
� �2

for every h/k, whereas the amount lost to surface waves depend

on h eeffð Þ�0:5k�1
� �3

where h is the substrate thickness. To therefore optimize in

order to mitigate surface wave losses, it is thus imperative to keep h eeffð Þ�0:5k�1
� �

low. A slim microwave laminate of thin thickness and low dielectric permittivity
will be ideal to achieve this. The power lost into surface wave can be determined
using Eq. (6) of [6], whereas the power radiated into free space is stated in Eq. (5).
Interestingly, two factors, namely characteristic impedance (Zc) and metallization
thickness, of the CFN transmission line critically influence the radiation losses with
respect to the line length. Alternatively, the radiation losses increase with (L/k)2 in a
neighborhood of 0 < L > k where L is line length. To reduce radiation losses, it is
required that the line length be reduced though within the limit of the design
constraints. Summarily, both the surface wave power (PS) and the radiated power
(PR) depend to certain extent on the Zc, seeing both losses directly commensurate to
1/Zc. While the radiation losses in a straight line are marginal though contingent on
the length of the line, the radiation losses become considerable at T junctions and
90° bends with attendant high voltage standing wave ratio owing to increasing
inductance. The input reflection coefficient could be modified for improved per-
formance through reduced capacitance and increases of inductance through the
mitered of the square bends.

The dominant microstrip mode demonstrates substantial dielectric and ohmic
losses. The equations to determine the respective ohmic and dielectric losses are
stated in Eqs. (1)–(5) as reported in [7], where Pd is the average dielectric losses, Pc

is the average ohmic losses, ad is the attenuation factor due to dielectric losses, ac is
the attenuation factor due to ohmic losses, and P(z) is the transmitted power by
virtues of excitation of the CFN transmission line based on a current source
I = I0exp(jbt).

ad � Pd

2PðzÞ ð1Þ

ad � 4:34
qr
ke

l0
e0

� �0:5
 !

dB=cm ð2Þ
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ac � Pc

2PðzÞ ð3Þ

ac � 8:68RS

Z0w
dB=cm ð4Þ

a ¼ Pc

2P zð Þ þ
Pd

2P zð Þ ð5Þ

Essentially, Eq. (5) is the total attenuation factor, where a = ac + ad. By
implication, the total attenuation is the cumulative sum of the dielectric attenuation
factor plus the ohmic attenuation factor.

3 Optimization Implementation

Figure 1 demonstrates a hypothetical CFN to validate the optimization potential
proposed in this work, with their respective line widths and lengths. Widths:
w1 = 50 X, w2 = 70.7 X, and w3 = 100 X. Impedance calculator available in
numerical commercial solver is used to determine the equivalent values of these
impedances in mm such that w1 = 1.9 mm, w2 = 1.1 mm, and w3 = 0.46 mm,
whereas, w4 = 0.6 mm. Their respective lengths are as stated in [8].

The design parameters required for the optimization is shown in Table 1.
Respective attenuation factors owing to dielectric and ohmic losses are stated. The
systemic dielectric losses are determined by calculating the attenuation factor-
respect line lengths product function. Table 2 depicts the optimization calculation
of the attenuation factors that are responsible for the losses due to different widths
that invariably introduce discontinuities causing certain degree of losses. The
systemic dielectric losses (Pd) as shown in Table 3 are estimated to be less than
0.005 dB. More importantly, it is observed that the dielectric loss is independent of
transmission line topology. Thus, a substrate loss tangent (tan d) of less than 0.003
is very beneficial to reduce the loss as applicable in this case.

Fig. 1 A typical CFN for optimization
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Applying the same procedure, the systemic ohmic loss (Pc) across the line
lengths also shown in Table 3 is determined to be less than marginal 3 dB. The
narrow width transmission line feed does demonstrate relatively substantial impe-
dance with attendant increase of ohmic loss. As such, the ohmic losses are con-
tingent on the skin depth (d) of the passive line traces, the effect of which increases
with the square root of frequency. A passive trace of less than 0.004 cm, a met-
allization equivalent of three times that skin depth will sufficiently reduce the ohmic
losses.

Discontinuities such as square bends, junctions, or short circuits along the
transmission line often are the causes of radiation losses. Findings indicate that
junctions and square bends contribute substantial radiation losses in transmission
lines. To therefore implement the optimization of transmission lines, it is either the
use of such discontinuities are removed, reduced or metered such that the bends
become large to ensure that the metallization thickness of the ground plane and also

Table 1 Optimization design parameters

w (mm) w/h (mm) 10 � w/h (mm) eeff ad � 10−3 (dB/mm) ac (dB/mm)

1.9 2.33 4.30 2.710 1.515 0.779

1.1 1.29 7.75 2.592 1.350 0.957

0.5 0.60 17.75 2.465 1.184 1.093

0.3 0.40 27.15 2.415 1.121 1.276

Table 2 Attenuation factor computation optimization

w (cm) No. of lines Line lengths (cm) ad � 10−3 (dB/mm) ac (dB/mm)

w1 0.19 1 0.40 0.1515 0.0779

w1 0.11 1 0.70 0.1350 0.0957

w1 0.19 2 0.60 0.1515 0.0779

w1 0.19 4 0.19 0.1515 0.0779

w1 0.11 6 0.90 0.1515 0.0957

w1 0.05 2 0.14 0.1182 0.1009

Table 3 Losses computation due to optimization

w (cm) Pd � 10−3 (dB) P0 (dB) PR � 10−3 (dB) PS � 10−3 (dB)

w1 0.19 0.060 0.0312 3.34 0.495

w1 0.11 0.014 0.0957 5.85 0.866

w1 0.19 0.1515 0.0779 10.02 1.867

w1 0.19 0.1515 0.0779 6.34 0.940

w1 0.11 0.1515 0.0957 34.21 7.462

w1 0.05 0.1182 0.1009 2.27 0.977
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the transmission feed line are three-to-four skin depth thick. A microwave laminate
with dielectric permittivity of less than 4, a substrate height of less than 0.01 mm,
and a tan d of less than 0.0003 at k of around 5 GHz to mitigate the radiation losses
will be more efficient. High characteristic impedance is able to minimize the
excitation of surface waves which is directly dependent on Zc. The inverse of this
high impedance mitigates the excitation of the surface waves. Impedances such as
100 and 70 X are high enough to mitigate the surface wave.

4 Conclusion

This work examines the feasibility of optimizing the CFN for enhanced perfor-
mance profile as a priority. Four obvious findings are eminent. First is that high
impedance passive reduces the surface wave excitation. The second is that the
radiation losses can be minimized by the minimal use of discontinuities or when
used, they are chamfered to a radius sufficient enough to be about three or four skin
depth thick. The third higher impedance is due to narrow line widths. Finally, the
dielectric losses are dependent on the loss tangent of the microwave laminate and
not on the line geometry.
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A Reconfigurable Defected Ground
Structure Resonator Based on Coplanar
Waveguide

Amit Baran Dey, Arnab Nandi, Vinay Kumar Verma
and Banani Basu

Abstract A reconfigurable defected ground structure (DGS) resonator based on
coplanar waveguide (CPW) technology is being proposed. The reconfigurable
resonator leads to generate multiple stopbands at arbitrary frequencies. Basically,
the design is based on slot defect which is thereby created on the ground plane.
Here, two different states of diode configuration are being proposed, and in par-
ticular state, multiple transmission zeros are achieved in the 0–12 GHz frequency
range. To identify the transmission zeros, the slotline design equations are used.
Moreover, the conventional circuit parameter extraction method is used to extract
the equivalent circuit diagram of each state.

Keywords Transmission zero � Coplanar waveguide (CPW) � Electromagnetic
bandgap (EBG) � Defected ground structure (DGS)

1 Introduction

During the later part of the 1980s, many EBG and defected ground structures
(DGS) [1–8] and EBG structures [1, 9–14] are in interest due to their available
arbitrary stopbands and suppression properties for surface waves. Henceforth, since
that period, these structures are used in several applications such as band-pass filter
[3, 4, 14], low-pass filters [2], waveguides [11], antennas [1], and others. A great
move for configuration of reconfigurable DGS is proposed where the transmission
zero can be controlled as seen from many of the recent publications [5–7]. But still,
a considerable amount of work is not being published in this respect. Moreover,
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the work that has been published till now have considered the structures of parallel
RLC equivalent circuit for representing the transmission zeros [2, 5], but not pro-
viding any design rules thus no insight into the underlying principle of electro-
magnetic wave propagation. Moreover, many attempts for investigating these very
structures are being made by using methods such as the Linpar method [4], the
Block Floquet’s Theorem [15], or neural networks [6]. The disadvantage of the
methods mentioned above is their limits in providing initial design rules and their
mathematical complexity. Here, a reconfigurable DGS unit cell which is based on
coplanar waveguide technology is proposed. The proposed unit cell might be
considered to be developed version to that of [7]. Here, an additional square res-
onator structure is added to the initial design. Furthermore, the cell presented here
provides good control over the number of transmission zeros and their resonant
frequencies by using a number of PIN diodes on each side of the CPW ground
plane. Two different states of diode operation are presented here. The RLC
equivalent circuit using the slotline waveguide design equations of Janaswamy and
Schaubert [8] and electromagnetic structure explanation is hereby presented. The
simulations are being performed by using commercial software Ansoft HFSS [17].
The HFSS software helps in realizing the transmission and reflection characteristics
over finite element method. The conventional circuit parameter method is used for
extraction of equivalent circuit model of each state [5].

The paper is organized in the following manner: Section 2 presents briefly the
description of the reconfigurable DGS. Section 3 addresses the design, and mod-
eling of the reconfigurable DGS with the different configurations.

2 Design Configuration of the Reconfigurable DGS
Resonator Structure

The structure shows the configuration of a DGS resonator which is fed by a
coplanar waveguide (CPW). The DGS lattice unit is shown in Fig. 1. The cell of
DGS resonator is made up of two different sized resonators in the shape of a square.
The small shaped square resonator is also connected to the coplanar waveguide
(CPW) by using a transverse gap. The proposed structure consists of two diodes
(marked as S1 and S2) in each of the sides of the ground plane. The larger square
resonator is disconnected from the smaller square resonator by using diode S1.

The smaller square resonator is divided into two halves having different size of
lengths by using diode S2. The structure that is designed on dielectric substrate
Rogers RO 3010 which has a relative permittivity of 10.2, loss tangent of 0.0035,
and the thickness of 0.635 mm. The overall antenna dimension is 50 mm � 50
mm � 0.635 mm, as shown in Fig. 1. The dimension of antenna parameters for
50 X input impedance is a = 3 mm, b = 6 mm, t = 0.25 mm, w = 2.5 mm, and the
coplanar waveguide parameters are G = 0.715 mm and W = 4 mm.

184 A. B. Dey et al.



2.1 Operation of the Proposed DGS Resonator

The DGS resonator structure with overall dimensions is mentioned in the last
section. Since, two diodes are in each side of the ground plane, henceforth different
responses will be considered as per different diode configurations. The EM simu-
lated results along with the DGS equivalent circuit model are discussed when the
diodes have been configured as either open or short circuits.

2.1.1 First Configuration: When Diode S1 Is ON and S2 Is OFF

In the first configuration mentioned here, the upper resonator is isolated from rest
part of the structure which is shown in Fig. 2a. Here, the proposed structure has a
transmission zero at 5.4 GHz which is shown in Fig. 2b. The structure provides a
single transmission zero so it can be represented by a parallel resonator as shown in
Fig. 2c. The numerical extraction method for the calculation of the capacitance,
inductance, and resistance has been explained in [5].

Fig. 1 Front view of the proposed reconfigurable DGS resonator (full view)
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2.1.2 Second Configuration: When Diode S1 Is ON and S2 Is ON

In the second configuration, the upper resonator is isolated as shown in the last
configuration, but here the small square resonator is again divided into two unequal
resonators as shown in the Fig. 3a. The simulated response curve is shown in
Fig. 3b. The structure leads to give rise to two transmission zeros at 4.36 and
9.19 GHz. which is represented by the two parallel resonators as shown in Fig. 3c.

Fig. 2 a The configuration of the DGS resonator (when S1 is ON and S2 is OFF). b The
simulated return loss plot of the DGS resonator (when S1 is ON and S2 is OFF). c The equivalent
circuit model of the DGS resonator (when S1 is ON and S2 is OFF)
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3 Results

The simulated S-parameter results for both the diodes S1 and S2 are shown in
Figs. 2b and 3b. In the first configuration, where the diode S1 is ON and S2 is OFF,
a transmission zero is obtained at 5.45 GHz of −22.16 dB and a bandwidth of
1.07 GHz is obtained. In the second configuration, we have two transmission zeros
at 4.36 and 9.19 GHz of −25.3 and −24.4 dB, and bandwidth of 0.58 and
0.95 GHz, respectively, is achieved. From the parameters, expected results are seen
as adding a diode tends to shift the result of the resonant frequencies which is due to

Fig. 3 a The configuration of the DGS resonator (when S1 is ON and S2 is ON). b The simulated
return loss plot of the DGS resonator (when S1 is ON and S2 is ON). c The equivalent circuit
model of the DGS resonator (when S1 is ON and S2 is ON)

A Reconfigurable Defected Ground Structure Resonator Based … 187



the intrinsic inductance and capacitance introduced as a result of these constraints.
The shift thus observed is not same in all the cases because it depends on the
working condition of the diode.

4 Conclusion

A reconfigurable DGS resonator which is capable of yielding multiple arbitrary
transmission zeros over the band ranging between 0 and 12 GHz is proposed.
Basically, the slotline design equations are used to study the proposed structure
which provides a direct insight into the electromagnetic propagation that takes place
within the structure, which provides a straightforward design rule for the resonator.
The reconfigurability of the structure presented here is achieved by switches. The
proposed reconfigurable DGS resonator is therefore a good choice where recon-
figurability and suppression of passbands are required. The proposed DGS res-
onator cell can be combined with a multiband antenna after a band-pass filter to
suppress higher order harmonics or allow or suppress one of the bands according to
the need.
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Assessment of Wind Energy Potential
in Northeastern Cities of India

Singh Rahul and Om Prakash

Abstract Environmental pollution and scarce resources have led us to think of new
alternatives. Even though we have plenty of alternatives like solar energy, hydro
energy, bio gas, still wind energy plays an important role. It is said that if all the
places in the world with wind energy potential is utilized, it will fulfill the total
energy requirements of the world. Keeping it in mind, we focused on the wind
energy potential for power generation in the Northeastern cities of India such as
Gangtok, Tarey Bhir, Zunheboto, Bomdila, Dibrugarh, Udaipur, Ukhrul, Serchhip,
and William Nagar. The wind speed data were collected over the period of 22 years
(January 1983 to December 2004) from the RETScreen climate database at an
altitude of 10 m from the ground. The wind speed data were subjected to two
parameters: Weibull distribution with the scale (c) and shape (k) being the
parameters along with other statistical techniques for assessment of wind energy
potential. We found that wind speed varies between 1.94 and 7.15 m/s at different
places in northeastern cities. The Weibull parameters k and c lie between
4.81–11.95 and 2.53–6.12. Also, the wind power density which is the quantita-
tive measure of the wind energy available at any location varies from 10.2 to
186.76 W/m2. The result based on the Weibull analysis indicates that only
Gangtok, Tarey Bhir, Bomdila, and Dibrugarh can be used for electricity generation
on a large scale at 10 m height above the ground, whereas other places can be used
to extract energy from low-speed wind at a height greater than 10 m.

Keywords Wind energy � Mean wind speed � Weibull parameters
Wind power density
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Nomenclature

f(v) Probability density function
k Weibull shape parameter (dimensionless)
c Weibull scale parameter (m/s)
F(v) Cumulative density function
v Wind speed (m/s)
mm Mean wind speed (m/s)
r Standard deviation
C Gamma function
n Total number of data
mmp Most probable wind speed (m/s)
mEmax Maximum energy carrying wind speed (m/s)
p(v) Wind power density (W/m2)
q Air density (kg/m3)

1 Introduction

In the current scenario, the need of energy is increasing day by day. Energy need of
the world is increasing at 4–5% every year [1–3]. In a developing country like India
for each activity, we need energy. Today most of our energy requirements are being
fulfilled by non-renewable sources of energy, and it will not last for too long. Power
generation based on burning of fossil fuels causes air, water, and land pollution.
Due to limited availability of fossil fuel and its adverse effect on surroundings, the
use of environment friendly renewable energy-based power generation has gained
wide acceptance across the globe [4–6]. We are bound to look for new alternatives
of energy and harness them to their full potential. The various alternatives include
solar, wind, hydro, geothermal, biomass, and ocean thermal energy. Wind energy is
the fastest emerging and most commonly used among non-renewable energy
source. The key objective of this study is wind energy resource assessment for
power generation at different locations of northeast India. This will not only cut the
pollution level but also reduce the gap between demand and supply of energy
requirement in northeastern cities of India. The wind energy resource is not evenly
distributed throughout the northeastern cities of India. Therefore, a site-by-site
assessment is necessary to have better idea about the wind energy distribution
across the northeastern cities of India.

India has been one of those countries who have kept themselves focused in this
sector. Today, India is ranked fourth in estimated wind energy potential [7, 8]. So
far, wind energy utilization is mainly focused in the coastal areas of India. It is the
7500-km coastline of India that is being utilized for this purpose, whereas the rest of
the part of India has been left untouched. We took into consideration nine places in
the northeast region of India.
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2 Methodology

The wind energy potential of nine northeastern cities of India such as Gangtok,
Tarey Bhir, Udaipur, Ukhrul, Zunheboto, Serchhip, William Nagar, Bomdila, and
Dibrugarh is investigated using the mean wind speed data of 22 years period
(January 1983 to December 2004) from the RETScreen climate database at an
altitude of 10 m from ground [9]. Table 1 illustrates the information like latitude
and longitude of the selected cities for assessment of wind energy potential.

2.1 Weibull Distribution

Among the several statistical distributions available, the Weibull distribution [10–
14] has been found to be most adequate and hence employed for analyzing wind
energy potential of nine northeastern cities of India such as Gangtok, Tarey Bhir,
Udaipur, Ukhrul, Zunheboto, Serchhip, William Nagar, Bomdila, and Dibrugarh.
We used Weibull distribution with two parameters, namely shape parameter (k) and
scale parameter (c). Also, the two-parameter Weibull statistical distribution is found
to be more precise and accurate than corresponding three-parameter Weibull dis-
tribution [15–17]. In recent years, most attention has been focused on this method
for wind energy potential assessment not only due to its greater flexibility and
simplicity but also because it can give a good fit to experimental data [18]. The
two-parameter Weibull distribution function is described mathematically as
follows:

f vð Þ ¼ k
c

� �
v
c

� �k�1
exp � v

c

� �k
� �

ð1Þ

Table 1 Location of selected
cities

City Latitude
(N)

Longitude
(E)

Gangtok (Sikkim) 27.34 88.61

Tarey Bhir (Sikkim) 27.22 88.64

Udaipur (Tripura) 23.54 91.49

Ukhrul (Manipur) 25.09 94.36

Zunheboto (Nagaland) 26.01 94.52

Serchhip (Mizoram) 23.34 92.85

William Nagar (Meghalaya) 25.43 90.59

Bomdila (Arunachal
Pradesh)

27.26 92.41

Dibrugarh (Assam) 27.47 94.91
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And the cumulative distribution function is

F vð Þ ¼ 1� exp � v
c

� �k
� �

ð2Þ

where v is the wind speed, k is the shape parameter, and c is the scale parameter.
The mean (vm) and variances (r2) of wind speed data of nine cities are calculated

from the equations given below:

vm ¼ 1
n

Xn

i¼1
vi ð3Þ

r2 ¼ 1
n� 1

Xn

i¼1
vi � vmð Þ2 ð4Þ

where i is the monthly wind speed data and n is the total number of data used for
each year.

The two Weibull parameters can be calculated from mean and variance as
follows:

k ¼ r
vm

� ��1:086

ð5Þ

c ¼ vm
C 1þ 1

k

� � ð6Þ

where mm is mean wind speed, r is standard deviation of wind speed data, and Г is
the gamma function.

For assessing the wind energy potential of any region, the calculation of most
probable and maximum energy carrying wind speed is essential. These can be
evaluated in the terms of two Weibull parameters k and c from equation given
below:

vmp ¼ c
k � 1
k

� �1=k

ð7Þ

where mmp is most probable wind speed (m/s)

vEmax ¼ c
kþ 2
k

� �1=k

ð8Þ

where mEmax is maximum energy carrying wind speed (m/s).
The value of wind power density at any location estimates the availability of

wind energy. The wind power density can be calculated as following equation:
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p vð Þ ¼ 1
2
qc3 1þ 3

k

� �
ð9Þ

where p(v) is wind power density (W/m2) and q is air density (kg/m3).

3 Result and Discussions

Table 2 shows the monthly mean wind speed data of 22 years period (January 1983
to December 2004) from the RETScreen climate database at an altitude of 10 m
from ground for nine northeastern cities of India.

From the above wind speed data, we have calculated the values of shape factor,
scale factor, most probable wind speed, maximum energy carrying wind speed, and
the wind power density for different cities under investigation.

From the data, we found that the monthly mean wind speed lies between 3.99
and 7.15 m/s for Gangtok; 3.63 and 7.1 m/s for Tarey Bhir; 1.94 and 2.9 m/s for
Udaipur; 2.2 and 3.24 m/s for Ukhrul; 3.84 and 6.76 m/s for Bomdila; 2.3 and
3.47 m/s for Zunheboto; 2.02 and 2.72 m/s for Serchhip; 2.49 and 3.32 m/s for
William Nagar, and 2.63 and 3.92 m/s for Dibrugarh.

Also, the cities like Udaipur, Ukhrul, Zunheboto, William Nagar, and Serchhip
have very low wind speed throughout the year, whereas cities like Gangtok, Tarey
Bhir, Bomdila, and Dibrugarh have wind speed above 3 m/s throughout the year.
Figure 1 shows the monthly variation of wind speed of nine northeastern cities
under investigation. It shows the wind energy potential of any city is not same
throughout the year.

The various statistical and Weibull parameters for different cities are calculated to
assess thewind energy potential of selected nine cities. The two parameters ofWeibull
distribution are found to lie between 4.81 � k � 11.95 and 2.53 � c � 6.12.

Table 2 Monthly mean wind speed data of selected cities

Sites Months

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Gangtok 6.76 6.91 7.15 6.6 5.75 4.93 4.57 4.44 3.99 5.85 7 6.55

Tarey Bhir 3.72 4.6 7.1 6.4 6.31 4.16 3.63 5.06 4.2 4.71 4.03 4.3

Udaipur 2.42 2.64 2.79 2.86 2.79 2.9 2.71 2.44 2.15 1.94 2.11 2.23

Ukhrul 2.96 3.24 3.07 2.7 2.5 2.4 2.42 2.2 2.13 2.37 2.44 2.51

Zunheboto 3.28 3.47 3.35 2.91 2.63 2.52 2.55 2.33 2.3 2.54 2.73 2.8

Serchhip 2.48 2.62 2.76 2.53 2.38 2.72 2.68 2.47 2.14 2.02 2.14 2.26

William
Nagar

2.98 3.18 3.32 3.07 2.84 2.7 2.56 2.48 2.38 2.49 2.8 2.82

Bomdila 6.76 6.21 6.18 5.38 4.43 4.37 4.28 3.92 3.84 4.34 5.97 6.67

Dibrugarh 3.92 3.88 3.81 3.28 2.8 2.87 2.89 2.67 2.63 2.87 3.35 3.52

Assessment of Wind Energy Potential in Northeastern Cities… 195



Also, the wind power density available at these locations varies from 10.2 to
186.76 W/m2. The results obtained are summarized in Table 3.

4 Conclusion

The monthly mean wind speed data over the year obtained from RETScreen climate
database at 10 m height are analyzed for nine northeastern cities of India for
assessment of wind energy potential for power generation. The data are also sub-
jected to two-parameter Weibull distribution and other statistical analysis. The most
important outcomes of the study can be summarized as follows:
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Fig. 1 Monthly variation of wind speed

Table 3 Result of Weibull statistical analysis

Shape
factor
(k)

Scale
factor
(c)

Most probable
wind speed mmp

(m/s)

Max energy
carrying wind
speed mEmax (m/s)

Wind power
density P
(v) (W/m2)

Gangtok 5.33 6.2 5.95 6.58 186.76

Tarey Bhir 4.81 5.3 5 5.68 120.7

Udaipur 9.04 2.64 2.6 2.7 12.31

Ukhrul 8.87 2.8 2.76 2.86 14.76

Bomdila 5.35 5.64 5.43 5.76 140.78

Zunheboto 8.4 2.96 2.91 3.036 17.69

Serchhip 11.95 2.53 2.52 2.57 10.25

William
Nagar

11.47 2.92 2.90 2.96 15.78

Dibrugarh 7.83 3.41 3.35 3.51 27.56
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(1) The annual mean wind speed for Gangtok, Tarey Bhir, Bomdila, and Dibrugarh
are 5.71, 4.84, 5.2, and 3.21 m/s, respectively. So, we can say that wind power
generation for commercial is feasible only at these places where the mean speed
is above 3 m/s.

(2) The wind speed carrying maximum energy and most probable speed for these
location are 5.95, 5, 2.6, 2.76, 2.9, 2.52, 2.9, 5.43,3.35, 6.57 and 5.7, 2.7, 2.87,
3.03, 2.57, 2.96, 5.7, 3.5. The wind carrying maximum energy can be used to
determine the rated wind speed, while most probable wind speed indicates the
peak of the probability function.

(3) The wind power density varies from 10.25 to 186.76 W/m2. Higher the wind
power density, the higher is the electric power generating capacity of the
location. Therefore, the wind energy potential for power generation is greater in
Gangtok, Tarey Bhir, Bomdila, and Dibrugarh than in Udaipur, Ukhrul,
William Nagar, Serchhip, and Zunheboto. So, we can say that it is feasible to
set up a wind power generation in Gangtok, Tarey Bhir, Bomdila, and
Dibrugarh, but it would not be of any use to set up wind power generation farm
at Udaipur, Tarey Bhir, Bomdila, Zunheboto, and Ukhrul as the amount of
production will not be able to overcome the expenses.

(4) The mean annual value of Weibull shape parameter k is between 4.81 and
11.95, while the annual value of scale parameter c is between 2.53 and 6.12.
The dimensionless shape parameter k indicates how peaked the wind distri-
bution is, whereas the scale parameter c gives an idea about how windy is a
location.

The result based on the Weibull analysis indicates that only Gangtok, Tarey
Bhir, Bomdila, and Dibrugarh can be used for electricity generation on a large scale
at 10 m height above the ground, whereas the other places can be used to extract
energy from low-speed wind at a height greater than 10 m.
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A Multifractal Detrended Fluctuation
Analysis-Based Framework for Fault
Diagnosis in Autonomous Microgrids

S. Pratiher, M. Mukherjee and N. Haque

Abstract The time series obtained during different fault events in an inverter-based
microgrid are known to be inherently nonlinear, non-stationary and exhibits mul-
tifractal, chaotic behavior. This paper proposes a novel feature extraction and fault
detection methodology based on multifractal detrended fluctuation analysis
(MFDFA). The limitations of single-scale detrended fluctuation analysis and its
susceptibility to interfere with the background noises are overcome in MFDFA
which characterizes the multi-scaling nonlinear behavior of load signals during
faults. The shape and distribution of the multifractal spectrum along with Hurst
exponent are extracted from MFDFA analysis for pattern recognition and classifi-
cation of different fault events. The efficacy of multifractal features in fault
detection and localization with artificial neural network (ANN)-based classifier
validates the adequacy of the proposed model.
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1 Introduction

The rapid progress in the distributed power generation sector has led to the
establishment of microgrids, which in turn has accelerated the feasibility of power
supply to locally spaced loads by distributed means. These microgrids are formed
by clustering a number of power electronic devices that converts the dc power
generated by photo voltaic cells, fuel cells, etc., to ac power for local utilization,
thereby unleashing autonomous power systems. Overall, these microgrids provide
substantial reliability and efficiency to the underlying power system but these are
prone to power system transients like faults and voltage dips due to their inherent
negligible physical inertia. So, a proper fault detection and protection mechanism is
a crucial aspect for autonomous microgrid operation [1, 2].

Now, a microgrid can operate in a grid connected mode or an islanded mode. For a
grid connected mode, voltage and frequency of the microgrid are primarily deter-
mined by the main grid [3]. Whereas, in case of a microgrid operating in an islanded
mode, majority of the faults arises from within the microgrid arises, and hence, fault
detection becomes difficult. In a larger network of interconnections, the magnitude of
fault current is very high and so, faults are easily detectable [4]. Whereas in an
inverter-based microgrid operating in an islanded mode fault detection is difficult as
the inverters are only able to supply fault currents that are only twice of the rated value
[5]. Thus, traditional over current relay-based protection systems are inadequate for
fault detection. To overcome this difficulty, different solutions were proposed. This
can be solved by enhancing the fault current by increasing the inverter capacity or by
incorporating energy storage elements [6]. Also suitable feature vectors can be
determined and trained with machine learning tools for identifying fault conditions.
Statistical machine learning tools like support vector machines (SVMs) and principal
component analysis (PCA) have shown competence as fault localization [7, 8]. In this
paper, we have utilized an artificial neural network-based learning model using
multifractal features of fault events for fault segregation.

The paper is organized in the following sections. Section 2 provides a dynamic
model for an inverter-based microgrid. An autonomous microgrid model com-
prising of three inverters and domestic loads interconnected by a network has been
developed. In Sect. 3, the underlying theory for the non-stationary fault events,
their fractal parameter extraction and classification using neural network is dis-
cussed. Results obtained from different kinds of simulated faults are discussed in
Sect. 4. Finally, the possibility of integration of the suggested analysis to real-time
systems is discussed in Sect. 5.

2 Dynamic Model of the Inverter-Based Microgrid

The microgrid system considered in this work for fault prediction consists of three
distributed generation system (DG). Each DG is operated based on the droop-based
power sharing that consists of a VSI on common reference frame [9]. The detailed
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model of a single VSI is shown in Fig. 1a which mainly consists of the inverter,
output filter, power-sharing controllers, voltage and current controllers. The
power-sharing controllers control both the real and imaginary power using droop
control of frequency and voltage, respectively, as shown in Fig. 1b. They mainly
replicate the governor action as in the case of a synchronous generator. The active
power droop control works with the main principle of decreasing active power with
the increase in frequency and vice versa [5]. Also, the reactive power droop control
works with a similar principle of decreasing reactive power with the increase in the
voltage. The conventional controller used is a linear PI controller The voltage
controller along with all its feedback and feed-forward elements with its control
action conventionally achieved using PI controllers can be traced from [9].

2.1 Output LC Filter Coupling Inductance Model

The main purpose of the LC filter is that it can remove the high frequency har-
monics. Also the LC filter prevents the chance of resonance with the network and
load side if chosen according to the system [5]. The coupling inductance mainly
reduces the coupling between the active and reactive power components. A single
inverter is thus a combination of the DG, power controllers, current and voltage
controllers and output LC filter and coupling inductances. The inverter model
simulated includes three voltage source inverter of same rating. The three inverters
are interconnected through the two transmission lines which are considered as
network. The transmission lines are considered to be short transmission lines and
are emulated using suitable R-L branch. The inverters are connected to three loads
as shown in Fig. 2 with the help of the network. The load considered in this work is
resistive load. The inverter parameters are used for the simulation as given in
Table 1 and have been adopted from [4, 10].

2.2 Methodology and Simulated Faults

Different fault conditions for the microgrid model are simulated and are shown in
Table 2. The output current of the three inverters is recorded in dq reference frame

PWM 
Pulse 

generator

Current 
controller

Voltage 
controller

Power 
controller

Vo

if

Vbus

io
Lf Lc

Cf

Vi*if*Vo
*

io

Vo

Vo io
if

(a) (b)

Fig. 1 Block diagram of a voltage source inverter model and b power controller
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Fig. 2 Complete test system used

Table 1 Inverter parameters used for simulation [10]

Inverter Parameter Value

Inverter parameters

1,2,3 mp, nq 1.57 � 10−6, 0.002

1,2,3 Kvi, Kvp 390, 0.05

1,2,3 Kci, Kcp 16 � 103, 10.5

1,2,3 Rn 1000 X

Line parameters & load parameters

Line 1 Rline1 & Xline1 0.23 & 0.1 X

Line 2 Rline2 & Xline2 0.35 & 0.58 X

Inverter 1 Active power 5.8 kW

Inverter 2 Active power 6.5 kW

Inverter 3 Active power 7.3 kW

Table 2 Different fault conditions simulated

Fault simulated

Inverter Type of faults Fault instant (for training) Fault instant (for
testing)

1,2,3 Line-to-ground (A) 0.3 0.5

1,2,3 Line-to-ground (B) 0.3 0.5

1,2,3 Line-to-ground (C) 0.3 0.5

1,2,3 Line–line–ground (AB) 0.3 0.5

1,2,3 Line–line–ground (BC) 0.3 0.5

1,2,3 Line–line–ground (AC) 0.3 0.5

1,2,3 Line–line–line–ground (ABC) 0.3 0.5

1,2,3 Line–line–line–ground (ABC) 0.3 0.5

1 Line–line–line–ground (ABC) 0.3 0.5

2 Line–line–line–ground (ABC) 0.3 0.5

3 Line–line–line–ground (ABC) 0.3 0.5
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and have been used for MFDFA analysis for multifractal feature extraction and fault
localization and detection using neural networks. The time series generated by the
load currents during normal operation and during different fault conditions and are
obtained by the taking the cumulative sum of fluctuations. The time series is ana-
lyzed by MFDFA for extracting the multifractal features. The singularity spectrum
width of the multifractal spectrum and the Hurst exponent quantifying the long-run
correlations are the extracted features of the time series which is tested with analysis
of variance (ANOVA) validating the efficacy of the features’ and fed to artificial
neural network (ANN) model for fault detection.

3 Theory

3.1 Multifractal Detrended Fluctuation Analysis (MFDFA)

The time series generated by the load events are analyzed using MFDFA. The steps
involved in MFDFA are summarized as follows. Let us consider y(n)to be a
non-stationary, nonlinear time series of length N [11]. The mean value of the time
series is given by Eq. (2).

�y ¼ 1
N

XN
n¼1

yðnÞ ð1Þ

The integrated time series is computed by subtracting the mean value from the
signal as shown in Eq. (2).

XðiÞ ¼
Xi
n¼1

½yðnÞ � �y�8i 2 1; 2; . . .N ð2Þ

The next step consists in dividing the time series into Ns non-overlapping
segments, where s denotes the segment length and Ns = int(N/s). For N not
divisible by s, a section of data sequence is left out. For including the left out data,
the procedure is reiterated from the reverse end and thus rendering 2Ns number of
segments. Using least square polynomial approximation, the variation in local
trends for each of the 2Ns is computed for each sequence fragments as shown in
Eq. (3).

F2 s; mð Þ ¼ 1
s

Xs
i¼1

X ðm� 1Þsþ i½ � � xm ið Þf g2where v ¼ 1; 2. . .Ns ð3Þ

where xm(i) signifies the least square fitted value in the mth segment. By taking the
average of 2Ns segments the qth order fluctuation function, Fq(s) is computed,
where q is the scaling index as given by Eq. (4).
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Fq sð Þ ¼ 1
2Ns

X2Ns
m¼1

½F2ðs; vÞ�0:5q
( )1=q

ð4Þ

Since, Fq(s) depends on both the values of q and time scale s, its variation is
analyzed using a log–log plot. It is computed for all time-scale range [10]. When the
y(n) is long-range power-law correlated, then Fq(s) versus s shows a power-law
variation with a slope as function of H(q) as shown in Eq. (6). For H(q) being the
generalized Hurst exponent

Fq sð Þ / sHðqÞ ð5Þ

For monofractal time series, the scaling behavior of F2(s,m) is similar for all
segments and for all values of q which means that H(q) is independent of q. But, for
a multifractal time series, H(q) is a function of q and the Hurst exponent is taken for
q = 2, and the scaling characteristics of segmental fluctuation is described by H
(q) for all values of q.

3.2 Multifractal Spectrum

The long-range correlations of a monofractal time series are characterized by a
single Hurst exponent with the multifractal scaling exponent s(q) showing linear
dependency on the scaling exponent q. The multifractal scaling exponent s(q) is
related with the generalized Hurst exponent H(q) by the relation shown in Eq. (6).

s qð Þ ¼ qH qð Þ�1 ð6Þ

While a multifractal time series is a set comprising of multiple Hurst exponents
and there is nonlinear dependency of s(q) on q as reported in [11]. With the help of
Legendre transform, the relationship between singularity spectrum f(a) and scaling
exponent s(q) is obtained as given in Eq. (8).

a ¼ ds=dq & f að Þ ¼ qa� s qð Þ ð7Þ

where a is the singularity exponent and f(a) signifies the fractal dimension of series
subset characterized by a. Mathematically, a and f(a) can be expressed in terms of
H(q) as given by Eq. (8)

a ¼ H qð Þþ q qð Þ
f að Þ ¼ q a� H qð Þ½ � þ 1

ð8Þ

The singularity spectrum f(a) of the multifractal spectrum determines the
long-range correlation property of a time series. The width of the multifractal
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spectrum quantifies the multifractality of the spectrum. A large spectral width is
associated with a high degree of multifractality and vice versa. Since H(q) is
independent of q for a monofractal time series; hence, the multifractal spectrum
width will be zero [12].

3.3 Artificial Neural Network (ANN)

ANN inspired from biological computations consists of a multilayered weighted
combination of signals coming from a cluster of neural units called neurons. The
self-learning tuning of the weights of the network paths with different activation
functions coupled with a threshold function limit false triggers before propagating
to other neurons provides an excellent nonlinear feature learning methodology
where traditional learning fails. Mathematically, it is expressed as Eq. (10).

yi ¼
XL
m¼1

xijr
Xn
k¼1

hjkiok þuvj

 !
þ hwi

" #
where i ¼ 1; 2. . .n ð10Þ

where iok and yi are the output currents and output of the ANN and hjk and wij are
hidden and output layer weights. The weights of these interconnections are updated
in the learning process. Details about the application of ANN to microgrid fault
prediction can be found in [8, 13, 14].

4 Observations

4.1 Line Faults in Inverters

Line faults in an inverter are marked by increase in output current to the saturation
level. Faults occurring for a very short duration are difficult to detect with an ANN.
Number of inputs and outputs of the ANN is 6 which is same as that of the number
of output currents (Iod1, Ioq1, Iod2, Ioq2, Iod3, Ioq3) while the optimum number of
hidden layers is determined by prior iterations and maximizing the accuracy. More
details can be found in [8].

4.2 MFDFA Features

During normal operation of a microgrid, all the load currents exhibit anti-persistent
(H(q = 2) < 0.5) and similar generalized Hurst exponent scaling behavior and
multifractal spectrum characteristics. But when fault occurs in any inverter, the load
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lines supplying current to the fault areas gets interrupted and as such their fractal
nature changes. These changes are manifested in the Hurst exponent and spectrum
width values. Analyzing these changes in multifractal features of the load currents
and fault localization is done in the microgrid by a neural network model. The
generalized Hurst exponent curves and the multifractal spectrum of the normal and
fault load currents are shown in Figs. 3 and 4, respectively.

5 Conclusions

The inherent fractal nature of the time series generated during normal operation and
fault events of a microgrid has been characterized by MFDFA analysis. The Hurst
exponent and the multifractal spectrum parameters are trained with ANN for fault
detection in microgrids. Also, the extreme behavior of windowed fractal analysis
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for finding the exact instant of fault localization is being studied for autonomous
operation and integration to real systems.
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A Work on Grid Connected Solar
Photovoltaic System Using Particle
Swarm Optimization Technique

Bharti and Akhil Gupta

Abstract Nowadays, solar photovoltaic (PV) systems are rapid growing energy
resources in the world. Solar PV system depends upon the solar irradiation and
temperature. Number of maximum power point tracking (MPPT) techniques can be
used to extract the maximum power. During bad weather condition or partial
shading condition, conventional MPPTs are unable to recognize the maximum
power point (MPP). Consequently, these algorithms cannot be utilized as a part of
PV framework to concentrate maximum accessible power. For this, particle swarm
optimization (PSO) is utilized to reinstate particles to scan for the new maximum
power point (MPP). A detailed simulation is done in the MATLAB/Simulink. PSO
system gives various focal points, it has a speedier following velocity, it can
likewise build up the MPP for any ecological varieties including partial shading
condition, and also it is easy to develop.

Keywords PSO � MPPT � PV system � Partial shading � MPPT technique

1 Introduction

Photovoltaic (PV) energy is one of the well-known wellsprings of non-conventional
energy because of many advantages such as less pollution and low operational cost.
PV sources are very important for mitigating global warming. Also, use of
grid-connected solar PV systems is increasing due to development in technology,
reduced rate in power electronic devices, a variety of incentive programs introduced
by government, and also advances similar to environment friendly and low main-
tenance cost. Large grid-connected PV systems show sign of improvement in
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productivity and dependability of both the PV boards and converters and to
decrease overall cost [1–5].

The output power of PV module specifically relies on the atmospheric conditions
like temperature and sunlight. As these amounts shift with time, in this manner,
effectiveness of sun-powered cell is low that is around 20%. Along these lines, a
control rationale is required that can monitor the terminal voltage and current and
furthermore refreshes the signal as needs be. Terminal voltage ought to be pro-
portionate to the comparing MPP esteem. To attain these goals, and to track the
time-varying MPPT of solar PV array depending on its operating conditions of
insolation and temperature, numbers of conventional MPPT algorithms [6–23] have
been introduced. Most popular conventional MPPT methods used in PV system are
perturb and observe (P & O), hill climbing (HC), and incremental conductance
(INC), and these are used due to their simple structure. But responses of these
methods are a bit slow and difficulty of steady-state oscillations is there. In addition
to the varying environment, the performances of these methods are not satisfactory
for all time. Comparisons of various MPPT techniques used in the PV systems are
discussed in [13]. To get better the MPPT performance, the conventional perturb
and observe (P & O) method based on fuzzy logic (FL) is used in [24]. But with
fuzzy logic controller, the adequacy depends a ton on the certainties of the control
build in picking the exact mistake calculation and upcoming by means of the rule
base table. The neural system (NN)-based strategies have additionally been actu-
alized for MPPT, yet immense measure of information is desirable for preparing the
system. Moreover, through change of PV array with time, the NN techniques
should be occasionally prepared to ensure adjust MPPT [24]. Another and effective
arrangement is given by particle swarm optimization (PSO)-based strategy which
has fast computational capacity and easy to actualize because of its basic and simple
structure.

In the event that a PV exhibit is mostly shaded by a structure like a building, a
tree, as well as mists, it ends up plainly complex for ordinary MPPT plans to
concentrate greatest power. In the event that modules with various ideal streams,
brought about by irregular insolation, are associated in arrangement parallel, MPPs
frequently come into view in the power versus voltage trademark. This is on the
grounds that the ideal current of each PV module is practically corresponding to the
insolation on it. In such circumstances, traditional MPPT controller for the most
part discovers nearby MPP as an option of search the local MPP. Henceforth, the
created PV power, and the general module effectiveness is little. CSS-MPPT
strategies generally depend upon P and O steps and utilize the HC thought in taking
after accentuations. In the meantime, these procedures take a gander at prior and the
present power values constantly, and the moment when they get the basic neigh-
borhood most extraordinary, the computation halt forward direction processing.
Besides, these ordinary techniques separate most extreme power just while the
global MPP is the main utmost control peak. On the off chance that the global MPP
seems later than the nearby MPP all through the inquiry procedure, the CSS
techniques hit the local peak of the neighborhood MPP and after that settle or swing
around this point figuratively speaking. These calculations are not equipped for
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recognize the local and global MPPs. Of course, they are absolutely talented to
catch single MPP that may be local or global, which is based on the condition of the
power versus voltage curves. On the basis of partial shading condition, its position
with respect to the PV module, initialization of shading, and its direction of
exploration PV power and voltage curve can be drawn. In [25, 26], a specification
of different PV modules which are used to track the global MPP has done and an
effort has been done to make it more efficient. PSO calculation-based MPPT system
has been discussed in this paper where the duty cycle of boost converter is changed
with one MPPT controller to track the global most extreme power purpose of the
framework.

2 About Photovoltaic Systems and MPPT Algorithm

2.1 PV Array Model

As given in Fig. 1, the solar cell is essentially a p–n junction diode. Henceforth, Iph
is the photo current specifically relative to the insolation E (Kw/m2). Here, ID is the
diode current, Ip is parallel current, Rs and Rp are arrangement resistor and parallel
resistors separately, VD is the voltage of diode, and VC is the solar cell voltage.
Output current IC can be given by condition (1) [27].

Ic ¼ Iph � ID � Ip ð1Þ

where;

ID ¼ Is exp ðVD=m:VTÞ � 1f g

VD ¼ VC þ IC:RS

VT ¼ k:T=e

Fig. 1 Proportional circuit of
a PV array [27]
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IP ¼ VD=RP

Furthermore, Is is diode immersion current, VT is warm voltage, m is diode
calculate, k is Boltzmann steady (1.38 � 10−23 J/K), T is absolute temperature, and
e is electron charge (1.6 � 10−19) in Coulombs. In this manner, the output energy
of a PV exhibit relies on upon the quantity of cells associated in arrangement (Ns)
and parallel (Np) with a specific end goal to meet the essential evaluated control.
The aggregate voltage and current can be communicated as taking after condi-
tions 2 and 3, separately:

Vdc ¼ NSðVD � ICRSÞ ð2Þ

Idc ¼ NpIC ð3Þ

2.2 Characteristics of Photovoltaic Array

A PV module is made up of series combination of solar cells which are connected
in parallel arrangement. A glass is used to protect it against natural changes and
falling of trees, raining, dust and many more. Its V–I characteristics are appeared in
Fig. 2. Where in the current is almost relative to sunlight based insolation. The
dominant part of PV modules additionally has a bypass diode and an invert
blocking diode. A standard PV era framework is comprised of various such module
to get together to meet up demand on load side. Here, a PV framework has two
modules, coupled through bypass diodes, participated in arrangement are measured
for global power point tracking examinations. Imagine that solitary module is
completely lit up, at the same time as another is in part in the shade. In this
circumstance, the present going throughout the two modules is comparative as the
modules are associated in arrangement, yet the current produced by the
second module is a lesser measure of than that of the completely lit up
module. Subsequently, the surplus current goes through the bypass diode.

Fig. 2 V–I characteristics of
solar cell [27]

212 Bharti and A. Gupta



The V–I characteristics of a single PV module under shaded and non-shaded
condition and also total PV module are appeared in Fig. 3.

On the off chance that there are more modules, the qualities of irregular radia-
tions are complex, and may potentially show at least two MPPs. It becomes
obviously confused to comprehend the MPPT utilizing traditional strategies.
Regardless of the possibility that it is achievable to observe the global MPP, every
module cannot be worked at the most ideal condition, as their ideal current is
characteristically extraordinary at various insolations. On the off chance that the PV
module can be isolated into smaller sub-types called sub-modules. Each module is
controlled by MPPT controller. Due to which the power loss because of partial
shading can be decreased. More voltage and current are required by this technique
as appeared in Fig. 4.

Keeping in mind to reduce the cost and also the inconveniences related with the
following plan, the control scheme must be basic and simple to execute with a most
minimal number of sensors. So, another control scheme is appeared in Fig. 5, and
in this method, a single sensor can be adopted to get the MPPT of PV module. This
sensor is made up of single match of voltage and current.

Fig. 3 Characteristics of PV modules connected in series [28]

Fig. 4 Various arrays
controlled by different MPPT
controllers [28]
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2.3 Particle Swarm Optimization (PSO) Algorithm

It is an Evolutionary Computation (EC) technique that reproduces the social lead of
the swarm in nature, for example, schools of fish and rushes of winged creatures
where they discover food normally in a particular zone. More especially, PSO is an
iterative estimation that relies on upon finding the space and choosing the perfect
plan of a goal work or objective (fitness function). Assessment of algorithm
depends on the development of each molecule and additionally joint effort of the
swarm. Every particle begins to move about unevenly in light of its own best data
and the swarm’s involvement. It is likewise pulled in toward the area of current
global best position Xgbest and its own best position Xpbest. Particle swarm opti-
mization (PSO) is a stochastic, populace-based search strategy, displayed after the
execution of flying creature runs. A PSO calculation keeps up a swarm of individual
(called particles), where every last one particle represents an applicant arrangement
or solution. Particles seek after a simple conduct: imitate the accomplishment of
adjacent particles, and its own victories accomplished. The place of a particle is so
affected by the most fabulous particle in an environment, and additionally the best
arrangement found by the particle. Molecule position, Xi, is balanced utilizing
condition 4.

Xiðjþ 1Þ ¼ XiðjÞþ viðjþ 1Þ ð4Þ

where the velocity component, mi, represents the step size. The velocity is calculated
by Eq. (5).

vi jþ 1ð Þ ¼ w vi jð Þþ c1r1 yi tð Þ � xi tð Þf gþ c2r2 ŷi tð Þ � xi tð Þf g ð5Þ

where w = inertia weight, c1 and c2 = acceleration coefficients, r1, r2 e U (0, 1), yi
is the personal best position of particle i, and −i is the neighborhood best position of
particle i. Development of PSO agent is shown in Fig. 6 [28].

Fig. 5 Multiple arrays
controlled by single
centralized MPPT controller
[28]
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2.4 PSO-Based MPPT

A PSO calculation is connected to track the most extreme power of the PV exhibit
utilizing theP–I characteristics with a specific end goal to begin the advancement, and
response vector of global current withNp particle can be characterized as condition 6.

Xk
i ¼ Ig ¼ Ig1; Ig2; Ig3; . . .:; Igj

� � ð6Þ

j ¼ 1; 2; 3. . .::;Np

The objective function is defined as:

f ðxki Þ[ f (yiÞ ð7Þ

where f is representation of the operating power of solar PV module. Normally,
control from PV array frequently changes because of partial shading. Subsequently,
in such cases, the particles must be reinitialized to look for the new global point
(MPP). In this manner, taking after condition 8 is utilized to reinitialize the particles.

P xiþ 1 þ 1ð Þ � PðxiÞ=PðxiÞj j[DP ð8Þ

2.5 Implementation of PSO Algorithm

(1) After particles and parameters are established then sped and the position values
are decided.

(2) For each and every particle, present speed as well as position are started
unevenly.

(3) Estimation has been computed for pbest for every particle also the value of each
particle has been computed.

(4) When the particle’s best value is there, then the value of gbest has been set.
(5) Repeat method 3 and method 4 again and again until ideal arrangement is

achieved.

Fig. 6 Development of PSO
agent [28]
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(6) Repeat the means 3 and 4 until the ideal arrangement is achieved.
(7) Enhanced optimized value has been resolved at the end of iteration on the basis

of global best value.
PSO algorithm flowchart of the proposed PV system is illustrated in Fig. 7
[26, 29].

Fig. 7 PSO method
flowchart [26]
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3 Simulation Results

Simulink model consists of solar photovoltaic module which is connected to a grid
through boost converter and three-level multilevel inverter. PSO technique is used
in the boost converter. Simulink model of photovoltaic system is shown in Fig. 8.

Proposed system has two inputs as shown in Fig. 9a, b that permit you fluctu-
ating sun irradiance (in W/m2) and temperature (in °C). The photovoltaic array

Fig. 8 Simulink model of a PV system using PSO

      (a) Irradiance      (b) Temperature 

Fig. 9 (a), (b) input irradiance and temperature
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exhibit utilizes 330 sun control modules, and it comprises of 66 strings of five
arrangement-associated modules associated in parallel.

Output voltage and current of photovoltaic array are appeared in Fig. 10a, b.
Additionally, DC-to-DC boost converter expands voltage from normal photovoltaic
273 V DC at most extreme energy to 500 V DC at appeared in Fig. 11. Voltage and
current buses are of 25 kV ratings, and it is observed from the output obtained at
grid at phase-A that there is unity power factor.

At time t = 0.4 s, MPPT is empowered. The MPPT controller begins directing
PV voltage by differing duty cycle with a specific end goal to concentrate maximum
power. What is more, most extreme power is gotten when the duty cycle is 0.454.
From time t = 0.6 s to t = 1.1 s, sun irradiance is inclined down from 1000 to
400 W/m2. MPPT keeps on following most extreme power. At t = 1.2 s, when
irradiance has diminished to 400 W/m2 obligation cycle is 1 relating PV voltage
and power are 259.9 and 29.57 kW. Take note of that MPPT continual following
maximum power along with this quick irradiance change. Figures 12, 13, and 14
show the simulation results of voltage, current, and power, respectively, tracked at
phase-A of grid.

(a) Voltage waveform                                        (b) Power waveform 

Fig. 10 (a), (b) voltage and current waveform at the output of PV array

Fig. 11 Voltage waveform at voltage source converter
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Fig. 12 Simulation results of voltage, tracked at grid

Fig. 13 Simulation results of current, tracked at grid

Fig. 14 Simulation results of power, tracked at grid

A Work on Grid Connected Solar Photovoltaic System ... 219



4 Conclusion

Voltage–current characteristics for PV show that in partial shading condition or bad
weather condition and it is difficult to locate global MPPs at the season of
incomplete shading or partial shading, making it hard to locate the global MPP
utilizing conventional techniques. To beat this trouble, MPPT calculation utilizing a
PSO strategy is presented. This proposed calculation utilizes just a single combine
of sensors for controlling number of PV exhibits, subsequently bringing about
lower cost, effortlessness, higher overall efficiency.
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Review of Small-Signal Analysis
of Microgrid in Islanding Operation

Dhanprakash Singh, Kamal Kant Sharma, Inderpreet Kaur
and Balwinder Singh

Abstract This paper presents autonomous operation of microgrid by using mod-
eling and small-signal analysis. State space technique is very good for finding the
system small-signal stability. When microgrid having a number of generating units
then it is very simple and time saving technique for solving system stability. In my
microgrid model there are two micro generating sources and for checking System
stability we are using the state space matrix and calculate the Eigen values and find
the individual and combined DGs stability. These analyses Eigen values define the
system stability and dynamics under the variation of controller and system
parameters. And also verify the results with time domain simulation in MATLAB.

Keywords Small-signal analysis � Distributed sources � Micro-source interface

1 Introduction

Nowadays, microgrid is very popular. It is a type of grid where micro-generating
sources (synchronous generators, induction generators, and voltage regulators) are
connected very easily to feed power to the utility grid. As the population is
increasing day by day, electric power demand (EPD) also increases. To fullfill this
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EPD, we required to generate more electric power, so we are moving toward
distributed generation (DG). Distribution systems have distribution energy
resources, storage devices, and controlling devices operated on the utility grid under
connected or islanding operation conditions. Microgrid gives a novel distribution
system which is based on smart grid concept. Source generating the power less then
1 MW is called as micro-generating source.

A fault is occurring on the transmission line between utility grid and microgrid,
due to the fault microgrid is disconnected from utility grid. This term is called
islanding of an electrical system. Now, DGs are the only source of supplying
electrical power to the electrical load which is isolated from the whole system.

We take the model reference which is given in [6]. Model consists of a
micro-asynchronous generating unit and a micro-PV generating unit with voltage
source converter (VSC) interfacing unit which are connected with microgrid.

Small-Signal Analysis Basics

Small signal has different-different uses like:

• Find out the exact common operating point of generating units.
• Helpful in designing the controlling parameters.
• Optimize the full system to increase all the stability of the system.

The behavior of the autonomous system is given by

_X ¼ f x; uð Þ ð1Þ

The mathematical model of linearized equations of microgrid is given in the form
of,

D _X ¼ ADX þBDu ð2Þ

Section 2 describes the test system. Section 3 consists of DG unit equations.
Section 4 consists of calculations. Section 5 concludes the results.

2 Test System Representation

2.1 System Study

There are two types of micro-generating sources. As DG1 is asynchronous gen-
erator and DG2 is PV generator with VSC respectively. Which are connected with
the microgrid is shown in Fig. 1 microgrid is connected with the utility grid via a
transformer and transmission lines.
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2.2 Single Line Diagram

Figure 2 is single line diagram of microgrid whose voltage level is 380 V where
n is the number of DGs units.

3 Equations of DGs Used in Microgrid

3.1 Reference Frame Transformation

Because both DGs are different types, they require a common reference so that they
convert very easily into the common linear equation form. So transformation is
done on one single point which is called point of common coupling (PCC).

Transformation equation is written as,

f g ¼ Tnf
n ð3Þ

where

f g ¼ f gd f
g
q

h iT
is the vector of f in d-q frame and fn = f nd f

n
q

h iT
; if dn is the angle

between d-axis and rotating reference planes, then transformation matrix is given by,

Fig. 1 Distributed generation in islanding mode

Fig. 2 Micro-source
interface with system
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Tn ¼ cos dn �sin dn
sin dn cos dn

� �
ð4Þ

All the equations coming after the transformation are linear at common operating
point which are used in state space technique for finding out the small-signal
analysis.

3.2 Dynamic Model of DG1

Basically asynchronous type of DGs like wind generators, whose stator is con-
nected with microgrid directly. During its operation, two types of power flow are
observed (Fig. 3);

(a) Active power flow from DGs to microgrid and
(b) Reactive power flow from grid to the DGs, which is used for DGs excitation.

uds ¼ �Rsiqs þX0
siqs þ u0d

uqs ¼ �Rsiqs � X 0
sids þ u

0
q

_u0d ¼ � 1
T 0
0

u0d � Xs � X 0
s

� �
iqs

� �þ pu0qhg

_u0q ¼ � 1
T 0
0

u0q � Xs � X 0
s

� �
ids

h i
� phgu0d

dxg

dt ¼ 1
2H Tm � Teð Þ

8>>>>>>><
>>>>>>>:

ð5Þ

Equation 5 is linear about operating point and represents the small-signal model
given in Eq. (6)

D _XG1 ¼ AG1DXG1 þBG1DuG1 þCG1Dupcc ð6Þ

Fig. 3 Global and local
rotating references frames of
the system of Fig. 1
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where

ΔXG1 = Du
0
dDu

0
qDxg

h iT
and DuG1 = ΔTm are the state variables and input

variables of DG1

3.3 Dynamic Model of DG2

In this type of power plant, VSC is interfacing between PV and DG

P
xp
xq

� �
¼ �I2�2

Pinv

Qinv

� �
þ I2�2

P�
inv

Q�
inv

� �
ð7Þ

The VSC output power in Eq. (7) can be expressed as:

Pinv ¼ uG2ds i
G2
d inv

Qinv ¼ uG2ds i
G2
q inv

�
ð8Þ

D _XG2 ¼ AG2DXG2 þBG2DuG2 þCG2Dupcc ð9Þ

where
ΔXG2 = [Dxp Δxq]

T and ΔuG2 = [ΔPinv
* ΔQinv

* ]T are the state and input variables
of VSC.

3.4 Dynamic Model of Microgrid

Under microgrid autonomous operation mode, Dupcc is determined by the combi-
nation of both microgrid and DG units. From Fig. 1

Upcc

0

� �
¼ RL �XL

XL RL

� �
idL
iqL

� �
ð10Þ

where RL, XL are the load resistance and inductive reactance, while idL, iqL are the
load current along d and q axis represented by state space method. In Eqs. 11
and 12,
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idL
iqL

� �
¼ iGd ind

iGq ind

� �
þ iGd inv

iGq inv

� �
ð11Þ

A ¼ AG1 þCG1H1 CG1H2

CG2 AG2 þH2CG2

� �

B ¼ BG1 0
0 BG2

� �
8>><
>>:

ð12Þ

4 Calculation for Small-Signal Analysis

The linearized mathematical model of the microgrid helps to calculate the system
small-signal dynamic behavior and other parameters for optimum performance.

Line parameters of DG1 and DG2 are given as:
Z1 = R1 + jX1 = (0.05 + j0.00157) X and Z2 = R2 + jX2 = (0.0298 + j0.005) X;
microgrid rated voltage and frequency are 380 V and 50 Hz; VSC active power
reference Pinv

* is 100 kW; reactive power reference Qinv
* is 0 kVar (Fig. 4).

Power angle curve shown in Fig. 5 as the power of the Asynchronous generator
is increase to the value more then 0.201 the system became unstable because with
increase in active power Eigen values moves toward right hand side of the plane
and making system unstable.

Figure 6a shows that when proportional gain increases then the more dominant
roots were not very much affected as compared to the less dominant roots affected,
which makes our system stable. Figure 6b shows the converter operation mode
when it works in inversion mode, and its roots move toward imaginary axis, which
increase its transient time.

We also study results in MATLAB simulation shown in Fig. 7a, b. When small
disturbance occurs then what is the response of all the DGS. Figure 7a shows the

Fig. 4 Trace of Eigen values
when the active power of
DG2 increases
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Fig. 5 Power angle of asynchronous generator to PCC response when active power of
asynchronous generator changes

Fig. 6 Trace of Eigen values when the proportional gain of power loop changes, a with
asynchronous generator b with VSC
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asynchronous generator response variation, and Fig. 7b shows the VSC output
variation of power when a step changes in the load power.

Response time of asynchronous generator with active power is shown in Fig. 7a,
and we can see that as the proportional gains increase the output of the VSC
decreases in Fig. 7b. The simulation results in MATLAB also show this result
analysis.

5 Conclusion

This paper describes the microgrid model with reduced order having asynchronous
generator and PV generator with electronically interfaced DGs unit. It represents a
linear model of microgrid, in which all the DGs are connected linearized around

Fig. 7 Active power response of different micro-sources when proportional gain of VSC power
loop changes, a asynchronous generator b VSC
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PCC operating, So We define a matrix which is basically a system matrix and is
used to find out the Eigen value. The Eigen value comes are used to find out the
system stability and system dynamics which is affected by the variation of the
output of the asynchronous system and the result which had come and checked by
the simulation.

Which shows the parameters of the controller’s loop are not affected very much
but affecting the output power of the VSC but not affecting the stability of the
system to a very much.
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Optimization of Wind Power Using
Artificial Neural Network (ANN)

Dinesh Chauhan and Sunny Vig

Abstract Wind energy is one of the best alternatives for the fossil fuels in the field of
electricity generation. They havemany advantages, when compared to the fossil fuels,
such as it is available naturally, does not have harmful effect on the environment and
will not be get depleted with the passage of time. Besides all these advantages of the
wind energy,when thewind is used for the generation of electrical energy, there are lot
of issues related to wind like fluctuations in wind speed which cause major problems
in power generation. Variation in wind speed can also cause power fluctuation, which
will cause discomfort at the consumer level. Many developing nations have now
moved towards wind energy to meet their growing energy demands. The problem of
power output variation of wind farms can be optimized by various optimization
techniques like particle swarm optimization, genetic algorithm and artificial neural
network. In this study, the technique of artificial neural network is being used for the
optimization of wind power. In the neural network toolbox, the optimum value for
wind power is first determined individually for three different input variables (wind
speed, tip-to-speed ratio and coefficient of power) and then the final optimum values
are determined by using all these parameters as input variables at the same time.

Keywords Fossil fuels � Wind power � Tip-to-speed ratio � Coefficient of power
Artificial neural network � MATLAB toolbox

1 Introduction

Since its invention in the nineteenth century, electrical energy has changed the
world for good. The human race has become so dependent on electrical energy that
today it is not possible to survive without electrical energy. All the luxuries,
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comfort and easiness in our life are mainly due to electrical energy. The working of
a normal house to a large industry cannot be possible without electrical energy.
After realizing the benefits, we get from electrical energy, and we simply kept our
focus on the maximum generation of electrical energy. The major part of today’s
energy generation is done by coal and other fossil fuels. The unprecedented use of
fossil fuels has resulted in many environmental issues like global warming, climate
change and the increase in the quantity of greenhouse gases [1]. After realizing the
harmful effects of fossil fuels, the government of each country is shifting its focus to
renewable sources of energy. These renewable sources of energy have many
advantages like they did not have any harmful effect on the environment and also,
they are free of cost. Among these renewable sources of energy, wind energy is the
important one as it will remain till the sun is there. Basically, wind is caused by the
uneven heating of the earth surface by the sun. Throughout the world, wind energy
has a huge potential which can be harnessed for the generation of electrical power.
In India as on February 2017, the installed capacity for wind power is 28 GW [2].
This will further increase in the coming years as Indian Government is encouraging
private partners to be associated in the field of power generation with renewable
sources. But besides all these advantages, wind power with certain limitations like
its generation is mainly dependent on the availability of the wind. If the wind is
available, then the next issue is the speed of the wind. In large wind farms, multiple
wind turbines are connected in parallel to get the maximum output. But with
multiple wind turbines connected together, the speed with which wind hits the
turbines is not the same for each turbine. So, we can optimize the wind power of
each turbine. There are many optimization techniques available like particle swarm
optimization, genetic algorithm and artificial neural network. In this study, artificial
neural networks technique is being implied for the optimization of wind power.

2 Artificial Neural Networks (ANN)

In the field of artificial intelligence, there are two main branches: one is expert system
and other is the artificial neural network [4]. Over a period of last decade, there has
been the great development in the field of artificial neural network. In the recent years,
ANN has been applied successfully for image recognition, sound, speech pattern
identification and much more. Artificial neural networks are very much similar to the
biological neural network and follow the same principle of learning of past experi-
ences. The artificial neural network gives the best optimum value after training it
multiple times. Figure 1 shows the diagram for a biological neuron.

It is estimated that human brain has billions of neurons connected together for
the flow of information. Each neuron in the brain has the same four basic elements
known by their biological names—dendrites, soma, axon and synapses [4]. The
diagram showing the simplified model of the artificial neuron is shown in Fig. 2.
ANN is basically formed by the interconnection of these artificial neurons. In such a
system, excitation is applied to the input of the network. At the synapses, there is a
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compilation of some potential which, in the case of the artificial neurons, is rep-
resented as a connection weight [4, 5]. These connection weights are modified
continuously, based on the learning rules. When compared to biological neuron, the
wires will replace the axon, the weight function will replace synapses and activity in
soma is replaced by the activation function.

3 Data Used and Calculations

The maximum power that can be extracted from the wind turbine is given the
mathematical formula described by Eq. (1) below

Fig. 1 Basic biological neuron

Fig. 2 Artificial neuron model
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P ¼ 1
2
qACPv

3 ð1Þ

In Eq. (1)

P Power that can be extracted from the wind.
q Air density.
A Area swept by the turbine blades.
Cp Coefficient of power.
V Velocity of the wind or simply wind speed.

For the calculation of wind power, the values for wind speed are taken from a
report. Wind speed data for a place are taken on the monthly basis for a whole year.
Average wind speed for each month of the year is shown in tabular form in Table 1.
Air density is constant and its value is 1.23 kg/m3. The most general rotor blade
used in wind power plant has a radius of 52 m. Thus, the area swept by the blade
will be calculated from the formula A ¼ pr2. The coefficient of power has a
maximum value of 0.59, but its value varies with tip-to-speed ratio (k). Tip-to-speed
ratio is defined as the ratio of the blade tip speed and wind speed. Blade tip speed is
defined by Eq. (2) shown below

Blade tip speed ¼ Rotational speed � p � D
60

ð2Þ

where D is the diameter of the rotor blade. Generally, the rotational speed of the
turbine is between 15 and 20 rpm for the generation of power. For the calculation
purpose, here, it is being taken as 15 rpm. The value of the coefficient of power is
calculated manually for different tip-to-speed ratio value. The graph showing the
variation of coefficient of power with the tip-to-speed ratio is shown in Fig. 3.

Table 1 Wind speed data on
monthly basis over the year
[6]

Sr. No Month Wind speed

1 January 5.0

2 February 5.6

3 March 6.3

4 April 8.3

5 May 10.1

6 June 12.1

7 July 13.9

8 August 12.5

9 September 9.8

10 October 5.9

11 November 5.8

12 December 6.5
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Thus, by knowing each parameter, the value of wind power is calculated by
using Eq. (1) corresponding to each wind speed. Every calculated value in the
tabular form is shown in Table 2.

4 System Modelling and Observations

After calculation of the parameters, the optimum values for power output are
obtained by neural network toolbox in MATLAB. In neural network toolbox, the
optimum values for power output are calculated by using wind speed, tip-to-speed
ratio and coefficient of power as input variables individually and output power as
output variable for each one of them. In this study, back proportion feed-forward
algorithm is used for the calculation of optimum values. The mean square error
curves for each case are shown in Figs. 4, 5, and 6, respectively.

The mean square error curves shown above are obtained after retraining the
network multiple times. The network is retrained till the time the validation data
curve becomes constant. These curves show the best validation performance of the
data. The best performance is obtained after 19 iterations when wind speed is used
as the input variable, after 30 iterations when the tip-to-speed ratio is used as the
input variable and after 4 iterations when the coefficient of power is used as the
input variable. The regression curves showing the relationship between the output
and target for each case are shown in Figs. 7, 8, and 9.

Table 2 All calculated parameters (tip-to-speed ratio, coefficient of power and power output)

Sr.
No

Wind speed
(m/s)

Tip-to-speed ratio
(k)

Coefficient of power
(Cp)

Power output
(MW)

1 5.0 16.32 0.415 0.27

2 5.6 14.57 0.503 0.46

3 6.3 12.95 0.560 0.73

4 8.3 9.83 0.550 1.64

5 10.1 8.08 0.425 2.29

6 12.1 6.74 0.300 2.27

7 13.9 5.87 0.235 3.29

8 12.5 6.53 0.285 2.90

9 9.8 8.33 0.440 2.16

10 5.9 13.83 0.535 0.57

11 5.8 14.07 0.525 0.53

12 6.5 12.56 0.570 0.81
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Fig. 4 Mean square error curve when only wind speed is used as an input variable

Fig. 5 Mean square error curve when only tip-to-speed ratio is used as an input variable
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The optimum values obtained for each of these cases are shown in Fig. 10.
Above values and curves are obtained when these input parameters are used

individually. The best optimum value of the wind power can be obtained from
neural network toolbox by using all these parameters as input variables together and
power output as output variable because power depends upon these input variables.
The mean square error curve, regression curve and the optimum values for this case
are shown in Figs. 11, 12, and 13, respectively.

5 Results and Conclusions

The optimum values obtained from the whole data for each case are put in the
tabular form in Table 3. From this research paper, it can be concluded that
the artificial neural network (ANN) optimization technique can be helpful in finding
the best optimum value of wind power by using multiple values of the wind. In this
paper, monthly based data are used for different values of wind. For future work,
data can be taken on yearly basis.

Fig. 6 Mean square error curve when only coefficient of power is used as input variable
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Fig. 7 Regression curve when wind speed is used as input variable
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Fig. 8 Regression curve when tip-to-speed ratio is used as input variable
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Fig. 9 Regression curve when coefficient of power is used as input variable
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Fig. 10 Optimum values of the power obtained for the different cases

Fig. 11 Mean square error curve when all three are used as input variables
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Fig. 12 Regression curve when all three are used as input variables

Fig. 13 Optimum value
when all three are used as
input variables
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Table 3 Optimum values for all the different cases

Sr.
No

For wind speed
as input variable
(MW)

For tip-to-speed
ratio as input
variable (MW)

For coefficient of
power as input
variable (MW)

When all are used
as input variables
(MW)

1 3.05 3.05 2.95 3.03

2 3.02 2.94 1.84 2.99

3 2.96 1.13 0.91 2.98

4 1.36 0.54 0.97 2.97
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Cost Analysis of Hybrid Power System
Design Using Homer

Gopal Thakur, Kamal Kant Sharma, Inderpreet Kaur
and Balwinder Singh

Abstract The paper proposes cost analysis of hybrid power system design using
homer both grid-tied and off-grid mode of hydropower plant operative everywhere
in the nation. Wind power systems are used to make system efficient and reliable.
Hybrid energy system is used to decrease dependency on convention or renewable
energy sources. Models of electric non-conventional (HOMER) are equated along
with the operative and economical parameter with hydropower system parameter,
and wind parameter with cost-effective approach is presented.

Keywords Wind–hydro hybrid � Homer � Cost optimization � Renewable energy
resources � Power management

1 Introduction

Since Distribution generation (DG) very popular now in these days with this types
of DG provide improve reliability of power and integrated resources. Distributed
generation is the small-scale generation. Distributed generation term involves
combination of small hydro, small gas, small solar and diesel, and small fuel
sources of power generation [1]. Distribution generation is AC and DC types. AC
generation is easily connected to existing AC power system, while DC microgrid
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has the ability to connect load very easily because the nature of the load is similar to
DC microgrid [2]. Wind energy has been noted as the most clean, cost-effective,
ecofriendly source of energy, among all other sources of energy. Non-conventional
demand increases day by day due to increasing price of fossil fuel [3].
Non-conventional source is natural resources of energy, e.g., wind, hydro,
geothermal, solar [4]. Optimization of hybrid energy system is cost-effective and
reliable [5]. In this paper, hybrid energy system is used to make system
cost-effective. Economic operation is done by (HOMER) software (hybrid opti-
mization renewable energy resources) [6]. With the advancement of technology,
renewable energy cost is very less as compared to capital cost of hydro plant which
is very high [7]. To make a system ecofriendly, a wind turbine system is therefore
added to conventional stand-alone system [8]. The issue related to hybrid system
fault occurs on the system so we increase or decrease the value of circuit breaker,
when network is in islanding mode or out of synchronism [9–11]. Overcurrent relay
(OC) is used for major protection in distribution generation system. OC resolves all
faults in the system [8].

The main objective of this paper to make an analysis of hybrid power system
consisting of wind and hydro system to meet the load demand and compare with
hydropower system to make a system cost-effective. In order to meet objective,
economical parameter of hybrid system with the (HOMER) software (hybrid
optimization renewable energy resource) is equated.

2 Wind and Hydro System Modeling

Wind and hydro hybrid system is used to make system efficient and reliable. In this
paper, we analyze cost of hybrid system before we analyze cost we know about data
of wind speed, water flow, and load demand [7, 12].

2.1 Wind Speed Data

Wind source data are taken from NASA for Jabalpur India (longitude 79°59′ and
latitude 23°10′). The average wind speed is 4.001 m/s. Also, we find out the initial
cost, operating cost, NPC (net present cost), O&M ($/year) with the help of
HOMER software.

2.2 Mini- and Microhydro Plant Data

Hydro sources data are taken from Bharmour, Himachal Pradesh, India (latitude
32°36′ and longitude 76°32′); the average water flow rate is 27.32 cumecs.
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Figure shows monthly average water flow rate l/s. Also, we find out the initial cost,
operating cost, and NPC which are shown in tabular or graphical forms [7, 12].

2.3 Load/Demand Data

Electrical load consists of more than one apparatus which perish more electrical
power. Load demand contain from NASA; Jabalpur India and residential block of
Chamba district. Daily load consumption 675 kw/day and perish by consumer and
where peak load is found 1500 k/w. Load perished by consumer is shown in Fig. 4
[13, 14].

2.4 Battery Storage Data

Distributed generation consisting of wind and hydro equivalent have changeable
nature as input are not keep up continuous power supply. In order to maintain
continuous supply, we are using battery storage devices. Battery storage are used
smoothness or if load is not matching in wind and hydro system equipment
maintenance. The cost of grid takes account of battery. In hybrid system, battery is
6 V, 360, and 12 V D.C bus.

2.5 Hybrid System Modeling

See Figs. 1, 2, 3, 4, 5 and Tables 1, 2.

3 Methodology

The proposed hybrid non-conventional energy system consists of wind and hydro
hybrid system, cost analysis, and economic analysis; we are using homer software
hybrid optimization renewable energy resources.

HOMER software is very useful for designing off-grid and connected grid of
renewable energy system in countless application of renewable energy system. It is
also used for cost analysis of hybrid energy system, and design of equipment analyzes
cost of hybrid power (wind, hydro) system tomeet the load demand and compare with
hydropower system, can equate economical parameter of hybrid system with the help
of (HOMER) software (Hybrid Optimization renewable energy resource. For
designing any electrical power system,we need know about specification of apparatus
and structure of system to be analyzed like (element, component). Availability of
renewable energy sources, cost of each obtainable technology [7, 14, 15].
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Fig. 1 Schematic diagram of wind and hydro system

Fig. 2 Baseline data monthly averages

Fig. 3 Wind speed probability distribution, average wind speed, average data hour of day
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Fig. 4 Baseline data in maximum ranges

Fig. 5 Average speed of water stream flow l/s

Table 1 Monthly average
wind speed [5]

Month Wind speed (m/s)

January 3.350

February 3.890

March 3.395

April 3.885

May 4.956

June 5.176

July 4.796

August 4.376

September 3.666

October 3.600

November 3.600

December 3.420

Average 4.001
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3.1 Simulation

Simulation of wind and hydro hybrid system is conducted with the help of homer
equipment elected by end user. Homer will calculate energy that depends upon
configuration of component and size of equipment or specification of design
apparatus [4]. In this paper, we study about hydro and wind turbine with convertor
or battery component analysis. So we can make system reliable, feasible, or
accurate. So we can serve good load demand. HOMER will find out the initial cost,
replacement cost, NPC (net present cost) of the hybrid system.

3.2 Optimization

Optimization process is used after simulation result. Optimization is used to find out
the net present cost values compared from lower to higher (TNPC).We can compare
TNPC from lower to higher values. We can find these results with variable sen-
sitivity result that is used by designer.

4 Simulation and Results

Wind turbine is 65 Kw having a following speed with power characteristics as
shown (Figs. 6, 7, 8, 9 and 10).

Simulation and optimization of hybrid energy sources are conducted. Homer will
calculate energy and find total net present cost of hybrid system with the help of
portable graph or tabular form of the system (Fig. 11).

Table 2 Monthly average
hydro stream flow [5, 13]

Month Water flow (l/s)

January 8850

February 10,040

March 10,983

April 17,130

May 32,400

June 52,143

July 66,590

August 62,277

September 30,087

October 15,903

November 12,090

December 9433

Average 27,323
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Fig. 6 Power versus speed curve

Fig. 7 Wind energy stand-alone system

Fig. 8 Senstivity parameter of wind turbine
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Fig. 9 Stand-alone hydro system

Fig. 10 Sensitivity result of hydro energy resources

Fig. 11 Wind and hydro hybrid system
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5 Optimization Results

See Figs. 12, 13, and 14.

Fig. 12 Hybrid simulation results

Fig. 13 NPC of wind turbine

Fig. 14 NPC of hydro system
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6 Conclusion

By this analysis, it is proved that hydro is more efficient and reliable than wind
because cost of hydro is more than that of wind. Hydro net present cost is 22,170$,
and wind net present cost is 22,000$; hydro is more stable or economical than wind
so we prefer hydro because it is more reliable and efficient than wind.
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Stability Investigation for a 100 kW Solar
Photovoltaic Grid-Connected System
Using D-STATCOM Control

Akhil Gupta and Kapil Verma

Abstract This paper investigates the study of stability for a 100 kW solar pho-
tovoltaic (SPV) grid-connected system using distributed static compensator
(D-STATCOM) control. The proposed D-STATCOM control works as compen-
sating reactive power source, which decreases the voltage variation on the distri-
bution side of the proposed system. In addition, an isolated DC–DC converter has
been implemented in conjunction with three-phase DC–AC voltage source con-
verter (VSC) in double-stage grid-connected system operating at unity power fac-
tor. Especially, an integral regulator (IR) type of incremental conductance (IC)–
maximum power point tracking (MPPT) technique has been applied, which controls
the output voltage of SPV array and derives the maximum power from SPV array
under changing atmospheric circumstances. Furthermore, the proposed MPPT
technique has been proven highly converging in tracking of maximum power and
keeps a steady DC link supply by altering the index of the converter. For the
duration of the faulted conditions at grid side, the resulting balanced waveforms at
point of common coupling (PCC) have been obtained. Additionally, harmonic
study carried demonstrates the role of D-STATCOM in the reduction of harmonics
and DC offset at utility side providing a stable steady state and transient response.
In order to authorize the proposed system, the MATLAB simulations have been
performed to show the usefulness of D-STATCOM control in proposed
double-stage SPV grid-connected system.
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1 Introduction

In India, the increasing demand of renewable energy production through solar
photovoltaic (SPV) plants operating in distribution generation (DG) is causing
serious stability and power quality problems such as flow of transients, voltage
imbalance, and fluctuations. In order to address these problems, a model for SPV
grid-connected system is developed in which distributed static compensator
(D-STATCOM) control is build to investigate stability of the system. The maxi-
mum power point tracking (MPPT) device has been linked to capitalize the use-
fulness of a SPV cell, which shows dynamic performance of a SPV generator [1].
The simulation of elevated performance-type power conditioning system (PCS) of
grid-connected SPV system with their control schemes in DG systems is illustrated
in [2]. Here, the proposed PCS system employs a two-stage power alteration
topology composed of a three-level voltage source converter (VSC) and DC–DC
converter. A three-level control scheme has been considered to contain a full
decoupled current control policy, which is independently exchanging reactive
powers as well as active power with the distribution system [3]. The proposed
designed system is beneficial for power electronics based designers, which requires
an accurate, fast, simple, and easy to use modeling scheme for using in Simulink of
SPV systems [4]. The SPV generator is an electrical device that changes the power
that comes from the sun into electrical energy. A set of connected SPV cells forms a
SPV panel, which is normally connected in series to get large output energy. The
energy obtained at the output of generator can be increased by increasing the
surface area of a SPV cell [5]. It has been reported in [6–8] that the mitigation of
voltage swell and sag can be done by using DVR controller. It has provided an
effective solution by setting up the appropriate voltage quality level. To make input
voltage of DC–DC converters a stable waveform, the SPV applications are fre-
quently required with sophisticated controlling techniques. In this case, conven-
tional converters, the Vin is controlled and Vout is constant [9]. To defend sensitive
loads from disturbances in voltage of the DG system, dynamic voltage restorer
(DVR) is linked [10]. The VSC works on a reactive power production mode in the
lack of active power on input side, the powers which maintain a DC voltage. MPPT
schemes control power superiority at a peak point due to sinking of total harmonic
distortion (THD) as per IEEE-519/1547 [11–13]. The MPPT algorithm is based on
single-phase arrangements in which the power oscillation is instantaneous at twice
the line frequency. These oscillations also cause a ripple on the DC power and DC
voltage of the SPV array. MPPT algorithm controls Vout of SPV array during
quickly changing climate conditions [14–16].

This paper analyzes and addresses the steady-state and transient-state stability
using a D-STATCOM control for 100 kW SPV grid-connected system during
abnormal conditions. In order to reduce voltage variations under both the condi-
tions, the control scheme of VSC generates a controlled modulating signal for
insulated gate bipolar transistor (IGBT)-based VSC. An integral regulator (IR) with
incremental conductance (IC)–MPPT technique has been implemented which can
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control the oscillations at MPP and derives maximum power from SPV array. The
performance of this scheme has been found to be satisfactory as compared to
conventional MPPT techniques. The role of D-STATCOM is highlighted in
maintaining stable waveforms during the faulted period and the simulation study.
D-STATCOM has been able to mitigate transients occurring during periods of
high-frequency switching of IGBT-based VSC. Additionally, reactive power
compensation is shown by controlling the voltage at busbar at grid side and VSC.
Especially, the results obtained in harmonics and DC offset clearly prove that the
proposed system has been able to supply a stable electric power through SPV
grid-connected system in accordance with the IEEE-1547 standard.

2 SPV Grid-Connected System MPPT Control

The block figure of SPV grid interfacing structure is shown in Fig. 1 having
interconnected reactor capacitor and IGBT-based VSC as an LCL-filter. The pro-
posed model has been developed as double-stage grid interfacing system. The
control side of DC–DC converter boosts the DC supply, which is produced from
SPV array. The output of DC–DC converter has been fed to three-phase IGBT
inverter for AC inversion. The regulated output voltage from VSC control and
MPPT controller is used to provide continuous supply to the hybrid loads. MPPT
control has been introduced to provide the maximum output energy from SPV array
during the sunshine hours.

Figure 5 represents the Simulink diagram of the proposed system, which con-
sists of 100 kW SPV cells arrangement connected in parallel and series to generate
maximum energy from sun radiations. The output current and voltage of SPV
system depends upon changing solar radiation and ambient temperature levels.
A MPPT controller is used to optimize the performance and effectiveness of the
SPV power alteration from solar light.

To determine the characteristics of the SPV unit, the P-V and I-V curves have
been derived at three parameters, namely MPP (Vmp, Imp), short circuit current (Isc),

Fig. 1 Block figure of SPV grid interfacing structure
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and open circuit voltage (Voc). The I-V and P-V characteristics curves of a SPV
array are nonlinear due to availability of solar energy because the SPV array sends
energy directly to the converter. In order to validate the performance of SPV
system, manufacturer data sheets have been used at maximum power points. There
is an exclusive MPP on the P-V curve, where the SPV unit generates the highest
energy. This point is acknowledged as the MPP (Vmpp, Impp). The value of maxi-
mum powers depends on the environmental factors, such as ambient temperature
and changing solar radiation levels. The condition for highest energy arises at knee
of the P-V characteristic curvature. The variations in irradiance have a good impact
on the Isc and resulted power of the unit but slight impact on the Voc. Fig. 2 depicts
the I-V and P-V characteristics arcs which have been attained at different solar
radiation stages and a constant temperature (25 °C) condition. Figure 3 depicts the
P-V and I-V characteristics curves at ambient temperature and a constant solar
radiance. It is evident that there is a strong impact of change in Voc and output
energy of a SPV cell, but slight impact on the Isc.

Fig. 2 P-V and I-V characteristics of a SPV arrangement in a constant temperature and varying
solar power

Fig. 3 P-V and I-V characteristics of a SPV unit in fixed solar radiation and varying temperatures
level
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2.1 Modeling of a SPV Array

SPV cell’s equivalent basic circuit is shown in Fig. 4 which collects light from the
sun and generates the output current flowing in the load circuit. Diode is presenting
p-n junction’s nonlinear impedance with Rp and Rs. The series resistance Rs

accounts the resistance through semiconductor objects, current collecting bus,
contact, and metal grid. The individual value of Rs is multiplied by the number of
cells connected in series. The shunt resistance Rp is a loss coupled with a minor
leakage current by a parallel resistive path to the apparatus.

In this paper, D-STATCOM device has been used with a 100 kW SPV
grid-connected systems to investigate stability of the system. In DG schemes, all
available electric energy is distributed to the network. The point, where SPV array
delivers the maximum power is called MPP, which is obtained by MPPT control.
MPPT method efficiently generates SPV power even under changing climate
conditions. With function of fault on network side, the proposed MPPT method
with D-STATCOM manage gives alteration less active power from SPV array, with
tiny fluctuations during the presence of faults.

2.2 Basic MPPT Technique

To effectively generate the pure energy by a SPV array, the modified form of
IC-based MPPT technique has been implemented in this study. This technique is
based on DC–DC converter that optimizes the combination between SPV array,
utility grid, and load connected. The most modern MPPT’ controller gives up to
99% efficiency in the conversion. The IC method, the open circuit voltage scheme,
the perturbation and observation (P&O) technique, and ripple-based methods are
the common MPPT techniques. A better MPPT technique should construct a
well-organized and efficient system at a cheap price because SPV systems will have
to be bulk produced. By combination of IR and IC–MPPT method, the array

Iph
Id

Ia

Rp

Rs

Irp

Va

Fig. 4 Electric equivalent
circuit of a practical SPV cell
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terminal voltage is constantly attuned due to the MPP voltage. It depends upon the
instant conductance of the SPV element (Fig. 5).

As depicted in Fig. 6, incremental conductance MPPT technique has been
modified by discrete integral or accumulation regulator technique (with forward
Euler integration method) of unity gain which minimizes error between both sides
of equation resulting Eq. (1) from Eq. (2). The scaling factor N is chosen as
(N = 7) which makes sure superior steady state and dynamic work. The scaling
factor regulates the incoming signal to a magnitude prior to appraise the subsequent
step dimension. A changeable step dimension MPPT is implemented to the trade-off
in the steady state and dynamics oscillations at MPP. Based on various literature
surveys, traditional incremental conductance MPPT technique is introduced briefly
here. The principle of IC algorithm flowchart is given by differentiating SPV array
power Pa (W) with respect to its voltage Va (V) and equating output equal to 0 as per
Eq. (1)

Fig. 5 MATLAB/Simulink model for SPV grid-connected system with D-STATCOM control

Fig. 6 Schematic diagram of a SPV system with modified incremental conductance MPPT
control
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dPa

dVa
¼ dVaIa

dVa
¼ Ia þVa

dIa
dVa

¼ 0 atMPPð Þ ð1Þ

Rearranging the above equation gives

�Ia
Va

¼ dIa
dVa

ð2Þ

Hence one side, Eq. (2) shows the reverse of SPV immediate supply, while other
side represents its IC, where (A) is solar PV array current. Both measurements must
be equivalent in magnitude but reverse in symbol at MPP.

3 Computational Scheme for D-STATCOM Control

Out of all custom power devices, D-STATCOM is a quick compensating reactive
power device, which can be connected on distribution side of any system to
decrease current variations such as surges, sags, flicker, and fluctuations caused by
quickly varying reactive power requirement. In the present work, D-STATCOM
control has been designed as a VSC linked with the power network through PCC.
The phase angle of the VSC voltage has been proscribed for synchronization with
utility grid at PCC, so that the reactive power and real power flow can take place.
The MATLAB/Simulink electric circuit of D-STATCOM has been depicted in
Fig. 7 together with capacitor, filter, and converter. The filter consists of an
inductance Ls and resistance Rs, whereas the voltage across the capacitor is variable
in nature due to varying nature of solar radiation levels. The reference value of DC
link voltage has been maintained constant at 500 V.

Fig. 7 Basic MATLAB/Simulink electric circuit for D-STATCOM
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According to Park’s transformation, the d–q transformation technique has been
performed for the analysis of D-STATCOM control. Figure 8 depicts the phasor
diagram for d–q transformation in clockwise direction

where h ¼ xt, and it is the revolving phase angle of E. The E is represented by
Eq. (3) as

E
Ea

Eb

Ec

2
4

3
5 ¼ E

Sin h
Sin h� 2p

3

� �
Sin hþ 2p

3

� �

2
4

3
5 ð3Þ

The park transformation equations depend upon d–q-axis, where q-axis is in
quadrature and d-axis is associated with the E vector at common coupling point
with it. By altering the system to this frame, the equation can be given as:

Ed

Eq
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By replacing Eq. (5) in Eq. (4), the q-axis and d-axis component of voltage will
be as:
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� �
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� �
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Fig. 8 Space phasor diagram
of D-STATCOM in d–q form
[5]
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By applying KVL in the circuit of Fig. 7, the D-STATCOM is written as:

Ed

Eq

� �
¼ Rs

id
iq

� �
þ Ls

d
dt

id
iq

� �
þxsLs

id
iq

� �
þ Vd

Vq

� �
ð7Þ

The derivative division can be detached in steady-state order, so the d-axis and
q-axis equation can be written as:

~Edq ¼ Rs~Idq þ J xsLs~Idq þ~Vdq ð8Þ

Therefore, the D-STATCOM has been alienated into Iq and Id by using d–q
transformation. Hence, the active power and reactive power organize loops are
resulted in order to examine the behavior of D-STATCOM in system.

4 Results and Discussion

In this paper, the data sheets of SPV array identified by the manufacturer have been
tested by its interfacing with double-stage converter system and a utility grid
[17–22]. At the same time, the developed system has been integrated with
D-STATCOM control in MATLAB/Simulink environment [23–25]. The chosen
specifications for a SPV array and controllers implemented are given in Tables 1, 2
whereas Table 3 represents the total harmonic distortion analysis using IC–MPPT.
The investigation carried focuses on steady-state and transient-state stability by
introducing a single line to ground fault at load side. It is important to note that the
impact of the fault has also been studied at VSC and load side during abnormal
conditions. The study made in this paper has been presented and discussed under
two case studies: case 1 includes the study for an uncompensated system, whereas
case 2 highlights the impact of D-STATCOM control for proposed system. The
complete study also highlights real and reactive power graphs which indicate the
stability of three-phase grid-associated SPV system using D-STATCOM control.
A line to ground fault with phase A is connected before load during the fault time
period from t = 4 s to t = 6 s.

Case A: Steady state and transient behavior during the presence of fault on SPV
grid-connected system

Table 1 Specifications taken for SPV array

System name with components and symbol Values

DC nominal voltage 500 V

Nominal frequency and power [50 Hz, 100 KW]

DC voltage regulator gains [Ki Kp] [800, 7]

Current regulator gains [Ki Kp] [20, 0.3]

Load [Vn P −Qc] [440 V, 10 kW, −10 kVAR]
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Without D-STATCOM, simulation results are presented in case A in which
single phase to ground fault is applied, via a fault resistance of 0.055 X and ground
resistance of 0.001 X. Figure 9a, b depicts the Simulink results of real power and
reactive power without D-STATCOM on grid side. A three-phase grid network has
been developed for the present study. As shown, there has been unbalanced sinu-
soidal waveform of real power being generated by grid. However, as evident from
Fig. 9b, the reactive power generated by grid has been reduced during the faulted
period. Peak value of real and reactive power has been found to be 2.1 kW and
2.6 kVAR, respectively. A sharp transient in reactive power is also evident at
t = 6 s which is controllable by varying the gain of voltage and current controllers.
From Fig. 10b, it has been observed that real power is not being consumed,
whereas the reactive power is not being generated. A small disturbance is also
evident during the faulted period. Figure 11a, b depicts the real power- and reactive
power-generated waveforms of SPV array through VSC converter system,
respectively (Figs. 12, 13, and 14).

Case B: Steady state and transient behavior during the presence of fault during
D-STATCOM control on SPV grid-connected system

Table 2 Specifications adopted for IGBT-based VSC control

System name Rating values

Number of solar cells per module 96

Number of series-connected modules per string 5

Number of parallel strings 66

Module specifications under STC [Voc, Isc, Vmp,
Imp]

[64.2 V, 5.96 A, 54.7 V, 5.58 A]

Model parameters for one module [Rs, Rp, Isat,
Iph, Qd]

[0.038 Ω, 993.5 Ω, 1.1753e-008 A, 5.9602
A, 1.3]

Maximum power Pmp 66 � 5 � 54.7 � 5.58 = 100.7 KW
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In case B, simulation is conceded using the similar circumstances as above but
now using D-STATCOM in system. Figures 15, 16, and 17 depict the Simulink
results of real power and reactive power using D-STATCOM. Figs. 18, 19, 20
depict the voltage and current waveforms with D-STATCOM. A line to ground
fault (on phase A) has been introduced on load side. The fault timing is t = 4 s to

Time/S ×105 ×105
2 4 6 8 10 12

R
ea

l p
ow

er
/K

W

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

(a) (b)
data1Faulted period

Time/S
3 4 5 6 7 8

R
ea

ct
iv

e 
po

w
er

/K
VR

-0.15

-0.1

-0.05

0

0.05

0.1 data1Faulted period

Fig. 10 Uncompensated a real power and b reactive power on load side

Time/S
2 4 6 8 10 12

R
ea

l p
ow

er
/K

W

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5(a) (b)

data1Faulted period

Time/S
2 4 6 8 10 12

R
ea

ct
iv

e 
po

w
er

/K
W

-1.5
-1

-0.5
0

0.5
1

1.5
2

2.5
3 data1

Faulted period

×105 ×105

Fig. 11 Uncompensated a real power and b reactive power from VSC

Time/S
2 4 6 8 10 12

U
nc

om
pe

ns
at

ed
 g

rid
cu

rre
nt

/A

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
(a) (b)

Phase A
Phase B
Phase C

Faulted period

Time/S
0 2 4 6 8 10 12

U
nc

om
pe

ns
at

ed
 g

rid
vo

lta
ge

/V
 

-1.5

-1

-0.5

0

0.5

1

1.5 Phase A

Phase B

Phase C

Faulted period

×105 ×105

Fig. 12 Uncompensated a grid current and b grid voltage

Stability Investigation for a 100 kW Solar Photovoltaic … 269



Time/S
3 4 5 6 7 8

U
nc

om
pe

ns
at

ed
 lo

ad
cu

rre
nt

/A
 

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15
(a) (b)

Phase A
Phase B
Phase C

Faulted period

Time/S
0 2 4 6 8 10 12

U
nc

om
pe

ns
at

ed
 lo

ad
vo

lta
ge

/V
 

-1.5

-1

-0.5

0

0.5

1

1.5
Phase A
Phase B
Phase C

Faulted period

×105 ×105

Fig. 13 Uncompensated a load current and b load voltage

Time/S

2 4 6 8 10 12

U
nc

om
pe

ns
at

ed
 V

SC
cu

rre
nt

/A

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
(a) (b)

Phase A

Phase B

Phase C

Faulted period

0 2 4 6 8 10 12

U
nc

om
pe

ns
at

ed
 V

SC
vo

lta
ge

/V

-1.5

-1

-0.5

0

0.5

1

1.5
Phase A
Phase B
Phase C

Faulted period

Time/S×105 ×105

Fig. 14 Uncompensated a VSC current and b VSC voltage

Time/S
2 4 6 8 10 12

R
ea

l p
ow

er
/K

W

-3

-2

-1

0

1

2

3 data1
Faulted period

Time/S
2 4 6 8 10 12

R
ea

ct
iv

e 
po

w
er

/K
VR

-1

0

1

2

3

4

5
data1

Faulted period

×105 ×105

(a) (b)

Fig. 15 Compensated a real power and b reactive power on grid side

270 A. Gupta and K. Verma



Time/S

2 4 6 8 10 12

R
ea

ct
iv

e 
po

w
er

/K
VR

-0.15

-0.1

-0.05

0

0.05

0.1 data1
Faulted period

Time/s
2 4 6 8 10 12

R
ea

l p
ow

er
/K

W

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15
(a) (b)

data1
Faulted period

×105 ×105

Fig. 16 Compensated a real power and b reactive power from load

Time/S
2 4 6 8 10 12

R
ea

l p
ow

er
/K

W

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5

(a) (b)
Faulted period

Time/S
2 4 6 8 10 12

R
ea

ct
iv

e 
po

w
er

/K
VR

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5 data1

data1

Faulted period

×105 ×105

Fig. 17 Compensated a real power and b reactive power from VSC

Time/s
0 2 4 6 8 10 12

C
om

pe
ns

at
ed

 g
rid

 c
ur

re
nt

/A

-4

-3

-2

-1

0

1

2

3

4
(a) (b)

Phase A
Phase B
Phase C

Faulted period

Time/S
0 2 4 6 8 10 12

C
om

pe
ns

at
ed

 g
rid

 v
ol

ta
ge

/V

-1.5

-1

-0.5

0

0.5

1

1.5 Phase A
Phase B
Phase C

Faulted 
period

×105 ×105

Fig. 18 Compensated a grid current and b grid voltage

Stability Investigation for a 100 kW Solar Photovoltaic … 271



t = 6 s. During fault time, the results demonstrate unbalanced sag/swell in VSC,
load, and grid. The real power is near to 0 to keep the DC bus voltage constant. It
can also be recognized that the inserted reactive power to PCC is rising when the
fault occurs. The D-STATCOM is inserting additional reactive current to the sys-
tem, and the current is near to 0 under ordinary circumstances. Table 3 illustrates
the analysis of THD and DC offset current.

Table 3 Total harmonic distortion analysis using IC–MPPT

Parameter THD (%) DC current component (A)

DC–AC converter voltage 6.60 2.3

DC–AC converter current 85.77 0.9547

linear load voltage 6.60 1.358

linear load current 0.93 0.654

Utility grid voltage 0.22 1.543

Utility grid current 28.94 0.5239
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5 Conclusion

This paper has investigated the stability of DG network by using D-STATCOM
control in double-stage SPV grid-interfaced systems. The performance of the
implemented schemes has been validated by demonstrating the stability achieved in
steady state and transient state in the output waveforms. It has been verified that
D-STATCOM control has been able to mitigate the unbalanced response during the
faulted conditions at the grid side. In addition, the compensation is also achieved in
voltage and current waveforms at PCC of load and IGBT-based VSC. Apart from
this, the reactive power compensation required by load connected has been
demonstrated. Harmonic and DC offset values have been derived using fast Fourier
transform. Satisfactory level in the level of harmonics and DC offset has been
obtained at PCC of load, grid, and IGBT-based VSC. The D-STATCOM has been
established to be a useful way to recover the stability during the abnormal condi-
tions, which may be useful in large power scale quantities of DG powers sources. It
is clear that the projected system has proven its efficacy in faster convergence
toward achieving the stable response output in steady state and transient behavior
responses at all points of common couplings.

Acknowledgements The study stability has been completed by implementing D-STATCOM
control on grid side for a SPV grid-interfaced system. Authors are keen to develop a prototype
model for the proposed work in future with the inclusion of digital signal processing controlling
techniques.
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Comparative Review on Microgrid
Management System

Susheel Kumar and Inderpreet Kaur

Abstract Energy supply should be diverse and sustainable, and it needs to be
utilized more effectively. It is necessary for promoting human’s quality of life with
the economic development of energy resources. Microgrid works with renewable
energy sources such as biomass, solar, wind and waste-to-energy. The microgrid
can be disconnected from the main supply itself and connected to the load in order
to supply power to the load when power failures occur. The goal of this paper is to
provide a review on microgrid management system using technologies and its
applications. Paper also includes different techniques like optimal control tech-
nique, best power management using optimization technique and function of
battery-based energy storage element in microgrid for power management system.

Keywords Microgrid control � Energy storage elements � Optimal control tech-
nique � Distributed generation � Multi-agent

1 Introduction

Energy [1] supply should be diverse and sustainable, and it needs to be utilized
more effectively. It is necessary for promoting human’s quality of life with the
economic growth of energy resources. The term microgrid (PG) refers to the
concept of small amount of distributed energy (DER) using single power subsystem
related to the renewable energy source which comprises a distributed and/or
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conventional sources, including solar, wind, hydro, internal combustion engines,
gas turbines, microturbines along with a load group [2]. Applying single distributed
energy resources can lead to local voltage increases, the potential for exceeding the
thermal limits of certain lines and transformers and the problem of the high capital
costs; so microgrid may be a better solution for this problem. In microgrid system,
DER should be equipped with suitable (power electronic interface) PEI and con-
trolled to ensure that the flexibility of the system polymerization as a single
operation, to retain the quality of power and energy output [3]. Microgrid works
with renewable energy sources such as biomass, solar, wind and waste-to-energy.
The microgrid can be disconnected from the main supply itself and connected to the
load in order to supply power to the load when power failures occur.

Architecture of microgrid is shown in Fig. 1. It mainly consists of two dis-
tributed generation sources, which are energy storage and both are AC and DC
loads and a plug-in hybrid electric vehicle (PHEV). The microgrid [4] has two
buses which are DC bus and AC bus. DC bus is used to connect the DG sources,
storage device and the DC loads, whereas in AC bus, AC loads and the utility grid
are connected as shown in Fig. 1. This intelligent building consists of utility grid,
wind turbines and PV arrays, controllable loads (CLs). In case when the supply cut
off, storage battery is used to provide power on that time. Wind turbine as it is the
source of renewable energy is used to convert mechanical energy into electrical
energy. As the air strike on the wings of wind turbine starts rotating, thus the
mechanical energy is converted into electrical energy. Photovoltaic array is used to
generate electrical power which consists many PV modules and panels. The solar
panel observes solar light and converts that into electrical signals.

Fig. 1 Microgrid
architecture [1]
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2 Distributed Generators

Distributed generators are of two types [5] such as renewable and non-renewable
distribution energy sources. Renewable distribution generations consist of renew-
able energy sources such as solar, thermal, photovoltaic, wind, hydro and biomass.
Non-renewable distribution generation consists of non-renewable energy sources
such as diesel engine, stream engine, gas engine. Renewable energy generation is
challenging because they repeated power sources. Output power depends largely on
solar energy; almost all types of renewable energy have some significance to the
solar system. Thus, the construction of power systems without any kind of
non-renewable DGs is risky in terms of reliability.

In Table 1, a review of distributed generation technologies has been [5] provided
from a component which depends on design of plant and system requirements,
whereas the cost analysis information is provided in Table 2. The power generation
from renewable distribution generation becomes a challenge, because they are not
regular power sources. The output power mainly depends on solar system because
the sun emits about 3.86 � 1026 W of energy. Most of this energy goes into space,
but 1.74 � 1017 W of energy strikes on the earth surface. (i.e.
174,000,000,000,000,000, or 174 quadrillion watts).This energy can be used for
generating electric power. Thus, making a power system without any sort of
non-renewable distributed generators is risky in terms of reliability.

3 Cost Analysis

This section describes the various methods of cost analysis:

The levelized cost of energy:

It can be written as levelized cost of energy (LCOE). It is used to measure the cost
of generated electric power from different sources. It is also used to [6] compare the
generated power with different generated sources. It is the average of electricity cost
needed for a net present value of zero when performing a discounted cash flow
analysis.

Table 2 Construction period and economic lifetime

Technology Construction period (year) Economic lifetime (year)

Solar PV 1 30

Wind 2 30

Solar thermal 2 30
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Construction period and Economic lifetime:

Construction period is the time in which the system has to be installed [7], and it is
in working condition. Based on AEMO data set, construction period and economic
lifetime has been presented in Table 2.

Capacity factor:

The capacity factor of renewable [7] energy sources will depend upon the quality of
the renewable energy sources from which the energy is generated. In countries with
competitive wholesale electricity market, slow growth in demand, renewable
energy generation capacity increases and low natural gas prices tend to reduce
conventional base load power generation technologies (such as coal-fired and
nuclear power plants) wholesale price. In some cases, especially in areas with a
large number of countries, wind power, electricity rates may be lower or even
during the off-peak period is negative, because there is no fuel cost of air, and the
wind turbine owners to sell electricity per kilowatt get a tax credit. These factors
make it profitable because the wind turbines are obtained at very low or even
negative prices to market. The increase of surplus-generating capacity, ability to
pay competitive area, is identified capacity auction can be reduced. Some of the
existing coal and nuclear power plant operators face the challenge of a growing

Table 3 Capacity factors

Technology Capacity factor

Wind 30%

Solar PV 20%

Solar thermal Varied by plant storage configuration

Power
conversion

Description Application

AC-AC These are used to convert AC power
to power, i.e. adjusting the output AC
power. TRIAC is used to control the
output. Also known as AC voltage
regulator

Voltage regulator, heating control,
lightning and frequency level
changer

AC-DC These are used to convert AC voltage
to DC voltage. Thyristor is used to
control the output.
Input may be 1∅3 ∅

Energy storage system, DGs
technologies and high-voltage DC
transmission

DC-AC DC input power is used to convert AC
voltage, frequency and phase

UPS, induction heating PV or fuel
cell

DC-DC These are used to adjust DC output
voltage w.r.t
the DC input voltage

Power, supplies for electronic
equipment, robotics, switching
power amplifier, photovoltaic
system

AC-DC-AC These are the converters used to
convert the AC-AC using DC link,
which consists of rectifier, DC link
and inverter

DG applications and in microgrid
applications

Comparative Review on Microgrid Management System 279



number of covering their fixed costs; this situation will require new investment at its
plant so that operation is continued (Table 3).

4 Microgrid Management System

A microgrid management system [8] has been developed in MICROGRIDS scheme
by taking the benefit of agent technologies. Management system architecture is
shown in Fig. 2. It consists of microgrid agent platform which consists of microgrid
centre controller.

4.1 Microgrid Agent Platform

It provides the platform [8] in which microgrid centre controller, load controller and
microsource controller are executed.

4.2 Source Controller

This mainly consists of generator agent, schedule agent and bid agent.

4.3 Load Controller

These are used to support property protocols as well as the XML-RPC standard.

Fig. 2 Capacity factors of different energy sources
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4.4 Microgrid Central Controller

Microgrid central controller mainly [9] consists of main container in which DF and
AMF are found. It consists:

4.5 Pulling Agent

It is used for measuring source active and reactive power, frequency and voltage
and stored their results in data base.

4.6 Database Agent

It is used for data storing and browsing.

4.7 Control Agent

It is used to control and modify the generation schedule according to the user’s
requirements.

4.8 Shifting Agent

It is used to shift load connection and also assign timing for the connection that is
how long the connection is made.

5 Microsource Controller

MSC executes in an agent platform container. Generator agent is used by other
users [9] to transmit power and receive data which is obtained by working with
XML-RPC server. Schedule agent is used to obtain active power output which
tracks the generation schedule. Bid agent is used to transmit active power and
reference implementation read it from the system file.
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5.1 Load Controller

Load controller mainly consists of load agent, status agent and switch agent. Load
agent shifts the load according to the demand-side management action. Status agent
is used to control on and off of the load. Switch agent is used to switch between
receiving, executing and curtailing commands [13].

5.2 Related Work

Bill Moran [4] has examined the method for calculating, evaluating, controlling the
load in given conditions for maximizing the microgrid performance. Numbers of
strategies are provided for load classification, to identify active and inactive loads
for loads to generation matching. The author has discussed the requirement of
active load control, high-speed control operation, load management system role,
relationship among the energy storage and active load management (Fig. 3).

Bhavsar et al. [17] have developed the software with wind turbine generator,
photovoltaic system, and energy and grid management controller with the battery
storage system. The outcome is given in the variable generation conditions with the
variable load. Static switches are utilized with the control of gate signals produced
by system of energy management for each load and source. The system is

Fig. 3 Management system
architecture [8]
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developed with DC microgrid with PM DC generator (photovoltaic array and wind
turbine generator), load, and grid and battery storage system.

Oyarzabal [8] has described a microgrid management system using agent-based
technologies and its application. The present structure of microgrid has been
examined in laboratory under various microgrid configurations. The effectiveness
and suitability of the used software was assessed by dual strategy; on the one hand,
the system is tested in a laboratory environment; in the laboratory environment,
real-time power generation, storage and loading facilities are being monitored and
controlled, and on the other hand, authors examined the agents in connection with
framework performance and scalability issues.

Shi [20] has proposed a microgrid EMS called MP, considering the functional
requirements and engineering challenges. MP in the sense of using ROA DER
support device insertion and playback, and load functions are flexible and scalable.
MP by ESI achieves interoperability. The author has tested bench development and
deployment of prototype systems and conducted experiments to study the
micronetwork management and control in real-world settings SMERC of UCLA.
MP will be able to manage a variety of test equipment Taichung, interact with
external systems, and implement the optimal scheduling of energy and DR.

6 EXISTING Techniques Used in Microgrid

Following are the techniques being utilized the last years and are defined below:

6.1 Function of Battery-Based Energy Storage Element
in Microgrid for Power Management

In this section, the use of batteries for power management systems in microgrid
management is used. Energy element such as composite energy storage system,
super energy storage system and wireless power management with battery has been
discussed. Important functions are stored separately to avoid changing load,
uninterruptible power supply and power Ping Heng. Since the goal could not be
obtained by a single type of battery, a photovoltaic array having a composite paper
develops energy storage. The system consists of a battery and a super capacitor
having a high energy and power density of the composition, for storage. The
modular power converter design is the best way to connect the battery and
supercapacitor with a DC link.
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6.2 Best Power Management by Using Optimization
Techniques

Power management-based [11] optimization approach uses the cooling heat and
power jointly also known as combined cooling heat power (CCHP). Using this
technique, it increases the output power and decreases the operating cost. It includes
two parts: electrical and heat. The electrical power consists of biogas that uses animal
waste to obtain electrical energy. To improve the reliability of systems, cooling water
and exhaust gas are used in a system based on thermal design. This can be done with
the help of the refrigerator and heat exchanger constituting the heat part.

6.3 Optimal Control Techniques

In the structure [12] of environmental and economic issues and microgrid stability,
optimal control technique is used to minimize the consumption of fossil fuel. This
will also optimize the storage management and loads. Optimal control technique is
used to find the minimum value of the function in order to define the linear and
nonlinear constraints in the continuous and discrete space.

7 Conclusion

Almost every microgrid is highly dependent on communication and control oper-
ations to meet their needs and optimization constraints. In recent years, research has
turned to the distributed microgrid control to reduce computation and communi-
cation load caused by the increased number of distributed generators. Microgrid
reduces dependence on fossil fuels and improves the overall efficiency of the power
grid reliability and power quality. This is an important aspect of the future smart
grid. Important aspect is the grid integration and energy management programs to
microgrid proper operation. Overview of the control and microgrid management
has different energy management programme that will be reviewed to improve and
stabilize the operation of microgrid and optimize the use of renewable energy
sources.

References

1. S. Monesha, S. G. Kumar and M. Rivera, “Microgrid energy management and control:
Technical review”, IEEE International Conference on Automatica (ICA-ACCA), Curico,
2016, pp. 1–7.

284 S. Kumar and I. Kaur



2. Wu, Xing, “Research on Microgrid and its Application in China”, Energy and Power
Engineering 2013, pp. 171–176. S.A. Kalogirou, “Artificial neural networks in renewable
energy systems applications: a review.” Renewable and Sustainable Energy Reviews, volume
5, page 373–401, 2001.

3. Mariam, Lubna, Malabika Basu, and Michael F. Conlon, “A review of existing microgrid
architectures,” Journal of Engineering 2013, pp. 1–8.

4. B. Moran, “Microgrid load management and control strategies,” IEEE/PES Transmission and
Distribution Conference and Exposition (T&D), Dallas, TX, 2016, pp. 1–4.

5. Bayindir, Ramazan, “A comprehensive study on microgrid technology,” International Journal
of Renewable Energy Research 4.4 (2014): 1094–1107.

6. Resnick Institute Report “Grid 2020 Towards a Policy of Renewable and Distributed Energy
Resources”, September 2012.

7. Eklas Hossain, Ersan Kabalci, Ramazan Bayindir, Ronald Perez, “A Comprehensive Study on
Microgrid Technology”, International Journal Of Renewable Energy Research, 2014,
pp. 1094–1107.

8. J. Oyarzabal, J. Jimeno, J. Ruela, A. Engler and C. Hardt, “Agent based micro grid
management system”, International Conference on Future Power Systems, Amsterdam, 2005,
pp. 6–10.

9. Veeramani, M., C. K. Sundarabalan, and J. Sanjeevikumar,“An Efficient Microgrid
Management System for Rural Area using Arduin”, International Journal of Engineering
Trends and Technology (IJETT), 2016, pp. 335–341.

10. A. A. A. Moussavou, M. Adonis and A. Raji, “Microgrid energy management system control
strategy”, International Conference on the Industrial and Commercial Use of Energy (ICUE),
Cape Town, 2015, pp. 147–154.

11. Jingwei, Hu, Zhang Tieyan, and Zhao Yan Du Shipeng, “Research on Micro-grid Control and
Management System”, Advance science and technology letters, 2014, pp. 36–43.

12. Tazvinga, Henerica, Xiaohua Xia, and Bing Zhu, “Optimal energy management strategy for
distributed energy resources,” 2014 Energy Procedia, 2014, pp. 1331–1334.

13. Mariam, Lubna, Malabika Basu, and Michael F. Conlon, “A review of existing microgrid
architectures,” 2013 Journal of Engineering 2013.

14. Natesan, Chitra, “Power Management Strategies In Microgrid: A Survey”, International
Journal of Renewable Energy Research (IJRER) 2015, pp. 334–340.

15. Minchala-Avila, Luis I, “A review of optimal control techniques applied to the energy
management and control of microgrid,” 2015 Procedia Computer Science, 2015, pp. 780–787.

16. S. Parhizi, H. Lotfi, A. Khodaei and S. Bahramirad, “State of the Art in Research on
Microgrids: A Review”, IEEE Access, 2015, pp. 890–925.

17. Y. S. Bhavsar, P. V. Joshi and S. M. Akolkar, “Simulation of Microgrid with energy
management system”, International Conference on Energy Systems and Applications, Pune,
2015, pp. 592–596.

18. M. Yazdanian and A. Mehrizi-Sani, “Distributed Control Techniques in Microgrids”, IEEE
Transactions on Smart Grid, 2014, pp. 2901–2909.

19. P. Borazjani, N. I. A. Wahab, H. B. Hizam and A. B. C. Soh, “A review on microgrid control
techniques”, IEEE Innovative Smart Grid Technologies - Asia (ISGT ASIA), Kuala Lumpur,
2014, pp. 749–753.

20. W. Shi, E. K. Lee, D. Yao, R. Huang, C. C. Chu and R. Gadh, “Evaluating microgrid
management and control with an implementable energy management system”, IEEE
International Conference on Smart Grid Communications (SmartGridComm), Venice,
2014, pp. 272–277.

21. T. E. Del Carpio Huayllas, D. S. Ramos and R. L. Vasquez-Arnez, “Microgrid systems:
Current status and challenges”, IEEE/PES Transmission and Distribution Conference and
Exposition: Latin America (T&D-LA), Sao Paulo, 2010, pp. 7–12.

Comparative Review on Microgrid Management System 285



Solution of Economic Load Dispatch
Problems Through Moth Flame
Optimization Algorithm

Princi Tripati, Upendra Tomar, Vinod Kumar Singh
and Akash Kumar Bhoi

Abstract This paper presents a significantly efficient nature-motivated moth flame
optimization (MFO) algorithm to solve the convex economic load dispatch
(ELD) problems of the power system. The ELD focuses on the effective scheduling
of the power-generating units so as to fulfil the total load demand and to satisfy the
various constraints of the generating units as well as power network limitations. The
aim of the proposed work is to reduce the quadratic cost function of the generating
unit and hence obtain the minimum cost of generation so as to maintain the
economy of the generation plant. The obtained better positions of moths around the
flames describe about the best solutions obtained as so far for the proposed work of
the ELD problems. This paper performs test on convex cost function of 18 unit
system so as to validate the efficiency, reliability and robustness of the proposed
methodology.

Keywords Economic load dispatch � Moth flame optimization algorithm
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1 Introduction

The economic load dispatch has grown to be an essential function in process and
controlling action of power system. Here, we schedule the generators that provide
power by satisfying or meeting the total load demand of the system and at the same
instance minimizing the cost function that is considered to be the main object
function. Improvement in the economic load dispatch analysis is done in two parts.

In economic load dispatch, the cost function of various generators is in a
quadratic equation form and it ignores the transmission network limitations [1].
There are basically two constraints in economic load dispatch problem. First one is
equality constraint, and second is inequality constraint. The real and reactive power
of generator limits is also varied in the specified limits to minimize the fuel cost.
Equality constraint is basically used for load generation balance [2]. Inequality
constraint consists of voltage constraint and generator constraint. Voltage constraint
describes about the voltage limits within which we need to transfer the power, and
generator constraint describes the KVA loading of generator should not exceed the
prescribed limits. In power system, all the various power plants including the
generating units are located at a very large distance from the load demand centres,
and huge amount of economy gets varied due to the losses, generation cost, fuel
cost, maintenance cost, transmission cost, etc., and therefore, to maintain the sta-
bility of the system, proper scheduling of the generating units is very essential part
of power system.

The various nature-inspired optimization techniques are real-coded genetic
algorithm [3], genetic algorithm [4] particle swarm optimization [5], new particle
swarm optimization [6], differential evolution [7], recent advances in economic
dispatch [8], quantum-inspired particle swarm optimization [9], simulated anneal-
ing [10], biogeography-based optimization [11], artificial immune system [12],
evolutionary programming optimization for solving economic load dispatch prob-
lems of power system [13], artificial bee colony algorithm [14] and improved
differential evolution [15].

The modern optimization technique used in this paper is the moth flame opti-
mization algorithm. This algorithm is used to minimize the objective function by
satisfying various constraints of the system so as to provide the effective results. It
is a novel nature-inspired optimization paradigm. The most effective technique or
the methodology of this optimization is the tendency of the navigation of the
fanciest insects called moths in nature. This navigation tendency is referred as the
transverse orientation. By keeping this methodology, various results have been
calculated to make the system more efficient.

288 P. Tripati et al.



2 Problem Formulation

The primary objective of economic load dispatch problem is to meet the load
demand of power system by minimizing the objective function which is the cost
function equation of various generating units. This cost function is represented
mathematically in quadratic form having various cost coefficients and variables.
The amount of power generated from these generating units is shown by Pi MW.
Where:

i ¼ number of generating units of the power system network whose values are
ranging from 1 to n.
Fi ¼ fuel cost of ith generating unit.
Pi ¼ power generated from the ith generating unit.
Fi Pið Þ ¼ cost function of ith generating unit in power system.
ai; bi and ci are the fuel cost coefficients of the ith generating unit.
PD ¼ total power demand of the system.
PL ¼ total power loss occurred in the system.
Vmin ¼ minimum value of the voltage.
Vmax ¼ maximum value of the voltage.
Pmin
i ¼ minimum value of the power generated by the ith generating unit.

Pmax
i ¼ maximum value of the power generated by the ith generating unit.

The objective function which is a cost function equation is represented as
follows:

MinFi Pið Þ ¼ min
Xn
i¼1

ai � P2
i þ bi � Pi þ ci

� �� �

This equation is a convex type economic load dispatch problem formulation.
The economic dispatch for a certain load demand should also satisfy the following
constraints.

(A) Equality Constraint:

(1) Power Balance Constraint:

If the losses are considered, the equation is:

Xn
i¼1

Pi ¼ PD þPL
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In this system, the losses are zero; therefore, the power balance constraint equation
becomes as follows:

Xn
i¼1

Pi ¼ PD

(B) Inequality constraints:

(1) Voltage Constraint: It describes about the voltage limits within which we need
to transfer our power to the load.

Vmin �V �Vmax

2. Generator Constraint: It describes the KVA loading of the generator should not
exceed the limits.

Pmin
i �P�Pmax

i

3 Moth Flame Optimization Algorithm

This algorithm has completely adopted a special way of navigational technique
adopted by the insects called as moths, and hence, this enhances its feature in this
modern research system.

The moths have a tendency of flying in night by maintaining a constant angle
with respect to moon. This makes them to travel in a straight line. If there is any
artificial light, then they move spirally. Hence, this special movement technique is
used in the optimization process.

Steps for the proposed algorithm are as follows:

1. Initially, we assume the total population of moths. We randomly generate the
initial positions of moths in the space. The moths have a tendency of moving
around the flame in a specific manner.

A k; lð Þ ¼ popmax kð Þ � popmin kð Þð Þ � randð Þþ popmin kð Þ;

Here, popmax is the maximum limit of the power generated by the generator,
and popmin is the minimum limit of the power generated by the generator.

2. After the generation of initial positions of moths, this function runs till this
condition is satisfied.
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3. After every iteration, the sorting of flames is done. Therefore, we update the
number of flames by using formula as:

flame number ¼ round S�R � S� 1
V

� �

where S is the maximum number of flames, R is the number of iterations, and V
is the maximum number of iterations. After each execution of the iterations, the
sequence of the flames changes and moths update their position with respect to
the flame.

4. The condition is checked whether the moths are within the searching area or not.
If the moths are within the searching area, it is called as exploitation, and if the
moths are outside the range of searching area, it is called as exploration. If moths
are not within the area, then they are needed to bring back.

5. Now, the iteration condition is satisfied. If the condition gets satisfied, the
sorting of the population of moths is done. It updates the new position of moths
in the searching area.

6. For every iteration, the condition is checked that whether the moths are lesser
than or equal to the flame number, and if the condition is satisfied, then the
flames are sorted according to their fitness values. Then, we update the new
positions of moths with respect to the corresponding flame.

7. Now, the process of updating a new positions of moths with respect to the
flames after every iteration is done by following a special function called as
spiral function. In this algorithm, this spiral movement is considered as very
essential function which also gives about the assurance of the exploitation
concept which means that moth always lies within the searching area of the
region. The equation for spiral function is defined as

P Ak;Blð Þ ¼ Hk � egt cos 2P � tð ÞþBl

where Hk represents the distance of kth moth from the lth flame, g is defined as
the constant for the shape of the spiral function, and t is the random number in
1;�1½ �:

8. After assigning moths to new position, we need to calculate the distance of moth
from the flame using the following equation:

Hk ¼ Bl � Akj j

where Hk is the distance of kth moth, Bl indicates the lth flame, and Ak is the kth
moth.

9. Now to calculate t, we are considering a constant q called as the convergence
constant whose value decreases from�1 to�2 over the entire process of iteration.
Here, the convergence curve defines the best flame score. This factor results a fast
convergence of moths around the flame during the entire iteration process.
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The proposed nature-inspired moth flame optimization technique has been
worked in the MATLAB software. The accuracy and the efficiency of the algorithm
have been tested in two systems to resolve the economic load dispatch dilemma by
optimizing the object function. The optimization is made without bearing in mind
the power losses.

4 Results Discussion

This case studies an 18 unit thermal generating system for optimization process.
The input information for standard 18 unit system is occupied from the reference
[3]. The system data includes the values of the constant coefficients in the total fuel
cost equation of the generating units without any power losses. The maximum
power demand for this system is 365MW, and the various percentages factor
considered are 80 and 70% of the maximum power demand. The obtained results
are shown in the Table 1 which validates and proofs the effective performance and
accuracy of the MFO algorithm, and its results are compared with those obtained
from the biogeography-based optimization (BBO) [11], real genetic algorithm
(RGA) and lambda iteration. Figs. 1 and 2 shows the power generated by all the 18
generating units whose summation of the values becomes equal to the power
demanded.

Table 1 Comparison results for 18 unit system (maximum power P = 365 MW)

Demand k-iteration GA Real GA BBO MFO

80%P 23861.58 23980.24 23861.58 22648.0008 19537.7533

70%P 20393.43 20444.68 20396.39 19278.2320 16921.6825
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Table 1 gives us a brief description about the comparison results obtained from
the proposed moth flame optimization technique with those of earlier results
obtained from the biogeography-based optimization algorithm, real genetic algo-
rithm, genetic algorithm and k iterations. The new results gained have much more
accuracy and effectiveness in solving the problems of economic load dispatch
concept.

5 Conclusion

This paper effectively validates the proposed MFO algorithm to solve ELD prob-
lems of power system by obtaining the better results as compared to other imple-
mented techniques in previous analysis. The main purpose of optimizing the ELD
problems has been done to minimize the cost function of the generating units, and
hence, lesser value of cost is obtained with the proposed technique as nowadays the
cost reduction has become a vast area of interest in solving the ELD problems.
Therefore, this concept extremely requires a very effective strategy in proper
planning and controlling of the generating units in the power plant. Comparing and
considering the various previous obtained results, various convergence character-
istics, demands and with the new obtained results, it can be inferred that the
proposed methodology performs very effectively, having great potential in solving
the problems, having faster solution obtaining capability and has feasibility in
nature, and hence, it can be concluded that the proposed methodology can be
applied for optimizing the ELD problems in the power system.
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Noise Reduction in Synthetic Aperture
Radar Images Using Fuzzy
and Self-Organizing Map

Kishore Medhi, Khwairakpam Amitab, Debdatta Kandar
and Babusena Paul

Abstract Images captured by synthetic aperture radar (SAR) are generally cor-
rupted with noises. SAR images are commonly affected by speckle noise and
impulse noise. Noise filtering techniques must remove noises and simultaneously
preserve valuable information present in the images. This article presents a noise
filtering techniques based on soft computing. The proposed filters are implemented
in two phases: In the first phase, the presence of noise in a particular pixel is
detected by using fuzzy logic, and in the second phase, noisy pixels are filtered by
using Self-Organizing Map (SOM). From our experiment, it is found that the
proposed SOM filter reduces both speckle and impulse noise and also preserves the
information present in the image. The proposed SOM filter is comparatively
evaluated with various filters based on peak signal-to-noise ratio and
edge-preserving factor.

Keywords Fuzzy logic � Impulse � Neural network � Self-Organizing Map
Speckle � Synthetic Aperture Radar

1 Introduction

SAR is imaging RADAR system [1]. SAR images are useful in many applications
including monitoring natural resources, geographical mapping, urban growth, and
weather forecasting [2]. However, the presence of noises in SAR images degrades
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the quality of image and causes difficulty in interpreting the images. Noise removal
techniques must be carefully designed to reduce noise significantly, and at the same
time, vital information present in the images must be retained [3]. Speckle noise and
impulse noise are the most common types of noise that are present in the SAR
images. The distribution of noise and amount of noise present in the SAR images
are unpredictable, soft computing are capable of approximate reasoning and can
handle uncertainty [4], this indicates that soft computing based noise filters may
give good result. This article presents a novel noise filter which exploits the
advantages of two soft computing techniques, namely fuzzy logic and SOM.

2 Proposed Noise Filter

The proposed filtering technique filters noises in two phases: In the first phase, it
detects noise using fuzzy rules, and in the second phase, it removes noise using
SOM techniques.

2.1 Fuzzy Noise Detection Phase

The main objective of this phase is to determine whether a pixel is affected by noise
or not. To detect noisy pixels, a moving window of size 3 � 3 is used as shown in
Fig. 1 [5].

Let the difference between the central pixel X(i, j) and neighboring pixels is
denoted by Δi, where i ε {1, 2, 3, 4, 6, 7, 8, 9}, and the two smallest value in Δi is
represented by Δs1 and Δs2. Compute the average of them as Δs = (Δs1 + Δs2)/2.

Rule 1.1: If the value of Δs is LARGE then noise is present in X(i, j).
The value of Δs will be very small, if the neighboring pixels have similar

intensity, and Δs will have large value if X(i, j) is noisy. However, this condition
may fail if neighboring pixels are noisy but central pixel is not noisy. To solve this

problem, we calculate the average of all eight difference Δi, i.e., Δavg ¼
P

Di
8 .

1

X(i-1,j-1)

2

X(i-1,j)

3

X(i-1,j+1)

4

X(i,j-1)

5

X(i,j)

6

X(i,j+1)

7

X(i+1,j-1)

8

X(i+1,j)

9      

X(i+1,j+1)

Fig. 1 Pixels under 3 � 3
window
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Rule 1.2: If the Δavg value is LARGE then X(i, j) is affected by noise.
Rule 1.3: If Δs and Δavg is LARGE then noise is present in X(i, j).
Rule 1.1 and Rule 1.2 are combined in Rule 1.3. LARGE is a fuzzy membership

function, and it is defined as LARGE = 1 − SMALL. And SMALL is defined by
using triangular shaped membership function as shown in Fig. 2.

2.2 Noise Reduction Using Unsupervised Self-Organizing
Map

Self-Organizing Map is an unsupervised artificial neural network (ANN) technique
and training of the network is entirely data-driven and no target results for the input
data vectors are provided. The SOM network as shown in Fig. 3 consists of
input and output layer and they are connected by the weight. If noise is detected, an
input is supplied to the network and the algorithm run until termination condition is
met. After termination condition is met, the affected pixel value is replaced by the
output of the network. During computation, network learns the input parameter and
accordingly updates the value of weights. The output is computed by taking mean
of the final weights [6].

The steps involve in SOM are as follows [6]:

(a) Select output layer network topology.
(b) Initialize current neighborhood distance D(0), to a positive value.

Fig. 2 Fuzzy membership
function SMALL

Inputs X        Xi Xn

Weights

Output
Y1 Yi Yn

Fig. 3 SOM network architecture
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(c) Initialize weights from inputs to outputs to small random values.
(d) While computational bounds are not exceeded do

(1) Select an input sample
(2) Compute the square of the Euclidean distance from weight vectors (wj)

associated with each output node
Pn

k¼1 il;k � wj;k tð Þ� �
(3) Select output node j* that has weight vector with minimum value from step 2.
(4) Update weights of all nodes within a topological distance given by

D(t) from j*, using the weight update rule: wj tþ 1ð Þ = wj tð Þ +
ȵ(t) (il � wj tð Þ)

(5) Learning rate “ȵ(t)”generally decreases with time and it lies between 0
and 1.

(6) End

Here, “W(i)” represents the weight connecting between input and output neu-
rons, “ȵ” is the learning rate, j* represents the wining neuron, D(t) represents the
neighborhood distance, and “i” represents the input.

3 Experimental and Results

Fuzzy membership function SMALL is used to derive LARGE in noise detection
phase of the proposed method and it is associated with three parameter a, b, and
c. The parameters value for Rule 1.3 are a = −20, b = 0, c = 20. The output of
noise detection gives noise level “L” affecting the pixels in the range [0 1], if
L � 0.3 it is assumed that no noise is present, if 0.3 < L � 0.5 then a 3 � 3
window is used for filtering assuming that the image is affected by less amount of
noise, if 0.5 < L � 0.9 then 5 � 5 window is used assuming that the image is
affected by moderate amount of noise and for L > 0.9 we have used 7 � 7 window
assuming that the image is highly corrupted by noise. In case of SOM, the termi-
nation condition is set to 150 iterations, the learning rate “ȵ” is taken as 0.7, and
initially the number of neighbors is taken as 7. A grayscale SAR image shown in
Fig. 4a added with different percentage of speckle, fixed and random impulse
noises are used to evaluate the accuracy of the proposed filter. Peak signal-to-noise
ratio (PSNR) and edge-preserving factor (EPF) are used for evaluating. PSNR is
defined as the ratio between the maximum gray intensity (MAX = 255) and the
intensity of noises.

PSNR ¼ 10 Log
MAX2

MSE

� �
ð1Þ

where mean square error (MSE) is the average of square difference between the
filtered image and the desired target image.
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MSE ¼ 1
MN

XN
i¼1

XM
j¼1

Iði; jÞ � Iði; jÞ0� �2 ð2Þ

where M and N are number of rows and columns, I(i, j) represent the filtered pixel
intensity, and I i; jð Þ0 represent the desired pixel intensity. The edge-preserving
factor (EPF) is computed using the formula [7, 8].

EPF ¼
P

Dx�Dx0ð Þ Dy�Dy0ð ÞpP
Dx�Dx0ð Þ2 Dy�Dy0ð Þ2 ð3Þ

where Δy and Δx represent the edges present in the filtered image y and original
image x, Dy0 and Dx0 are the mean value of Δy and Δx. Laplacian operator is used
for extracting the edges [9]. To evaluate the performance of filter, we have used
mean, median, and multilayer perceptron (MLP) filter [10].

From the experimental result shown in Tables 1, 2, and 3, it is clear that the
proposed SOM filter has the highest PSNR and EPF value on average, compared to
other filters on images affected with speckle and impulse noise. The PSNR value
gives us the amount of noise suppressed by the filter, and the EPF value gives us the
amount of edges preserved or recovered after filtering.

Figure 4a shows a SAR image of sea near a busy port [11] and it is used for our
experimentation, Fig. 4b shows the image after adding 20% speckle noise, and
Fig. 4c shows the image after filtering using proposed method.

(a) Original Image         (b) After Addition 
of Noise 

(c) After Filtering

Fig. 4 Sample images used for filtering
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Table 1 PSNR performance of filters on image affected by different percentage of random and
fixed impulse noise

% of
noise

Proposed SOM filter MLP filter Mean filter Median filter

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

40 19 18 18 15.5 19 17.3 19 17.8

20 23.5 18.5 19.5 18.13 22 20 25 23

10 27.2 24 21.7 20.5 23.3 21.8 25.2 25

9 28 25 22 21.4 23.6 22 25.5 25.5

7 28.50 26.16 22.5 21.37 24 22.8 26 25.5

5 31.5 29 23.6 23.5 24.5 23.8 26 26

2 33 32 24.5 25 24.8 24 26.4 26.3

Table 2 EPF performance of filters on image affected by different percentage of random and fixed
impulse noise

% of
noise

Proposed SOM filter MLP filter Mean filter Median filter

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

Random
impulse
noise

Fixed
impulse
noise

40 2.9 1.29 2.5 1.7 2 1.3 2.9 0.6

20 4.5 3.7 3.2 2.9 3 2 4.8 3

10 5.8 4.55 4.14 3.7 3.5 2 5.5 5

9 5.9 4.43 4.06 4.2 3.7 2.8 5.5 5.8

7 6 5.24 4.4 4 4 3 5.7 5.8

5 6.33 5.73 4.6 4.65 4.3 3.9 5.8 5.7

2 6.54 6.27 4.65 5 4.7 4 5.8 5.9

Table 3 PSNR and EPF performance of filters on image affected by different percentage of
speckle noise

% of
noise

Proposed SOM
filter

MLP filter Mean filter Median filter

PSNR
value

EPF
value

PSNR
value

EPF
value

PSNR
value

EPF
value

PSNR
value

EPF
value

40 17 3.03 11 1.7 19.11 1.69 15.5 0.46

20 19 3.8 13.5 2.5 20.9 2.23 18.2 1.22

10 21 4.57 17 3 22 2.99 2.05 2.5

9 21 4.82 17 3 22.7 3.19 20 2.73

7 22 5.16 18 3.2 23 3.6 21 3.36

4 24 5.70 20.3 3.77 23.9 4 23.16 4.5

2 26 6 23.8 4.5 24.6 4.5 24.5 5
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4 Conclusion

This paper presents a soft computing-based noise removal filter. The filter is
implemented in two phases, noise detection and reduction. Fuzzy rules are used for
detecting the noisy pixel, and SOM is used for reducing the noise. The accuracy of
the proposed SOM filter is comparatively evaluated with mean, median, and MLP
filter based on PSNR and EPF value. We have tested on the radar images affected
by different percentage of speckle, fixed, and random impulse noise. Amongs the
implemented filters, the proposed SOM filter has highest PSNR and EPF value in
the image is affected by impulse and speckle noise.

References

1. Moreira, A., Prats-Iraola, P., Younis, M., Krieger, G., Hajnsek, I., & Papathanassiou, K. P. A
tutorial on synthetic aperture radar. IEEE Geoscience and Remote Sensing Magazine, vol.
1(1), pp. 6–43, (2013).

2. Al-amri, Salem Saleh, Namdeo V. Kalyankar, and Santosh D. Khamitkar. A comparative
study of removal noise from remote sensing image. arXiv preprint arXiv: pp. 1002–1148,
(2010).

3. Argenti, F., Lapini, A., Bianchi, T., & Alparone, L. A tutorial on speckle reduction in
synthetic aperture radar images. IEEE Geoscience and remote sensing magazine, vol. 1(3),
pp. 6–35, (2013).

4. Pal, Sankar K., Ashish Ghosh, and Malay K. Kundu, eds. Soft computing for image
processing. Physica, Vol. 42, (2013).

5. Kwan HK. Fuzzy filters for noise reduction in images. In: Nachtegael M, Van der Weken D,
Kerre EE, Van De Ville D, editors. Fuzzy Filters for Image Processing. Berlin Heidelberg,
Springer. pp. 24–53, (2003).

6. Haritopoulos, Michel, Hujun Yin, and Nigel M. Allinson. Image denoising using
self-organizing map-based nonlinear independent component analysis. Neural Networks,
vol. 15(8), pp. 1085–1098, (2002).

7. Wang, Guobao, and Jinyi Qi. Penalized likelihood PET image reconstruction using
patch-based edge-preserving regularization. IEEE transactions on medical imaging, vol.
31(12), pp. 2194–2204, (2012).

8. Umamaheswari, G., & Vanithamani, R., An adaptive window hybrid median filter for
despeckling of medical ultrasound images. International journal of scientific and industrial
research, vol. 73(1), pp. 100–102, (2014).

9. Gonzalez, R. C. Digital image processing. Pearson Education, India, Third Edition, (2009).
10. Ghosh, A., & Chakraborty, M. Hybrid Optimized Back propagation Learning Algorithm for

Multi-layer Perceptron. International Journal of Computer Applications, vol. 57(1), pp. 1–6,
(2012).

11. S. C. Liew, Principles of remote sensing, Centre for Remote Imaging, Sensing and
Processing, Available at: http://www.crisp.nus.edu.sg/*research/tutorial/sar_int.htm.

Noise Reduction in Synthetic Aperture Radar Images … 301

http://www.crisp.nus.edu.sg/%7eresearch/tutorial/sar_int.htm


Design of a Quasi-Lumped Resonator
Antenna Array Based on a Novel
Optimized Corporate Network Feed

Seyi Stephen Olokede and Babu Sena Paul

Abstract A corporate network-fed quasi-lumped resonator antenna array is pre-
sented. A new class of patch antennas comprising of an interdigital capacitor in
parallel with a straight strip inductor is employed as radiators, whereas an optimized
corporate feed network is designed to couple excitation power to the radiating
elements. The proposed radiating elements rely on the long but folded capacitance
occurring between the interdigit gap, thus ensuring the miniaturization of the
passives. The feed network has also been optimized for compactness and power
propagation efficiency with minimum transmission losses. An 8 � 1 and an 8 � 2
are prototyped and investigated using the finite integration technique numerical
code. The resulting design is litographically etched on a Roger duroid microwave
laminate and subsequently measured. Findings indicate that the resulting design is
compact in terms of estate area occupancy and demonstrates reasonable radiation
efficiency.

Keywords Corporate feed network � Directive characteristics � Quasi-lumped
Slim antenna � Size occupancy

1 Introduction

In spite of the many advantages of corporate feed networks (such as a relatively
wide frequency pattern owing to mismatch loss reduction, control flexibility of
individual radiators with respect to phase and amplitude, good design suppleness,
even excitation capabilities of the radiators, ease and flexibility of splitting power
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with desired phase and magnitude), they are hampered by expansive estate occu-
pancy, poor mechanical simplicity, and lossy feed lines owing to bends, disconti-
nuities, junctions, and joints along the feed line. Different alternative solutions to
achieve compactness in terms of estate occupancy and efficient feed lines have been
reported in the literature [1–4]. Unfortunately, these alternatives are bedeviled by
large radiators (though with optimized feed networks) or other problems. In this
work, we present a simple optimized corporate feed network with highly compact
radiators. We anticipate substantial estate utilization efficiency if both the aperture
sizes of the radiators and the optimized feed lines are compact. We introduce a new
antenna element, whose target frequency is independent of the radiation wave-
length. Instead, its resonance is dependent on the quasi-lumped element equiva-
lence. As a result, the usual electrical length limitation often holding sway on small
antennas is avoided. Moreover, the proposed radiating element’s intrinsic passive
capacitive and inductive constructs allow the addition of both capacitive and
inductive contributions that eventually contribute to the proposed passive perfor-
mance profile. Ordinarily, it is expected that small antennas will demonstrate
inferior radiation resistance owing to a small form factor, poor directive charac-
teristics, and a meager frequency pattern. The capacitive and inductive construct of
the new radiator circumvents these challenges to a reasonable extent. The various
digit conductors sum up as inductance including the center-shorted inductor (L),
and as such, the magnetic fields from each turn of the resonator add up, whereas the
gaps that form the interdigital capacitor (C) from each turn account for the electric
fields in order to build up the inductance/capacitance associated with the magnetic/
electric fields. The capacitors from the edge of each conductor form the capacitance
to ground (otherwise called pad capacitances), the effect of which is not particularly
significant except for tuning. The cumulative summation of various inductances,
along with the center inductor plus that of the capacitance, particularly the long but
folded interdigit capacitance that occurs across the narrow gap with implicit
fringing capacitance between the long common edge areas of the metal fingers,
separated by very small spacing depending on the minimum gap permitted by the
foundry, causes the antennas to outperform their contemporaries. As a result, both
the impedance bandwidth (of 79.73%) and the directive characteristics (54.66%) are
significant, as demonstrated in Figs. 4 and 6 of [5], whereas Table 4 similarly
demonstrates the robustness of the proposed resonator over a typical traditional
microstrip patch antenna at the same resonance frequency.

In addition, an aperture size reduction of 5.8 � 5.6 mm2 at 5.8 GHz achieved
with the above average antenna efficiency has been reported in [6]. Further flexi-
bility of the proposed passive vis-à-vis its size dimension with respect to other
frequency bands, design equations, and its aspect ratio diversity is reported in the
same publication. Figure 1a shows the geometry of the proposed new antenna
element, and Fig. 1b describes its quasi-lumped perspective.
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2 Theoretical Framework

2.1 Proposed Resonator

The term interdigital refers to a digit-like or finger-like periodic pattern of parallel
in-plane electrodes used to build up the capacitance associated with electric fields
[5]. The proposed resonator shown in Fig. 1 basically consists of microstrip lines
and shorts with their corresponding inductances and capacitances. The capacitance
occurs across a narrow gap between the conductors. These gaps are essentially very
long and folded in order to use a small area. Reducing the width of the fingers
reduces the required area, but increases the characteristic impedance of the line and
in general lowers the effective capacitance. Because they consist of a
microwave-lumped element capacitor and indictor, their resonance frequency does
not depend on their electrical dimension as does that of the other microstrip patch
antennas, but rather on some lumped component, as stated in Eq. 7 of [5]. This is
the reason for their compact capability. Not only that; there are assumptions about
constant voltage–current across the sections, insignificant phase shift, and no
propagation delay. Essentially, this is responsible for the efficiency of the antenna
irrespective of its compact structure.

When an external voltage is applied across the proposed resonator, as shown in
Fig. 1 of [5], the voltage and current allocations are as reported in Fig. 6 of [6, 7].
To this effect, there is a capacitance effect among the parallel conductors and also
between the conductors and the ground. The capacitance can be increased by
increasing the number of fingers, the length of the resonator, using a thin layer of
high dielectric material between the conductors and the substrate or using an
overlay high-k dielectric layer, which acts as a protective shield. The capacitance
increases as the gaps are decreased as well. On the other hand, the inductance of the
structure is dominated by the magnetic field close to the central strip that produces
the magnetic energy. The inductance is dependent on the length of the center

Fig. 1 Proposed quasi-lumped element resonator. a The resonator, b resonator components
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inductor and its line width. While narrow strips inductor is more inductive owing to
reduced width, such strip inductor is not expedient as the current becomes less.
A trade-off will be reasonable to achieve an optimal achievable inductance.

2.2 Corporate Feed Network

Surface waves are essentially electromagnetic phenomena occurring between the
dielectric interfaces of the metallic patch. They are often generated at the bends,
T-junctions, cross-junctions, step discontinuity, open ends, and other discontinu-
ities. When an excitation signal propagates along a transmission line with the
presence of these discontinuities, surface waves are generated, travel and subse-
quently attenuate the excitation signal. This phenomenon becomes more precarious
when an excitation signal propagates through a conventional corporate feed net-
work owing to the presence of a sizeable amount of discontinuity along the signal
path. A typical quarter-wave transformer stub owing to its configuration generates
not only surface waves, but also substantial insertion loss. A high voltage standing
wave ratio of 90 degree bends, its low impedance value of square bends, and high
input reflection coefficient are reasons for the lossy nature of this type of trans-
mission line and inadvertently compromise its efficiency. Compensation modalities
such as mitered square bends decrease capacitance and also increase inductive
contribution; tampering with the step discontinuity of the quarter-wave transformer
mitigates the effect of parasitics by adjusting the lengths of the line, thus creating a
very small offset on T-junctions. If the corporate feed line is optimized based on
these identified compensation techniques, the resulting feed line will be efficient, as
demonstrated in this work. Figure 2a shows the implementation of a one-stage
Wilkinson power divider with nominal port impedance. The matrix of scattering
parameters of the quarter-wave transmission line of length k/4 is [8]

S ¼ 0 j
�j 0

� �
ð1Þ

where the characteristic impedance of the line is equal to Z0, and Z0 is the port
nominal impedance.

3 Proposed Antenna Array Design

3.1 8 � 1 Corporate-Fed Array

Figure 3a shows a prototype of an 8 � 1 array with an optimized corporate feed
network where all the discontinuities have been optimized as demonstrated in
Sect. 2.2 for optimal performance. Power splits into two sub-arrays, each of four

306 S. S. Olokede and B. S. Paul



elements. The equal length splits result in equal power and equal phase to all of the
feed points. The number of feeds and power divisions required is dictated by the
number of microstrip radiators, as demonstrated in [9]. Each resonator is fed at the
non-radiating edge as shown in Fig. 2d. It is anticipated that the non-radiating
edge-fed corporate network will yield enhanced gain, higher efficiency, a wider
frequency pattern, etc. [10]. This technique ensures lower insertion loss. The
inter-element spacing is set at 1.3kg/2 with approximate width of 18.2 mm. This
spacing is sufficiently large to accommodate the trailing edges of the radiating
elements such that the internal mutual coupling effect between neighboring junc-
tions is avoided. The entire arrangement is fed by the proposed optimized
Wilkinson power divider. The power divider denoted by the T-junction splits the
50 X line into two (2 � 100 X) as shown in Fig. 2a. The transformation from 50 to
100 X and vice versa is implemented as depicted by T (Fig. 2a) using the trans-
mission line quarter-wavelength transformer shown in Fig. 2b.

The transformation is determined by the equation √2Z0 and estimated as 70.7 X.
The transmission line widths labeled w1, w2, and w3 as shown in Fig. 2a, b are
dependent on the characteristic impedance at each location and are determined by
Eq. (2) for w/h � 1. Using the said equation, w1 is calculated to be equal to
1.898 mm, w2 is 1.05 mm, and w3 is 0.46 mm with corresponding impedances of
50, 70.7, and 100 X, respectively.

Z0 ¼ 120pffiffiffiffiffiffi
eeff

p w
h þ 1:393þ 2

3 ln
w
h þ 1:444
� �� � ð2Þ

Fig. 2 Radiating element excitation mechanism. a Wilkinson power divider, b quarter-wave
transformer, c feed location, d non-radiating edge
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where

e0 ¼ er þ 1
2

þ er � 1
2

1þ 12
h
w

� ��0:5
" #

: ð3Þ

3.2 8 � 2 Corporate-Fed Array

In Fig. 3b, the proposed antenna configuration is presented. It is a direct reflection
of the 8 � 1 elements with two of them combined to form the 8 � 2 parallel array
network with a common corporate feed. In order to understand the performance
characteristics and the radiation pattern of the proposed antenna better, an analytical
CST microwave studio employing the finite integration technique was used for
full-wave analysis.

Fig. 3 Proposed array. a The
8 � 1, b the 8 � 2
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4 Experimental Results and Discussions

4.1 8 � 1 Corporate-Fed Array

Both antenna structures were built on Roger RO4003C microwave laminate sub-
strate with es of 3.38 and a thickness of 0.813 mm. The measurements of the
proposed antennas were done using HP 8720B network analyzer to observe the
reflection and radiation characteristics (this time along with the spectrum analyzer).
Figure 4a shows the simulation and measured return loss results of the proposed
antenna. For the 8 � 1-element configurations, the simulated reflection coefficient
was −41 dB with a bandwidth patter of 6.10–5.60 GHz at about 5.8 GHz. The
measured reflection coefficient was −42 dB and an impedance bandwidth pattern of
610–5.49 GHz at 5.81 GHz. Both reflection coefficients indicate a significant
matching level and good agreement. Figure 5a, b shows the simulated and mea-
sured radiation patterns of the 8 � 1 quasi-lumped element resonator sub-array in
E- and H-planes, respectively. Two reasonable side lobe levels of about −15 dB
were seen. The level of side lobes was more visible in the H-plane polar plot shown
in Fig. 5a, b. The measured E-plane agreed reasonably with the simulated result but
differed slightly because of a noticeable sidelobe differential of negligible
magnitude.

4.2 8 � 2 Corporate-Fed Array

The simulated and measured return loss results of the 8 � 2 configuration of the
proposed antenna were given in Fig. 4b. The simulated input reflection coefficient
was substantial and concisely put at −49 dB, indicating a very good impedance
match. The bandwidth was 6.15–5.49 GHz. The measured return impedance
bandwidth loss at about 5.81 GHz was 6.01–5.61 GHz. The simulated and mea-
sured radiation pattern of the 8 � 1 array antenna is depicted in Fig. 5a, b, whereas
Fig. 5c, d gives the simulated and measured radiation pattern of the 8 � 2
quasi-lumped element resonator array configuration of both the E- and H-planes.
The patterns are taken at the resonant frequency for which maximum power is the
highest. The simulated and measured patterns of both planes agree significantly.
The radiations are inclined upward at the principal axis (h = 0) with a measured
gain advantage of 19.06 dBi, as shown in Fig. 5e. A slight sidelobe level due to
surrounding radiations was also noticed at the right hemisphere of the E-plane plot.
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4.3 Comparison Between 8 � 1 and 8 � 2 Corporate-Fed
Array

For the purpose of comparison, it was noted that a measured excess bandwidth
difference of 160 MHz constituting about 32% impedance bandwidth differential
was obtained in the case of the 8 � 2-element array compared to the 8 � 1-element
array configuration. A similarly larger gain by an amount of about 36.44% was
achieved in the 8 � 2-element array. Another observation was the reduced side
lobe level difference of about −7 dB for the E-plane and −2.13 for the H-plane over
the 8 � 2-element array. It was therefore obvious that the 8 � 2-element array
exhibited better bandwidth, an enhanced directional characteristic and a lower
sidelobe level with a reasonable gain excess of 5.09 dBi.

Fig. 4 Reflection coefficient of the array. a 8 � 1, b 8 � 2
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5 Conclusion

Experimental study on the design of a quasi-lumped element resonator antenna
array with corporate feed was carried out, both for 8 � 1- and 8 � 2-element
arrays. All the designs demonstrated brilliant impedance match. The simulated and
measured results were in good agreement. It was found that a quasi-lumped element

Fig. 5 Directive characteristics. a E-plane of 8 � 1, b H-plane of 8 � 1, c E-plane of 8 � 2, d H-
plane of 8 � 2, e gain
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resonator was not only suitable for antenna design but had a compact size advan-
tage. The 8 � 1 configuration demonstrated real estate of 1.87k � 2.43k mm2,
while the 8 � 2 configuration indicated a size of twice the 8 � 2 array.
Comparative analysis carried out between the 8 � 1- and 8 � 2-element sub-arrays
showed that the 8 � 2-element array had a better performance profile with a rea-
sonable gain advantage of 5.09 dBi.
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Development of a Drowsy Driver Detection
System Based on EEG and IR-based Eye
Blink Detection Analysis

Oindrila Sinha, Soumendra Singh, A. Mitra, S. K. Ghosh and S. Raha

Abstract Driver fatigue leading to drowsy driving is a severe traffic safety problem
and is widely believed to be one of the largest contributors to fatalities and severe
injuries on the road at present. Nodding off for just three seconds or less while
driving can prove fatal. Drowsy driving slows reaction times, reduces vigilance,
impairs information processing and creates un-mindfulness. We have developed a
detection system for drivers under drowsiness, using non-invasive sensors. The
system uses brain–computer interface (BCI) to determine the mental attention level
of the driver following a complex recursive algorithm. In order to reduce false
alarms in such detection system, we have incorporated two additional sensors in it.
Infrared (IR) trans-receiver system emits an infrared signal to the eyes and another
infrared photoresistor measures the reflected wave. The reflectivity of the open eye
is grossly different from closed eye owing to the structure and presence of tear film
in the eye. The microcontroller continuously compares and detects the difference in
eye-blinking patterns of a normal person and that of a driver under drowsiness. The
sleeping driver has certainly less or no eye blinking, which will be detected online
and immediately without any time lag to prevent accident. Finally, a 3-axis compass
sensor placed on the steering wheel will detect further the angular movement of the
steering wheel of the vehicle. The driver under drowsiness will show an irregularity
in eye-blinking pattern together with an abnormality in steering movement. On
coincidence of all the three sensors, in order to reduce any false alarm, the driver
will be alerted with a blinking LED placed within his/her view angle. If the driver
does not respond and the statistics do not come back to normal, the software would
prompt to apply emergency brakes automatically and simultaneously it would send
SMS/email to the concerned authorities. The vehicle may also be fitted with
additional blinking lights visible to other drivers too, to alert them on the road.

S. Singh (&) � A. Mitra � S. K. Ghosh � S. Raha
Department of Physics, Centre for Astroparticle Physics and Space Science,
Bose Institute, Block - EN, Sector - V, Salt Lake City, Kolkata 700091, India
e-mail: soumendras@gmail.com

O. Sinha
Presidency University, 86/1 College Street, Kolkata 700073, India

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_34

313



Keywords Drowsy driver � EEG sensor � Blink sensor � Arduino
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1 Introduction

In recent years, drowsiness or sleepiness has been attributed as a major contributory
factor to all the major traffic accidents. The American National Highway Traffic
Safety Administration (NHTSA) estimates that drowsy driving was responsible for
72,000 crashes, 44,000 injuries, and 800 deaths in 2013 [1]. However, these
numbers are underestimated and up to 6000 fatal crashes each year may be caused
by drowsy drivers [2–4]. The statistics are really alarming. With our stressed
lifestyle where sleep deprivation is a common problem of the masses, accidents
related to drowsiness should really be answered. Sleep deprivation increases the
risk of sleep-related crashes; less the people sleep, the greater is the risk of an
accident on wheels.

Sleep-related crashes are most common in young people, especially men, adults
with children and shift workers. According to the NSF’s 2002 poll, adults belonging
to the age group of 18–29 are more likely to drive, while drowsy, compared to other
age groups. Men are more likely than women to drive while drowsy (56 vs. 45%)
and are almost twice as likely as women to fall asleep while driving (22 vs. 12%).
Shift workers are more likely to fall asleep at wheels than those who work a regular
daytime as it interrupts the circadian cycle of the body. According to a study by the
AAA Foundation for Traffic Safety, people who sleep six to seven hours a night are
twice as likely to be involved in such a crash as those sleeping 8 h or more, while
people sleeping less than 5 h increased their risk four to five times [4]. A study by
researchers in Australia showed that being awake for 18 h produced an impairment
equal to a blood alcohol concentration (BAC) of 0.05, and 0.10 after 24 h; when
0.08 is considered legally drunk. Many other researches indicate that commercial
drivers as well as people suffering from undiagnosed sleep disorders such as sleep
apnea and acute insomnia are also at greater risk in fall asleep road crashes.

According to a recent report of NHTSA, driver performance-related factor,
falling asleep on the wheels, is the most significant factor in the occurrence of fatal
road crashes. This is followed by other factors including alcohol use and unman-
ageable vehicle speed. It is reported that driver’s drowsiness and fatigue lead to
3.6% of fatal crashes. In 2002, the National Sleep Foundation (NSF) also reported
that 51% of adult drivers kept driving even under the drowsy condition, and it is
shocking to learn that 17% of which had actually fallen asleep on a moving vehicle.

Recently, researchers have tried to develop different techniques of fatigue
detection and countermeasure technologies, in which electroencephalography
(EEG) is a substantial contributor. However, EEG techniques have been found to be
much more reliable, as the reproducibility of data was found to be more accurate
than other biomedical techniques which seem to be in its infancy. Many other
works on this field have been based on EOG (Electrooculogram) as well as the
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facial muscle change detection system. Recently a drowsy driver detection system
was developed using non-intrusive machine vision-based concept. The system uses
a small monochrome security camera that points directly toward the driver’s face
and monitors the driver’s eyes in order to detect fatigue. In such a case when fatigue
is detected, a warning signal is issued to alert the driver [5, 6]. The problem with
such system is that the photograph quality of the camera used should be very high,
which largely increases the cost of the production therefore decreasing the chance
of its use in real-time product due to cost ineffectiveness. Another system for
detecting impairment of a driver of a vehicle was made with a sensor for sensing a
position of the driver’s head at a plurality of time points, an alarm for alerting the
driver and a microprocessor. The microprocessor is configured to determine
changes in the position of the driver’s head between the plurality of time points and
evaluate whether the changes in the position of the driver’s head between the
plurality of time points exhibit at least one of a periodic and a quasiperiodic pattern
and determine whether the driver is impaired based on the pattern of the changes in
the position of the driver’s head and, if the driver is impaired, it alerts the driver
using the alarm [7]. The drawback of such a system includes the lack of similarity
in the head position of all the drivers.

However, the society is still waiting for a reliable product which could detect as
well as set countermeasures for drivers under drowsiness to save lives and
resources.

Although a lot of work in this field aims to cater to the complex problem of
drowsy driver syndrome and falling asleep at the wheels, a flawless system
answering all the parts of complexities have still not been invented. With this
project, we aim to integrate all the different parts of this problem in a single product
and increase its efficiency and as well as to make it a real-time product, which can
actually be used to solve this acute problem and save lives.

2 Materials and Methods

Materials: All the materials used in the prototype design have been purchased from
the local market. To the extent of our knowledge and capacity, the materials used
were of not only highest purity but also keeping in mind the cost feasibility of the
crude materials.

Figure 1 shows the sensor arrangement and dataflow diagram and connection
flow. Figure 2 shows a real photograph of hardware integrated drowsy driver alert
system.

EEG detection Sensor: The electrodes (microwave mobile headset) used to
measure EEG are purchased from NeuroSky and have been hardware integrated to
the cap of the prototype to ease the process of data acquisition. We use the
physiological signals acquired by the electrodes to detect drowsiness by using
mathematically derived attention level curve. The values of the attention level are
continuously acquired by the sensor and are stored to the system computer via
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Bluetooth. Mindwave mobile is a wireless device, which records the EEG signal
with the help of a single electrode placed on the forehead using wireless bluetooth
technology. The received signals are then evaluated using software developed on
LabVIEW platform and the alarm is generated as and when a drowsy state is
detected. The mindwave mobile is preferred over conventional wet electrodes
because of its basic advantages like the absence of conductive gel for long time
EEG measurement, the need of a single sensor on FP1. The reference electrode
present in the ear clip thus removes ambient noise and provides less erroneous data.
It also has the property of signal amplification as well as noise cancellation.

Commercial grade infrared LED and photodetector pair is purchased from
local market. The pair is powered using ARDUINO UNO microcontroller. The
analog output pin was then connected to the analog input pin of the microcontroller.
A Bluetooth breakout board HC-05 was connected to the arduino for wireless data
transfer to the computer. The IR from the led is designed to be incident on the eyes
if the driver the reflected signal back to the photodetector. The reflected signal is
collected and passed on to the microcontroller which transfers it back to the master
computer for analysis.

The connected master computer runs on the software developed on LabVIEW
platform which checks for incoming data from EEG and counts for pulse owning to
the blink related difference of reflectivity in the photodetector.

Micro Controller

Master Computer

Fig. 1 Schematic diagram of the designed setup. Figure shows the dataflow from all the three
sensors to the microcontroller and the master computer

EEG sensor

IR blink sensor

Fig. 2 Photograph to show the placement of sensors and hardware integration of the sensor in the
cap. The sensor is to be placed on the forehead and the IR led and photodetector pair assembly are
to be placed in front of eyes to measurement reflectivity data
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Software: The programming code has been developed on the LabVIEW plat-
form. As shown in Fig. 3, the flowchart clearly shows that the software checks for
EEG data converted to attention level via a for loop thus guaranteeing 10 number of
input data from the sensor. The master computer collects data in parallel with the
other two sensors. The collected data is then analyzed online for determination of
the drowsy state of the driver. The software also caters for an alarm sounding if
such state is detected. Figure 4 shows the screenshot of the developed software and
its indicators and controls.

Fig. 3 Flow chart of the developed software in the LabVIEW platform for the data acquisition
and online monitoring/alarm sounding

Fig. 4 Screenshot of the developed software
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3 Results and Discussion

The data from the EEG sensor is received by the computer and is plotted in real
time. After successful acquisition for 10 signals in an un-calibrated scale of 0–100,
a liner fit is applied on the acquired data. The real-time results of the liner fit are
displayed on the screen and the slope of the data becomes a marker of the attention
state of an individual. A negative slope is an indicator of a person’s losing attention
level. We have concluded by repeated experimentation that a slope value to −2
might be an ambiguous indicator of a sleeping human. Figure 5 shows the falling
attention level curve and can be one of the precursors of sleep condition. All
measurements are relative to a particular individual and thus can be applied to
everybody without worry about the case to case-specific problems.

The blink sensor data is actually a measure of the difference between the IR
reflectivity of the open and closed eyes. An IR trans-receiver has been designed and
the arduino is set to read the analog values of the photodetector. With every
eyeblink the sensor records a pulse and the pulse count after a fixed interval of time.
The pulse count becomes the marker of a number of eyeblinks of a person.
A sleeping human being will always record a different number of pulses than a fully
aware person. With repeated experimentation we have determined that less than
eight blinks in 10 s (which is our deterministic interval) is the reference marker of a
sleeping individual. Figure 6 shows a sample data of the eye blink patterns recorded
with our setup. It is to be mentioned that the amplitudes of the peak are not relevant
to the conclusion and hence this can also be applied to various human beings.

The third sensor is a 3-axis compass which is attached to the steering to record
movement by assessing the peak to peak values within a fixed threshold.

The coincidence of all the alarm condition of three sensors will conclusively
decide the drowsy driver and hence can raise the alarm. However, EEG sensor and
eye blink sensor individual alarm condition will produce a low-level and a
medium-level warning respectively. The warning condition is manifested by the
blinking lights for the safety of other drivers and by application of emergency brakes
followed by sending email and SMS to pre-defined numbers via a GSM module.

Fig. 5 Falling attention of a sleeping individual
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4 Conclusion

We present design and construction at a low cost (25,000 INR with master com-
puter and 15,000 INR with only the software) sensor-based driver-monitoring
system to effectively decide the sleep condition to avoid fatal road accidents. The
advantage over other existing systems has been discussed and possible remedies are
also suggested. The simplicity of the design is shown and the “cap” is made ready
for the use of non-trained labor.
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Microstrip Patch Antenna with Fractal
Structure Using Superstrate Operating
in ISM Band

Shreema Manna, Tanushree Bose and Rabindranath Bera

Abstract The designed microstrip patch antenna has a planner structure and
operates in industrial, scientific and medical (ISM) band. The operating centre
frequency of ISM band is 2.45 GHz. The final structure has been achieved after
three iterations. Cross-type fractal with a superstrate layer is introduced here. The
superstrate layer is used in all the iterations. When a superstrate is used on a
microstrip antenna, the antenna properties like its radiation efficiency, gain, return
loss, VSWR, resonant frequency and bandwidth are changed which may alter the
antenna performance. The antenna structures are simulated in IE3D platform.
A comparison of return loss, bandwidth, gain, directivity, VSWR, radiation pattern
and overall area of the patch is also presented in this paper.

Keywords Patch antenna � ISM band � Fractal design � Superstrate

1 Introduction

Nowadays, the interest is growing rapidly in the domain of wearable technology,
especially wearable devices for medical, military and security applications.
A wearable medical device helps in monitoring the patients’ health condition from a
distant place. The antenna within the wearable device is the main component which
helps in sending the biological signal to a distant place. Proper antenna must be
designed for such devices. The size and structure of the antenna, which is mainly
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the structure of the radiating patch, are very much crucial for such devices as the
device is wearable. Mechanical structure of such antenna is provided by the sub-
strate which is the intermediate layer between patch and the ground plane. The most
antenna parameters such as radiation pattern, efficiency, gain, bandwidth, resonant
frequency depend on the permittivity of the dielectric used. In this proposed work,
the substrate material used is Roger 5880 having dielectric constant 10.2. Industrial,
scientific and medical band (ISM band) of frequency 2.4–2.5 GHz with centre
frequency 2.45 GHz are recommended by Federal Commission Communication
(FCC) for wearable medical devices. Several studies are going on around the globe
on the design of different off-body wearable communication system. From [1–6],
the research work was on the design of wearable antenna operating both as on-body
and off-body communication system operating in ISM band.

2 Antenna Designs

The proposed antenna structures are designed and simulated in IE3D platform. The
final antenna structure is achieved in three iterations and is simulated using IE3D.
S parameter display illustrates that the final antenna covers ISM band from 2.37 to
2.47 GHz with centre frequency of 2.42 GHz. The antennas are simulated using
dielectric having permittivity 10.2 and thickness of 1.6 mm. Copper is used as
metal layer of the patch and the ground plane. All the three iterations are further
simulated using a superstrate layer of copper of thickness 1.9 mm. The metal layer
for ground plane and the patch has thickness of 0.002 mm. The structure is
assembled as patch on one side and ground plane on the other side of the substrate.
Microstrip line feed has been used in all the iterations.

The width of the microstrip patch antenna is calculated using the following
standard formula,

W ¼ 1
2fr

ffiffiffiffiffiffiffiffiffi
l0e0

p
ffiffiffiffiffiffiffiffiffiffiffiffi
2

er þ 1

r
¼ v0

2fr

ffiffiffiffiffiffiffiffiffiffiffiffi
2

er þ 1

r

The effective length of the microstrip patch is calculated as,

DLeff ¼ 0:412h
ereff þ 3ð Þ w

h þ 0:264
� �

ereff � 0:258ð Þ w
h þ 0:8

� �

Leff ¼ Lþ 2DLeff
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where effective permittivity is given as

ereff ¼ er þ 1
2

þ 1
2

er � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 12h

w

q

The resonant frequency

fr ¼ v0
2

ffiffiffiffiffiffiffiffi
ereff

p 1
Lþ 2DLeffð Þ

In this case of antenna design, the values considered for calculations are: reso-
nant frequency (fr) of 2.45 GHz and permittivity ðerÞ of the dielectric material is of
10.2 with substrate height (h) 1.9 mm. By substituting these values in the above
formulas, we get the dimension of patch as 24 � 24 mm2. Hence, the simulation
has been started using patch having this dimension.

3 Results and Discussion

Initially in the zeroth iteration, a 24 � 24 mm2 square copper plate is used as
radiating patch and 40 � 40 mm2 square copper plate is used as ground plane as
shown in Fig. 1. The S parameter display of zeroth iteration is shown in Fig. 2. It
shows that the antenna covers the bandwidth 2.40–2.54 GHz with centre frequency
of 2.47 GHz and return loss of −26.9 dB. The centre frequency is shifted by
0.02 GHz from the target frequency of 2.45 GHz, but the bandwidth covers the
whole ISM band.

Figure 3 shows a structure with first iteration. A fractal design of cross-structure
has been introduced. The ground is cut accordingly to provide size reduction and

Fig. 1 Iteration 0 radiating
patch
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compactness to the antenna without compromising much with its efficiency. The
following Fig. 4 depicts its corresponding S parameter. The simulation result shows
that the antenna of iteration 1 covers the bandwidth from 2.43 to 2.58 GHz with
centre frequency 2.51 GHz and return loss of −12.6 dB.

In the second iteration, a second level of fractal of cross-structure has been
introduced. As an effect, the dimension of the patch is much reduced but the overall
structure is not reduced. Figures 5 and 6 show the structure of the antenna and S11
parameter, respectively. From the S parameter display, it is clear that the antenna
covers the band of 0.1 GHz ranging from 2.32 to 2.43 GHz with centre frequency
2.38 GHz. The return loss achieved is −21.9 dB. This shows much improvement in
return loss than the first iteration.

Fig. 2 S11 display of iteration 0

Fig. 3 Iteration 1 patch
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The result is slightly shifted from that of the ISM band, which ranges between
2.4 and 2.5 GHz. Figure 7 shows the final structure with superstrate. Figure 8
displays its corresponding S parameter.

From the simulation, result shows that the designed antenna covers the band
from 2.35 to 2.47 GHz with centre frequency 2.42 GHz and return loss of
−36.37 dB.

Table 1 provides the comparison of different parameters of the different itera-
tions of the designed antenna. From the table, it is clear that there substantial
improvement in the resonant frequency and return loss when we incorporate
superstrate. A complete omnidirectional radiation pattern is achieved in all the

Fig. 4 S11 display of iteration 1

Fig. 5 Iteration 2 patch
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iterations. The first iteration is very inefficient since the centre frequency is much
shifted from the target frequency of 2.45 GHz, also the return loss is very poor
(only −12.6 dB) and VSWR is 4.13 which is not acceptable. The VSWR is
improved in different iterations. In the final structure, a VSWR of 0.52 is achieved
at the resonant frequency of 2.42 GHz and bandwidth of 12 MHz. Also, the return
loss is very good in the final structure.

Table 2 shows the same comparison of different parameters of the different
iterations with superstrate of the designed antenna. The copper is used as the

Fig. 6 S11 display of iteration 2

Fig. 7 Second iteration patch
with superstrate

326 S. Manna et al.



radiating element, and dielectric having permittivity 10.2 is used as the substrate in
between. In Table 2, the improvement of the parameters over Table 1 is highlighted
by bold. From both the comparison table, it is clear that the return loss, gain,
directivity, VSWR are significantly improved after incorporating superstrate.

Fig. 8 S11 display

Table 1 Comparison of different parameters of the designed antenna without superstrate

Parameters Iteration 0 Iteration 1 Iteration 2

Frequency band (GHz) 2.40–2.54 2.43–2.58 2.32–2.43

Band width (GHz) 0.14 0.15 0.11

Centre frequency (GHz) 2.47 2.51 2.38

Return loss (dB) –26.9 –12.6 –21.9

Gain 3.02 2.53 2.46

Directivity 3.56 2.9 2.94

2D pattern

3D pattern

VSWR (dB) 1.3 4.13 1.62

Overall area of the patch 576 mm2 323.208 mm2 179.56 mm2
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4 Conclusion

This paper presented an antenna structure incorporating fractal and groove struc-
ture. The final antenna design is achieved after successive iterations. A comparison
table of all the structures is also presented in this paper. From the table, it is clear
that the final structure proved the best result in terms of resonating frequency,
VSWR, return loss, radiation pattern and patch dimension.
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Table 2 Comparison of different parameters of the designed antenna with superstrate of height
1.9 mm

Parameters Iteration 0 Iteration 1 Iteration 2

Frequency band (GHz) 2.40–2.54 2.40–2.52 2.37–2.49
Band width (GHz) 0.14 0.12 0.12

Centre frequency (GHz) 2.47 2.47 2.42
Return loss (dB) −27.15 −14.10 −21.1
Gain 3.32 2.36 2.46
Directivity 4.99 2.9 2.97
2D pattern

3D pattern

VSWR (dB) 0.87 3.53 1.62
Overall area of the patch 576 mm2 323.208 mm2 179.56 m2
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Assessment of Pulse-Doppler Radar
and Digital Beamforming Radar

Nima Donka Tamang, Samarendra Nath Sur, Soumyasree Bera
and Rabindranath Bera

Abstract In radar domain, digital beamforming radar is evolving as a promising
radar technology as compared to conventional pulse-Doppler radar. The design of
PD radar and DBF radar is done by keeping all the design parameters same, and its
performance is compared in this work. Needless to say that PD radar uses only
analog systems but DBF radar uses digital systems. DBF radar’s performance is
high, as compared to PD radar because of the use of digital techniques and MIMO
antennas. The difference in signal to clutter ratio is 5.23 dB, i.e., SNR of DBF radar
is three times greater than PD radar. The only limitation of DBF radar is being the
hardware complexity, due to the use of multiple transceivers at each element of an
antenna array, resulting in increased cost, size, weight, and power of the overall
system.

Keywords Pulse-Doppler radar � Digital beamforming radar � Multiple-input
multiple-output � Constant false alarm rate � Spread spectrum digital beamforming

1 Introduction

Starting from identifying the enemy planes to announcing early warning of a tor-
nado or tsunami, the radar technology has been extensively used and is one of the
most vital technologies in the current world. Pulse-Doppler radar can measure
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target range and velocity of both immobile and moving target almost accurately
after the pulse compression. Velocity is found out by sending the successive pulses
toward the target and measuring the in-between phase difference of the returned
signal from the target [1–3]. In PD, radar target will be detected along with strong
unwanted peaks or clutter since it does not use any digital techniques to increase
SNR at the receiver. It is also susceptible to jamming since no anti-jamming
measures are taken.

In order to enhance the features, such as increased SNR at the receiver contem-
porary radar, use multiple-input and multiple-output (MIMO) antennas along with
digital beamforming techniques. The use of manifold antennas at the transmitter and
receiver will result in an array gain as well as multiplexing gain. An area for fresh
research MIMO technology increases the performance of wireless communication
systems at no extra cost of spectrum, only hardware complexity proliferates [4].

With DBF, techniques in radar result in target detection with suppressed
unwanted peaks or clutter after PC and an increased SNR. But the main constraint
toward implementation of DBF in radar, radio frequency sensing systems, and
communication systems is its requirement of manifold transceiver modules for each
antenna element. This leads to an increment in weight, size, power, and cost of the
overall system [5].

Some works have been done to eradicate the problem of using manifold trans-
ceiver elements by merging the features of spread spectrum techniques with DBF
resulting in SSDBF in [6–8].

A platform for learning TDM MIMO DBF concept where a single transceiver
element is used which is presented in this paper. With mathematical examination
and experiment results indicating this idea can reduce the number of transceiver
elements and reduce budget, also it can gain greater angular resolution as compared
to conventional DBF radar [9].

SMILE, a new technique with one RF channel and DBF skills, based on smart
antenna receiver array is projected by Fredrick et al. in [10] which shrink the
necessity of bulk RF hardware for most smart antenna systems. It also decreases
power dissipation as well as circuit size. This is achieved by sampling the envelope
of received signal at each antenna element, followed by multiplexing,
down-converting, de-multiplexing, filtering, and then finally digitizing to be pro-
cessed under lesser speeds.

2 Mathematical Model for DBF RADAR

2.1 For Transmitter

Phased array antenna is used to transmit x[m] the information signal that signifies
data, into a specific region in space [11–13]. The complex weight multiplication
stage is the primary stage of DBF transmitter where multiplication of information
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signal i[m] with the real part and the imaginary part of the complex weight takes
place subsequently we get two signals in[m] and qn[m] from individual antenna
channel which is given as follows:

in m½ � ¼ x m½ �Re w � nf g; ð1Þ

qn m½ � ¼ x m½ � Img w � nf g; ð2Þ

where {w*n} is the complex weight and hn is the phase delay

w � n ¼ ejhn ¼ Cos hn þ j Sin hn; n ¼ 0; 1; 2; . . .;N ð3Þ

where Re w � nf g ¼ AnCos hn½ � ð4Þ

Img w � nf g ¼ An Sin hn½ � ð5Þ

The digital up-conversion stage is the second stage of the DBF transmitter. Here
a digital local oscillator generates a sinusoidal signal and its 90° phase-shifted
version; these signals are multiplied with in[m] and qn[m]. The result of this mul-
tiplication is:

f in m½ � ¼ in m½ �Cos wIFm½ � ¼ Anx m½ �Cos hn½ �Cos wIFm½ �; ð6Þ

f qn m½ � ¼ in m½ � Sin wIFm½ � ¼ Anx m½ � Sin hn½ � Sin wIFm½ �; ð7Þ

Now, the signals f in[m] and f qn[m] are denoted using trigonometric identities in
the following form:

f in m½ � ¼ An:x m½ �
2

Cos wIFmþ hn½ � þ 2Cos wIFm� hn½ �; ð8Þ

f qn m½ � ¼ An:x m½ �
2

Cos wIFm� hn½ � � 2Cos wIFmþ hn½ �; ð9Þ

Conversion of digital signal into analog domain is the last stage of DBF
transmitter. If DAC having a sampling frequency fs is used, then result of DAC is
denoted as follows:

fn tð Þ ¼ f m½ �m¼tfs¼ An:x tfsð ÞCos wIFfst � hnð Þ; ð10Þ

where An is the complex weight’s magnitude and f[m] is the band-pass signal.
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To simplify fn(t), the constant fS in the signal x(tfs) will be deleted and the
variable wIF = _IFfS will be used to differentiate the cosine component in the analog
domain from its digital representation. Finally, the output of DBF transmitter is

fn tð Þ ¼ An:x tð ÞCos wIFt � hnð Þ: ð11Þ

2.2 For Receiver

The incident plane wave on an antenna array’s receiver can be modeled by the
following equation:

f ðt; pnÞ ¼ ðtÞ ¼ xðt � snÞ ðcos wRFðt � snÞÞ; n ¼ 0. . .N � 1

� x t cos wRFt � hn;
ð12Þ

where hn is given by hn = wRF.
RF modulation stage has an LO with frequency wLO, and modulation is done as

follows:

g0n ¼ ðtÞ cos wRFt � hnð Þ cos wLOtð Þ ð13Þ

Using trigonometric identities, the signal g (t) can be represented as a sum of two
cosines:

g0nðtÞ ¼
x tð Þ
2

cos xIFm� hnð Þ½ �; ð14Þ

where; wIF ,wRF � wLO;wIM ,wRF þWLO; ð15Þ

If passband filters with gain G = 2 are used centered at the signal’s component with
xIF as its center frequency, the output signal obtained as:

gnðtÞ ¼ xðtÞ cos wIFt � hnð Þ: ð16Þ

The ADCs with a sampling rate TS can be used to transform the signal into a digital
representation:

gðmÞ ¼ gnðtÞ ¼ x ½mTS� cos½wIFmTS � hn� ð17Þ

The digital signal observed in each DBF receiver channel n of the phased array
antenna PAA is:
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g½m� ¼ x½m� cos ½xIFm� hn� ð18Þ

The digital down-conversion is performed by multiplying the digital signal with a
sinusoidal signal and a 90° phase-shifted version of the sinusoidal signal both
generated by digital local oscillator. Both mathematical operations can be repre-
sented in the following form

i0n m½ � ¼ gn m½ � cosx DLOm½ � ¼ x m½ � cos xIFm� hn½ � cos xDLOm½ � ð19Þ

qn
0 m½ � ¼ gn m½ � sin xDLOm½ � ¼ x m½ � cos xIFm� hn½ � sin xDLOm½ � ð20Þ

in
0½m� ¼ x mð Þ

2
cos 2xIFm½ � þ cos½�ð Þ; ð21Þ

qn
0½� ¼ x mð Þ

2
sin 2xIFm½ � þ sin hn½ �ð Þ ð22Þ

i m½ � ¼ m½ � cos hn½ � ð23Þ

q m½ � ¼ m½ � cos hn½ � ð24Þ

The second stage of the DBF receiver is the complex weight multiplication
(CWM) stage. To represent this complex multiplication operation, a signal [m] will
be defined which is composed of the signals in′[m] and qn′[m]:

m½ � ¼ m½ ��jqn m½ � ¼ x m½ � cos½hn��j sin½hn�ð Þ ¼ x m½ �e�jhn ð25Þ

The last stage of the DBF receiver involves the addition of all the resulting
signals,

yn½m� : y½m� ¼ 1
N

XN�1

n¼0

yn½m� ¼ 1
N

XN�1

n¼0

rn½m� þ j
1
N

XN�1

n¼0

sn½m� ¼ r½m� þ js½m� ð26Þ

3 Pulsed-Doppler Radar

3.1 Block Diagram of Pulse-Doppler Radar System

Linear frequency modulated (LFM) waveform is used as input waveform [14].
In LFM, the frequency is swept linearly across the pulse width, either upward
(up-chirp) or downward (down-chirp) or in other words, frequency of input signal
varies linearly with time over its pulse duration. The waveform includes the real
part and the imaginary part (Fig. 1).
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The equation for LFM chirp signal is as follows:

s tð Þ ¼ exp j/ tð Þð Þ ð27Þ

where /(t) = 2p(fo + kt2) is the instantaneous phase
A linear function of time of the instantaneous frequency is articulated as:

1
2
p

d/
dt

� �
; fi ¼ foþ kt: ð28Þ

where k is the slope and fo is the fundamental frequency.
We have designed a pulse-Doppler radar, and the input waveform used is LFM

signal. The block diagram consists of the input waveform block, transmitter, target,
clutter, receiver, and various signal processing blocks. Inside the transmitter block,
it consists of the input waveform, oscillators, amplifiers, filters, and modulators.
The input source is sampled, and it is up-converted to RF by a power amplifier and
is transmitted toward the target. The ECHO and clutter are added and sent toward
the receiver.

At the receiver, the RF signal is demodulated and the carrier is detached; hence,
we get the baseband signal which is transformed into complex form and further sent
for signal processing. The PC block, PD, and CFAR blocks are used for signal
processing. After the PC, the output signal level is at 23.96 dB, clutter level is at
21.552 dB, signal to clutter ratio (SCR) = 2.43 dB.

3.2 Results and Plots

(I) Radar Linear Frequency Modulated Waveform (Fig. 2)

Here red colored signal is the real part and blue is the imaginary part.

Fig. 1 Block diagram of pulse-Doppler radar system
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(II) Radar Pulse Compression Output at vt = 80 m/s distance = 100 km
(Fig. 3)

(III) Constant False Alarm Rate Output at vt = 80 m/s distance = 100 km
(Fig. 4)

4 Digital Beamforming Radar

4.1 Basics of Beamforming

To generate the desired beam pattern in the same path as that of the target with an
antenna array, beamforming techniques are used. It is a method where individual
radiation from each antenna will be superimposed or added up in one preferred
direction of interest to give higher directivity or gain. It is advantageous in

Fig. 2 Radar LFM signal [15]
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improving SNR at the receiver. Different types of beamforming techniques are
analog beamforming and digital beamforming. In this paper, we discuss only DBF.

4.2 Block Diagram DBF

(I) DBF

DBF is a signal processing method applied in the sensor arrays for directional signal
transmissions or reception. It is done in baseband. Using DBF, all functions are
executed in digital, and dedicated DSP chips are used for this. The DBF techniques
require multiple transceiver elements for each antenna in an array. This results in
hardware complexity, thereby increasing the cost, size, weight, and power of the
overall system. The advantage being the increased SNR at the receiver. After PC
with the signal level at −6.478 dB, and the clutter level is at −14.139 dB, we are
getting signal to clutter (SCR) = 7.66 dB which is much greater than the PD radar
keeping same design specifications as PD radar. The radar signal processing blocks
are same as PD radar, and other blocks are explained in details below (Fig. 5).

Fig. 3 Target detection after PC [15]
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Fig. 4 Target detection after CFAR [15]

Fig. 5 Block diagram of digital beamforming radar
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(II) Radar Transmitter DBF Block

This model is used for transmitting signal digital beam synthesis. It is used to
synthesize the main lobe along the direction determined by theta and phi. Only
linear array and rectangular planar array are supported. In this model, the number of
antennas in the x-axis is 4 and in the y-axis is 4. Hence, the total number of antenna
is 16. The separation is lambda/2 for two adjacent antennas. If the separation is
lambda/2 for two antennas, then the signal can be added constructively.

(III) Radar Transmitter Block (4 � 4 MIMO)

This model is a conceptual multi-channel digital up-converter and RF transmitter
model. A total of 16 such channels of this model are there inside radar transmitter
4 � 4 block. The amplifier, mixer, and analog BPF models are used to simulate the
RF sub-system. The DUC block is used to simulate the DUC and D/A functions. It
is used for the up-conversion of the signal received from radar Tx_DBS_2D block.
There are two stages of up-conversion process in this block. In the first stage, the
signal is up-converted to IF of 70 MHz and then again to 1GHZ. After this block,
the signal is ready to be transmitted using antenna array (Fig. 6).

(IV) Radar Receiver Block (4 � 4 MIMO)

This model is a conceptual multi-channels RF receiver and digital down-converter
model. A total of 16 such channels of this model are there inside radar receiver
4 � 4 block. The amplifier, mixer, LO, delay line, and analog BPF models are used
to simulate the RF receiver sub-system. The digital down-converter block (DDC) is
used to simulate the A/D functions and digital down-converter functions (Fig. 7).

It is basically the receiver block which is responsible for the reception of signals
transmitted by the antenna array. This block can be considered as the receiver front
end. Here the signals from 16 different antennas are processed separately. First, the
signal is passed through the amplifier block. If the RF signal is converted into IF of
70 MHz, then the IF signal is processed through the radar DDC block which will
convert the IF signal into baseband signal for 16 different antennas.

Fig. 6 Radar transmitter block (4 � 4) [15]
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(V) RADAR RX-DBS-2D

This model is used for digital beamforming. This block is responsible for the
addition of same signal from 16 different antennas to make the resultant pattern
determined by theta and phi in order to extract the information.

4.3 Results and Plots

(I) Radar Pulse Compression Output at Vt = 80 m/s distance = 100 km
(Fig. 8)

(II) Constant False Alarm Rate Output at Vt = 80 m/s distance = 100 km
(Fig. 9)

5 Comparison of Pulse-Doppler Radar and SSDBF Radar

See Table 1.

6 Conclusion

The assessment is done to verify the performance of PD radar and DBF radar. In
doing so, we found out that PD radar can find target range and velocity almost
accurately.

Keeping all the system specifications same of both PD radar and DBF radar and
with target power at 0.029 W and clutter power 6.911 � 10−21 W, there was a
difference in SCR at the output of PC. The difference in SCR is 5.23 dB, i.e., SNR
of DBF radar is three times greater than PD radar. This difference is the result of use
of digital techniques and MIMO antenna system. The only drawback of DBF radar

Fig. 7 Radar receiver block (4 � 4) [15]
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Fig. 8 Target detection after PC [15]

Fig. 9 Target detection after CFAR [15]
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is the use of multiple transceiver elements which makes it not CSWAP empowered
system. Therefore in future, we can move toward design of systems which are
CSWAP-enabled system. With the use of TDM, CDMA, etc., techniques with
DBF, we can eliminate the drawback of the use of multiple transceiver elements.
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FMCW Waveform-Based Vehicular
Radar

Additi Mrinal Singh and Rabindranath Bera

Abstract Millimeter wave frequency modulation continuous wave (FMCW)
waveform is very popular for its range and velocity detection for vehicular appli-
cations. However, it has false target detection problem in multiple target scenarios.
This paper presents a double FMCW waveform for target detection in multi-target
situations. This approach is considered to reduce the false target detection and to
solve the ambiguity problem. Then Range–Doppler under different conditions is
tested and shown in this paper.

Keywords Frequency modulation continuous wave � Double frequency modula-
tion continuous wave � Multiple targets

1 Introduction

Radar is a target detection system that is in use since 1930 for the detection and
estimation of target-related information such as range, angle, velocity, and direction
[1]. Sensors such as radar-, lidar-, and UWB-based driver safety system are in use to
enhance road and driving safety [2]. Among this, radar is the most popular sensor
used for vehicular safety due to its working capability in dark, rain and foggy
conditions. Functions of vehicular radar are adaptive cruise control, blind spot
monitoring, crash mitigation, and collision warning system. Today vehicular radar
uses millimeter wave as an active safety system to improve driving efficiency and
improve safety on road due to its small size, such that it can be fitted in vehicles
without taking much space. Automotive long-range radar system works on fre-
quency of 76–77 GHz, and most commonly used LRR is FMCW. FMCW is a
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special type of radar sensor which radiates continuous transmission power like
simple continuous wave radar [3–6]. To avoid accidents, the most important
requirement is to detect the target and other objects in its surroundings. So, in this
paper, target detection capability of FMCW radar under different conditions is
tested using MATLAB and is shown in Sect. 4.

2 Related Works

The multiple target detection and the problem of mutual interference have been
addressed by several authors. In this section, an overview over multiple target
detection using FMCW and mutual interference problem reasons is discussed. In
[1], a new waveform design was proposed, and a 2D-FFT was considered to
estimate the velocity and range information. The principle used in this paper allows
the use of very broadband sweeps. The main aim of FMCW vehicular radars is to
obtain the velocity and range information from the beat frequency, which has
propagation delay and Doppler frequency [5]. However, in multiple target detection
scenario, FMCW radar suffers from ambiguity problem of the range–velocity [6],
which causes false target detection and target miss.

3 FMCW Design and Multi-target Algorithm

FMCW radar is a system in which an electromagnetic signal is transmitted con-
tinuously [1]. For measuring the range and velocity simultaneously for single and
multiple targets, FMCW radar is used. It is also used due to its high resolution,
low-power transmission, and low cost.

FMCW has a transmitter, receiver, and mixer [2]. A modulated signal is passed
through transmitter and receives a reflected echo from target (Fig. 1). The difference
between the transmitted and received signal is known as the beat frequency, and it

Fig. 1 Block diagram of a FMCW radar system
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is used to solve R and V estimation [3]. But it is suitable for single target only; in
case of multiple target, we get ghost target and false target detection. Therefore,
dual FMCW modulation technique is approached in this paper for more accurate
range and velocity detection, without ghost target interruption even in the case of
multiple target detection scenario.

3.1 Waveform Design

The maximum range, the range resolution, and velocity resolution are main require-
ments for automotive radar systems. The maximum target distance that any radar can
measure is called as radar range and is 250 m for long-range automotive radar.

R ¼ c s
2

ð1Þ

s ¼ 2R
c

ð2Þ

# ¼ c fd
2fc

ð3Þ

fd ¼ 2#
k

ð4Þ

where s is time delay, V is radial velocity, fd is Doppler frequency, c is propagation
constant, fc is carrier frequency, lambda is c/fc. Range resolution is the ability of the
radar to detect two or more objects in close proximity as different target with the
same velocity. If there is two or more objects, it is needed to be separated by radar
to get two distinct echo signals. Similarly, velocity resolution (Δv) is the minimum
distinguishable velocity with the same range [7]. The range resolution of the radar is
1 m, and the velocity resolution is 1.3 km/h calculated by performing MATLAB
operation. Therefore,

DR¼ c
2B

ð5Þ

D# ¼ c
2fc T

ð6Þ

fs � 2BRmax

cT
þ 2fc #

c
ð7Þ

fb ¼ 2RB
Tc

ð8Þ
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fb u ¼ fb þ fd
fb d ¼ fb�fd

�
ð9Þ

Rest ¼ cT
8B fb u þ fb dð Þ

Vest¼ c
4fc

fb u � fb dð Þ
�

ð10Þ

The sampling frequency is denoted by fs, fb is the beat frequency, fb_u and fb_d
are the beat frequencies for up and down chirp, and B is bandwidth. For double
FMCW [8], two FMCW waveforms are considered with slightly different slopes
and same bandwidth as given in Fig. 2. Considering the maximum range and
velocity, the beat frequency of the waveforms are determined using the formula:

fb u1 ¼ fb þ fd
fb d1 ¼ fb�fd

�
ð11Þ

fb u2 ¼ fb þ fd
fb d2 ¼ fb�fd

�
ð12Þ

By pairing the up and down beat frequencies of both the waveforms, the esti-
mated range and velocity will be determined [8] using:

Rest;i ¼ cT
8B

� �
fb ui þ fb dið Þ

Vest;i¼ c
4fc

fb ui � fb dið Þ
�

ð13Þ

where Rest,i and Vest,i are estimated range and velocity of target (i = 1, 2) for both
the waveforms. The system specification for dual FMCW waveform is given below
in Table 1.

Fig. 2 Proposed double
FMCW waveform

Table 1 Design specification Parameter Value

Range 250 m

Max. radial velocity 230 kmph

Range resolution 1 m

Velocity resolution 1 km/h

Bandwidth 150 m

Ramp duration 7e-06s, 7.7e-06s
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4 Simulation Result

In this section, multiple target detection under different scenario is considered, and
its range–Doppler response is presented using MATLAB Simulink. The working
model of FMCW waveform-based vehicular radar system is given in Fig. 3. Two
targets are considered here; first target is a car and second target is a heavy-load
vehicle. The modulated signal is transmitted by the transmitter, and the reflected
echo signal is received by the receiving antenna. The signal is then passed through
the mixer, and signal processing of the signal is done; then the range and velocity
are calculated. The targets moving at 19.445 and 18.889 m/s are at the range of 70
and 90 m, respectively. The maximum range considered for 77 GHz FMCW radar
is 250 m, and maximum velocity is ±180 km/h. The range and velocity resolution
for this operating frequency are 1 m and 1.3 km/h, respectively.

The range–Doppler graph in Fig. 4 represents a Doppler versus range graph of
multiple targets detected under different scenario. The top-left Doppler–range
response is a situation when radar is constant and both targets are approaching
toward it. The middle graph represents the situation when radar is constant and both
the targets are approaching toward it. The top-right graph represents the radar
moving at certain speed; the first target is approaching toward radar, and second
target is receding away from it. The left bottom figure represents that both the
targets are approaching toward the radar when radar is moving. The middle graph
represents that radar is moving and both the targets are receding. The last figure in
right is the output graph of radar moving at 100 km/h, and the targets are moving at
same speed as radar.

The velocity and range under different condition are analyzed, and the actual and
estimated range and velocity calculated when radar is moving at the rate of
27.77 m/s are given in Table 2. Here we observe that the target range and velocity
are detected correctly without ghost target interference.

Fig. 3 FMCW waveform-based vehicular radar
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5 Conclusion

In this paper, multiple target detection using dual FMCW waveform is approached
to reduce false target detection. By comparing the results obtained from two
waveforms, the nearest range and velocity are considered. The R and V estimation
under different conditions is tested and shown. The minimum detectable velocity
resolution calculated from this experiment is 1.3 km/h.

Fig. 4 Range–Doppler response of multiple targets under different conditions

Table 2 Actual and estimated range and velocity

S.
No.

Target
range
(T1,
T2) m

Target velocity
(V1, V2) m/s

Radar velocity
(m/s)

Est. range
(in m)

Est. velocity
(in m/s)

I 70 90 19.445 18.88 0 70.23 90.20 −20.14 −18.07

II 70 90 −19.445 −18.88 27.778 69.99 90.20 18.33 18.49

III 70 90 −19.445 18.88 0 70.02 90.23 −20.04 16.42

IV 70 90 19.445 18.88 0 69.92 90.21 20.73 19

V 70 90 −19.445 −18.33 27.778 70.20 90.23 −19.72 −15.57

VI 70 90 27.77 27.77 27.778 70.15 90.20 0.49 2.11
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Multiband Slotted Circular Microstrip
Patch Antenna

Rajshri, Saumya Das and Tanushree Bose

Abstract Design and analysis of Circular Microstrip Patch Antenna (CMPA) using
slots etched on patch for multiband applications is presented in this paper.
Lightweight, low cost, plain configuration, and multiband functionality are the
advantages and serve many applications like satellite communication, air traffic
control, and radar communications. The substrate used is FR4 epoxy which has
relative permittivity of 4.4. Introduction of slots increases resonant frequencies and
bandwidth which make antenna serve multiple applications. The design is simulated
using Ansoft HFSS software, and return loss, gain, VSWR, radiation pattern, and
field distributions are studied.

Keywords Microstrip � Circular patch antenna � Multiband � Slot antenna

1 Introduction

Antenna is an electrical device that transmits the signals such as microwave, radio,
or satellite signals at the input and the transmitted signal is sent and received at the
output. Microstrip patch antennas are relatively easy to manufacture and simple to
configure. Common microstrip patch antenna shapes are rectangular, circular,
square, and elliptical. With the development of wireless communication systems,
the requirement of lightweight, high gain, and minimum return loss antennas which
ensure high efficiency, mobility, and wide coverage has increased. Narrow band-
width is one of the major drawbacks of microstrip patch antenna which is due to the
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surface wave losses and large size of patch. A high demand is increasing for
wideband application along with multiband for multifrequency operation by a
single antenna. So, there was a requirement for designing multiband microstrip
patch antenna [1, 2]. Probe compensation (L-shaped probe, capacitive “top hat” on
probe), parasitic patches, direct-coupled patches, slot- and slit-loaded patches (U- or
V-shaped slots and E patch, U-shaped slit), stacked patches, patch with parasitic
strip, and the use of electromagnetic band gap (EBG) structures [3] are some
techniques which can be applied to design wideband and multiband microstrip
patch antennas.

In this paper, slotted CMPA is chosen for the design because of its simplicity in
designing. Moreover for such antennas, production cost is low. Shape of the patch
is chosen to be circular as they are omnidirectional in the horizontal plane and have
maximum radiation oriented at the certain angle to the azimuth. This property leads
it to be widely used as antenna array elements in microwave communications,
radars, as well as cellular and automobile antennas [4].

Microstrip slot antenna was invented in 1938 by Alan Blumlein. Slot radiator or
slot antennas are antennas that are used in frequency range from about 300 MHz to
25 GHz. The slot behaves as resonant radiator as per Babinet’s principle. The
theorem of similar diffraction patterns produced by two complementary screens was
given by Jacques Babinet (1794–1872) who was a French physicist and mathe-
matician. Moreover, the advantages like low profile, low cost, small size, easier
integration with other circuits, and conformability to a shaped surface of microstrip
patch antenna are the motivation of this work [5].

2 Antenna Designs

Here, a multiband circular patch antenna of radius 8 mm is designed and simulated
on an FR4 epoxy substrate with a dielectric constant er ¼ 4:4 and thickness as
h = 0.5 mm. Further two different slots are cut on the patch, and the performance of
the circular patch antenna is analyzed and discussed. The operating bands are
evaluated by Ansoft HFSS with the criterion of return loss less than −10 dB.

2.1 Design 1: Simple Circular Microstrip Patch Antenna
(CMPA)

A CMPA of radius 8 mm is designed on a FR4 epoxy substrate of thickness
h = 0.5 mm and dielectric constant er ¼ 4:4, and the performance is analyzed. All
other design specifications are given in Table 1 (Fig. 1).
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Parameters Considerations:

See Table 1.

2.2 Slotted CMPA

A slotted CMPA of radius 8 mm is designed on a FR4 epoxy substrate of thickness
h = 0.5 mm; slots of different dimensions and shapes have been created and other
parameters are constant and dielectric constant er ¼ 4:4; and the performance is
analyzed. All other design specifications are given in Tables 2 and 3.

These parameters are constant for all the slotted antennas in this work.
These are the parameters of slots of different slotted antennas.

Design 2: One Slotted Circular Microstrip Patch Antenna (CMPA): (Fig. 2)
Design 3: Three Slotted Circular Microstrip Patch Antenna (CMPA): (Fig. 3)
Design 4: One Slotted Circular Microstrip Patch Antenna (CMPA): (Fig. 4)

3 Results and Analysis

3.1 Design 1: Simple Circular Microstrip Patch Antenna
(CMPA)

In this design of CMPA, two bands are obtained; return loss (dB) is −39.5 and −23,
bandwidth (GHz) obtained is 0.28 and 0.81, and resonant frequency (dB) is 10.7
and 19.2. This type of antenna design is applicable for X-band and K-band. Gain of
the antenna is 1 dB (Fig. 5).

Table 1 Design
specifications of the antenna
Simple Circular Microstrip
Patch Antenna (CMPA)

Parameters Dimensions

Patch (circular) Radius = 8 mm

Ground 30 mm � 30 mm

Substrate 30 mm � 30 mm

Feed (rectangular) 15 mm � 2 mm

Feed pin 0.12 mm
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3.2 Design 2: One Slotted Circular Microstrip Patch
Antenna (CMPA)

In this design of CMPA, four bands are obtained; return loss (dB) is −14.5, −26,
−26, and −12, bandwidth (GHz) obtained is 0.12, 0.15, 0.57, and 0.27 and resonant
frequency (dB) is 7.9, 8.8, 18.2, and 19. This type of antenna design is applicable
for C-band, X-band, and K-band. Gain of the antenna is 1 dB (Fig. 6).

Fig. 1 Circular Microstrip Patch Antenna

Table 2 Design specifications of the Slotted Circular Microstrip Patch Antenna (CMPA)

Parameters Dimensions

Patch (circular) Radius = 8 mm

Ground 30 mm � 30 mm

Substrate 30 mm � 30 mm

Feed (rectangular) 15 mm � 2 mm

Feed pin 0.12 mm

Table 3 Design specifications of the slots of different Slotted Circular Microstrip Patch Antenna

Antenna design Slot dimensions

Design 2 Rectangle 1 = 2 mm � 5 mm
Rectangle 2 = 5 mm � 2 mm

Design 3 Rectangle = 4 mm � 1 mm
Circle 1 = 1.5 mm
Circle 2 = 1.5 mm

Design 4 Rectangle 1 = 5 mm � 1 mm
Rectangle 2 = 1 mm � 5 mm
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Fig. 2 Top view

Fig. 3 Top view

Fig. 4 Top view

Multiband Slotted Circular Microstrip Patch Antenna 355



3.3 Design 3: Three Slotted Circular Microstrip Patch
Antenna (CMPA)

In this design of CMPA, four bands are obtained; return loss (dB) is −14, −17.5,
−17, and −30, bandwidth (GHz) obtained is 0.11, 0.28, 0.51, and 1.55, and reso-
nant frequency (dB) is 7.8, 9.8, 11.7 and 19.3. This type of antenna design is
applicable for C-band, X-band, and K-band. Gain of the antenna is 1 dB (Fig. 7).

3.4 Design 4: One Slotted Circular Microstrip Patch
Antenna (CMPA)

In this design of CMPA, five bands are obtained; return loss (dB) is −17.2, −14.9,
−17.6, −16 and −13.8, bandwidth (GHz) obtained is 0.14, 0.2, 0.35, 0.33 and 0.55,
resonant frequency(dB) is 8, 12.1, 15.2, 16.4 and 19.2. This type of antenna design
is applicable for C-band, Ku-band, and K-band. Gain of the antenna is 1 dB (Fig. 8;
Table 4).

Return loss (dB) Gain (dB)

(a) (b)

Fig. 5 a Return Loss of Design 1. b Gain of Design 1

Return loss (dB) Gain (dB)

(a)                                                               (b)

Fig. 6 a Return Loss of Design 2. b Gain of Design 2
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Return loss (dB)                                                              Gain (dB)

(a) (b)

Fig. 7 a Return Loss of Design 3. b Gain of Design 3

Return loss (dB)                                                                 Gain (dB)

(a) (b)

Fig. 8 a Return Loss of Design 4. b Gain of Design 4

Table 4 Input and output parameter of the CMPA

Antenna
design

Input Output

Radius
(mm)

No. of
bands

Resonant
frequency
(GHz)

Return
loss (dB)

Bandwidth
(GHz)

Gain
(dB)

Type of
band

Design 1 8 2 10.7 −39.5 0.28 1 X-band

19.2 −23 0.81 K-band

Design 2 8 4 7.9 −14.5 0.12 1 C-band

8.8 −26 0.15 X-band

18.2 −26 0.57 K-band

19 −12 0.27 K-band

Design 3 8 4 7.8 −14 0.11 1 C-band

9.8 −17.5 0.28 X-band

11.7 −17 0.51 X-band

19.3 −30 1.55 K-band

Design 4 8 5 8 −17.2 0.14 C-band

12.1 −14.9 0.2 Ku-band

15.2 −17.6 0.35 Ku-band

16.4 −16 0.33 Ku-band

19.2 −13.8 0.55 K-band

Multiband Slotted Circular Microstrip Patch Antenna 357



4 Conclusion

From the project, it is concluded that the antenna designed without slots have less
bands, whereas the antennas designed with slots have more number of bands.
Slotted antennas can be used to embed more number of applications in a single
antenna. Some of the applications are satellite communications, weather monitor-
ing, etc. Return loss and bandwidth have also shown good response in the slotted
antennas.

5 Future Scope

1. More shapes and dimensions of slotted antenna can be designed to get the more
satisfactory and optimized results.

2. Different types of substrate material can be used to design antennas to get more
satisfactory results.

3. Design of antennas employing foam substrates to improve the bandwidth.
4. Array investigation on circularly polarized antennas.
5. Broadbanding techniques can be used like broadbanding using coplanar para-

sitic elements.
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Multi Resonant Textile Antenna
with Partial Ground for Multiband
Applications

Rahul Saini, Vinod Kumar Singh, Niharika Singh, J. P. Saini
and Akash Kumar Bhoi

Abstract The proposed design of antenna is the powerful textile antenna used to
increase bandwidth efficiently. The proposed antenna has various applications like
satellite communication, defense system, medical applications, and air traffic con-
trol. The proposed antenna acquires multiple frequency bands with bandwidth
coverage percentage, first band from 2.81 to 3.692 GHz with 27.44%, second band
from 4.556 to 5.618 GHz with 20.88%, third band with from 6.446 to 7.67 GHz
with 17.35%, fourth band from 8.948 to 11.288 GHz with 23.13%, and lastly, fifth
band from 12.134 to 17.606 GHz with 36.80%. The textile as the dielectric has
many advantages as easy to wear, low material cost, easy availability, and high
flexibility. The studied results of the proposed antenna show highly negative return
loss, high directivity, radiation pattern, gain, and high efficiency.

Keywords Jeans � Self-adhesive copper tape � Return loss � CST studio software
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1 Introduction

In the present day scenario, the wireless communication has made demand of the
small sized, highly directive, and most importantly the wearable antennas. The
material like textile is in demand due to their high flexibility, low cost, lightweight,
low profile, and due to their simple realization process. The textile materials like
jean have a lower value of dielectric constant which lowers the value of dielectric
constant of the material and also improves the bandwidth of impedance [1–9]. The
value of the dielectric constant of the material is proportional to the antenna size;
hence with the textile materials, compact antennas are easy to be made. The
properties of the antenna such as the return loss, voltage standing wave ratio,
antenna gain, and antenna radiation pattern are studied and analyzed for antenna
designing [10–13]. The proposed antenna has an advantage due to its wearable
property and ease of integration on clothes or body. The proposed antenna has been
designed using computer simulation tool software and fabricated with the loss
tangent value 0.025 and the dielectric value of textile material jean as 1.7. The
wearable antenna can be used as clothing used for communication purpose, like
tracking and navigation, satellite communication, and public safety. The basic
requirements of the textile antenna are a planar structure, high flexibility of the
substrate material [14–18], robustness, less power consumption, and highly com-
fortable [16–19]. The paper discusses the textile antenna designing, antenna fab-
rication with substrate material jeans fabric and the partial ground and the patch
consists of an adhesive thin copper tape, and also the study of antenna properties
like reflection coefficient, antenna gain, and antenna efficiency.

2 Antenna Designing

In this paper, the proposed antenna substrate is fabricated with the jean having low
dielectric value as 1.7, and the partial ground and patch comprise of very thin
adhesive copper tape with the thickness 0.03 mm. The proposed antenna is suitable
for multiband communication systems and wireless communications as the antenna
acquires multiple frequency bands for operations. The geometrical representation of
the proposed antenna is shown in Fig. 1, with the dimension of partial ground
28 mm � 32 mm, diameter of the patch 24 mm, and substrate with dimension
60 mm � 60 mm. The design parameters obtained by calculations are described in
Table 1.
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3 Optimization of Antenna Geometries

The geometrical representation of the antenna designing with three different designs
antenna1, antenna2, and antenna3 is represented in Fig. 2. The comparison of the
simulated plot of return loss versus frequency between the three antennas is shown
in Fig. 3, which clearly explains the increase in the negative value of the return loss
and finalizing the antenna design of antenna3 with better results.

Fig. 1 Antenna dimensions a patch view b partial ground plane view

Table 1 Dimension of
proposed textile antenna

S. NO. Antenna parameter Values

1 Substrate thickness, h (mm) 1

2 Relative permittivity (2r) 1.7

3 Loss tangent 0.025

4 Partial ground dimension (mm) 56 � 32

5 Substrate dimension (mm) 60 � 60

6 Patch radius (mm) 12

7 Center square slot (mm) 5 � 5

8 Microstrip feed line dimension (mm) 34 � 2

9 Four rectangular slots dimension (mm) 8 � 1
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4 Fabricated Proposed Antenna and Experimental Results

The simulation of the proposed antenna is done by using computer simulation tool
(CST) microwave studio 2010 software. Figure 4 shows the front view and the
partial ground plane of the proposed antenna. The antenna is fabricated by using the
jeans as substrate and copper as the conductive patch of the antenna. The fabricated
antenna is tested in IIT Kanpur Lab, and the results are recorded. The recorded
results are plotted on the graph which shows quite compromising measured results
with the simulated results. The comparison of the return loss of both the measured
and the simulated antenna3 is in Fig. 5. In Table 2, it can be easily judged that the

Fig. 2 Antenna’s geometry a antenna1 b antenna2 c proposed antenna3

Fig. 3 Return loss versus frequency of antenna1, antenna2, and proposed antenna3
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Fig. 4 Hardware of the proposed antenna a patch view b partial ground plane view

Fig. 5 Comparison shows S11 (dB) versus frequency (GHz) plot of the simulation result and
measured result of the proposed antenna (antenna3)

Table 2 Comparison of the antenna simulated and measured results

Bands Simulated result Measured result

Frequency range
(GHz)

Band width
(%)

Frequency range
(GHz)

Band width
(%)

First 2.81–3.692 27.44 2–4.2 70.92

Second 4.556–5.618 20.88 5.5–7.88 35.57

Third 6.446–7.67 17.35 8.98–11.02 20.45

Fourth 8.948–11.288 23.13 11.432–13.25 13.78

Fifth 12.13–17.606 36.80 – –
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bandwidth percentage of the simulation results and measured results. The band-
width percentage of measured results is better than the simulation results. In Fig. 6,
practical setup to measure returns loss of proposed antenna at IIT Kanpur
Laboratory gives a final output of the proposed antenna. Figure 7 shows 3D radi-
ation pattern at different resonant frequency 3.206, 5.078, 7.058, 9.7951, and
13.016 GHz.

Fig. 6 Practical setup to measure returns loss of proposed antenna at IIT Kanpur Laboratory
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5 Conclusion

The designed textile antenna can be used for body-centric wireless and satellite
communication because it is directional in nature. The major applications of the
antenna achieved by the use of jean as the substrate are monitoring of human body
or object. The design of the antenna consists of a partial ground plane, jean sub-
strate, and circular patch design modified with center square-shaped tilted slot

Fig. 7 3D radiation pattern at resonant frequency a 3.206 GHz, b 5.078 GHz, c 7.058 GHz,
d 9.7951 GHz, e 13.016 GHz
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surrounded by four rectangular slots. The antenna covers different frequency ran-
ges. The antenna covers five frequency bands between 2 and 18 GHz with impe-
dance bandwidth percentages 27.44, 20.88, 17.35, 23.13, and 36.80%, and hence
can be used for multiband applications.
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Microstrip Textile Antenna with Jeans
Substrate with Applications in S-Band

Niharika Singh, Vinod Kumar Singh, Rahul Saini, J. P. Saini
and Akash Kumar Bhoi

Abstract In this article, the proposed textile antenna has been studied with better
results, high directivity, high gain, good return loss and multiple bands are obtained
for wide range of applications in S-band with multiple bands. The substrate material
of the proposed antenna is a jean which is a flexible material, the patch and partial
ground plane are of copper. There is a modification in proposed textile antenna
design with the same size but better return loss and multiple bands. The simulations
of the proposed antenna were carried using CST Microwave Studio software.

Keywords Jeans � Self-adhesive copper tape � Return loss � CST studio software
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1 Introduction

Microstrip patch antennas have been an interested topic for study due to its low
profile structure, compact size, and lightweight, and more economical. The
microstrip patch antenna with substrate material as fabric has made it possible to be
used as wearable antennas which are being used for various applications such as
military purpose, tracking and navigation, mobile computing, biomedical, radar,
and aircraft applications [1–11]. The proposed antenna has been aimed to be used
for wide frequency range in the ultra wide band. The modification has been carried
out in the antenna design to gain better results with compact size, low cost, and ease
of integration on device [12–15]. The wearable textile antennas can be easily
integrated into clothes or body. We are using computer simulation tool (CST studio
2010) for antenna virtual designing, the loss tangent being 0.025 and experimented
with the substrate material as textile material jean. The CST studio is helped in the
simulation of antenna and also calculating antenna parameters. The requisite for the
working of the wearable antenna is a planar structure with high flexibility of
the substrate material [16–18], along with electronic devices being robust, low
power consumption, and comfortable. This makes wearable antenna to be easily
used for the purposes like tracking and navigation, satellite communication, and
public safety [16–21].

This paper describes the modified design of textile antenna with jeans fabric as
the substrate. The simulated antenna design has been given in section 2 and
hardware design has been given in section 4. The section 3 describes the simulated
results of the proposed antenna which includes gain, return loss versus frequency,
and 3D radiation pattern of multiple resonating frequencies. Section 5 includes the
conclusion.

2 Antenna Designing

In this paper, the antenna consists of the substrate material as a textile material jean
with the dielectric value 1.7, and the radiating plane (patch) and the partial ground
plane are made of adhesive copper tape with the thickness of 0.03 mm. The sub-
strate can be of any material like textile, cotton, flannel, and glass epoxy, with low
dielectric value, as the size of antenna is proportional to dielectric value of sub-
strate. The proposed antenna design is suitable for wireless communication with
multiple frequency bands for operation. The geometrical representation of the
antenna along with the dimensions is been shown in Fig. 1, with partial ground
50 mm � 27 mm, patch diameter of 32 mm, and substrate with 60 mm � 60 mm.
The antenna simulation and analysis of the antenna have been carried on the
computer simulation tool (CST) Microwave Studio 2010 software. Table 1
describes the design parameters of the antenna with the values.
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3 Optimization of Antenna Geometries

This paper describes the analysis of the modification of the proposed textile antenna
design to obtain better results and multiple bands for applications. Figure 2 shows
the different designing steps of the proposed textile antenna with modification in
each step. Figure 2a shows the basic design, and then Fig. 2b shows the design with
a circular slot on the patch. Figure 2c shows the final design of the proposed
antenna with the substrate dimension 60 � 60 (mm � mm), patch radius 16 mm
with the inner circular slot of radius 5 mm, and the four rectangular slots in the
patch of antenna with the dimension 6 mm � 2 mm, and the microstrip feed line of
31 mm � 2 mm. Figure 3 plots the graph between the simulated return loss and
frequency of presented antenna1, antenna2, and proposed antenna (antenna3).

Fig. 1 Antenna dimensions with a front view and b back view

Table 1 Dimension of
proposed textile antenna

S. No. Antenna parameter Values

1 Substrate thickness 1

2 Relative permittivity 1.7

3 Loss tangent 0.025

4 Partial ground dimension (mm) 50 � 27

5 Substrate dimension (mm) 60 � 60

6 Patch radius (mm) 16

7 Patch inner circle radius (mm) 5 � 5

8 Microstrip feed line dimension (mm) 31 � 2

9 Four rectangular slots dimension (mm) 6 � 2
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4 Fabricated Proposed Antenna and Experimental Results

The hardware design of the fabricated antenna (antenna3) with its front view and
partial ground view (back view) is been shown in Fig. 4. The proposed antenna is
fabricated by using the jeans as substrate and copper as the conductive patch of the
antenna. The fabricated antenna is tested in IIT Kanpur Lab, and the results were
recorded. The recorded results are plotted on the graph which shows quite com-
promising measured results with the simulated results. The comparison of the return
loss of both the measured and the simulated antenna3 is in Fig. 5. Table 2 shows
that the bandwidth percentage of the simulation results and measured results. In
Fig. 6, practical setup to measure returns loss of proposed antenna at IIT Kanpur
Lab which gives final output of the fabricated antenna. Figure 7 shows 3D
Radiation pattern at different resonant frequencies (a) 4.538 GHz, (b) 7.832 GHz,
and (c) 11.486 GHz.

Fig. 2 Structures of presenter antennas a antenna1, b antenna2, and c proposed antenna3

Fig. 3 Reflection coefficient versus frequency of antenna1, antenna2, and proposed antenna3
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Fig. 4 Hardware of proposed antenna a front view and b partial ground plane

Fig. 5 Comparison of return loss versus frequency plot of simulated results and measured result
of proposed antenna

Table 2 Comparison of simulated result and measured result of antenna

Bands Simulated Measured

Frequency range
(GHz)

Band width
(%)

Frequency range
(GHz)

Band width
(%)

First 2.558–4.88 62.44 2.12–3.62 52.27

Second 6.32–8.174 25.59 6.6–7.9 20.45

Third 10.46–12.296 16.14 15.8–18 13.02
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5 Conclusion

The advantage of the textile material (jeans) used as the substrate makes it appli-
cable for monitoring human body or object, with easiness of integration on body
without being noticed and, also easily manageable and portable as it is integrated

Fig. 6 Practical setup to measure returns loss of proposed antenna at IIT Kanpur lab

Fig. 7 Three-dimensional radiation patterns at frequencies a 4.538 GHz, b 7.832 GHz, and
c 11.486 GHz
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not carried in hands. The design of the proposed antenna is been finalized after
modification in designs, studying and analyzing the results. The proposed antenna
design comprises of partial ground plane which minimizes the cost and weight of
antenna, a polygon-shaped radiating plane (patch) along with circular and rectan-
gular slots over the patch. The antenna has wide frequency band coverage with a
compact size and large value of bandwidth percentage for S-band. Hence, the
proposed antenna works efficiently.
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Antenna for Wireless Area Network
and Bluetooth Application

Manju Devi, Vinod Kumar Singh, Sanjeev Sharma
and Akash Kumar Bhoi

Abstract This chapter presents a dumb-bell shape microstrip patch antenna mainly
used for wireless local area network application. The simulated result shows that the
presented antenna has dual bandwidth of 49.60 and 10.05% covering the frequency
range from 1.629 to 2.705 GHz and 3.411 to 3.772 GHz. In the end, the general
investigation of the reflection coefficient, gain and efficiency of the anticipated
antenna has been studied.

Keywords Microstrip antenna � Broadband � Efficiency � Bandwidth

1 Introduction

The mobile phones free the human being from the handset cords in many home,
institutions and offices. Now we can speak with each other at any place with the help
of cell phones without disturbance. Wireless technology provides more
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independence to us to access to the Internet without suffering from running yards of
unsightly and costly cable. The trend of these applications and technology has
drastically decreased the weight and volume. Therefore, there is requirement for
antennas of small-sized, lightweighted, low profile with good directivity and radi-
ation pattern in the horizontal plane [1–5]. The fringing field at the patch periphery
can be increased by low value of dielectric constant. This is resulted that the radiated
power of the antenna will be also increased. An increase in the substrate thickness
has altered the antenna nature. A high substrate loss tangent increases the dielectric
loss of the antenna which results in reducing the antenna efficiency [6–10].

2 Design of Proposed Antenna

The design of dumb-bell shape has cut on the patch antenna that is shown in Fig. 1.
An antenna has 38.40 mm � 46.80 mm ground plane and 28.80 mm � 37.20 mm
of patch dimensions. The dielectric material of the substrate (er) chosen for this
design is glass epoxy that has a dielectric constant of 4.4. The design specifications
of the proposed antenna are given in Table 1 [10–15].

Fig. 1 Structure of presented antenna a front view and b back view
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3 Results and Discussion

The simulated reflection coefficient versus frequency plot is presented in Fig. 2. The
anticipated antenna is resonating at 2.45 GHz frequency and has frequency range
from 1.629 to 2.705 GHz and 3.411 to 3.772 GHz giving a dual wide-bandwidth of
49.60 and 10.05%. Figure 3 shows the VSWR versus frequency plot of planned
microstrip antenna. The efficiency versus frequency plot has been described in Fig. 4
and Fig. 5 shows the directivity versus frequency plot of anticipated antenna. The
comparison of measured and simulated results is shown in Table 2.

4 Fabricated Antenna and Experimental Results

A compact dumb-bell shape microstrip antenna has been tested in microwave
laboratory at IIT Kanpur which has provided measured bandwidth of 41.54 and
8.38% [16–19]. The prototype of presented antenna is shown in Fig. 6, and the
comparative study of simulated and experimental results is shown in Fig. 7. The
experimental results are in fine conformity with the simulation results. Figure 8
depicts the practical setup to measure return loss of proposed antenna at IIT Kanpur.

Table 1 Dimension of
proposed textile antenna

S. No Antenna parameter Values

1. Substrate thickness, h(mm) 1.6

2. Relative permittivity (2r) 4.4

4. Width of ground dimension (mm) 46.8

5. Length of ground plane (mm) 38.4

6. Width of patch (mm) 37.2

7. Length of patch (mm) 28.8

Fig. 2 Reflection coefficient
versus frequency of plot
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Fig. 3 VSWR versus
frequency plot of anticipated
antenna

Fig. 4 Efficiency versus
frequency plot of anticipated
antenna

Table 2 Simulated and measured results of proposed antenna

Bands Simulated Experimental

Frequency range
(GHz)

Bandwidth
(%)

Frequency range
(GHz)

Bandwidth
(%)

First 1.629–2.705 49.60 1.697–2.586 41.54
Second 3.411–3.772 10.05 3.475–3.879 10.98
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Fig. 6 Hardware of proposed antenna a top view and b bottom view

Fig. 5 Directivity versus frequency plot of anticipated antenna
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5 Conclusion

This antenna presents an excellent candidate for emerging wireless communications
at 2.4 GHz frequency and suitable for WLAN applications. The simulated result
shows that dual bandwidth of 49.60 and 10.05% are obtained that covers the
frequency band from 1.629 to 2.705 GHz and 3.411 to 3.772 GHz.

Fig. 7 Comparative study of simulated and measured results

Fig. 8 Practical setup to measure return loss of proposed antenna at IIT Kanpur
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Estimation of Frequency Band
of Microstrip Antenna (MSA)
with Radial Basis Function (RBF)

Ashish Kumar, Archana Lala, Vinod Kumar Singh
and Akash Kumar Bhoi

Abstract This article explains the application of artificial neural network for the
judgment of bandwidth of microstrip antenna. The algorithms of radial basis
function (RBF) are used to make the neural network model. The training and testing
data of the neural network are procured by analyzing the microstrip patch antenna
by IE3D software. The results procured from ANN are tallied with IE3D and are
quite reasonable. The operating frequency range of the antenna varies from 1.879 to
2.896 GHz. The results acquired from IE3D and those acquired from ANN are
highly correlated.

Keywords Antenna � Bandwidth � Artificial neural network � RBF

1 Introduction

The patch antennas are being normally used in wireless communication because of
its low weights, low price, and directive with high transmission efficiency,
compatibility with microwave circuit and wireless communication equipment;
therefore, it is commonly used in different wireless communication systems.
However, rectangular microstrip antennas have few drawbacks such as narrow
bandwidth, low gain, restricted power handling capacity and poor polarization. In
the current paper, an artificial neural network is expanded to analyze the frequency
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band and bandwidth of microstrip antenna [1–5]. Application of neuro models is
well suited for efficient and precise designing of MSA. The IE3D software has been
put to produce the data related to training and test for artificial neural network
which is a computational EM simulator based on technique of moments mathe-
matical methods.

It is analyzed that in 3D and multi-layer structure of common shapes, feed point
must be placed to get different results. The return loss is obtained and that feed
point is chosen as the finest one where the reflection coefficient is most negative.
The optimum feed point that produced return loss is the point that yields most
negative return loss. It is simple to shape and straightforward to match by con-
trolling the probe feed coordinates [6–13]. The anticipated antenna has been
intended to provide a broad bandwidth, i.e. 42.60%, encompassing the frequency
varying from 1.879 to 2.896 GHz which is most appropriate for WLAN system.

2 Designing and Data Generation of the Planned Antenna

The configuration of the planned antenna is depicted in Fig. 1. An antenna has
33.0 mm � 40.0 mm modified ground plane and 23.4 mm � 30.4 mm of rectan-
gular patch dimensions. The patch length L and the patch width W of the proposed
antenna, having thickness h, are shown in Fig. 1. The operating frequency (fo),

Fig. 1 Configuration of
proposed microstrip antenna
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dielectric constant (er) and height of the substrate (h) are the three vital parameters
for designing antenna [14–18]. The glass epoxy is the dielectric material of the
substance, having a dielectric constant of 4.4, and is preferred for designing
antenna. Figure 2 shows the radial basis function artificial neural network model
(Table 1).

3 Introduction to RBF Network

This paper reveals that radial basis function neural network is utilized to analyze
rectangular patch antenna. Radial basis function network is a feed-forward neural
network with a concealed layer which uses radial basis activation function for
hidden neurons. RBF network is implemented for numerous microwave modelling
functions. It consists of three layers in which the second layer shows a sequence of

Fig. 2 Radial basis function
model

Table 1 Parameters used for
designing the antenna

Parameters Figures

f 3.0 GHz

h 1.6 mm

Wg 40.0 mm

Lg 33.0 mm

L 23.40 mm

W 30.40 mm
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centres in the input data space. The centres and the widths formed by these algo-
rithms then form the weight of device of the concealed layer that remains unaffected
after the clustering has been finished. An RBF network is shown in Fig. 3. In the
arrangement, one input and one output are used for the analysis of ANN as shown
in Fig. 4, and RBF networks are quicker and successful in comparison with
MLPFFBP for the anticipated antenna. Figure 5 represents the application of RBF
network for training performance of developed neural model. Bandwidth procur-
able via IE3D with the use of RBF network for various test patterns is compared in
the following table (Table 2).

Fig. 3 Typical radial basis function network

Fig. 4 Radial basis function network depicting the three prominent layers
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4 Result and Discussion

Figure 6 shows the reflection coefficient (S11) versus frequency plot of anticipated
microstrip antenna which possesses frequency ranging from 1.879 to 2.896 GHz
results in a broad bandwidth of 42.60%. It is apparent that the results procured from
IE3D and ANN tools have good conformity and hence give accurate result after
numerous trainings (Table 3).

Fig. 5 Application of RBF network for highlighting training performance of developed neural
model

Table 2 Return loss obtained using IE3D by varying probes

Length Width Probe(x, y) f1 f2 Frequency band
IE3D GHz

Frequency band
RBF GHz

23.40 30.40 0.3, 19.9 2.308 2.629 0.321 0.3210

23.40 30.40 0.5, 19.9 2.278 2.669 0.391 0.3910

23.40 30.40 0.8, 19.9 2.237 2.709 0.472 0.4720

23.40 30.40 1.0, 19.9 2.193 2.735 0.542 0.5420

23.40 30.40 1.3, 19.9 2.067 2.769 0.702 0.7020

23.40 30.40 1.5, 19.9 1.930 2.807 0.877 0.8770

23.40 30.40 1.8, 19.9 1.886 2.849 0.963 0.9630

23.40 30.40 2.0, 19.9 1.879 2.896 1.017 1.0170

23.40 30.40 2.3, 19.9 2.619 2.950 0.331 0.3310

23.40 30.40 2.5, 19.9 1.924 2.143 0.219 0.2190

23.40 304. 2.8, 19.9 2.729 2.990 0.261 1.2610
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5 Conclusions

This paper reveals a design of an anticipated antenna for HYPERLAN, WiMAX
and WLAN purposes. A broad bandwidth of 42.60% is procurable with the use of
glass epoxy substrate of dielectric constant of 4.4. The readings obtained from IE3D
and ANN are well correlated. Besides being accurate, the result is quick which is
evident from Table 2. The performance training as shown by RBF system is
completed in lesser epochs than MLPFFBP, and hence, it is accomplished that RBF
is superior to MLPFFBP.
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Design and Analysis of Microstrip
Antenna Using Multilayer Feed-Forward
Back-Propagation Neural Network
(MLPFFBP-ANN)

Poornima Singh, Vinod Kumar Singh, Archana Lala
and Akash Kumar Bhoi

Abstract In this article, the algorithms of MLPFFBP-ANN are used to make the
neural network model and for the judgment of bandwidth of microstrip antenna.
The training and testing data of the neural network are procured by analyzing the
microstrip patch antenna by IE3D software. The results obtained by using
MLPFFBP-ANN are tallied with IE3D and are quite reasonable. The operating
frequency range of the antenna varies from 1.66 to 2.53 GHz. The results acquired
from IE3D and ANN are highly correlated.

Keywords Antenna � Bandwidth � Artificial Neural Network � MLPFFBP-ANN

1 Introduction

Rectangular microstrip antennas have few drawbacks such as narrow bandwidth,
low gain, restricted power handling capacity, and poor polarization; however, these
are usually used in wireless communication because of its low weights, low price,
and directive with high transmission efficiency, compatibility with microwave
circuit, and wireless communication equipment; therefore, it is commonly used in
different wireless communication systems. In the current paper, an artificial neural
network is expanded to analyze the frequency band and bandwidth of microstrip
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antenna [1–6]. Neuro-models are mathematically more efficient than EM models.
Application of neuro-models is well suited for efficient precise optimization and
designed within the range of training. The IE3D software has been put to produce
the data related to training and test for an artificial neural network which is a
computational EM simulator based on technique of moments mathematical meth-
ods. It is analyzed that the optimum feed point produced return loss is the point that
yields most negative return loss. It is simple to shape and straightforward to match
by controlling the probe feed coordinates [7–15]. The anticipated antenna has been
intended to provide a broad bandwidth, i.e., 41.52%, encompassing the frequency
varying from 1.66 to 2.53 GHz which is most appropriate for WLAN system.

2 Designing and Data Generation of the Planned Antenna

The configuration of the planned antenna is depicted in Fig. 1. An antenna has
33.0 mm � 40.0 mm modified ground plane and 23.4 mm � 30.4 mm of rectan-
gular patch dimensions. The patch length L and the patch width W of the proposed
antenna, having thickness h, are shown in Fig. 1. The operating frequency (fo),
dielectric constant (er), and height of the substrate (h) are the three vital parameters
for designing antenna [16–18]. The glass epoxy is the dielectric material of the
substance, having a dielectric constant of 4.4, which is preferred for designing
antenna. Figure 2 shows MLFFBP artificial neural network model and Fig. 3
describes MLFFBP network depicting the three prominent layers. The Parameters
used for designing the antenna is shown in Table 1.

Fig. 1 Configuration of
proposed microstrip antenna
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3 Result and Discussion

This paper reveals that MLPFFBP is utilized to analyze rectangular patch antenna.
Multilayer perceptron feed-forward network is implemented for numerous micro-
wave modeling functions. Multilayer perceptron feed-forward network is shown in
Fig. 4. Figure 4 represents the application of MLPFFBP network for training
performance of developed neural model. Bandwidth procurable via IE3D with the

Fig. 2 MLFFBP artificial neural network model

Table 1 Parameters used for
designing the antenna

Parameters Data

f 2.45 GHz

h 1.6 mm

Wg 46.80 mm

Lg 38.40 mm

L 28.80 mm

W 37.20 mm

Fig. 3 MLFFBP network depicting the three prominent layers
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use of RBF network for various test patterns is compared in the following Table 2.
Figure 5 shows the reflection coefficient (S11) versus frequency plot of anticipated
microstrip antenna which possesses frequency ranging from 1.66 to 2.53 GHz
results in a broad bandwidth of 41.52%. It is apparent that the results procured from
IE3D and MLPFFBP-ANN tools have good conformity and hence give accurate
result after numerous training (Table 3).

Fig. 4 Application of MLPFFBP network for highlighting training performance of developed
neural model

Table 2 Return loss obtained using IE3D by varying probes

Length Width Probe(x, y) f1 f2 Frequency band
IE3D GHz

Frequency band
MLPFFBP GHz

28.80 37.20 0.0,22.4 1.65 2.53 0.88 0.8754

28.80 37.20 0.3,22.4 1.67 2.51 0.84 0.8400

28.80 37.20 0.5,22.4 1.67 2.49 0.82 0.7804

28.80 37.20 0.8,22.4 1.69 2.47 0.78 0.7857

28.80 37.20 1.0,22.4 1.70 2.46 0.76 0.7588

28.80 37.20 1.3,22.4 1.71 2.43 0.72 0.7204

28.80 37.20 1.5,22.4 1.72 2.43 0.71 0.7952

28.80 37.20 2.0,22.4 1.75 2.40 0.65 0.6504

28.80 37.20 2.5,22.4 1.80 2.36 0.56 0.5250

28.80 37.20 3.0,22.4 1.83 2.32 0.49 0.4920
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4 Conclusions

This paper reveals a design of an anticipated antenna for HYPERLAN, WiMAX,
and WLAN purposes. A broad bandwidth of 41.52% is procurable with the use of
glass epoxy substrate of the dielectric constant of 4.4. The readings obtained from
IE3D and ANN are well correlated. Besides being accurate, the result is quick
which is evident from Table 2.
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Performance of SC Receiver Over OWDP
Fading Channels

Suparna Goswami and Aheibam Dinamani Singh

Abstract The expressions for performance parameters of selection combining
(SC) diversity receiver with L-branch over one wave diffused wave (OWDP) fading
channel has been found out. The cumulative distribution function (cdf) of the
signal-to-noise ratio (SNR) output has been obtained. Using the obtained cdf
equation, the probability distribution function (pdf) of received SNR of the system
over OWDP fading channel has been evaluated. The pdf obtained has been
employed to evaluate the performance measurement namely for different coherent
and non-coherent modulations. The outcomes obtained for the fading parameter
K and the total number of branch L have been analyzed. The obtained outcomes are
verified through Monte Carlo Simulation.

Keywords ABER � Diversity receiver � Outage probability � OWDP
Selection combining

1 Introduction

The existence of fading in the channel deteriorates the execution of wireless net-
works. To reduce the bad influence of the fading in wireless medium, the diversity
technique is employed. In a diversity receiver, several replicas of same information
are gathered at the receiver from distinct fading channels. The signals are then
added up to give the improved signal-to-noise ratio (SNR). The selection com-
bining (SC) technique is the simplest one among all diversity combining technique.
Hence, this technique is essential for execution. The one wave diffused power
(OWDP) fading is composed of one specular component and many diffused
propagating waves. The OWDP fading channel is effective in wireless network
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those are framed inside an aperture such as tunnel, aircraft, buses, trains. OWDP is
a particular case of two wave diffuse power (TWDP) fading channels [1]. The
analysis on bit error rate (BER) performance of binary phase shift keying (BPSK)
system in TWDP fading is done in [2]. The execution of BPSK scheme by using
pre-detection maximal ratio combining (MRC) technique has been analyzed over
N TWDP channels [3]. The expression for average bit error rate (ABER) of
quadrature amplitude modulation (QAM) using cumulative distribution function
(cdf) is expressed over TWDP fading channel [4]. The performance analysis of L-
branch SC receiver in j-µ and η-µ fading channel has been presented in [5]. The
symbol error rate (SER) of the SC receiver with M-ary Phase Shift Keying (MPSK)
and MQAM has been evaluated for TWDP fading channel in [6]. The expression
for symbol error probability (SEP) of M-ary rectangular QAM using moment
generating function (mgf) over TWDP fading channel is expressed in [7]. In [8], the
evaluation of capacity of various adaptive transmission techniques over TWDP
fading is done. The outage probability and ABER expressions for SC over TWDP
fading are obtained in [9]. The capacity of adaptive techniques of MRC receiver
over TWDP fading channel is done in [10]. In [11], the capacity expression of
adaptive receiver for MRC system with dual branch over unequal TWDP fading
channel has been obtained. Performance analysis of system over TWDP fading
channel is done in [12]. From the literature study, it can be observed that no work
on performance evaluation for SC scheme is being presented in regard to OWDP
fading channel. This extends the idea and motivation to work on the execution of
the parameters for SC technique on OWDP fading channels.

The paper is arranged in the following manner. Sect. 2 contains the discussion
about the OWDP model. In Sect. 3, the SNR pdf of SC receiver is derived.
Section 4 gives the derived expressions of performance parameters for SC tech-
nique on OWDP model. In Sect. 5, the discussion on obtained results is presented.
Finally, the paper is concluded in the last part, i.e., Sect. 6.

2 Channel and System

The OWDP fading channel contains only one wave with constant amplitude. The
medium is being considered to be slow, flat, with OWDP fading data. The envelope
pdf of OWDP fading from [1] can be written as

PRðrÞ ¼
XM
i¼1

ai
r
r2

e�
r2 þ 2r2K

2r2

� �
I0

r
r2

ffiffiffiffiffiffiffiffiffiffiffi
2r2K

p� �
; ð1Þ

where r is the fading amplitude, r2 is the variance, I0(∙) is defined as first kind
Bessel function with zeroth order, K is the fraction of total specular power to
diffused power. The order of approximation is represented by i. After the square and
random variable transformation is performed, the SNR pdf of OWDP model can be
obtained as
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fcðcÞ ¼ g
XM
i¼1

aie�fgcþKgI0 2
ffiffiffiffiffiffiffiffi
Kgc

p� �
; ð2Þ

where g ¼ K þ 1
�c :

3 Selection Combiner Output SNR Pdf

In SC combining technique, the receiver with strongest SNR is being chosen. The
received output SNR is given in [13] as

cSC ¼ maxðc1; c2; . . .:; cNÞ ð3Þ

where ct ¼ Eb
N0
r2t and t = 1,2,….,N is the input instantaneous SNR of SC receiver.

The SNR pdf at mth branch is obtained as

fcmðcmÞ ¼ gm
XM
i¼1

aie�fgmcm þKgI0 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kgmcm

p� �
: ð4Þ

where gm ¼ Km þ 1
�c . cm is the average branch SNR.

The cdf at mth input is obtained as

FCm Cmð Þ ¼
ZCm

0

fcm cmð Þdcm

¼ 1� g
XM
i¼1

aie�K
Z1
Cm

e�gcmI0 2
ffiffiffiffiffiffiffiffiffiffiffi
Kgcm

p� �
dcm

¼ 1� g
XM
i¼1

aie�K �
Z1
Cm

e�gmcmI0 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kgmcm

p� �
dcm:

ð5Þ

The integral in (5) can be solved using [14, (1)]. The final expression for the cdf
is expressed as

FCm Cmð Þ ¼ 1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gmCm

p� �
; ð6Þ
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where QM a; bð Þ is Marcum Q function and can be written as QM a; bð Þ ¼

1
aM�1

R1
b
xMe�

x2 þ a2
2 IM�1 axð Þdx [14]. The cdf of the SNR with L-SC receiver is obtained

by multiplying L cdfs in (6). The expression can be written as

FcSCðcSCÞ ¼
YL
l¼1

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffiffiffi
2glcsc

p� �( )
; ð7Þ

where cm ¼ cSC; 8m. Considering same parameter of fading and cm, the cdf for SC
receiver is obtained as

FcSCðcSCÞ ¼ 1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffi
2gcsc

p� �" #L
: ð8Þ

The pdf expression of output SNR for same fading parameter can be obtained by
differentiating (8) with respect to csc

dFcSCðcSCÞ
dcSC

¼ d
dcSC

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffi
2gcsc

p� �" #L !
: ð9Þ

The final expression is

fcscðcscÞ ¼ Lg 1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K
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ffiffiffiffiffiffiffi
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p� �" #L�1
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Similarly, by differentiating (7) with respect to csc, the pdf expression of output
SNR for unequal fading parameter is

dFcSCðcSCÞ
dcSC

¼ d
dcSC

YL
l¼1

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffiffiffi
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p� �( ) !
: ð11Þ
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The final expression of pdf for unequal fading parameter is expressed as

fcscðcscÞ ¼
XL
l¼1
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i¼1

aigle
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ffiffiffiffiffiffiffiffiffiffiffiffiffi
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�
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2K

p
;
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2gjcsc

q� �( )
:

ð12Þ

4 Performance of SC Receiver

4.1 Outage Probability

Outage probability (Pout) measures the performance of the system. Pout is the
probability that the rate of information is less than a required threshold cth. The Pout
is being evaluated by computing cSC ¼ cth [13]. For same fading variable, the
equation for outage probability can be written as

Pout cthð Þ ¼ 1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffi
2gcth

p� �" #L
: ð13Þ

The expression of outage probability for unequal fading parameter can be written
as

Pout cthð Þ ¼
YL
l¼1

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffiffi
2glcth

p� �( )
: ð14Þ

4.2 ABER

The ABER is the average of conditional BER and the pdf SNR. The expression of
ABER is written from [13] as

PE ¼
Z1
0

pe e=cSCð ÞfcSC cSCð Þdc; ð15Þ

where pe e=cSCð Þ is termed as conditional BER as per the incorporated modulation
scheme.
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4.2.1 Coherent Modulation

The conditional BER for coherent modulation is expressed as
pe e=cSCð Þ ¼ aQ

ffiffiffiffiffi
bc

pð Þ, where the values of the modulation parameters a and b are
taken from Table I used in [12]. Substituting pe e=cSCð Þ and fcSC cSCð Þ from (9) in
(13), the expression for same fading variable for coherent modulation is obtained as

Pe;coh �cð Þ ¼ Lga
Z1
0

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffiffiffiffi
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p� �" #L�1

Q
ffiffiffiffiffiffiffiffiffi
bcSC

p� �

�
XM
i¼1

aie� Kþ gcscð ÞI0 2
ffiffiffiffiffiffiffiffiffiffiffi
Kgcsc

p� �
dcSC:

ð16Þ

Similarly, for unequal fading, the ABER for coherent modulation can be
obtained through substituting pe e=cSCð Þ and fcSC cSCð Þ from (10) in (13). The
expression can be written as

Pe;cohð�cÞ ¼ a
XL
l¼1

XM
i¼1

aigl

Z1
0

Q
ffiffiffiffiffiffiffiffiffi
bcSC

p� �
I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
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p
;
ffiffiffiffiffiffiffiffiffiffiffiffi
2gjcsc
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ð17Þ

4.2.2 Non-coherent Modulation

For non-coherent modulation, pe e=cSCð Þ ¼ ae�bcsc , where the values of the modu-
lation parameters a and b are taken from Table II used in [12]. Substituting
pe e=cSCð Þ and fcSC cSCð Þ from (9) in (13), the expression for equal fading is evaluated
as

Pe;ncoh �cð Þ ¼ Lga
2

Z1
0

1�
XM
i¼1

aiQ1

ffiffiffiffiffiffi
2K

p
;
ffiffiffiffiffiffiffi
2gc

p� �" #L�1

�
XM
i¼1

aie� Kþ bþ gð Þcsc½ �I0 2
ffiffiffiffiffiffiffiffiffiffiffi
Kgcsc

p� �
dcSC:

ð18Þ

Similarly, for unequal fading, the ABER for coherent modulation can be
obtained by putting pe e=cSCð Þ and fcSC cSCð Þ from (10) in (13). The expression can
be written as
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5 Results and Discussion

Mathematical evaluation of the equation derived for outage probability and ABER
performance of different coherent and non-coherent modulation methods is being
done in previous section. The obtained graphs are numerically analyzed and are
validated in Monte Carlo Simulation. In Fig. 1, the outage probability versus
received SNR in dB for equal fading parameter has been plotted. From the plot, it
can be observed that when the number of diversity branch L increases, the system
gives better performance. This is for the reason that decrease in the total probability
will lead to deep fade in fading channels. Since K signifies direct wave power is
more. Hence if K increases, the channel is more effective. In Fig. 2, the outage

Fig. 1 L-SC receiver with identical fading for outage probability
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Fig. 2 L-SC receiver with non-identical fading for outage probability

Fig. 3 ABER of L-SC receiver coherent modulation
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probability versus received SNR in dB for unequal fading parameter has been
represented. The graph is obtained for L = 2 and number of K1 and K2 variables. It
can be understood that the system performs better when the value of parameter K1
and K2 increases. The reason for this is increased value of K1 and K2 specifies higher
power of direct waves. In Fig. 3, the ABER versus received SNR in dB for different
coherent modulation scheme has been plotted. If parameter K is constant, then
ABER performance improves with higher number of branch L. Furthermore, it can
be observed that the performance of coherent BPSK is effective than coherent BFSK.
This is in view of the fact that the message in BPSK is stored in phase variation. The
noise cannot affect the phase variation of the signal easily. Therefore, the ABER
performance of BPSK is better. At the same time, the plot is obtained for other
coherent modulation schemes. It can be seen that the behaviour of the system using
Rect.QAM modulation is inferior to all coherent modulation schemes used. This is
because amplitude of the carrier signal of QAM contains the message. The infor-
mation is then affected by deep fading. In Fig. 4, the ABER versus received SNR in
dB for different non-coherent modulation scheme has been represented. From the
graph, it is observed that the ABER response of differential binary phase shift keying
(DBPSK) is better than non-coherent BFSK and 4-FSK. The reason for this is stated
above.

Fig. 4 ABER of L-SC receiver non-coherent modulation
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6 Conclusions

In this paper, the analysis of the performance parameters for L-SC system on
OWDP fading channel is been presented. The expressions are obtained employing
the equation obtained for the SNR pdf of the system and Marcum Q function. The
expressions are obtained for both equal and unequal fading parameter. The results
are verified and ensured to be correct.
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Performance Analysis of STBC-FSO
Communication System in Different
Turbulence Regimes

Sonali Garg, Abhishek Dixit and Virander Kumar Jain

Abstract The major concern in free-space optical communication is atmospheric
turbulence which may significantly degrade the performance depending upon the
level of turbulence. The use of spatial time diversity can mitigate the effects of
fading caused by atmospheric turbulence. The simulation results show the appli-
cation of space-time block coding in intensity modulation and direct detection
system to improve the bit error rate performance. The improvement in terms of
coding gain is maximum when the turbulence level is high.

Keywords Free-space optical communications � Space-time block coding
Lognormal � Negative exponential � Gamma-gamma

1 Introduction

Free-space optical (FSO) communication is an age long technology which transmits
information content from one point to another in free-space using optical wave-
lengths. Its advantages include the use of unlicensed spectrum, large bandwidth,
low power requirement, and low-cost deployment [1]. The various applications of
FSO include providing high-speed space communication and last-mile access
(which implies connectivity between the end users and the edge router), and pro-
viding protection or backup links when the working communication links break
down. The FSO communication systems are classified into terrestrial links like
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building-to-building, and space optical links like satellite-to-satellite communica-
tions [1, 2].

Although there are many advantages of using FSO system, the link is affected by
weather and atmospheric conditions in the propagation path [1, 2]. In the atmo-
sphere, many air pockets are randomly formed due to the refractive index variation
with temperature. These air pockets produce random fluctuations in the irradiance
of the transmitted optical beam, which is known as atmospheric scintillation, and
severely degrade the link performance. To mitigate such effects, various approaches
have been proposed in the literature, like the use of space-time block coding
(STBC) [3]. STBC uses both spatial and temporal diversities, and thus reduces the
probability of error in FSO communication system by reducing scintillation/
turbulence effects. In this paper, we analyze the performance of Alamouti
space-time coding in three turbulence regimes, i.e., low, moderate, and high tur-
bulence. Alamouti space-time coding is a multiple-input single-output (MISO)
system which uses multiple antennas at the transmitter side and helps in the reliable
reception of all expected forms of information signal and thus resulting in a higher
reliability of information transfer. In this paper, we study the bit error rate
(BER) performance of single-input single-output (SISO)-FSO and multi-input
single-output (MISO)-FSO systems under three different turbulence regimes—
lognormal, negative exponential, and gamma-gamma. We found that the STBC
improves the performance of the link in all three regimes significantly—between 13
and 24 dB depending upon the turbulence levels.

The organization of the paper is as follows: Section 2 describes the atmospheric
turbulence and fading. Section 3 discusses the system model. In Sects. 4 and 5,
simulation results for the BER performance of STBC-FSO system are presented.
For comparative study, simulation results without coding scheme are also pre-
sented. Finally, conclusions of the study are given in Sect. 6.

2 Description of Atmospheric Turbulence and Fading

Turbulence is the result of variation in the refractive index of air with the tem-
perature. It is a random phenomenon caused by the heated air rising from the earth’s
surface, which creates random air pockets. Turbulence is characterized in terms of
refractive index structure coefficient, Cn

2 [2]. The variation of Cn
2 with height h is

often described by the Hufnagel—Valley formula as given below:

C2
nðhÞ ¼ 0:00594

V
27

� �2

10�5h
� �10

exp
�h
1000

� �
þ 2:7

� 10�16 exp
�h
1500

� �
þA exp

�h
100

� �
ð1:1Þ
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where h is the altitude in meters, V the rms wind speed in meters per second, and
A the value of Cn

2(0) at ground level in m−2/3. Atmospheric turbulence results in
scintillation, beam wander, and beam spreading of a propagating beam. Scintillation
is defined as the fluctuations of the laser beam in space and time domains [2].
Scintillation for the small fluctuations follows a lognormal distribution, whereas for
larger fluctuations distribution tends to be negative exponential. Beam wander is the
result of turbulent eddies becoming larger in size than the beam size and thus
deflecting the direction of propagation. Beam spreading is the natural phenomena
and is always present. This represents the spread of the beam as it passes through
the atmosphere.

Atmospheric turbulence-induced fading is modeled by different distributions
based on the level of turbulence. Three commonly used distributions are briefly
discussed below [1, 2]

1. Lognormal distribution: The optical turbulence can be modeled as a lognormal
distribution for a weak turbulence regime [4]. The probability density function
(pdf) of the received intensity and I with low turbulence is given as

fIðIÞ ¼ 1
2I

1

2pr2x
� �1=2 exp � ln Ið Þ � ln Ioð Þ½ �2

8r2x

( )
ð1:2Þ

where rx
2 represents the mean square amplitude fluctuations, I the irradiance, Io

the mean irradiance, and fI(I) the pdf of I.
2. Negative exponential distribution: In this model, scattering field is considered to

be the result of large number of non-dominant scatterers, where each scatterer
contributes a random optical phase at the detector. This model is applicable to
moderate turbulence regime [5]. The intensity statistics for the negative expo-
nential is given as

fIðIÞ ¼ 1
Io
exp � I

Io

� �
; I� 0 ð1:3Þ

3. Gamma-gamma distribution: In this model, irradiance of optical field is taken as
the product of two random processes arising from larger and smaller turbulent
eddies. Thus, gamma distribution is used to model both weak and high turbu-
lence regimes [6]. Gamma-gamma pdf in terms of irradiance I is given as

fIðIÞ ¼ 2 abð Þ aþbð Þ=2

C að ÞC bð Þ I aþ bð Þ=2Ka�b 2abIð Þ ð1:4Þ
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where a and b are the effective number of small-scale and large-scale eddies of
the scattering environment, C represents the gamma function and Ka-b the modified
Bessel function of the second kind and of order, a–b.

3 System Model

To combat the effects of fading, the use of multiple transmitters and single receiver
is explored in [7]. We have made use of two transmitters, i.e., two lasers and one
receiver for the same. This system of transmitting a signal through multiple
antennas (lasers) and receiving by one antenna (photodetector) in our case is
referred to as MISO system. The separation between the two lasers should not
exceed hL, where h represents receiver field of view (assumed very small here) and
L the link length. In this paper, intensity modulation and direct detection (IM/DD)
links are considered for investigation. The fading channel between two sources and
detector pair is considered to be uncorrelated. The channel is also assumed to be flat
and non-frequency selective [3, 7]. The input data are mapped on to the STBC
signal vector and then transmitted. For the link, the received optical power at the
detector is given by

Yiðt) ¼ H1iðtÞXiðtÞ þNiðtÞ ð1:5Þ

Where Xi(t) represents the input optical power from source i, and H1i(t) the
channel gain for the optical path 1i. The channel is considered to be time invariant
during a code word transmission. The random process N(t) includes the thermal
noise as well as the noise caused by the ambient light sources (Fig. 1).

Fig. 1 Block diagram of 2 � 1 STBC-FSO system
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4 Performance Evaluation with STBC

We have implemented the conventional STBC scheme with two transmit apertures
and one receiver aperture employing on-off keying (OOK) considering lognormal,
negative exponential, and gamma-gamma fading channels in MATLAB. In the first
symbol period, x1 and x2 signals are transmitted from laser 1 and laser 2, respec-
tively, and during the second symbol period, �x2 and x1 signals are transmitted from
laser 1 and laser 2, respectively. Here, overbar denotes the complement of the signal
obtained by reversing the roles of “on” and “off.” Here, we need to emphasize that
in the case of OOK, we deal with real signals. Thus, it is not necessary to take the
complex conjugate notation as done in conventional STBC scheme [8]. We have
done a comparative study of the simulation results obtained by employing this
technique. The received signals in the first and second bit intervals are given by

y1 ¼ h11x1 þ h12x2 þ n1 ð1:6Þ

y2 ¼ h11�x2 þ h12x1 þ n2 ð1:7Þ

Further these equations can be written in the vector form as

�Y ¼ �H � �X þ �N ð1:8Þ

where �H represents the channel matrix, �X and �N the signal and noise vector,
respectively. We have evaluated the performance results of this scheme under the
perfect channel state information (CSI). The channel information may be derived by
pilot symbol insertion and extraction [3]. The average energy transmitted per symbol
by an antenna is taken to be halved. The decoding process involves multiplication of
received vector with optical to electrical conversion coefficient because we are
working in optical domain. The decoded vector W is therefore given by

W ¼ R� �Hm � �Y ð1:9Þ

where R represents the optical to electrical conversion coefficient (µA/µW), Hm is
the transpose of the channel matrix. From Eqs. (1.8) and (1.9), decoded vector W
can be written as

W ¼ R� �Hj j2��X þ �Hm � �N ð1:10Þ

Substitution of Eqs. (1.6) and (1.7) in the above equation lead to

x_1 ¼ ðh211 þ h212Þx1 þ h11n1 þ h12n2 ð1:11Þ

x_2 ¼ ðh211 þ h212Þx2 þ h12n1 � h11n2 ð1:12Þ
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where x_1 and x_2 represent the combined received signal when passed through two
different channels. The demodulation of OOK-based STBC-FSO is feasible during
atmospheric turbulence because of coherence time of channel, which is of the order
of milliseconds and is much longer than the typical duration of two consecutive data
symbols (≅ ls). This implies that the channel properties are time invariant during a
minimum of two symbol duration. Decoding process involves a sampler, correlator,
and a threshold detector. The detector threshold is set midway between expected
signal levels corresponding to bits “1” and “0.”

5 Simulation Results

The three cases of turbulence regimes, i.e., low, moderate, and high turbulence
modeled as lognormal, negative exponential, and gamma-gamma model, respec-
tively, are considered in simulation. The aperture of receiver lens is less than the
fading correlation length, and consequently, the effect of aperture averaging is
negligibly small [9]. It is considered that the total power is equally divided among
the number of transmit antennas and flat-fading channel tap coefficients remains
unaltered over two consecutive symbol period. For the simulation purpose, oper-
ating wavelength is taken to be 800 nm and data rate to be 10 Mbps. For high
turbulence, a and b are taken as 4.2 and 1.4, respectively, which leads to a Rytov
variance of 3.5 (strong turbulence). The remaining simulation parameters are given
in Table 1, and simulation results are given in Figs. 2, 3, 4, 5, 6, and 7.

It is clear from the Fig. 2 that the level of turbulence increases, and BER
increases. At Eb/No = 12 dB, the resulting BER is 10−3 for lognormal, 10−1.06 for
negative exponential, and 10−0.82 for gamma-gamma models.

A comparison of three cases of turbulence regimes (low, moderate, and high) in
STBC-FSO system is given in Fig. 3. It shows that at a practical value of Eb/No,
strong turbulence, i.e., gamma-gamma distribution leads to maximum error and
weak turbulence, i.e., lognormal leads to minimum error.

It is clear from the Fig. 4 that at low Eb/No, using STBC leads to increase in BER
for lognormal fading channel. However, at high Eb/No, performance is enhanced by
the application of STBC. For the lognormal model, at the BER of 10−1, coding gain
is 13 dB. However, for negative exponential and gamma-gamma models at the
same BER, coding gain is much higher which is about 15 (Fig. 5) and 24 dB
(Fig. 6), respectively.

Table 1 Simulation parameters

Turbulence regime Rytov variance (r2R) C2
n(in m�2=3) Link length (in km)

Low 0.7 1.2 � 10−17 50

Moderate 1.0 1.2 � 10−15 5

High 3.5 0.8 � 10−13 1
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Fig. 2 BER in FSO system in different turbulence regimes

Fig. 3 BER in STBC-FSO system in different turbulence regimes

Fig. 4 Comparison of BER versus Eb/No with and without STBC for lognormal fading channel
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6 Conclusions

In this paper, average BER of OOK modulated STBC-FSO scheme has been
plotted. The atmospheric channel is modeled using lognormal, negative exponen-
tial, and gamma-gamma distributions. Simulation results show that the usage of
2 � 1 STBC scheme gives significant coding gain. The coding gain is more when
the turbulence level is high.

The numerical results are summarized in Table 2 which also gives a comparative
performance of the coding scheme in different turbulence regimes.

Fig. 5 Comparison of BER versus Eb/No with and without STBC for negative exponential fading
channel

Fig. 6 Comparison of BER versus Eb/No with and without STBC for gamma-gamma fading
channel

Table 2 Summary of simulation results

Turbulence regime Rytov variance (r2R) BER Eb/No Gain (in dB)

Low 0.7 10−1 13

Moderate 1.0 10−1 15

High 3.5 10−1 24

416 S. Garg et al.



References

1. Z. Ghassemlooy and W. O. Popoola, Terrestrial Free-Space Optical Communications, InTech,
2010.

2. D. Chadha, Terrestrial Wireless Optical Communication, McGraw-Hill, 2013.
3. S. M. Alamouti, “A simple transmit diversity technique for wireless communications.” IEEE

Journal on Selected Areas in Communications, vol. 16, no. 8, pp. 1451–1458, Oct. 1998.
4. M. S. Islam, and S. P. Majumder, “Performance analysis of a free space optical link using

Alamouti type Space Time Block Code with the weak turbulent condition,” IEEE, 7th
International Conference on Electrical & Computer Engineering (ICECE), pp. 287–290,
Dec. 2012.

5. O. W. Popoola, and Z. Ghassemlooy, “BPSK subcarrier intensity modulated free-space optical
communications in atmospheric turbulence,” Journal of Lightwave Technology, vol. 27, no. 8,
pp. 967–973, Apr. 2009.

6. J. Park, E. Lee, and G. Yoon, “Average bit-error rate of the Alamouti scheme in
Gamma-Gamma fading channels,” IEEE Photonics Technology Letters, vol. 23, no. 4,
pp. 269–271, Feb. 2011.

7. A. Garcia-Zambrana, “Error rate performance for STBC in free-space optical communications
through strong atmospheric turbulence,” IEEE Communications Letters, vol. 11, no. 5,
pp. 390–392, May 2007.

8. M. K. Simon, and V. Vilnrotter, “Alamouti-type space-time coding for free-space optical
communication with direct detection,” IEEE Transactions on Wireless Communications,
vol. 4, no. 1, pp. 35–39, Jan. 2005.

9. P. Kaur, V. K. Jain, and S. Kar, “BER performance improvement of FSO links with aperture
averaging and receiver diversity technique under various atmospheric conditions,” IEEE, 9th
International Conference on Industrial and Information Systems (ICIIS), pp. 1–6, Dec. 2014.

Performance Analysis of STBC-FSO Communication … 417



A Low-Cost Refractometer
with Misaligned Optical Fibers

Dipankar Chetia, Tenison Basumatary, Hidam Kumarjit Singh
and Tulshi Bezboruah

Abstract A fiber optic sensor has been reported for use in measurement of
refractive index (RI) of transparent liquids. The sensing principle of the sensor is
based on the effect of the RI of the liquid present between two misaligned optical
fibers on coupling of light between them. In the proposed sensor, the displaced fiber
ends are suitably intruded inside a liquid chamber, and optical power coupled from
input fiber to the output fiber is observed w.r.t. change in RI of liquid sample, that
is, introduced inside the liquid chamber. From experimental observations, the
sensor can detect RI change up to resolution of 10−4.

Keywords Optical fiber � Refractometer � Sensor � Light coupling
Refractive index

1 Introduction

Determination of refractive index (RI) for liquid has got immense importance in
different chemical, pharmaceutical, and beverage industries. Classical methods of
measuring RI include measurement using critical angle, Brewster angle, angular
and lateral deviation of light [1–4]. Modern fiber optic refractometers have several
advantages over refractometers using classical methods [5]. Several fiber optic
refractometers involving different sensing techniques have been proposed in the
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past two decades. Common techniques include surface plasmon resonance
(SPR) effect, optical evanescent waves, total internal refraction (TIR) etc. Special
kind of fibers like Bragg grating (FBG) and photonic crystal are also used to design
refractometers. Kim K. T. et al. proposed a RI sensor [6], in which a fiber is side
polished and is used where the surrounding liquid medium is acting like a
waveguide. Two adjacent resonance wavelengths of the coupler are used to capture
the RI of the liquids. Several TIR-based refractometers have also been reported by
many researchers. M. H. Shiu et al. reported a sensor based on the total internal
refraction heterodyne interferometry [7], and they try to calculate the RI of liquid
sample from the phase shift difference due to the TIR effect between the S and P
polarizations. P. Nath et al. reported a refractometer based on frustrated total
internal reflection (TIR) [8], Banerjee A. et al. described that cladding modes are
mainly responsible for sensing the RI of the liquid, they have used a U-shaped fiber
probe for sensing, and RI of the liquid was sensed by allowing liquid to interact
with evanescent wave of a partially de-cladded region of an optical fiber [9].
Bergmen et al. reported another sensor based on evanescent wave [10]. Sensors
based on the angular deviation of the light in the liquid medium are also reported as
in [11–13]. In [14], Chetia D. et al. reported a longitudinally displaced optical fiber
sensor for determination of the RI, and a hollow glass chamber is used to make
coupling of light between two multimode fibers having a certain longitudinal gap
in-between them. They found that for a longitudinal gap the light power coupled to
the receiving fiber varies with the RI of the poured sample.

Several sensors based on FBG sensor for measuring the RI of the liquid solution,
including sensors using periodically tapered fiber, are reported as in [15, 16].
P. Wang et al. reported a RI sensor [17] which consists of a small core fiber
sandwiched between two standard single mode fibers, with tapers periodically
fabricated along the small core fiber. Dip wavelength shift of the multimode
interference within the small core fiber cladding is used to sense the RI. While
SPR-based techniques are used in the designing of the fiber optic refractometer as in
[18, 19], Z. Q. Tou et al. demonstrated a sensor [20] where a photonic crystal fiber
which is spliced between the multimode fibers. In this, evanescent field of cladding
modes excite gold nanoparticles immobilized on the PCF surface. In [21–23] Jha R.
et al., Wang et al. and Banerjee et al. reported optical fiber sensor based on the fiber
optic crystal. Banerjee demonstrates the one-dimensional ternary photonic crystals
as the RI sensing element.

Those refractometers based on the FBG, SPR effect, and the photonic crystals
are highly sensitive but the design and characterization processes are expensive. In
this paper, we report a simple refractometer designed with misaligned multimode
plastic optical fiber (POF) separated by a longitudinal and lateral.
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2 The Sensor

2.1 Sensing Principle of the Proposed Sensor

The sensing principle of the sensor is based on the effect of the RI of the liquid
present between two displaced optical fibers on coupling of light between them. In
the proposed sensor, the displaced fiber ends are suitably intruded inside a liquid
chamber, and optical power coupled from input fiber to the output fiber is observed
w.r.t. change in RI of liquid sample, that is, introduced inside the liquid chamber.
Two identical optical fibers with lateral displacement d are shown in Fig. 1a. Due to
the displacement, the overlapped area between the core of the two fibers gets
decreased as shown in Fig. 1b. If 2a is the diameter of the fiber cores, then over-
lapped area A can be determined by considering the area under the arc LM and area
of the right-angle triangle LOM. LOM has a base d/2 and hypotenuse a [24].

A ¼ 4
h
2p

pa2 � 1
2
d
2

a2 � d
2

� �2
" #1=2

8<
:

9=
; ð1Þ

where

cos h ¼ d
2a

� �
ð2Þ

Now, if we introduce an axial gap x, the light coming out of the first fiber will be
intercepted by the core of the second fiber. Here, divergence of the light cone will
increase as the axial gap ‘x’ increases as shown in Fig. 2a. Hence, the overlapped
area A′ between light cone and core of the second fiber will be in the form of (3)

Fig. 1 Schematic of a laterally misaligned fibers and b geometrical view of the opposite fiber
ends
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A0 ¼ 2
h00

2p
pa02 � 1

2
d � bð Þ a02 � d � bð Þ2

h i1=2� �
þ 2

h0

2p
pa2 � 1

2
b a2 � b2
� �1=2� �

ð3Þ

where a′ is the radius of the circular light spot falling onto the core of second fiber
and b is the length of M’O’, which can be measured practically. Further, in Fig. 2b,
h′ and h′′ are given by (4).

h0 ¼ cos�1 b
a

� �
and h00 ¼ cos�1 d � b

a0

� �
ð4Þ

We found the light coupling efficiency η of the displaced fibers in the form (5),
as in [24].

g ¼ 1
p

cos�1 d � b
2a0

� �
� d � b

2a0

� �
1� d � b

2a0

� �2
" #1=2

8<
:

9=
;

þ 1
p

cos�1 b
2a

� �
� b

2a

� �
1� b

2a

� �2
" #1=2

8<
:

9=
;

ð5Þ

In (5), a′ and b are the parameters that vary with RI of liquid [25], whereas ‘a’
and ‘d’ are constant parameters. So, η will vary when RI of liquid changes in the
gap. Hence, optical power output of second fiber will vary with RI of liquid.

Fig. 2 Schematic of a longitudinally and laterally misaligned fibers and b geometrical view of
circular light spot and intercepting fiber end
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2.2 Sensor Fabrication and Sample Preparation

The proposed sensor is designed with two customized glass chambers (dimension:
20 mm � 30 mm � 50 mm). The chambers have inlet and outlet ports for liquid
filling and draining purposes. They have two capillary tubes fitted at both ends,
through which optical fiber is inside them. With the help of the capillary tubes,
lateral and longitudinal displacements can be adjusted in-between the opposite fiber
ends intruded inside the chamber. Arrangements are made so that the light is
allowed to couple from one fiber to another through refraction only. A simple
functional block diagram of the proposed sensor setup is shown in Fig. 3.

As shown in Fig. 3, we use a laser diode (LD) having peak wavelength 650 nm
and 0.5 mW optical power output. The optical beam is divided into 50:50 parts, and
they are coupled into the light transmitting optical fibers (LTFS and LTFR). The
light receiving optical fibers (LRFS and LRFR) obtain optical power from the LTF
fibers via displaced fiber gaps. At the outer end of the LRF, photodiodes (PDS and
PDR) convert coupled optical power into proportional voltage levels. The response
of PDS and PDR is processed by a customized data acquisition system, which is
interfaced to a personal computer.

The samples are prepared by mixing different amount of the glycerol with the
plain water. This is done to tune the RI of the samples. The glycerol is completely
miscible in water and hence can be diluted to different concentration easily. The RI
of glycerol can also be tuned by dilution as various experiment suggest. A plot
between glycerol concentration (in % v/v) in glycerol-water solutions and refractive
Indies is shown in the Fig. 4. For the experiment, we prepared six no. of
water-glycerol solutions of different concentrations.

Fig. 3 Experimental arrangement of the proposed sensor
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3 Experimental Observations

The reference chamber is filled with water during the time of the experiment. While
the sensing chamber is filled with different previously prepared liquid samples one
after another, for the observation of sensor response. Every time a new liquid
solution is introduced in the sensing chamber that the DAQ system records the
sensor output. We do this for all the liquid solutions, keeping the values of longi-
tudinal and later gap same in both the chambers. When these values, viz. longitudinal
and later gap are changed, they are changed equally in both the chambers. Here, in
our experiments we have used the value of gap ‘x’ which is considerably larger than
core radius ‘a’. After changing these values, the sensor outputs are again observed
for all the liquid solutions one after another as mentioned above. In this manner, we
take to record all the sensor outputs for different liquid solutions at different lon-
gitudinal and later gap.

Liquids were injected the glass chambers through the inlet of the chambers and
taken out through the outlet after taking readings, and the chamber is cleaned with
water and dried up using a dryer before inserting a new sample every time.

We then plot the normalized sensor response versus glycerol concentration for
different lateral and different longitudinal gap values Fig. 5, and also plot the
amplified sensor response versus RI Fig. 6.

Next, from amplified sensor response, we determine the sensitivity of the sensor
by calculating the ratio of voltage change versus the RI change, considering 5% of
uncertainty error during the measurement of the output voltage (VO) and the RI.
Then, there will be total 10% of uncertainty for both, is included in the measure-
ment of the sensitivity. We add a term 103, in the equation of sensitivity, to convert

Fig. 4 Refractive index of
liquid sample versus
concentration of glycerol
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the units into millivolts. The term 10−2 signifies that the proposed sensor is
designed to detect the change of the RI in the order of 0.0001.

Sensitivity ¼ DV0 � 10%
DRI � 10%

� 10�4 � 103 ð6Þ

Finally, we keep the longitudinal and lateral displacement values fixed at some
certain values and observe sensor response for two liquid solutions by inserting
them alternatively and repeatedly into the chamber for the duration of one hour. The
chamber cleaning time in-between two observations is also noted.

Fig. 5 Normalized sensor
responses versus glycerol
concentration for fixed lateral
gap of 0.5 mm and different
longitudinal gap (magnified
responses for 6 and 7 mm
longitudinal can be seen in the
inset)

Fig. 6 Amplified sensor
responses versus refractive
index for fixed lateral gap of
0.5 mm and different
longitudinal gap
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4 Results and Discussions

Experimentally, obtained sensor responses agree with (5). Figure 5 shows that
sensor response decreases with increasing concentration of glycerol in liquid sample.
Further, Fig. 6 shows that sensor response decreases with increasing RI. Since RI of
liquid sample is directly proportional to glycerol concentration as shown in Fig. 4,
we can conclude that Figs. 5 and 6 convey the same information. This goes well with
equation (5), however it is also notable that for small value of d and x when the
values of d and x are close to the value of 2a the sensor response should increase with
an increase in RI unlike in this case. These response plots have also shown that
sensor response becomes more sensitive when longitudinal misalignment is greater.
It is also evident from smaller slopes of the curves as longitudinal misalignment
decreases. For longitudinal misalignment 6 and 7 mm, the response curves have
very small slopes, and they are almost indistinguishable in Figs. 5 and 6.

From Table 1, we can see that the sensitivity value changes with different values
of longitudinal gap. It is highest for 9 mm longitudinal gap for the proposed sensor
but not uniform for all the RI range; the sensitivities for 6 and 7 mm are uniform
but very less while for 8 mm sensitivity is slightly less than the sensitivity of 9 mm
but is uniform throughout the RI range. During our experiment, it was very difficult
to vary lateral misalignment due to design-related issues of the glass chamber and
capillary pipe fitting. So, we kept lateral misalignment fixed at 0.5 mm. We have
calculated the stability and repeatability (Fig. 7) of the sensor from the above data,
and the resolution is found to be *10−4 which is comparable to other reported
refractometers. Being an intrusive type of sensor, it will not be suitable to work with
highly acidic and alkaline liquids.

Table 1 Sensitivity of the sensor with a 20% possible error

Longitudinal gap 6 mm 7 mm 8 mm 9 mm

Sensitivity in (mV) (0.50 ± 0.12) mV (0.55 ± 0.12) mV (2.65 ± 0.66) mV (5.45 ± 1.36) mV (at max)

Fig. 7 Time response of the
sensor
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5 Conclusion

A low-cost refractometer design has been proposed, which uses coupling between
two optical fibers as sensing mechanism for liquid RI measurement. The sensor can
detect RI change up to a resolution of 10−4. The sensitivity of the sensor varies with
the longitudinal gap for a fixed lateral gap. The sensor has good resolution and
repeatable response.
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Fiber Optic Sensor for Detection
of Chlorine Level in Water

Sebina Yesmin, Dipankar Chetia, Tenison Basumatary
and Hidam Kumarjit Singh

Abstract We report a fiber optic sensor to measure the level of free chlorine
present in chlorinated water. The sensor is made of an optical fiber that has been
suitably bent in the form of U-shape. The sensor produces its sensing action when
the U-shape probe is dipped inside liquid samples. Sensing principle of the sensor is
based on absorption of fiber optic evanescent light wave by surrounding liquid
medium. Experimental observations have shown that sensitivity increases with
decrease in wavelength of excitation light source. We found that resolution of the
sensor varies from 2.7 to 5.5 mg/L at 430 nm wavelength. The proposed sensor has
the potential to be a low-cost alternative device for measuring free chlorine level of
chlorinated drinking water very precisely and accurately.

Keywords Liquid � Multimode optical fiber � Sensor � Viscosity

1 Introduction

Chlorination is commonly done to disinfect drinking water. During chlorination
process, chlorine is introduced into water in the form of gas or bleaching powder
salts, as in [1]. During the chemical reactions, hypochlorous acid is formed. Further,
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hypochlorous acid dissociates into hypochlorite ion, which is known as free
chlorine [1]. Presence of excessive amount of free chlorine in disinfected water
leads to health hazards and complications to human beings and other living crea-
tures [2]. The acceptable level of free chlorine in water should be in the range 0.2–
0.5 mg/L as per technical guidelines of World Health Organization [3]. Several
analytical, electrochemical, chromatographic, and spectroscopic methods have
already existed for determination of free chlorine level in disinfected water, as in
[4]. At the same time, many researchers have been reporting new sensors for
determining free chlorine level with better precision and accuracy. These sensors
are based on iodometry, spectrophotometry, ion chromatography, chemilumines-
cence, etc. as in [5]. Light absorbance (at 437 nm wavelength)-based measurement
of residual chlorine level in gray water treated with o-tolidine reagent was reported
in [6]. Refractive index change of cyanuric acid-based polymer coating caused by
reaction with free chlorine was exploited for chlorine sensing with the help of an
interferometric optical waveguide, as in [7]. Colorimetric sensor based on chemical
reaction between potassium–starch solution and free chlorine dissolved in water
was reported in [8]. R. B. R. Mesquita et al. reported a spectrophotometric method
for measurement of free chlorine level of tap water by using tetramethylbenzidine as
chemical reagent, as in [9]. Graphite electrode-based chlorine sensor based on
chronoamperometry-based was reported in [10]. In [11], o-phenylenediamine was
electrochemically immobilized on an optical fiber, which was already coated with
indium tin oxide film. The sensor was used for the detection of free chlorine level
based on light absorbance principle. Surface plasmon resonance (SPR)-based fiber
optic chlorine gas sensor was reported in [12, 13]. In recent time, zinc oxide and
graphene quantum dot-based nano-sensors were also reported for chlorine detection
in [14, 15]. The above reported sensing methods are quite good with sensitivity
ranging from 0.02 µg/L to 50 mg/L. Choudhury et al. proposed a method based on
evanescence wave, using a U-shaped probe [16], and in this model, diethyl
phenylenediamine is mixed in the water solution for better color development .

As the reported sensors need several chemical processes and coating materials,
they may contaminate liquid samples and their reliability is expected to be poor.
Quantum dot sensors are quite sensitive and selective as compared with other types.
However, fiber optic sensors have several advantages compared with other types of
sensor regarding remote interrogation options and noise immunity. As such, we
proposed a novel fiber optic sensor for chlorine level detection of water. The
proposed sensor is an intrusive sensor type, but it does not use any kind of material
coating in the sensing probe. The sensing principle of the sensor is based on
absorption of fiber optic evanescent light wave by surrounding liquid medium
containing free chlorine. In this paper, we compare the experimentally recorded
responses of the sensor at four different colors of light source, and finally, the
sensitivity of the sensor is determined by using the data obtained with blue color
light. Theory of the proposed sensor and experimental details is described in
Sects. 2 and 3, while results and discussion are given in Sect. 4.
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2 Basic Theory of the Proposed Sensor

Fiber optic evanescent wave is basically portion of electric field and magnetic field
intensity components of light wave guided inside an optical fiber. This wave
penetrates through cladding region of the fiber, and its amplitude decays expo-
nentially into surrounding medium of cladding. Penetration depth dp of the
evanescent wave is measured along the direction normal to fiber axis, and it is the
distance at which electric field amplitude decays to 37% of its value at core–
cladding interface. Mathematical expression for penetration depth is given by (1), as
in [17].

dp ¼ k

4p n21 sin
2 h� n22

� �1=2h i ð1Þ

where k = wavelength of light propagating inside the fiber, n1 = core refractive
index, n2 = cladding refractive index, and h = angle of incidence of light at core–
cladding interface. The extent of penetration becomes greater at the region where
fiber bending occurs, as in [18]. Figure 1 shows pictorial illustration of evanescent
wave in U-shaped bent fiber and straight optical fiber, as in [18]. Hence, a U-shaped
bent fiber has been used in the proposed sensor to allow the evanescent wave to
interact significantly with surrounding liquid medium. During the interaction,
absorption of evanescent light wave occurs due to the presence of free chlorine
inside the samples. The intensity of light transmitted ITR through the other end of
the optical fiber can be expressed in the form of (2) with the help of Lambert–Beer
law.

ITR ¼ IIN expð�e � C � xÞ ð2Þ

where x is the length of the fiber around which light absorption occurs, e is molar
absorption coefficient, C is molar concentration of free chlorine in the sample, and
IIN is incident light intensity. Equation (2) shows that ITR decreases with increase in
C when IIN, x, and e are held constant. Figure 2 shows simplified schematic of the

Fig. 1 Evanescent wave
penetration through cladding
region of optical fiber
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proposed sensor. In this sensor, the transmitted light is detected by a photodetector
(PD). So, open-circuit voltage VPD of the PD in photovoltaic mode can be expressed
in terms of ITR by (3) as in [17].

VPD ¼ kBT
q

ln
gAqk
hcI0

� ITR
� �

ð3Þ

where kB = Boltzmann constant, T = temperature in Kelvin, q = magnitude of
electronic charge, η = quantum efficiency of PD, A = active area of PD exposed to
light, h = plank constant, c = velocity of light, and I0 = reverse saturation current of
PD. Since ITR decreases with increase in C in (2), we can say that VPD of (3) will
decrease with increase in C when other parameters are held constant. Thus, VPD can
be calibrated in terms of free chlorine concentration to get overall response of the
proposed fiber optic sensor.

3 Experimental Details

A simplified experimental arrangement of the proposed sensor is shown in Fig. 3.
This arrangement basically comprises of fabricated fiber optic sensors and elec-
tronic amplifiers A1 and A2 (A1 acts as voltage follower, while A2 acts as differ-
ential amplifier). Light is coupled from a light-emitting diode (LED) into the fibers,
and transmitted light beams are detected by PD. A2 amplifies the difference of PD

Fig. 2 Simplified schematic of the proposed sensor
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open-circuit voltages obtained from the reference fiber and sensing fibers. We have
shown a DC voltage source in place of the reference fiber to simplify the schematic
diagram.

Table 1 shows the liquid samples prepared and used in the experiment. These
samples (20 mL in quantity) are kept separately in separate beakers, and these
samples are to be kept in sealed condition in dark room if not used. This is
necessary because chlorine concentration of the sample decreases with time and
usage, as in [6] Experimental observations are taken by dipping the sensing fiber

Fig. 3 Experimental arrangement of the proposed sensor

Table 1 Details of the liquid samples used in the experiment

Sample
number

Molar
concentration of
bleaching
powder in (M)

Corresponding weight of
bleaching powder in
(g) (measured with digital
balance)

Corresponding weight of
chlorine calculated theoretically
by considering 40% active
chlorine content in bleaching
powder in (g)

S0 0 0 0

S1 0.1 0.28 0.11

S2 0.3 0.86 0.34

S3 0.5 1.43 0.57

S4 1.0 2.86 1.14

S5 1.3 3.72 1.49

S6 1.5 4.29 1.72

S7 2.0 5.15 2.06

S8 2.5 6.29 2.52

S9 3.0 8.00 3.20

S10 3.5 10.01 4.00
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probe in different liquid samples, while the reference fiber remains dipped inside
plain water.

The sensing fiber probe is cleansed properly and dried before dipping in the new
liquid sample. We use an adjustable mount to maintain equal immersion depth of
fiber probe in all the samples. Influence of the wavelength of light source is also
investigated by using blue, green, red, and infrared LED. The LED is driven by
regulated DC power supply, and the whole experimental observations are carried
out in dark room. Besides, vibration isolation optical bench has been used all
throughout. Finally, we have drawn scattered plots of the sensor responses by using
the experimentally recorded data. Figure 4 shows a normalized plot of unamplified
PD response obtained from sensing fiber. This plot also shows the influence of the
wavelength of light on sensor response. Figure 5 shows the scattered plot drawn by
using amplified sensor output voltage V0 obtained with blue LED. Figure 6 shows
the response curve of the sensor with change in the amount of chlorine present in
liquid samples.

4 Results and Discussions

Experimental observations have shown that response of the sensor varies with
molar concentration of bleaching powder in water. Figure 4 shows normalized
sensor response obtained with different wavelengths of light. The data of the nor-
malized plot are obtained by dividing all the unamplified voltage outputs of sensing
PD by its maximum value. The normalized plot shows that unamplified sensor
response decreases with increase in bleaching powder concentration. Further, slopes
of the curves show that sensitivity increases with decrease in wavelength of light
source. However, influence of wavelength seems to be less significant beyond

Fig. 4 Unamplified response
curves of the proposed sensor
with change in molar
concentration of bleaching
powder in water (influence of
light color is also illustrated in
this plot)
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visible wavelength of light, which is evident from the closeness of normalized
sensor responses obtained at red and infrared colors of light.

The amplified sensor response of Fig. 5 has been obtained by amplifying dif-
ference of the voltage outputs of sensing PD and reference PD. Hence, the amplified
response curve has positive slope as compared with the normalized plot of Fig. 4.
We use blue-colored light source in the experiment to obtain data of Figs. 5 and 6,
because sensor response has greatest sensitivity with blue-colored light source,
which is evident from Fig. 4. We have determined sensitivity of the sensor from
Fig. 6 as our purpose is to determine chlorine level. Sensitivity is obtained by
calculating the ratio of the change in amplified sensor output voltage to the change
in amount of chlorine. Resolution of the sensor is further obtained by finding
reciprocal of sensitivity and multiplied it by full-scale voltage span of the sensor

Fig. 5 Amplified response
curves of the proposed sensor
(plotted with ± 5% error
bars) with change in molar
concentration of bleaching
powder in water (blue-colored
light source is used since it
shows the greatest influence
on sensor response)

Fig. 6 Amplified response
curves of the proposed sensor
(plotted with ± 5% error
bars) with change in amount
of chlorine in water samples
(weight of the chlorine is 40%
of the weight of bleaching
powder as shown in Table 1)
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output. Thus, calculated resolution of the sensor varies from 2.7 to 5.5 mg/L. This
means that the chlorine detection limit of the proposed sensor is 2.7 mg/L.

The present sensor has some advantages. The proposed sensor does not con-
taminate liquid samples, because no extra chemical reagents are needed to test
chlorinated liquid sample, unlike [16]. Besides, the sensing fiber probes do not have
any kind of material coating. So, the sensor can be used in both laboratory and field
testing applications.

Over and above, the sensor design methodology is very simple, which reduces
its development cost. Sensitivity of the sensor is a bit lesser than the reported
sensor. However, it can be optimized for further improvement. Disadvantages of the
sensor may include possible deterioration of sensing fiber probe due to aging effect.
So, replacement of the fiber probe and its recalibration will have to be done at
regular intervals. In future direction of the work, we will interface digital read-out
electronics with the sensor, and calibration will be done with the help of standard
sensors commercially available in the market.

5 Results and Discussions

A novel fiber sensor has been reported for use in detection of chlorine level in
chlorinated water. The sensor has promising scope for use in both laboratory and
field testing of chlorinated water due to its low-cost and non-contaminating nature.
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Effect of LO Phase Noise on Front-end
Receiver Performance

Manish Kumar, T. K. Pal, B. S. V. Prasad, G. Arun Kumar,
Sukhendu Bhanja and Arijit Majumder

Abstract Low phase noise is an important parameter, which determines the overall
performance of the pulsed radar receivers in terms of range, Doppler and also
operational robustness. Poor local oscillator (LO) phase noise causes reduction in
the IF signal power as well as deterioration in phase noise. Considerable efforts are
made to improve the LO phase noise. However, there is always an uncertainty as to
how much phase noise should be tolerable and at the cost of what amount of
performance. In this paper, a method is being proposed to ascertain the minimum
tolerable phase noise or threshold LO phase noise and the impairments in perfor-
mance thereof. It has also been shown that beyond a certain value, the improvement
in performance vis-a-vis the cost and complexity is negligible.

Keywords Local oscillator � Phase noise � Radar � Receiver � Sensitivity
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1 Introduction

In the real world, there would be no signal without noise in any application. We
know intuitively that low noise in a system is always better than high noise.
Depending upon requirements, a typical radar receiver may have one or more signal
sources, all in coherence, to generate various signals. Phase noise of different
signals has their bearing by different mechanisms, for example poor phase noise of
the received signal results in spillage of power from carrier into the sidebands
whereas the poor phase noise of the local oscillator (LO) signal deteriorates the
overall noise floor of the receiver, reducing the signal-to-noise ratio (SNR) finally.
The effect of phase noise on overall receiver performance can be summarized as
follows [1–5]:

(a) The energy from the centre/carrier is spread into the adjacent frequencies.
(b) The overall noise floor of the receiver is increased.
(c) It results in detection of unwanted signals adjacent to the desired signal.
(d) The problem is even more critical in CW systems such as FMCW-based radar

altimeters, wherein the poor phase noise of the transmitted signal, which leaks
into the receiver, masks the weaker echo signal from closer ranges. The energy
from the centre/carrier is spread into the adjacent frequencies.

(e) The overall noise floor of the receiver is increased.
(f) It results in detection of unwanted signals adjacent to the desired signal.

The local oscillator phase noise characteristics will dominate the entire system
performance. A typical transmitter spectrum for a clean and noisy local source is
shown in Fig. 1. The lower diagram shows how a noisy local oscillator can raise the
noise floor, swamping low power signals close to carrier.

Fig. 1 A typical transmitter
spectrum
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A lot of studies have been carried out on the various effects and characteristics of
phase noise by earlier researchers [6–16], though a rational basis to quantify the
effects of phase noise on the overall receiver performance has not been elucidated.

In this paper, a methodology has been devised to ascertain the minimum phase
noise that can be termed as threshold LO phase noise, up to which the desired
system performance in terms of range and Doppler determination is achieved
reliably.

A typical radar detection scenario is shown in Fig. 2 [2]. As per the study, it will
be shown in subsequent sections that the phase noise of LO reduces IF signal power
thereby decreasing the detectable range. It also increases the power level between
the discrete FFT spectral lines, thereby impeding the quality of detection in terms of
target Doppler.

2 Phase Noise

Phase noise is basically a frequency domain representation of the time domain jitters
in a signal. It may also be defined as the short-term random fluctuations in the
frequency or phase of an oscillator signal [1–4]. The spectrum of an ideal single tone
signal consists of a single spectral line as shown in Fig. 3a. However, practically the
spectrum is never a single spectral line, and it is rather as shown in Fig. 3b.

The phase noise is defined for the certain offset frequency from the nominal
frequency as shown in Fig. 4. It is a rate of the noise power Pnoise in 1 Hz
bandwidth at the offset frequency to the signal power Psig. Phase noise is expressed
in a logarithmic scale and its unit is dBc/Hz, thus the power in decibels related to
the carrier power [6, 7].

LmðxmÞ ¼ 10 log PnoiseðxmÞ
Psig

� �
½dBc=Hz�

Fig. 2 A typical radar detection scenario [2]
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3 Modelling and Simulation

A typical radar receiver for monopulse-based operation has been designed for the
study. It is a single-stage down-conversion super-heterodyne receiver which works
at W-band frequencies and has an IF at L-band. In actual scenario, the IF signal is
further down-converted to a VHF signal, amplified and then filtered. This VHF
signal is then sampled by a high-speed ADC, and the samples are then processed in
analytic domain to extract desired information finally. The schematic of the receiver
is as shown in Fig. 5. For the sake of simplicity and without loss of generality, only
the front-end part of the receiver has been simulated. The results and conclusion
equally hold for further down-conversion and so on. Specifications of the receiver
are given in Table 1. The simulation has been carried out using an EDA tool
Advanced Design System-2015.

For the simulations, the phase noise of the LO signal is varied as per the profile
given in Fig. 6, whereas keeping other parameters constant. The power of the LO
signal is kept at +10 dBm. The input to the receiver is a pulsed RF signal having
peak power of −110 dBm as expected in real scenario. The gain of the receiver is
25 dB, which corresponds IF signal power of −85 dBm. In the first case, when the

Fig. 3 Spectrum of an a ideal b practical single tone signal

Fig. 4 Spectrum of a
practical single tone signal
[6, 7]
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phase noise of the LO signal is −90 dBc/Hz @ 1 kHz the IF signal power is around
−85 dBm as depicted in Fig. 7. Similarly, the phase noise of the LO is varied from
−90 to −60 dBc/Hz @1 kHz as per the given profile, and no substantial reduction
in the IF power is observed. As the phase noise is further increased to −50 and

Fig. 5 Schematic of a receiver chain

Table 1 Specifications of the
receiver

Sl. No. Parameters Specification

1 Gain 25 dB

2 Signal bandwidth 10 MHz

3 P1 dB (input) −15 dBm

4 Sensitivity −115 dBm

5 Noise figure 10 dB

Fig. 6 Phase noise plots of a input CW RF signal b LO signal c IF signal
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−40 dBc/Hz @ 1 kHz, the IF power reduces substantially to −87.7 dBm and
−100.65 dBm, respectively.

The phase noise of the IF signal has also been studied with respect to the phase
noise of the LO signals. For this study, a CW RF signal at W-band having phase
noise profile as shown in Fig. 6 has been given to the input and the effects of
variation in the LO phase noise has been summarized in Table 2.

4 Conclusion

The following major conclusions can be drawn from this study to judiciously select
the LO phase noise parameter for designing a radar front-end receiver:

Fig. 7 Simulated FFT spectral lines of IF output for LO phase noise of a −90 dBc/Hz b −80 dBc/
Hz c −70 dBc/Hz d −60 dBc/Hz e −50 dBc/Hz f −40 dBc/Hz at 1 kHz

Table 2 Results

Sl. No. LO phase noise versus IF signal power and phase noise
(LO power = + 10 dBm, RF input power = −110 dBm)

LO phase noise
at 1 kHz (dBc/Hz)

IF power (dBm) IF phase noise
(at 1 kHz) (dBc/Hz)

1 −90 −85.351 −80

2 −80 −85.353 −78

3 −70 −85.374 −70

4 −60 −85.574 −58

5 −50 −87.714 −50

6 −40 −100.645 −40
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(a) The power and phase noise of IF signal decreases substantially as the phase
noise of the LO signal deteriorates below the threshold LO phase noise (−50
dBc/Hz @ 1 kHz). Thereby, causing a corresponding decrease in the SNR and
hence the detectable range.

(b) The phase noise of the signal deteriorates under vibration. Therefore, the
necessary margin should be kept wherever applicable, while designing the LO
signal, such that even under vibration it should not go below threshold LO
phase Noise, thereby ensuring no substantial reduction in SNR and hence the
range performance.

(c) Improvement in phase noise of the LO signal can be accomplished only with
considerable cost and complication; however, beyond a certain point, the
improvement in receiver performance is negligible.

Acknowledgements The authors extend their deep gratitude to Shri BHVSN Murthy,
Outstanding Scientist and Director, RCI, DRDO for his continuous guidance and support. The
authors are also thankful to Dr S. B. Gadgil, Outstanding Scientist, Associate Director and
Shri BRK Reddy, Technology Director, RCI, DRDO for their constant encouragement during the
study.

References

1. David M. Pozar, Microwave Engineering 2nd ed, John Wiley & Sons Inc.
2. Merrilli I. Skolnik, Radar Handbook 2nd ed, McGraw Hill.
3. Raoul Pettai, Noise in Receiving Systems, John Wiley & Sons.
4. James A. Scheer and James L. Kurtz, Coherent Radar Performance Estimation, Artech House.
5. William F. Egan, Lecturer in Electrical Engineering, Practical RF System Design, IEEE.
6. Thomas H. Lee, Oscillator Phase Noise: A Tutorial (Invited), Custom Integrated Circuits

Conference, 1999, IEEE Page No: 373–380.
7. Thomas H. Lee, Member, IEEE, and Ali Hajimiri, Member, IEEE, Oscillator Phase Noise: A

Tutorial, 2000, IEEE. Page No: 326–336.
8. Ondrej BARAN, Miroslav KASAL, Oscillator Phase Noise Models, 978-1-4244-2088-9/08

(c) 2008, IEEE.
9. Xiangdong Zhang and Brian J. Rizzi, A New Measurement Approach for Phase Noise at

Close-in Offset Frequencies of Free-running Oscillators, 1996 IEEE MTT-S Digest. Page No:
1679–1682.

10. Manish Kumar, Nilang Trivedi, BSV Prasad, JV Prasad, A W-B and Target echo simulator
(W-TES) for Radar Application, ICCSPCIT-2014, Pg.01–08, ISBN: 978-93-83.038-27-5.

11. Kaneyuki Kurokawa, Member, IEEE, Noise in Synchronized Oscillators, Page No: 234–240.
12. www.agilent.com.
13. Rodolphe boudot and Enrico Rubiola, Phase Noise in RF and Microwave Amplifiers, 2012,

IEEE, Page No: 2613–2624.
14. Jerry L. Eaves and Edward K. Reedy, Principles of Modern Radar, Van Nostrand Reinhold

Company, New York.
15. D.B. Leeson, “A simple model of feed back oscillator noise spectrum”, Proc. IEEE, vol. 54,

Page No: 329–330, Feb. 1966.
16. E. Rubiola, Phase Noise and Frequency Stability in Oscillators. Cambridge, UK: Cambridge

University Press, 2008.

Effect of LO Phase Noise on Front-end Receiver Performance 445



Design of a Proactive Distance Handover
Algorithm for WSN: A Case Study-Based
Approach

M. S. Saketh, N. S. Reddy and S. Dhar

Abstract Mobile applications are gaining substantial interests in recent years in
large-scale wireless sensor networks (WSN). To achieve uninterrupted functioning
of WSN, it is essential to initiate handover from current wireless node to another
suitable node. A proactive distance handover algorithm for WSN is presented in
this work. The algorithm is successfully validated considering the case studies of
different mobility pattern.

Keywords WSN � Handover � Mobility � Sensor node

1 Introduction

Wireless sensor network (WSN) is a combination of sensor nodes that are capable
of sensing various physical parameters, raw data processing within the network, and
delivering the processed results over the wireless ad hoc/multi-hop link [1]. Sensor
nodes, in a WSN, are capable of self-organizing themselves to maintain a network
without any manual intrusion. The nodes smaller in size and their ability to com-
municate wirelessly provide WSN the strategic advantage in scenarios when nodes
are to be deployed in inaccessible places or when wired systems are simply too
expensive. Similarly, deployment and maintenance of such networks may be pos-
sible without upsetting the normal operation of the structure or process they are
monitoring. Depending on the type of deployment, WSN applications are broadly
classified in two major categories (Fig. 1).
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1.1 Static Applications

This class of applications either does not require nodes to move or does have
occasional/minor modifications in the network topology. A WSN developed by
Mainwaring et al. [2] to collect information from temperature, barometric pressure,
humidity, and light sensors to monitor the actions of seabirds. Deployments of
sensors to monitor the structural integrity of infrastructures [3] and active volcanoes
by means of seismic and infrasonic sensors are examples of static deployment [4].
Some other popular applications include precision agriculture [5, 6] and mine safety
monitoring [7, 15].

1.2 Mobile Applications

Wireless sensor nodes are too deployed in scenarios which demand nodes to be
mobile; for example, biomedical sensor nodes that are put on to the body of a
patient [8] or nurses [9] for monitoring their activities. Workers can avoid dan-
gerous situations during disaster management [10] and oil extraction and refinery
plants [11] by carrying appropriate sensors. Sensor nodes are also employed for
reporting on events occurring during a mission [12]. Animal health and behavior in
outdoor environments being monitored is yet another well-known application of
sensor nodes [13]. The necessity of individual and herd-wide monitoring of cattle
arises due to the level of complications involved in the management of large farms.

Handover is essential in mobile WSN applications for seamless operation [14],
and hence, this issue is considered in this paper. The paper is organized as follows:
Sect. 2 details the need for handover in WSN, problem scenario and algorithm
design are discussed in Sect. 3, validation of algorithm is done with help of four
case studies in Sect. 4, and finally, the work has been concluded in Sect. 5.

Fig. 1 Classification of WSN applications based on mobility
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2 Mobility: The Need for Handover

2.1 Weak Mobility

Depending on the application requirements, there are two types of nodes, static and
mobile, available in WSN. Any type of hardware failure or battery exhaustion can
cause nodes to leave a network. Similarly, fresh nodes may get added to the
network to compensate for the non-functional nodes. Such consistent changes in
network topology are referred as weak mobility [16].

2.2 Strong Mobility

On the contrary, the physical mobility of sensor nodes may be due to the intentional
movement of objects/persons or by external forces, is the primary characteristics of
strong mobility [16]. The repercussions of strong mobility are challenging to deal
with since they involve facing some tough challenges in design of protocols,
principally, at the network layer and at the link layer. The mobility of nodes may
cause worsening in the quality of an established connection, and hence to disrupt
the data transmission. Thus, the probability of packet retransmission as well as the
total energy consumption will be increased. Mobility may also cause recurrent route
changes those results in a substantial delay in delivery of packets and the enhanced
design complexity of protocols in the network layer. Nodes joining a certain net-
work need to wait for a specified time period since only specific time slots are
intended to accommodate mobility in MAC protocols based on scheduling.
Similarly, in contention-oriented MAC protocols, a mobile sensor node is autho-
rized to enter a network only after it receives a synchronization packet from a
sensor node which already exists in the network. Therefore, the mobile node has to
be idly listening in the network until the synchronization packet is received. In
contention-based MAC protocols, packet collision rate may also increase while in
schedule-based MAC protocols, schedule inconsistencies may arise due to incon-
sistencies in two-hop neighborhood once nodes enter or leave the network.

3 Problem Scenario

3.1 Mobility Scenario

Figure 2 shows a simple mobility scenario in a WSN, where two relay nodes
(RN) are linked with two sinks. A mobile node (MN) moving in a random path
sends information to the sinks through the RNs. Due to the random motion of MN,
the time-varying distances between MN and RNs are denoted by X1ðtÞ and X2ðtÞ
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Also, the MN has a fixed range or a threshold distance up to which it can com-
municate. Beyond the threshold distance, a link cannot be established.

3.2 Initial Link Establishment

Figure 3 shows that a link is established between MN and RN1 when RN1 is within
the communication range of MN. During this period, sensor data can be forwarded
from MN to RN1, which then forwards the data directly to sink1. As long as RN1 is
within the range of MN, they can communicate with each other, even in mobility
conditions. However, when RN1 is out of MN’s range, handover must be initiated.
When handover is initiated MN searches for other RNs in the vicinity. If there are
any, handover can be implemented successfully; else, there will be a link failure.

3.3 Link Handover

It can be seen from Fig. 4 that handover is initiated as MN moved away from RN1.
As RN2 is in the vicinity, i.e., X2ðtÞ < (threshold distance), connection is handed
over from RN1 to RN2. When MN travels away from both RN1 and RN2 since
both the relay nodes are out of MN’s range, handover cannot be accomplished and
the link fails, as shown in Fig. 5.

Fig. 2 Mobility scenario
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3.4 Handover Algorithm Design

To handle the variations that are caused due to mobility, an algorithm that can
proficiently switch a node into and out of a network is essential. In view of distance
as the main factor impelling handover, a proactive distance handover algorithm has
been developed (Fig. 6) for a typical mobility scenario. An MN will initiate a link
establishment with an RN within the threshold distance. As the MN moves,

Fig. 3 Link between MN and RN

Fig. 4 Link handover to RN2
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whenever the distance among communicating nodes goes beyond the threshold
distance, handover is initiated, depending upon availability of relay nodes.

4 Validation

4.1 Case Study I

Considering the mobility scenarios described in the previous section, four case
studies are done with specific fixed parameters and rules:

Threshold distance was chosen to be 25 m.
A handover index ðHOÞ variable was assumed such that:
When MN is linked with RN1, HO ¼ 10;
When MN is linked with RN2, HO ¼ 20;
When there is a link failure, HO ¼ 0;
In each case study, a different mobility pattern was tested for handover. For the

first case study, X1ðtÞ and X2ðtÞ were defined as follows:

X1ðtÞ ¼ t2 ð1Þ

X2ðtÞ ¼ sinðtÞ � t2 ð2Þ

In Fig. 7, the orange curve represents X1ðtÞ, yellow curve represents X2ðtÞ, and
black curve represents handover index ðHOÞ. When RN1 is within range, i.e.,
X1ðtÞ\25, HO ¼ 10, when RN1 is out of range and RN2 is within range, i.e.,
X1ðtÞ[ 25 and X2ðtÞ\25, HO ¼ 10, when both RN1 and RN2 are out of range,
i.e., X1ðtÞ[ 25 and X2ðtÞ[ 25, HO ¼ 0.

Fig. 5 Link failure
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4.2 Case Study II

For the second case study, X1ðtÞ and X2ðtÞ were defined as follows:

X1ðtÞ ¼ t2 � ðt � sinðtÞÞ ð3Þ

X2ðtÞ ¼ absððtanðtÞÞ2Þ ð4Þ

We can infer from Fig. 8 that whenever RN1 is within range, i.e., X1ðtÞ\25
HO ¼ 10, when RN1 is out of range and RN2 is within range, i.e., X1ðtÞ[ 25 and
X2ðtÞ\25, HO ¼ 20, when both RN1 and RN2 are out of range, i.e., X1ðtÞ[ 25
and X2ðtÞ[ 25, HO ¼ 0.

Fig. 6 Distance handover algorithm in a WSN
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Fig. 7 Handover in case I

Fig. 8 Handover in case II
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4.3 Case Study III

For the third case study, X1ðtÞ and X2ðtÞ were defined as follows:

X1ðtÞ ¼ 2
t � 1

� �
þ 18 � t ð5Þ

X2ðtÞ ¼ t2 � ðt � sinðtÞÞ� � � sinðtÞ ð6Þ

We can see in Fig. 9 that and in the previous case studies that irrespective of the
mobility pattern, handover is being implemented successfully.

4.4 Case Study IV

For the fourth case study, X1ðtÞ and X2ðtÞ were defined as follows:

X1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

10
sin c tð Þ

� �s
ð7Þ

X2ðtÞ ¼ t2 � ðt � sinðtÞÞ ð8Þ

Fig. 9 Handover in case III
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We can see in Fig. 10 that and in the previous case studies that irrespective of
the mobility pattern, handover is being implemented successfully.

5 Conclusion

The algorithm is simple, yet highly efficient and proactive for initiating distance
handover. However, the algorithm considers scenarios wherein a single or two relay
nodes are put into use. Furthermore, the algorithm can be improved by considering
a more complex network and applying optimization techniques to obtain a faster
and more efficient response.
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Homomorphic Analysis of Vowels
in Khasi Dialect

Bronson Syiem, Fairriky Rynjah and L. Joyprakash Singh

Abstract A few researches have been conducted in the past decades for analyzing
speech signal. For efficient study on the nature of the actual production of speech,
the effect of vocal tract response and excitation source should be taken separately.
However, this task is practically problematic since the components forming speech
are not linearly combined. This paper presents homomorphic analysis and a method
for nonlinear filtering of vowels in Khasi dialect has been proposed. A log-spectrum
of each of the eight vowels was obtained. The first three formants frequencies of
each vowel from four different Khasi speaking speakers were calculated.

Keywords Cepstrum � Formant frequency � Homomorphic � Log-spectrum
Quefrency � Vocal tract response � Vowel

1 Introduction

Northeast India is known for its richness in tribal and cultural diversity. Each tribe
from all the states has its own unique language. Khasi is an Austroasiatic language
spoken by Khasi speakers of Meghalaya, a state of northeast India. Depending on
the geographical region, Khasi language has been sub-categorized into different
dialects. The Bhoi Khasi of the East Khasi Hills and Khasi dialects spoken by
Khasis from Nongpoh to Umsning region is very different from the Khasi dialect of
Cherrapunji (Sohra). Khasi dialect from Sohra (Cherrapunji) is considered as the
standard Khasi dialect. In spite of some degrees of variance among different Khasi
dialects, they all share a common script (Khasi alphabet). Khasi language did not
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have its own script until Thomas Jones initiated the process of writing Khasi
language in Roman script. Bareh [1] described some phonemic vowels that can be
found in Khasi dialects such as /a/, /e/, /I/, /2 /, /I/, /o/, /�/, and /u/. A vowel is the
unit of the sound system of a language and it represents a speech sound produced
by the open vocal tract in such a way that the tongue does not touch the lips, teeth,
or roof of the mouth. Representation of vowel can be used to obtain accent-adapted
features and therefore suitable to identify accents [2]. In this paper, an approach to
nonlinear filtering of vowels found in Khasi dialect has been presented.

2 Data Collection

Currently, there is no standard database for Khasi dialect in speech processing
research. For this paper, data were collected from four native Khasi speakers. Two
were female and two were male. Each speaker is given a script and as they read, the
speeches were recorded using Zoom H4n handy portable digital recorder. The time
frame for recording is 10 min each for every speaker. From the collected data, the
vowels were extracted for analysis.

3 Homomorphic Analysis

Speech is a fast time-varying signal produced due to acoustical excitation of the vocal
tract when air is expelled from the lungs. Speech signal waveforms can be taken into
different segments called frames for analysis. Each short segment or frame of speech
signals can be viewed as it has been generated by exciting a linear time-varying
(LTI) system either by a quasi-periodic impulse or random noise. This technique of
analyzing the speech signal is called homomorphic analysis. Homomorphic analysis
is also called cepstral analysis and is based on the principle of superposition.
A reasonable model for the speech waveforms consists of the convolution of com-
ponents representing the contributions of pitch, glottal pulse, and impulse due to vocal
tract and for speech bandwidth compression and to study the nature of the speech
wave, it is necessary to isolate the effects of each of these components. Basically,
homomorphic analysis is a procedure for deconvolution or nonlinear filtering of the
signal which has been non-additively combined [3]. In other word, homomorphic
analysis is designed to separate convolved signal components by transforming the
signal to a domain where components are added in a distinct region. It is accepted that
linear prediction is a method for obtaining all-pole speech representations but it has

Fig. 1 Block diagram of homomorphic analysis
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some limitation for pitch synchronization. This can be overcome by homomorphic
analysis [4]. Similarly, homomorphic deconvolution can be used for spectral
smoothing interpretation [5]. In this paper, we used homomorphic analysis to extract
vocal tract impulse response of each of the eight vowels in Khasi dialect.

The output speech signal (vowel) s(n) can be considered as a resultant of con-
volution of two components, i.e., vocal pulse g(n) and the impulse response due to
vocal tract h(n). Since these components cannot be separated by linear filtering, we
transform this signal into a domain where the components are additively combined.
Figure 1 shows the homomorphic analysis of speech signal. The speech signal is
converted to frequency domain by applying Fourier transform. The logarithm of the
transformed signal is then applied, which is then sent to the inverse Fourier
transform block to obtain the cepstrum.

s(n)¼ g(n) � h(n) ð1Þ

S(W)¼G(W) :H(W) ð2Þ

Log S(W)j j ¼Log G(W)j j þ Log H(W)j j ð3Þ

IFFT ½Log jS(W)j � ¼ IFFT ½Log jG(W)j þ Log jH(W)j � ð4Þ

Fig. 2 Cepstrum of the vowels /a/, /e/, /I/, /2/, /i/, /o/, /�/, and /u/
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The slow-varying envelope in the cepstrum, close to the origin, corresponds to
the vocal tract parameters [6]. This was extracted by using low-time liftering
window. The window length ranging from 20 to 80 samples in the quefrency
domain is usually taken. In our experiment, we took a window length of 40 sam-
ples. Obtaining log-spectrum of vocal tract was done by Fourier transform of the
windowed cepstrum. Formant frequency estimation was carried out by finding the
first three peaks from the log-spectrum of low-time liftered cepstrum.

4 Experimental Results

The present investigation represents a nonlinear filtering of vowels in Khasi dialect.
The cepstrum of eight vowels in Khasi dialect is shown in Fig. 2. The peak in the
higher quefrencies indicates that there is some periodicity in the signal.
Log-spectrum of vocal tract parameters was obtained for each of the eight vowels
and is shown in Figs. 3 and 4. The first three formant frequencies (F1, F2, and F3)
obtained from the four different speakers were calculated and the resultant values
are given in Table 1.

Fig. 3 Low-time liftered cepstrum and their corresponding log-spectrumof the vowels /a/, /e/, /I/, /2/
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Fig. 4 Low-time liftered cepstrum and their corresponding log-spectrum of the vowels /i/, /o/, /�/,
and /u/

Table 1 Formant frequencies

Vowel /a/ /e/ /I/ /�/ /i/ /o/ /�/ /u/

Female F1 in Hz 580 2390 2440 550 1300 650 2950 1750

F2 in Hz 1230 4400 4860 1230 2120 1320 6500 3300

F3 in Hz 1980 6950 7000 1770 3540 2120 9500 4700

Female F1 in Hz 580 2250 3000 630 830 1350 3200 3100

F2 in Hz 1190 4330 6400 1330 1650 2700 6600 6400

F3 in Hz 1730 7900 10,200 2350 2180 3800 11,000 10,900

Male F1 in Hz 720 2400 4000 740 2200 800 1700 2200

F2 in Hz 1160 6000 7200 1160 4600 1560 3400 4800

F3 in Hz 1780 8600 11,000 1800 6400 2260 5500 6600

Male F1 in Hz 600 2400 3400 1200 1400 1900 2000 1800

F2 in Hz 1200 3700 5800 2900 2200 3800 3800 3600

F3 in Hz 1650 5700 8800 4000 3300 7000 5000 5200
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5 Conclusion

Homomorphic analysis of vowels in Khasi dialect was done using nonlinear fil-
tering of the speech signal. This experiment and the information obtained can be
useful for future studies particularly related to speech processing and to obtain
synthetic vowels in Khasi dialect.
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Discriminant Correlation-Based
Information Fusion for Real-Time
Biomedical Signal Clustering

Anil Hazarika, A. Sarmah, M. Boro, P. Kalita
and B. K. Dev Choudhury

Abstract Increasing availability of multiple responses and requirement of thor-
ough analysis demand efficient modeling to derive a feasible support system which
can make the analysis less-onerous, time-consuming, error-prone. Further, it is an
indispensable provision to develop compact health monitoring devices, utility, and
reliability of which rely on efficiency of program embedded that can manage the
jobs without intervention of clinicians. In this article, a feature-level fusion
framework is addressed using discriminant correlation analysis to effectively clas-
sify electroencephalogram (EEG) templates. Experiment on EEG data set shows
that proposed method is efficacious and promising in terms of accuracy in com-
parison to the state-of-the-art methods.

Keywords Feature-level fusion � Discriminant correlation � And electroen-
cephalogram (EEG)
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1 Introduction

Increasing availability of multiple measurements and studies tremendously grows
data traffic in medical professions. Efficient modeling with well-adapted feature
from available information helps promoting to derive a feasible support system. In
deriving such system, information fusion, specifically feature-level fusion
(FLF) plays significant role [1–4]. In real world, it is often generated multiple views
of same or different types, e.g., EEG templates or of different types. Albeit different
views reflect their typical behavior, learning from such views helps promoting to
efficiently characterize the object than from single view and shows promising
results [4, 6, 7]. Further input space may contain many redundant and irrelevant
information which degrades the quality of model outputs. FLF helps eliciting the
most energy contents from underlying views in terms of compact view through
dimension reduction strategy.

Recently, canonical correlation analysis (CCA) [8] is popular and widespread
used in pattern recognition applications [5–7]. It finds inherent representation of
information based on the degree of proximity between two views of multidimen-
sional vectors. Thus, it is a promising strategy for better insights and finer details of
problems at hand. Nonetheless, CCA does not include the class structure which
results close separation margin among various feature groups in the decision sur-
face. Consequently, from time-to-time generalized versions of CCA, e.g., spare
CCA, multi-CCA [4], are reported. In this article, a generalized version, namely
discriminant correlation analysis (DCA), is addressed to cluster EEG patterns. The
major challenge is how the learning compact distribution of information can
enhance the performance of models.

2 Literature Review

Quantitative methods (QMs) are more instructive and attract the eye of researchers.
Electroencephalogram (EEG) is complex pattern that provides electrical potentials
produced by the brain. Over the decades, a large number of QM with various
feature extraction methods are reported. Even though consider-able challenges still
exist due to nonstationary and complex pattern of EEG. For example, Hassanpour
et al. [9] develop time-frequency-based seizure detection technique. In [10], the
author develops a versatile DWT-based technique. Hassan et al. [11] adopt a linear
programming boosting. First, use ensemble empirical mode decomposition to
decompose EEG and spectral moments are used for classification. Additionally,
bootstrap aggregating in [12], tunable-Q factor wavelet transforms (TQWT) [13],
adaptive boosting, and decision trees [14] are also reported. Orhan et al. [15]
introduce a neural network using DWT coefficients for epilepsy diagnosis. Soomro
et al. [16] adopt the combination of canonical correlation (CCA) analysis and neural
network for epileptic seizures prediction. Kiymik et al. [17] use power spectral
density-based approach to study alert, drowsy, and sleep.
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Despite being success, they pose certain limitations due to aforementioned
reasons and use of DWT that requires manual intervention [18]. Further, the choice
of coefficients varies with problems, which may amount to result diversity. Thus,
there dire need of viable supportive system that effectively explore class patterns.

3 Method

3.1 Data Sets

This study includes EEG data collected from benchmark online available database.
EEG data includes 150 recordings (50 A, 50 B, and 50 C) [19]. Five sets of data are
encoded from A to E, each of which contains 100 single-channel EEG recordings and
each collected for 23.6 s duration. The data sets were recorded at the University
Hospital Bonn, Germany, with inbuilt amplifier and 12 ADC at sampling rate of
173.61 Hz (i.e., n = fs t = 173.6 � 23.6 = 4097 samples). Further, band setting of
filter was 060 Hz. During data collection, the healthy volunteers were relaxed in an
awake state with eyes open (A) and eyes closed (B), respectively. Sets C, D, and E
originated from our EEG archive of pre-surgical diagnosis. Sets C and D were mea-
sured during seizure-free interval. Set E only contained seizure activity (Figs. 1 and 2).
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Fig. 1 Three typical EEG patterns A, B, and C (top to bottom)

Fig. 2 Schematic diagram of proposed learning model
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3.2 Discriminant Model

View or vectors are generated for all studied groups by registering q templates
associated with the class in sequential order onto Xc (n) = [X1 (p),…, Xq (p)]

T, with
p = 2n samples and c = 1,…, 3, followed by view decomposition to create multiple
views for each class group. Next, performing discrete wavelet transformation
(DWT) on input patterns and considering only low frequency components [i.e.,
coarse approximations (A2)] same way, second set of views is generated for each
group. Afterward, DCA is performed over two statistically independent space to
evaluate class-specific feature vectors (FVs).

Let X1 ε R
q�p and X2 ε R

q�p be two views of same class and
P

11 ε R
q�q andP

22 ε R
q�q denote the within-sets covariance matrices of X1 and X2 andP

12 ε R
q�q denote the between-set covariance matrix (note that

P
12

P
21 =

PT).
CCA seeks linear combinations. X2 ¼ W�

z X1; X2 ¼ W�
y , by solving the following

equation:

X�1

11

X

12

X�1

22

X

21

bA ¼ a2 bWx; ð1Þ

where bwx and bwy ¼ 1=a
P �1=2

11

P
21

P �1=2
22 Wx are two eigenvectors and a2 is the

diagonal matrix or square of canonical correlation with d = rank(X1, X2) � min(p,
q) nonzero elements such that a1 � a2,… which indicate nonzero correlation
between same indice pairs of FV. It is worth mentioning that principle component
analysis (PCA) is incorporated over inputs space to avoid dimensionality issue
before CCA. As in [20], the estimated FVs are fused via parallel strategy as below:

Z2 ¼ X�
1 þ � � � þX�

22 ¼ Wx

Wy

� �T
X1

X2

� �
ð2Þ

where Z2 is canonical correlation discriminant features (CCDFs). Further, to avoid
FB DWT with prototype Daubechies wavelet, i.e., db2 is used on views and sub-
sequently, same way taking low frequency components, A2s, Z2 with matrices
Wx and Wy are estimated. For DCA, assume that data matrix composed of C
separate classes and ni (n ¼ P

i n1) columns corresponds to ith class and represents
FV corresponding to jth sample in ith class. The sample and global mean are
x1 ¼ 1

n1

Pni
j¼1 xij and l ¼ Pc

i¼0 nixi, respectively.
The between scatter matrix is defined as

SB ¼
X

c

ni rið Þ rið ÞT¼ UbxU
T
bx ð3Þ

where ri ¼ �xi � l; Ubxðp�CÞ ¼ ffiffiffiffiffi
n1

p
�xi � lð Þ; . . .; ffiffiffiffiffi

nC
p

�xi � lð Þ� �
. As FVs are lar-

ger than classes, i.e., p � C, it is relevant to solve UT
bxUbx

� �
C�C rather than Eq. (3),

468 A. Hazarika et al.



by mapping the eigenvectors of UT
bxUbx

� �
, which requires to solve C � C covari-

ance matrix [20]. To ensure well-class separation, UT
bxUbx

� �
is diagonalized, i.e.,

PT UT
bxUbx

� �
P ¼ K ð4Þ

where P is the orthogonal eigenvector and K is the diagonal matrix having real
nonnegative eigenvalues in descending order. Let QC�r matrix contain first
r eigenvectors of P.

QT UT
bxUbx

� �
Q ¼ Kr�r ð5Þ

The most significant eigenvectors of SB can be found by mapping: Q ! UbxQ.
That is UbxQð ÞTSB UbxQð Þ ¼ Kr�r:Wbx ¼ UbxQK1=2 transformation utilizes SB to
make reduce X, from p to r, i.e.,

WT
bxSBWbx ¼ I; �Xr�n ¼ WT

bxðr�nÞXp�n: ð6Þ

�X is the transformed pattern of X, where classes are well separated. Similarly,
second data matrix, X2 or Y, can be reduced. It is necessary to ensure that FV in one
set have nonzero correlation only with their corresponding FV s in the other set for
which the between-set covariance matrix of the mapped FV sets is diagonalized
using singular value decomposition (SVD):

X�

12ðr�rÞ
¼ U

X
VT ) UT

X�

12

V ¼
X

: ð7Þ

The
P

is a diagonal matrix whose main diagonal elements are nonzero. Let

Wcx ¼ U
P�1=2 and Wcy ¼ V

P�1=2 so that WT
cx

P�
12Wcy ¼ I which unitizes the

between-set covariance matrix. Now the newly transformed FV sets are as below,
which are later fused via Eq. (2)

X ¼ WT
cxX ¼ WT

cxW
T
bx|fflfflffl{zfflfflffl}
X ¼ WxX; ð8Þ

Y ¼ WT
cyY ¼ WT

cyW
T
by|fflfflffl{zfflfflffl}
Y ¼ WyY : ð9Þ
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4 Results and Discussion

Following the idea presented in Sect. 3.2, DWT views depicted in Fig. 3, where
approximate and detail coefficients are compared for each group to enable the
understanding of feature extraction mechanism. Next using equation in (9), two sets
of estimated FV are fused [i.e., via Eq. (2)] and summed to a single pattern vectors
(PVs). Finally, estimated PVs from all sub-views are concentrated to effectively
explore the class information. Afterward, PVs are fed to LDA from where the best
features corresponding to the higher eigenvalues of LDA matrix are estimated and
applied to ensemble classifier. The promising performance of classifier is outlined
in Table 1 in terms of sensitivity (Sn), specificity (Sp), and accuracy (Ac) [21–24].
Thus, effectiveness of discriminant FLF is apparent from the significant parameter
values. It is to be mentioned that LDA helps finding the optimum decision surface
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Fig. 3 DWT coefficient, approximation coefficients (A2s) (left), and details (D2s) of A (top), B
(middle), and E (bottom) subject
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by enhancing the separation margin among multigroup features exploiting the class
information [25, 26]. That is if SW and SB are within-class and between-class
variance matrices, it maximizes SB and minimizes SW, which are given as follows:

SW ¼
X

c

Nc lc � lð Þ lc � lð ÞT ð10Þ

SB ¼
X

x2Cc

x� lcð Þ x� lcð ÞT ð11Þ

where µc, µ, and Nc stand for class mean, overall mean of the entire sample set, and
number of samples in class C respectively. The learned low-dimensional pattern
with significant t-test values (a � 0.5) is applied to the classifier. The algorithm is
implemented in MATLAB (The Math Works, Inc., Natick, United States) on an
Intel (R) Xeon (R) machine (Precision T3500, processor 2.8 GHz, RAM 8 GB).

5 Comparison with the State of the Arts

To demonstrate the e cacy of adopted FLF model, a comparison is outlined in
Table 2. EEG signals (A, B, and E) were categorized using DWT-based statistical
model, k-nearest neighbor (KNN) [27], artificial neural network (ANN) [28],
neuro-fuzzy system (ANFIS) [29], and quadratic approach [30]. Nonetheless, use of
DWT requires human intervention and sub-band statistics reduces the curse of
dimensionality for wide variability of templates; however, it may not be feasible for
the analysis. Further, inherent nonstationary nature of templates and use of DWT
features lead to result diversity. Apart from reported works, this study is based on
subspace learning, through which promising results are observed in comparison to
results reported in the literature. The integrity of the proposed technique is due to
well-defined feature extraction and fusion strategy which in turn decreases the
complexity. Further, unique features can be easily captured, which plays a crucial
role in multitasking learning models. Additionally, the algorithm involves a number
of steps and it takes mean execution time 78.72 s approximately over three runs.
However, it could vary with machine.

Table 1 Mean performance (µ in %) with various combinations of classifiers [normal
densities-based linear classifier (LDC), quadratic classifier (QDC)]

Models SnEµ (%) SpAµ (%) SpEµ (%) Acµ (%)

PCA + DCA + LDA + LDC 99.43 98.09 98.57 98.70

PCA + DCA + LDA + QDC 98.00 98.00 100.0 99.33
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6 Conclusion

The article addresses a FLF model for automatic classification of various EEG
pattern (A, B, and E). It achieves promising performances by reducing the
dimensionality of model that is apparent from significant parameters’ values.
Nonetheless, to explore further it is necessary to implement the algorithm with large
scale data. We thus conclude, as the experimental aftermaths and thorough analysis
unequivocally suggest that the adopted strategy is e cacious and its performance
makes this work an important step for a fully automated system that aids physi-
cians, large scale diagnosis research as well as portable device implementation for
detect alarming trends in the health status of users. Future works include multiple
models learning to meliorate algorithmic performance.
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Development of OFDM UWB-Based
RADCOMM System for Effective
Utilization in Intelligent Transportation
System

M. Chakraborty, B. Maji, D. Kandar and S. Shome

Abstract With the advent of Internet of Things (IoT) and the advanced intelligent
transportation systems (ITS), the concept of integration of data with technology and
simultaneous sensing and communication is essential. These application areas
would be driven by road safety and vehicular infotainment. The challenges in this
regard are simultaneous vehicle-to-vehicle (V2V) sensing and communication.
Here we have proposed the development of an OFDM UWB system whereby the
UWB radar is sensing the object and the communication information is embedded
in the transmitted UWB pulses. The radar receiver detects the target as well as
estimates its range and velocity within the coherent processing interval. A realistic
multipath fading channel is used with two moving targets.
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1 Introduction

Always connected vehicle [1] is a key component of advanced intelligent trans-
portation system and Internet of Things. To manage traffic flow and improve traffic
safety [2] by reducing accidents as well as human fatalities, researchers and
automakers are investing more and more. Gartner predicted [3] that in the next
5 years there would be a large increase in connected cars running on road and by
2020 almost two hundred million connected vehicles would be enabled with new
in-vehicle services and automated driving capabilities. Vehicles powered with
intelligent sensing and communication with enhanced driver assistance system [4]
in one side and intelligent traffic control and fleet management [5] on the other side
can address these issues. In order to integrate the radar and communication
(RADCOMM) on the same platform an integrated waveform is designed to fulfill
the radar and communication functionality [6, 7]. These integrated systems have the
advantage of reduced system volume, and reduced interference between the
transmitter and receiver compared with the previous separated radar and commu-
nication system [8]. Researchers have also proposed the integration of radar and
communication based on the orthogonal frequency division multiplexing (OFDM)
technology in [9, 10]. These systems are limited by the high implementation cost
due to the complex signal processing and high peak-to-average power ratio of the
OFDM signals. Another approach is proposed theoretically in [11] but lacking in
substantiation result. Article [12] proposes the integration by direct sequence UWB,
which is limited by the imperfect autocorrelation property of the sequence used.

The UWB [13, 14] has very high frequency, wide bandwidth, very low power
requirement as well as protected from interference from nearby devices. We have
proposed OFDM UWB-based integrated RADCOMM system for effective uti-
lization in intelligent transportation systems. The stress was how to hide the
communication information with higher data rate on the radar pulses. While the
communication information is hidden in the radar waveform, it does not anyway
influence or interfere with the radar signal. The rest of the paper is organized as
Sect. 2 describes the RADCOMM signals and system modeling, Sect. 3 presents
results and analysis, and Sect. 4 provides the conclusion followed by references.

2 System Modeling

This section describes the general model of the integrated radar communication
(RADCOMM) system, which focuses multifunctionality of RF with consideration
of target range and Doppler effects.

A. Integrated RADCOMM signal model

The envelope of the OFDM baseband signal with N contiguous subcarriers with
M number of symbols and symbol duration T at zth time instant is
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Sz tð Þ ¼
XM�1

j¼o

XN�1

k¼0

Xz;kej2pktT ð1Þ

where Xz,k is the symbol of the kth subcarrier, j = √ − 1.
The frequency shifting among them is Df . For the UWB radar system, Gaussian

doublet (two Gaussian pulses) pulses are generated. A time domain Gaussian
doublet pulse is

PGD tð Þ ¼ 1ffiffiffiffiffiffiffiffi
2pr

p ½e �1
2ð Þ t�lð Þ

rð Þ2 � e �1
2ð Þ t�l�Twð Þ

rð Þ2 � ð2Þ

where Tw is the time duration between two consecutive maxima of the pulses. The
possible values of effective time length is Tp = 14r at, Tw = 7r.

The pulse repetition frequency (PRF) is kept as

PRF ¼ 1
pulse widthð ÞPW ¼ C

2Runambigu
ð3Þ

Range resolution; RRES ¼ c
PW
2

ð4Þ

The Doppler frequency shift fD is-

fD ¼ � 1
2p

d
dt

4pr
k

� �
¼ � 2

k
dr
dt

¼ � 2vf0
c

ð5Þ

‘-’ sign represents phase lag for increase in distance r, and k is the operating
wavelength.

The resulting time domain integrated RADCOMM signal is the modulation of
OFDM signal on BPSK-modulated doublet represented as

y tð Þ ¼
XM�1

j¼0

XN�1

k¼0

Xz;kej2pkt T PGD tð Þ exp j 2pf0 þw0ð Þtð Þ
n o

ð6Þ

B. RADCOMM system model

Binary data is transformed into OFDM signal, which will be modulated on the
UWB radar signal. In the receiver, the multipath signal is correlated with the UWB
radar receiver portion with a reference signal taken from doublet pulse generator in
the transmitter, and target parameter is estimated. The receiver radio portion con-
tains band-pass filters for detecting the carrier frequency followed by OFDM
demodulator as shown in Fig. 1.
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Multipath channel considerations

The integrated RADCOMM signal is based on the ultra-wide band signal being
modulated by the communication data. The transmitted signal propagates through
four multipaths with variable gain and variable path delays and reflected from two
target vehicles with velocities and distance apart from radar Table 1.

The signal received r(t) can be expressed as:

r tð Þ ¼ c
XM�1

j¼0

XN�1

k¼0

Xz;kej2pkt T�tDð Þ PGD t � tDð Þ exp j 2pf0 þw0ð Þ t�tDð Þð Þ
n o( )

ð7Þ

where c is the target cross section.
The delayed received signal is fed simultaneously to both the radar receiver and

the communication receiver portion. The receiver radar portion correlates the
received pulse with a template signal generated locally in the receiver to take the
decision about the target presence and estimate the target parameters. The com-
munication portion passes the incoming signal through a matched filter matched to
the signal r(t). The matched filter is defined for the signaling interval of the inte-
grated RADCOMM waveform. As the envelope of the matched filter output is
unaffected by the received signal phase orientation, the output is passed through an
envelope detector and then sampled at the signaling interval to make decisions
about ‘1’ or ‘0’ transmission.

For the communication portion, the output of the matched filter may be
expressed as

Fig. 1 Integrated RADCOMM receiver block diagram

Table 1 Multipath channel parameters

Channel model Variable delay sð Þ/phase shift Variable gain (G)

Direct path (LOS)-CM-1 No delay 1.0000

Indirect path 1 (NLOS)-CM-2 6 nanosec 0.1743

Indirect path 2 (NLOS)-CM-3 12 nanosec 0.1399

Indirect path 3 (NLOS)-CM-4 24 nanosec 0.3972
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Y tð Þ ¼
ZMT

0

r t � tDð Þ cos½2pfo T � tþ sð �ds ð8Þ

¼ cos 2pfo T � sð Þð Þ
ZMT

0

r t � tDð Þ cos 2pfosð Þds
8<
:
sin 2pfo T � sð Þð Þ

ZMT

0

r t � tDð Þ sin 2pfosð Þds
9=
;

ð9Þ

And the output of the envelope detector is –

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZMT

0

r t � tDð Þ cos 2pfosð Þ
" #2

þ ZMT

0

r t � tDð Þ sin 2pfosð Þ
" #2

2

vuut ð10Þ

This envelope is sampled by the sampler, and depending on a threshold, it takes
the decision and the transmitted data is retrieved.

The receiver radar correlated signal may be represented as

XCORR tð Þ ¼
ZMT

0

r t � tDð Þ yðt � sÞ ds ð11Þ

‘T’ is the pulse duration, and ‘M’ is the number of pulses per frame.
From Eq. (11) for peak value or maximum value of the correlation target is

detected, and its range and Doppler are estimated.

3 Results and Analysis

In the configuration of communication system, the number of data bits per channel
to be transmitted is 128. No of subcarrier channel used is 8; OFDM block size = 16,
and length of cyclic prefix = 1. Fig. 2 shows the OFDM data to be transmitted. For
the UWB radar system, the pulses used are Gaussian doublet, no of pulses = 8,
pulse width = 0.2 nanosecond, sampling frequency = 100 GHz, and bit
rate = 500 Mbps. BPSK-modulated UWB doublet is shown in Fig. 3.

The communication signal modulated on the radar pulses is shown in Fig. 4. As
we increase the number of pulses, more nulls are produced in the transmitted
spectrum, which is useful in avoiding interferences from the other systems as shown
in Fig. 5.
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We have used a realistic multipath (four paths) channel with variable gain, phase
shift and delay. In the integrated receiver, the signal is passed through a bank of
matched filer. The correlated low-pass-filtered output is shown in Fig. 6. This
correlated output detects the target after passing through peak detector.

The probability of detection curves is plotted in Fig. 7 for four different
signal-to-noise ratio (SNR) values. From the plot, we can observe that as we

Fig. 2 OFDM signal in time and frequency domains

Fig. 3 BPSK-modulated UWB radar signal in time and frequency domains

Fig. 4 Integrated
RADCOMM signal in
frequency domain
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Fig. 5 Integrated signal
output after multipath channel

Fig. 6 Spectrum of
correlated filtered (low pass)
output

Fig. 7 Radar receiver
probability of detection curve
for different false alarm rate
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increase the SNR of the system, probability of false alarm rate decreases and the
detection probability increases, and Fig. 8 states that for the same probability of
detection, increased SNR decreases the probability of false alarm. Figure 9 shows
the range–Doppler measurements of two vehicles detected at 30.41 m and 50.38 m
apart with different relative velocities. The Doppler shifts due to the target car
velocity for the received echo are plotted in Fig. 10.

Fig: 8 Probability of
detection curves for different
SNR values

Fig. 9 Range–Doppler map
of two targets
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4 Conclusion

In this paper, we integrated radar and communication systems based on
OFDM UWB where the waveforms step by step have been analyzed. Because of
the UWB pulse transmission, the system is immune to interference and noise. On
the arrival of reflected echo, correlation method extracts target vehicle and after
Doppler processing, high-range resolution image is created. The communication
data is separated by filter and detected. This may give one new dimension to the
development of next generation e-vehicle for advanced ITS.
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Fixed-Point Design of 1024-Point
CI-OFDM for DVB-Satellite to Handheld

Rakesh Palisetty and Kailash Chandra Ray

Abstract The Digital Video Broadcasting Satellite to handheld (DVB-SH-A)
employs Orthogonal Frequency Division Multiplexing (OFDM) that suffers from
high Peak to Average Power Ratio (PAPR). Carrier Interferometry (CI) spreading
codes is an efficient method that reduces PAPR with less computational complexity
and without degrading BER performance. Therefore, CI-OFDM is proposed in place
of OFDM for the existing DVB-SH-A. The fixed-point design of 1024-point
CI-OFDMbaseband transceiver usingQPSK scheme is designed usingXilinx System
Generator (XSG) andVerilogHDLwith signed representation. Oversamplingmethod
is employed to approximate the baseband PAPR. Also, the behavior of CI-OFDM is
validated on fixed-point AWGN channel. The fixed-point performance parameters
like BER and PAPR are compared with MATLAB simulations.

Keywords CI-OFDM � DVB-SH-A � OFDM � Oversampling
PAPR

1 Introduction

The existing mobile television broadcasting through cellular network is unable to
deliver the same broadcasting content to multiple users at the same time. Also, it is
operable only within the network of cellular region. To overcome the existing short
comes, Digital Video Broadcasting (DVB) organization proposed an open standard
for broadcasting multimedia streams for mobile devices, PDAs, and other portable
gadgets with Digital Video Broadcasting through satellite to handheld devices
(DVB-SH) [1] derived from DVB-Terrestrial (DVB-T) [2] and DVB-Satellite
(DVB-S2) [3]. DVB-SH is a hybrid satellite/terrestrial transmission system pro-
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viding services directly via satellite or through satellite cum terrestrial network. The
DVB-SH system has two transmission modes, i.e., DVB-SH-A and DVB-SH-B.
Orthogonal Frequency Division Multiplexing (OFDM) [4] employed in
DVB-SH-A system is used in both satellite and terrestrial paths, and this trans-
mission mode is derived from DVB-T. DVB-SH-B, derived from DVB-S2, uses
Time Division Multiplexing (TDM) and is used only in the direct path, i.e., satellite.
DVB-SH-A outperforms DVB-SH-B transmission mode in terms of spectral effi-
ciency due to single frequency network [1]. Since DVB-SH-A system employs
OFDM, it suffers from high Peak to Average Power Ratio (PAPR) [5]. The High
Power Amplifier (HPA) used in the satellite system penalizes the nonlinear char-
acteristics due to high PAPR. Therefore, the DVB-SH-A system must operate by
backing off the HPA to quasi-linear region [6] that reduces the maximum satellite
transmission power in order to avoid nonlinear distortions. Also, high PAPR
demands Analog to Digital Converters (ADC) with large dynamic ranges to vary
with high peaks of OFDM.

Methods such as clipping and filtering [7], nonlinear companding [8], coding
schemes [9], partial transmission scheme and selective mapping [10, 11], peak
reduction carriers [12], tone reservation and tone injection [13] suffered from
in-band distortion that degrades Bit Error Rate (BER) and out-band distortion that
causes spectral re-growth, reduced transmission rate, and higher complexity. The
authors in [14, 15] proposed Carrier Interferometry (CI) spreading codes that are
applied to OFDM (CI-OFDM), thereby reducing the PAPR with BER performance
on AWGN channel as that of OFDM, lessening computational complexity and
countering the deep fades in high attenuation conditions. CI-OFDM-based
multi-carrier transmission technique in nonlinear satellite channel for satellite
systems was recommended in [16]. CI-OFDM is limited to theoretical studies and
MATLAB simulations.

The rest of the paper is organized as follows. Section 2 describes the DVB-SH-A
transmission system with CI-OFDM. Section 3 describes fixed-point design of
1024-point CI-OFDM baseband transceiver. Section 4 describes the results and its
analysis, and Sect. 5 concludes the paper.

2 DVB-SH-A Transmission System with CI-OFDM

The block diagram of DVB-SH-A is shown in Fig. 1. The MPEG transport stream
contains a fixed data field length of eight user packets. Each user packet length is
defined by 188 bytes out of which the first byte corresponds to synchronous byte.
Sixteen-bit Cyclic Redundancy Check (CRC) encoding is performed on these user
packets in mode adaptation. After CRC encoding, the data field length is equal to
12,096 bits (eight user packets with each of them bearing 189 bytes, i.e.,
189 � 8 � 8 bits) [1]. Mode adaptation also contains Encapsulation Signalling
(ESignalling) that consists 114 bits of frame header information for MPEG data
packet. In stream adaptation, zero padding is performed to make the frame length
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equal to 12,282 bits (this frame length is chosen to match the input of turbo
encoding) followed with scrambling [17]. Turbo encoder is used as Forward Error
Correction (FEC) with code lengths of 1/5, 2/9, 1/4, 2/7, and so on as mentioned in
[1] followed with a defined puncturing pattern. The channel interleaver improves
the error efficiency of FEC. The input to the symbol interleaver is demultiplexed
into substreams depending upon the modulation schemes. The symbol interleaver
therefore maps these demultiplexed substreams onto the subcarriers of OFDM. The
modulation schemes defined in DVB-SH-A transmission mode are QPSK and
16-QAM.

OFDM employs 1 k (1024), 2 k (2048), 4 k (4096), and 8 k (8192) modes. In
order to avoid Intersymbol Interference (ISI), cyclic prefix is added to the
OFDM-based transmission system. Cyclic prefix lengths of 1/4, 1/8, 1/16, and 1/32
are defined by the DVB-SH standard. Finally, the signal is passed through DAC and
carrier modulated to the Radio Frequency (RF).

As discussed, OFDM has drawback of high PAPR and therefore the existing
DVB-SH-A system can be replaced by CI-OFDM (the dotted block in Fig. 1). In
CI-OFDM, the information data streams are passed on all the subcarriers, thereby
achieving frequency diversity. The baseband-transmitted CI-OFDM symbol is
expressed as

c ið Þ ¼ 1
N

XN�1

q¼0

XN�1

p¼0

aqej
2p
N qpej

2p
N ip ð1Þ

where p is the subcarrier index, q is the data index, and 2p
N qp is the CI spreading

code for the information data aq. Therefore, CI-OFDM is implemented with two
IDFTs, i.e., one for generating CI codes and other for OFDM system. The com-
putational complexity can be further reduced by using IFFT. The discrete time
baseband CI-OFDM PAPR is approximately estimated with oversampling method.
It is mentioned in [18] that oversampling with a factor M equal to 4 gives the same
PAPR as that of continuous time baseband CI-OFDM. Hence, with oversampling,

c0 ið Þ ¼ N-point IFFTð Þ:NM-point IFFTð Þ

Fig. 1 DVB-SH-A transmission system
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and the PAPR of the system with oversampling is

PAPR ¼ maxm¼0;1...NM�1 c0 ið Þj j2

E c0 ið Þj j2
n o \N ð2Þ

3 Fixed-Point Design of 1024-Point CI-OFDM
Baseband Transceiver

The block diagram of CI-OFDM baseband transceiver with QPSK modulation
scheme and oversampling over AWGN channel is shown in Fig. 2. The design is
implemented using XSG and Verilog HDL with signed representation. The bit
width precision is chosen as fixed 25 bits with 24 bits binary point. The BER plot is
degraded for a bit width precision of 16 bits and is discussed in results section. The
entire design is modeled in such a way that data is processed continuously all the
time by employing pipelined methodology.

The QPSK modulation scheme encodes a data bit 0 by −0.707 and data bit 1 by
0.707 [19]. The FFT in the design is Cooley–Tukey decimation in frequency with
pipelined architecture. Oversampling method with a factor M equal to 4 inserts
zeros in between the data subcarriers, and the size of second IFFT is therefore
4096-point as shown in Fig. 3. The N-point IFFT generates the spreading codes for
the incoming data from QPSK modulation. Further, the output data from N-point
IFFT is passed to oversampling block for approximating discrete time baseband
PAPR. Oversampling block maps these information symbols on the NM-point IFFT
with defined index location. The indexed data output from oversampling block, i.e.,
0–511, is mapped onto NM-point on locations from 0 to 511, and data from 512 to
1023 is mapped onto the locations of 3584–4095. Remaining locations are padded
with zeros, i.e., 512–3583, on NM-point IFFT. The oversampling method is used
only for approximating the PAPR in high-level simulation, and in real-time
applications it is not required.

Fig. 2 Block diagram of proposed CI-OFDM baseband transceiver
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The architecture of cyclic prefix with length 1
4
th of the total symbol period is

shown in Fig. 4. The data from output port in Fig. 3 is passed to the upper registers
P0–P4095, with each data processed for a period of 5 clock cycles. Once the data is
fully loaded into the upper registers, the load pin is enabled low and data from
upper registers is mapped on to the lower registers, i.e., from Q0 to Q5119 with
each data processed for a period of 4 clock cycles. It can be seen from Fig. 4 that
port P0–P1023 is connected to port Q4095–Q5119 as cyclic prefix.

The fixed-point AWGN channel with mean equal to zero and standard deviation
equal to one is shown in Fig. 5. Total normalized power value is obtained by
multiplying normalized power of N-point IFFT, normalized power of NM-point
IFFT, and the energy wasted due to the cyclic prefix. The Signal-to-Noise Ratio
(SNR) from bit energy to noise power is calculated as shown in Eq. 3.

Es

No

� �
dB
¼ 1024

5120

� �
dB

þ 1024
4096

� �
dB

þ 2ð ÞdB þ
Eb

No

� �
dB

ð3Þ

Receiver modules are inverse mechanism of the transmitter modules. To
determine the number of resources the design requires, it is synthesized on Xilinx
Virtex xc5vlx110t-1 FPGA device. The synthesized results showed that the design
requires 1,261,219 slice registers out of available 69,120 and 751,515 slice look up

Fig. 3 Block diagram of proposed CI-OFDM with oversampling

Fig. 4 Proposed cyclic prefix module
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tables out of available 69,120. Also, the design required 112 DSP48Es out of
available 64. Henceforth, the resources available on the commercial FPGA device
are insufficient for the prototype.

4 Results and Analysis

A known sequence of input data is taken for validating the transmitted and received
data over AWGN channel. The fixed-point behavioral simulation results are shown
in Fig. 6 for a SNR of 0 dB and Fig. 7 for a SNR of 9 dB. The modules inside the
waveform include input data, CI-OFDM signal with cyclic prefix, noise samples
generated in the AWGN channel, and the received data. The received output is
highly corrupted in Fig. 6 for a SNR of 0 dB. The simulation results are zoomed for

Fig. 5 Fixed-point AWGN channel using XSG

Fig. 6 Behavioral simulation of CI-OFDM baseband transceiver at 0 dB
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in-depth view of the signals. Figure 7 has the received data same as that of input
data for a SNR of 9 dB.

The fixed-point BER plot of 1024-point CI-OFDM using QPSK modulation on
AWGN channel is shown in Fig. 8a. The fixed-point simulation1 BER plot has a bit
width precision of 16 bits, and fixed-point simulation2 BER plot has a bit width
precision of 25 bits. These fixed-point BER plots are compared with theoretical and
MATLAB simulations. It is seen that the fixed-point simulation1 plot is degraded
by 1.529 dB for a BER of 10−4 with respect to theoretical plot. Fixed-point sim-
ulation2 exhibits a BER of 10−4 for a SNR of 8.4 dB that is same as obtained
through theoretical and MATLAB simulations. Therefore, the BER performance is
not degraded with respect to OFDM.

The Cumulative Distribution Function (CDF) of fixed-point PAPR plot along
with MATLAB simulation PAPR plot is shown in Fig. 8b. It is seen that, in case of
OFDM, 80% transmissions exhibit a PAPR < 9.03 dB and 100% transmissions for
PAPR < 10.5 dB. In CI-OFDM, 80% of transmissions show PAPR < 6.76 dB and
100% transmissions for PAPR < 7.5 dB. There is a gain of 3 dB PAPR reduction.
Both the fixed-point simulations and MATLAB simulations are approximately
close and similar to each other.

Fig. 7 Behavioral simulation of CI-OFDM baseband transceiver at 9 dB

(a) BER performance (b) PAPR performance

Fig. 8 a BER and b PAPR performance of 1024-point CI-OFDM
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5 Conclusion

In this paper, the fixed-point design of 1024-point CI-OFDM using QPSK modu-
lation is proposed for DVB-SH-A. In order to validate the results, the behavioral
simulation is shown for different SNRs. Moreover, the performance parameters like
BER and PAPR are compared with MATLAB simulations. It is observed that
fixed-point with bit width precision of 25 bits and MATLAB simulations are
approximately equal. The PAPR performance of 1024-point CI-OFDM exhibits
better than OFDM. Also, the computational complexity is reduced by employing
FFT for generating CI codes and has the same spectral efficiency as of OFDM.
Therefore, OFDM can be replaced with CI-OFDM in DVB-SH-A to perform better
in power limited conditions. Further, for real-time implementation, the design can
be carried out for ASIC implementation.
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Design of Aperture-Fed Elliptically
Polarized Dielectric Resonator Antenna
for WLAN IEEE 802.11 ac Applications

Hashinur Islam, Saumya Das and Tanushree Bose

Abstract In recent times, Wi-Fi (802.11 ac) is gaining popularity as it supports
multistation WLAN and high throughput. Dielectric resonator antennas find many
useful applications because of their low weight, low profile, low loss, conforma-
bility, and easy realization. In this paper, an aperture-coupled elliptically polarized
rectangular dielectric resonator antenna is presented. Elliptical polarization is uti-
lized to enhance the impedance bandwidth and gain in WLAN recommended band.
The antenna is seen to be elliptically polarized with maximum gain of 7.50 dB and
impedance bandwidth 550 MHz.

Keywords Dielectric resonator antenna (DRA) � Wireless local area network
(WLAN) � Elliptically polarized

1 Introduction

Wireless communications have experienced runaway expansion in the communi-
cation field over the last two decades, and now, about 10 billion users worldwide
are getting its advantages everyday.

Cellular phones, internet access, video calling, satellite communications,
broadcast radio, security systems, remote control, and wireless power transfer are
the most emerging applications of wireless communication in the present era.

The importance of antenna in the field of wireless communication is not at all
arguable. Dielectric resonator antenna (DRA) has started playing an important role
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in antenna research as it exhibits characteristics like light weight, small dimensions,
low loss, and thermal stability [1, 2]. Both microwave and millimeter wave com-
munications find DRAs applicability in the suitable ranges [3]. DRA could give a
good solution to the losses in the metallic antenna used in satellite and radar
applications [1]. DRA could be excited with various feeding techniques, and the
behavior of radiation strongly depends on those feeding techniques [4]. The shape
of DRA also plays an important contribution on the selection of radiation frequency
and desired gain [4]. Rectangular DRA is widely chosen as it offers more degree of
freedom than cylindrical or spherical DRA.

In this paper, an aperture-coupled rectangular DRA is presented to establish a
wireless communication for 5.21 GHz (Wi-Fi) range. Two different length
cross-slots with 90° phase difference are used to generate elliptically polarized
electromagnetic wave for radiation. This type of feeding technique is used to
enhance bandwidth as well as gain for antenna applications [5].

2 Antenna Designing Parameters

The top view of the proposed dielectric resonator antenna (DRA) is displayed in
Fig. 1. A rectangular dielectric with permittivity er = 10.2 is considered as radiator
in the system. Table 1 lists detailed dimensions of the DRA design.

Fig. 1 Top view and side view of the presented cross-slot coupled elliptically polarized dielectric
resonator antenna
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The substrate used is FR4 (er = 4.4), and the thickness is taken as 1.6 mm. The
metallic ground plane is placed on the substrate, and the DRA is located on the top
of ground plane. Two cross-slots are made on the ground plane, and the aperture is
kept below the substrate. So aperture is indirectly coupling the DRA through the
slots. HFSS platform has been used to carry out the simulation work.

The dimensions of different parts of the antenna are listed in Table 1.
Lsub: length of the substrate, Wsub: width of the substrate, Hsub: height of the

substrate, Lg: length of the ground, Wg: width of the ground, Ls1 = Ls2 = length of
slot1 and slot2,Ws1 = Ws2 = width of the slot1 and slot2, Ldra = length of the DRA,
Wdra = width of the DRA, Hdra = height of the DRA, LF = length of the feed line,
Wf = width of the feed line.

Resonating frequency for TEmnl mode for DRA is given by the following for-
mulas [6],

f0 ¼ c
2p

ffiffiffiffi

er
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ k2y þ k2z
� �

r

ð1Þ

where kx ¼ mp
a , ky ¼ np

b , kz ¼ lp
2d,

where a = Ldra, b = Wdra, h = Hdra, m = 1, n = 1, and l = 1

k2x þ k2y þ k2z ¼ erk
2
0 ð2Þ

where k0 ¼ 2pf0
c , er = 10.2.

For TE111 mode, by substituting the values in the Eqs. 1 and 2, the calculated
resonant frequency obtained is 5.97 GHz.

3 Results and Analysis

3-D polar plot in Fig. 2 shows the broadside radiation pattern. The colored scale
shows a gain variation from −20.8260 to 7.3794 dB.

The simulated return loss of the proposed antenna is shown in Fig. 3. The graph
shows that the minimum S11 of −24.42 dB is at a resonant frequency of 5.30 GHz.
So this simulated resonant frequency nearly matches the calculated resonance

Table 1 Antenna design dimensions

Parameters Dimensions

Substrate (FR4 epoxy) Lsub = 48.27 mm, Wsub = 46.27 mm, Hsub = 1.6 mm

Ground plane Lg = 48.27 mm, Wg = 46.27 mm

Slot1 and slot2 Ls1 = 8 mm, Ls2 = 8.5 mm, Ws1 = Ws2 = 1 mm

DRA (Rogers RO3210(tm)) Ldra = 21 mm, Wdra = 18 mm, Hdra = 4.8 mm

Feed line Lf = 16.8 mm, Wf = 4.16 mm

Design of Aperture-Fed Elliptically Polarized Dielectric … 497



Fig. 2 3-D polar plot showing total gain (in dB)
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Fig. 3 Return loss of the proposed antenna
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frequency from Eqs. 1 and 2. The graph also depicts the wide bandwidth of
550 MHz from 5.10 to 5.65 GHz. So the achieved bandwidth is much more than
the required bandwidth of WLAN which is about 160 MHz [7].

2-D gain at Phi = 0° and 90° is shown in Fig. 4. It can be seen from the graphs
that gain at 0° and 90° is equal to 7.50 dB, which is sufficient for WLAN com-
munication as it is expected to be around 5 dB [8].

S-parameter report of Z11 is shown in Fig. 5. The graph shows that at resonating
frequency, the characteristic impedance (re) is nearly equal to 50 X, whereas the
reactance (img) value nearly touches 0 X.
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The voltage standing wave ratio (VSWR) of the proposed antenna is 1.29 at
5.40 GHz as shown in Fig. 6. It can be concluded that the matching ability of the
antenna is satisfactory over the resonating range of frequency as VSWR always
maintains a value less than 2.

From the axial ratio plot, it is clearly visible that as its value is more than 1, the
polarization could be considered to be elliptical. Although the DRA is fed with 90°
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phase differed cross-slots, but because of unequal slots length, elliptical polarization
is the outcome of the proposed antenna and hence, the maximum radiation is
aligned with the principal axes of the field components [9, 10] (Fig. 7).

4 Conclusion

In this paper, a simple dielectric resonator antenna structure has been proposed to
execute IEEE 802.11 ac range applications with compact size. Different length
cross-slots have been placed under the DRA to achieve the elliptical polarization
with considerable gain and a wide bandwidth.
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Broadband Glass Paperweight Dielectric
Resonator Antenna for WLAN
Applications

Saumya Das, Hashinur Islam and Tanushree Bose

Abstract In recent times, Wi-Fi b/g (802.1 b/g) has been profoundly accepted due
to the desire for increased data rates and minimal costs. It promotes the industrial,
scientific, and medical (ISM) applications. Dielectric resonator antenna has been
widely preferred for the various applications due to their low weight, low profile,
conformability, easy and cheap realization. In this paper, an aperture-fed rectan-
gular glass paperweight dielectric resonator antenna has been proposed. This
antenna serves a great advantage because of its low cost, as glass material is utilized
as radiator. The antenna seems to support near omnidirectional pattern providing a
widespread impedance bandwidth of 1960 MHz.

Keywords Dielectric resonator antenna (DRA) � Glass Paperweight antenna
Wireless local area network (WLAN) � Aperture coupled

1 Introduction

A dielectric resonator antenna (DRA) is a dielectric material antenna which is useful
for radiating radio waves. It is widely used in mobile phones, satellite communi-
cation, and different other electromagnetic devices [1]. Dielectric material with
dielectric constant around 10 is mostly used for exploring radiating property. So
commonly material company-made materials such as Rogers TMM 10, Rogers RT/
duroid 6010, ECCOSTOCK HiK 500F are used for DRA fabrication. But the cost of
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the project increases with the use of such costly materials. To reduce the cost, glass
material could be used as dielectric for this type of antenna designing [2, 3].

WLAN communication at 2.4 GHz is widely used for its wide signal coverage
area, better penetration through walls, and physical barriers [4, 5]. 2.4 GHz is also
well known for its application in industrial, scientific, and medical (ISM) [6]. This
frequency range is applicable also in Bluetooth, telecommand systems, movement
detection, etc. [7, 8].

In this paper, an almost cube glass paperweight structure DRA as shown in
Fig. 1 has been aperture fed to use as a radiator at 2.4 GHz. The antenna is sim-
ulated and analyzed using ANSYS HFSS CAD software which is based on finite
element method (FEM) of computational electromagnetics [9].

2 Antenna Designing Parameters

The designing of the presented antenna has been done with aperture feeding
technique. The dimensions of the glass DRA are 39 mm � 39 mm � 41 mm. The
substrate used is FR4 epoxy. The dimensions of the substrate is 100 mm �
100 mm � 1.6 mm having er = 4.4. The DRA which is made of K9 glass material
has the relative permittivity of 6.85, i.e., Ɛr = 6.85. DRA is excited through a linear
slot on the ground plane of the antenna. Rectangular DRA is chosen here as it offers
more degree of freedom than cylindrical or spherical DRA. The 3-D view of the
model in HFSS is shown in Fig. 1.

Fig. 1 3-D view of the model in HFSS
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Resonating frequency for TEmnl mode for DRA is given by the following for-
mulas [10, 11],

f0 ¼ c
2p

ffiffiffiffi

er
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2x þ k2y þ k2z
� �

r

ð1Þ

where kx ¼ mp
a , ky ¼ np

b , kz ¼ lp
2d,

where a = LDRA, b = WDRA, h = HDRA, m = 1, n = 1, and l = 1

k2x þ k2y þ k2z ¼ erk
2
0 ð2Þ

where k0 ¼ 2pf0
c ; er ¼ 6:85.

For TE111 mode, by substituting the values in the Eqs. 1 and 2, the resonant
frequency obtained is 2.196 GHz.

The configuration of the antenna is shown in Fig. 2 with the specifying parts,
and their dimensions are listed in Table 1.

Fig. 2 3-D view of the proposed aperture-fed rectangular DRA antenna
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3 Results and Analysis

The simulated return loss of the glass antenna is 15.01 dB at the resonant frequency
of 2.4 GHz which is shown in Fig. 3. The bandwidth is 1960 MHz which ranges
from 1.57 to 3.53 GHz. So, calculated resonance frequency nearly matches the
simulated resonating frequency.

The voltage standing wave ratio (VSWR) of the proposed antenna is shown in
Fig. 4. It can be observed from the result that the VSWR value is 1.43 at the
resonating frequency 2.4 GHz. This is suitable for the antenna designing as it gives
VSWR less than or equal to 2 (VSWR � 2).

In Fig. 5, the radiation pattern of antenna is displayed in polar coordinate. From
the plot, it can be concluded that with glass radiator, it is possible to achieve near
omni-power pattern with a maximum gain of 2.32 dB.

Table 1 Antenna design dimensions

Parameters Dimensions

Substrate (FR4 epoxy) Lsub = 100 mm, Wsub = 100 mm, Hsub = 1.6 mm

Ground plane Lg = 100 mm, Wg = 100 mm

Slot Lslot = 14 mm, Wslot = 44 mm

DRA (glass) LDRA = 39 mm, WDRA = 39 mm, HDRA = 41 mm

Feed line Lf = 75 mm, Wf = 8.32 mm

LSUB = length of the substrate, WSUB = width of the substrate, HSUB = height of the substrate,
LG = length of the ground,WG = width of the ground, LS = length of the slot,WS = width of the slot,
LDRA = length of the DRA,WDRA = width of the DRA,HDRA = height of the DRA, Lf = length of
the feed, Wf = width of the feed
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4 Conclusion and Future Work

In this paper, a simple and cheap glass paperweight DRA antenna has been pro-
posed to execute IEEE 802.11 b/g ISM range application. The antenna is aperture
fed to achieve a broad bandwidth and reasonable gain. This proposed antenna now
needs to be fabricated, and performance parameters are to the measured to verify
the simulated results.
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Pitch Tracking and Pitch Smoothing
Methods-Based Statistical Approach
to Explore Singers’ Melody of Voice
on a Set of Songs of Tagore

Indira Chatterjee, Priya Gupta, Parthasarathi Bera and Joy Sen

Abstract The paper depicts a systematic procedure using pitch tracking and pitch
smoothing methods-based statistical approach for exploring the singers’ melody of
voice for a set of songs of poet Rabindranath Tagore sung by different renowned
singers. The medium category (Mudara) of songs started with vowel ‘aa’ has been
incorporated in the data set of songs. Index of melody has been estimated
numerically based on semitones of different singers for a particular duration of the
first vocal phrase. The value of probability of significance calculated by one-way
ANOVA has been considered for the comparative study of the index of melody of
the singers of particular song, and the results show the significant difference among
the singers of same song of Tagore.

Keywords Melody � Probability of significance � Song of Tagore

1 Introduction

Singing comprises of lyrics andmusic and lyrical song brings to light various feelings of
mankind. A song draws listeners’ attraction when a singer sings the song by his per-
ceived vocal quality and melodious voice. Melody is one of the most fundamental
components of a song. A note is a soundwith a pitch and duration [1].Melody of a piece
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of song is the notes that catch listeners ear as he listens. Note or semitone can be
calculated from singer’s pitch or fundamental frequency [2]. Pitch tracking method
used to determine accurate pitch frequency from speech signal waveform [3–5]. In this
paper, a systematic procedure has been proposed to make the comparative analysis of
melody of voices of different singers who have sung different songs of poet
Rabindranath Tagore (Rabindra Sangeet) of medium range (Mudara). A low-pass filter
has been used on digitalized signals of songs to cut down unwanted high-frequency
components [6]. In our work, pitch tracking [7–9] has been used to identify the pitch
frequency with respect to time and pitch smoothing [10] has been used to eliminate
undesirable pitches. One-way ANOVA has been used to calculate the probability of
significance, and Tukey’s test [11] has been performed to figure out significant dif-
ference between two singers to compare every mean with every other mean value.

2 Song Database

For the present work, a set of five songs of Tagore of medium category (Mudara)
where each song started alphabetically with vowel ‘AA’ have been used as a song
database [12] for the analysis. The songs have been sung by different singers, and
the lists of songs with the name of singers are given in Table 1. Full names of each
singer are given in Table 1. The total number of singer considered is nine for this
work where each song has been sung by three different singers. The digitized
version of these songs with duration of first eight seconds from the beginning of the
vocal phrase has been segmented for the analysis.

3 Features of Melody

3.1 The Shape or Contour of a Melody [13]

The progress of melody depends on pitches either go up or down rapidly. One can
draw a line going up perpendicularly if the cadence abruptly reaches to higher note

Table 1 Name of songs and
singers

Song No. Name of song Singer’s name

1 Aamar Bhanga Pather DB, HM, PKM

2 Aamar Je Din CC, DB, PKS

3 Aamar Jibano Patra CC, HM, MD

4 Aamar Mon Bole BS, MC, SaS

5 Aamar Priyar Chaya DB, HM, PKM

BS Babul Supriyo, CC Chinmoy Chatterjee, DB Debabrata
Biswas, HM Hemanta Mukherjee, MC Mrinal Chakraborty, MD
Manna Dey, PKM Pankaj Kumar Mallick, PKS Pijush Kanti
Sarkar, SaS Santanu Sen
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or that goes down accordingly if melody is at low ebb, and this line is called as
contour or shape of a melody. Figure 1 shows the shape or contour of melody.

3.2 Melodic Motion [13]

A melody that is up and down gradually sheer small pitch alters slowly between one
note and the next is called conjunct. A melody that goes up and goes down rapidly
with large intermissions between one note and the next is called disjunct melody.
Figure 2 shows the conjunct and disjunct melody.

3.3 Melodic Phrases [13]

In fact, a musical phrase acts abundantly like a grammatical phrase. A phrase in a
sentence is a group of words making sense together and exposes a certain notion but
a melodic phrase consists of several notes making sense together and bringing to
light a definite melodic notion.

4 Procedure for Acoustic Measurement

In this work, first 8 s of vocal phrase of different singers for each song has been
considered for pitch extraction and overlap between neighboring frames to reduce
discontinuity between them has been allowed. Since melody is the single

Fig. 1 Shape or contour of a
melody

Fig. 2 Conjunct and disjunct melody
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(monophonic) pitch sequence [14, 15] therefore pitch, i.e., fundamental frequency
of segmented vocal phrase has been considered for the analysis. The segmented
vocal phrase is filtered to remove as many harmonics as possible, while preserving
the fundamental frequency. Before further processing, the acoustic input must go
through a low-pass filter at 1047 Hz to cut down unwanted high-frequency com-
ponents and then pitch tracking and pitch smoothing methods have been used on
the low-pass output signal for getting the semitones of different singers for a song.

Here, the sampling frequency fs = 11,025 Hz, bit resolution = 8, frame size =
512, overlap = 340 are considered. As the frame rate is fs/(frame size − overlap),
the value of frame rate for this work is 11025/(512 − 340) = 64. Here, autocorre-
lation function [9] and average magnitude difference function (AMDF) [9] methods
have been used for pitch tracking.

The autocorrelation function for a discrete time signal x(n) is defined as:

DACFðmÞ¼ 1
N

XN�1

n¼0

xðnÞ � xðnþmÞ ð1Þ

And the short-time AMDF is defined as

DAMDFðmÞ ¼ 1
N

XN�1

n¼0

xðnÞ � xðnþmÞj j ð2Þ

In this case, x(n) are the samples of speech, m = lag index.
For the present work, index of melody (ML) has been estimated by the value of

semitone. After obtaining the pitch frequencies, semitones have been calculated by
using the following formula:

semitone ¼ 12� log2
freq
440

� �
þ 69 ð3Þ

Here, freq represents the pitch frequency and 69 represents central LA (A440,
440 Hz). Pitch smoothing has been performed by passing the pitch contour through
a medium filter of size 5.

Figure 3 shows the pitch values for a song ‘Amar Bhanga Pather’ sung by DB,
HM, and PKM. The pitch values for singer DB have been compared with HM and
PKM to see the significant difference of melody of voice among each other. The
pitch values of HM have been compared with the pitch values of PKM to see the
significant difference of melody of voice between HM and PKM.
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4.1 Algorithm

Step-1: The digitized version of these songs with a length of 8 s from the beginning
of the vocal phrase has been taken.
Step-2: The acoustic input must go through a low-pass filter at 1047 Hz to cut
down unwanted high-frequency components.
Step-3: Different notes can be obtained from the low-frequency signal of a song for
a singer after using pitch tracking and pitch smoothing methods.
Step-4: Calculate the probability of significance (p) for ML for pair of singers of
each song for the comparative study of the melody of voice between two singers. If
the value of p <0.05, then there is a significant difference between the singers of
that song.

5 Results and Discussions

Table 2 shows the value of probability of significance (p) as found by one-way
ANOVA using SPSS software for index of melody (ML) for pair of singers for each
song as given in Table 1 for the comparative study. From this Table 2, it is seen
that there is a significant difference of ML as p = 0 for DB and HM, p = 0 for DB
and PKM, p = 0 for HM and PKM for song no. 1 and same for song no. 2, 3, and 5.
There is no significant difference of ML between BS and SaS as p = 0.905 for song
no. 4 but there is a significant difference of ML as p = 0 for BS and MC, p = 0 for
MC and SaS for song no. 4.

Fig. 3 Semitone values of DB, HM, and PKM for the song Aamar Bhanga Pather for first eight
sec vocal phrase
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6 Conclusion

In the present work, pitch tracking and pitch smoothing methods-based statistical
analysis have been performed for exploring the singers’ melody of voice for a set of
songs of poet Rabindranath Tagore sung by different renowned singers. Index of
melody has been estimated by the value of semitone for each song. The value of
probability of significance calculated by using one-way ANOVA has been con-
sidered for the comparative study of melody of voice of the singers, and the results
have been shown. It is evident from these results that there are significant differ-
ences in almost all the cases between the singers of same song by poet
Rabindranath Tagore. It is also observed that the probability of significance is a
reliable predictor of difference between two singers’ melody of voice, and the
present algorithm based on statistical analysis provides the information of differ-
ences of singer’s melody of voice of the considered set of song data.

Acknowledgements The present research is a part of the Language Project ambit of the Science
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Image Contrast Enhancement Using
Differential Evolution

Anil Singh Parihar, Om Prakash Verma and Deepanshu Yadav

Abstract This paper presents an optimal fuzzy system for image contrast
enhancement using differential evolution. The algorithm uses different fuzzification
functions for underexposed and overexposed regions of the image. After fuzzifi-
cation, both of these regions namely underexposed and overexposed are modified
using a fuzzy intensification (FINT) operator and power-law, respectively. The
fuzzy values are defuzzified using inverse of the membership functions to get
enhanced image. An objective function based on histograms of the input and
enhanced image is formulated and used in differential evolution algorithm to get the
optimized enhancement. The evaluation of the proposed algorithm is evaluated
visually as well as quantitatively. The comparison with existing algorithms estab-
lishes the supremacy of the proposed algorithm.

Keywords Contrast enhancement � Exposure � Fuzzy � Differential evolution

1 Introduction

The most important preprocessing step in any image-based application is image
contrast enhancement. Contrast enhancement brings out the otherwise hidden
details of the images. A lot of contrast enhancement algorithms exist in the liter-
ature. Histogram equalization (HE) [1] one is the most popular as well as simple
contrast enhancement algorithm. However, it has some serious drawbacks such as
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under-enhancement and over-enhancement, saturation effects. There have been
several attempts to overcome these issues. Contrast limited adaptive histogram
equalization (CLAHE) [2] proposed that the peaks of the histogram should be
suppressed to avoid saturation. Chen and Ramli [3] performed recursive division of
the histogram of the input image on the basis of mean intensity. The contrast
enhancement can be done by equalizing each such sub-histogram separately. In
dynamic histogram equalization (DHE) [4], the histogram is divided at local
minima and each of the sub-histogram is allocated a new dynamic range based on
the number of pixel in it. Arici et al. [5] proposed a framework for image contrast
enhancement. This framework uses the fact that for a good contrast enhancement
the histogram should be uniform but it should not deviate much from the input
characteristics of the image. Celik et al. [6] used a two-dimensional histogram to
incorporate the local characteristics of the image. Singh et al. [7] proposed a new
histogram equalization approach using only texture region.

Fuzzy theory finds many applications in contrast enhancement algorithms. In
brightness preserving dynamic fuzzy histogram equalization (BPDFHE), the input
histogram is fuzzified to get the smoother histogram. Hanmandlu and Jha [8]
proposed fuzzy measures and used these measures to get the optimal contrast
enhancement. Evolutionary algorithms are used in many cases to get optimal
contrast enhancement. Hanmandlu el al. [9] presented an optimal fuzzy system
(OFSBA) using bacterial foraging algorithm (BFA) [10] to get the optimal contrast
enhancement. Kwok et al. [11] used particle swarm optimization (PSO) [12] and
preserve the intensity of a pixel which gets modified during enhancement.

In this paper, we present a new contrast enhancement algorithm using fuzzy
theory differential evolution (DE) [13]. This work is a modification to OFSBA.
OFSBA works well for low exposure images, but fails to give significant contrast
enhancement for other low contrast images. We used a fuzzy intensification
operator (FINT) and a histogram-based optimization function to improve the per-
formance for nearly all type of images. The DE is used to get the optimal contrast
enhancement. The organization of the rest of the paper is as follows: Sect. 2 pre-
sents the proposed approach, Sect. 3 presents result and analysis, and Sect. 4
presents the conclusion of the work.

2 Proposed Approach

Sometimes darker and brighter regions may be present in the same image. Thus,
applying same approach to the entire image may not give the desired contrast. In
underexposed and overexposed regions, most of the pixels belong to lower part and
upper part of the dynamic range, respectively. The image regions may be divided
into two categories by using the exposure [9] of the image. The exposure is defined
as:
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exposure ¼ 1
L

XL�1

k¼0

pðrkÞ: rk ð1Þ

where rk is the kth gray-level value of the image, pðrkÞ is the histogram of image,
and L is the total number of gray levels. The parameter “exposure” is normalized in
the range [0, 1]. The image regions are divided using an exposure threshold of 0.5,
i.e., region with exposure value more than 0.5 is considered overexposed and below
0.5 underexposed. It is experimentally analyzed that image with pleasing visual
quality has exposure value close to 0.5. Thus, the images with spatially varying
exposure are divided into the underexposed and overexposed regions. The threshold
for histogram division based on the exposure is given as:

a ¼ Lð1� exposureÞ ð2Þ

Thus, the input image is divided into two categories: [0, a − 1] for underexposed
image regions and [a, L − 1] for overexposed image regions.

2.1 Fuzzification

After dividing the image histogram into underexposed and overexposed regions, it
is fuzzified using two different membership functions. The former region is
fuzzified with a modified Gaussian membership function defined as [8]:

lUðrkÞ ¼ exp � rk � rkmaxð Þffiffiffi
2

p
fh

� �2( )
ð3Þ

where rk is the kth the gray level of the underexposed region in the range [0, a − 1],
and rkmax is the maximum intensity level present in the image. The parameter fh is
the fuzzifier, and its initial value is computed as:

f 2h ¼ 1
2

PL�1
k¼0 ðrk � rkmaxÞ4pðrkÞPL�1
k¼0 ðrk � rkmaxÞ2pðrkÞ

ð4Þ

The latter is fuzzified using a triangular membership function defined as:

lOðrkÞ ¼
0; if x� a
rk�a
L�a ; else x[ a

�
ð5Þ
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2.2 Modification

The fuzzy membership values obtained in the previous step are modified to achieve
the contrast enhanced image. A fuzzy intensifier (FINT) [14] is used for modifi-
cation of fuzzy values which correspond to underexposed regions of the image.
The FINT is defined as:

l0UðrkÞ aðlUðrkÞÞb; if ðlUðrkÞ\0:5
1� að1� lUðrkÞÞc; else

�
ð6Þ

where a; b, and c follow the constraint as follows

a�1 ¼ 2�b þ 2�c ð7Þ

The fuzzy values corresponding to overexposed regions are modified using
following power-law function to adjust the contrast in these regions

l0OðrkÞ ¼ maxðlOðrkÞÞ
lOðrkxÞ

maxðlOðrkÞÞ
� �d

ð8Þ

2.3 Defuzzification and Image Enhancement

The enhanced image can be obtained by defuzzifying the modified fuzzy values.
The defuzzification is performed using the inverse of the earlier equations which
were used to fuzzify the image.

r0kl ¼ l�1
U l0UðrkÞ
� 	 ð9Þ

r0ko ¼ l�1
O l0OðrkÞ
� 	 ð10Þ

New modified histogram is achieved by combining values from both regions as
follows

r
0
k ¼

r
0
ku ; for 0 to a� 1
r
0
ko ; for a to L� 1

(
ð11Þ

The modified histogram is used for mapping between low contrast image and
enhanced image. The fuzzification and modification process involves many
parameters, which need to be selected for each image. However, manual selection is
not feasible for obtaining good contrast images each time. Thus, the DE is used to
get the optimized values of these parameters.

520 A. S. Parihar et al.



3 Optimization

The parameters a; b; d; and fh control the shape of the membership function and its
membership values. Thus, an optimal value of these parameters will result in
optimal contrast enhancement. The DE algorithm is used for optimizing these
parameters. The DE algorithm is briefly presented in Appendix A for easy refer-
ence. The values of DE parameters used in works are shown in Table 1.

The objective function for optimization using DE is formulated as follows:

J ¼
XL�1

k¼0

ðhiðkÞÞ � hoðkÞ2 þ k
XL�1

k¼0

ðhoðkÞ � gÞ2 ð12Þ

where hi is input histogram, ho is histogram of the enhanced image in previous step,
and g is the uniformly distributed histogram. The objective function is based on the
fact that for good contrast enhancement histogram needs to be uniformly dis-
tributed, i.e., maximum contrast can be achieved if each intensity is present with
equal probability. However, the originality of the histogram should not be much
compromised. The first term denotes how much the new histogram is deviated from
the original histogram, and the second term denotes how much the new histogram is
deviated from the uniformly distributed histogram. k functions as a trade-off
between the two. Its suitable value can be found by running the algorithm various
times. The values of parameters a; b; d; and fh can be obtained by DE algorithm
which performs search in five-dimensional search space. The overall algorithm is
summarized as follows:

1. Input the given image and convert RGB to HSV.
2. Calculate the input histogram p(x), where x 2 V.
3. Obtain the values of exposure as well as using (1) and (2), respectively.
4. Set the bounds on the parameters a; b; c; fh using the constraint given in (7).
5. Learn the value of a; b; c; fh using differential evolution algorithm with objec-

tive function given in (12).
6. Using above parameters, fuzzify V to get lUðrkÞ and lOðrkÞ using (3) and (5),

respectively.
7. Modify membership values l

0
UðrkÞ and l

0
OðrkÞ for the underexposed region and

the overexposed region using (6) and (8), respectively.
8. Defuzzify the values obtained in previous step for l

0
UðrkÞ and l

0
OðrkÞ by using

the inverse MFs defined in (9) and (10), respectively.
9. Based on the value of a, obtain the enhanced intensity V′ using (11).

10. Display the enhanced HSV image.

Table 1 Values of DE
parameters

Parameter Value

Initial population (N) 100

Crossover ratio (CR) 0.2

Maximum number of iterations 20

Image Contrast Enhancement Using Differential Evolution 521



4 Result and Analysis

The proposed algorithm is tested on a large set of images from Berkeley [15] image
database and CSIQ image database [16]. The proposed method is compared with
existing contrast enhancement methods namely HE [1], CLAHE [2], BPDFHE
[17], OFSBA [9]. The algorithms are implemented with default parameters as
suggested by corresponding authors. The performance of the algorithms is analyzed
visually and quantitatively as well.

4.1 Visual Assessment

The contrast is a subjective quality of the image. Thus, the visual analysis is
performed for all the resulting images by various algorithms. The visual analysis of
few sample images is presented here. In Fig. 1, the “bird” image and its enhanced
images by various algorithm are shown. It may be noticed that HE, BPDFHE, and
CLAHE introduce distortions especially in the sky region due to saturation. OFSBA
gives slightly better color preservation, but contrast is not much improved. The
proposed algorithm gives good contrast enhancement with naturally looking colors.
In Fig. 2, lighthouse again HE and BPDFHE show the saturation artifacts and
degrade image quality. CLAHE gives slightly better contrast, but artifacts may be
noticed around cloud region. OFSBA once again gives brighter image, but slightly
lesser contrast. The proposed algorithm results in good contrast image.

It may be noticed from Fig. 3 monument BPDFHE and OFSBA fail to give
significant contrast and degrade the visual quality of the image. HE and CLAHE
give good contrast, but artifacts may be noticed in the corner regions. The proposed
algorithm once again results in good contrast natural quality image. Figure 4 named
Cactus shows HE, BPDFHE show saturation artifacts and degrade the image
quality. OFSBA produces extremely bright image, which results in faded looking
image. CLAHE gives slightly better contrast, but few artifacts near corner may be
noticed. The proposed algorithm produces good contrast image with almost no
artifacts. Thus, the visual analysis shows that the proposed algorithm produces
images with good contrast and also retains their natural characteristics.

Fig. 1 Contrast enhancement results of “lighthouse” image by different algorithms: a original,
b HE, c BPDFHE, d CLAHE, e OFSBA, f proposed
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4.2 Quantitative Assessment

The contrast is a subjective quality, and it is difficult to define a parameter that
determines the level of enhancement of the image. However, it is always desirable
to have a quantitative measure for the validation of a scientific research. There have
been various attempts such as image quality assessment [18], EME. In this work,
we use a universal image quality (UIQ) index [19] which proposes a universal index
for evaluating contrast enhancement. Higher value of the index corresponds to
better contrast enhancement. Images which are pleasing to view have quality index
greater than 0.9. The UIQ values are computed for all the images produced by
various comparing algorithm and the proposed algorithm. Table 2 shows the UIQ
metric for sample images using different algorithms. The highest values for each
image are highlighted in bold. In most of the cases, the proposed algorithm gives
highest UIQ values. Thus, the quantitative assessment of the various algorithms
establishes supremacy of the proposed algorithm.

Fig. 2 Contrast enhancement results of “lighthouse” image by different algorithms: a original,
b HE, c BPDFHE, d CLAHE, e OFSBA, f proposed

Fig. 3 Contrast enhancement results of “monument” image by different algorithms: a original,
b HE, c BPDFHE, d CLAHE, e OFSBA, f proposed

Fig. 4 Contrast enhancement results of “cactus” image by different algorithms: a original, b HE,
c BPDFHE, d CLAHE, e OFSBA, f proposed
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5 Conclusion

We presented a contrast enhancement algorithm using fuzzy theory and differential
evolution. The algorithm uses histogram characteristics of input image and uniformly
distributed histogram to achieve desired contrast. The proposed algorithm improves
contrast as well as characteristics of the given image. The algorithm is tested on
various images from Berkeley image database and CSIQ image database. The com-
parisonwith existing algorithms establishes the supremacy of the proposed algorithm.

Appendix A: Differential Evolution

It is a evolutionary algorithm which comprises of three steps

The Differential Evolution Algorithm is given as follows:
Generate the initial population of individuals.
repeat
For each individual j in the population
Choose n1; n2 and n3 such that 1� n1; n2; n3 �N with n1 6¼ n2 6¼ n3 6¼ j
Generate a Random integer jrand 2 ð1; NÞ
For each parameter i
yi;g ¼ xn1;g þFðxn2;g � xn3;gÞ

zi;g ¼ yi;g if randðÞ\CR or j ¼ jrand
xi;g otherwise

� 


END FOR
Replace xi;g with the child zi;g if the child is better
END FOR
until Termination condition is reached

Table 2 UIQ values for various algorithms

Image HE BPDFHE CLAHE OFSBA Proposed

Bird 0.4542 0.6391 0.6239 0.7788 0.9369
House 0.5309 0.6681 0.8196 0.7463 0.9643
Cactus 0.5162 0.6772 0.6561 0.5619 0.9685
Monu 0.7088 0.6505 0.8633 0.5966 0.9675
Statue 0.8302 0.8991 0.7458 0.9359 0.9563
Stone 0.8173 0.9235 0.7214 0.8621 0.9583
Builds 0.7365 0.9065 0.7217 0.8335 0.9058

Buffalo 0.8127 0.9256 0.7356 0.9161 0.9069

Friends 0.7539 0.9344 0.7151 0.8916 0.9646
Boat 0.9281 0.9211 0.6798 0.9030 0.9319
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A.1 Mutation

This step expands the search space as follows: Choose n1; n2; and n3 such that
1� n1; n2; n3 �N with n1 6¼ n2 6¼ n3 6¼ j.

A.2 Recombination

Recombination incorporates successful solutions from the previous generation. The
details are:

zi;g ¼ yi;g if randðÞ\CRor j ¼ jrand
xi;g otherwise

�

A.3 Selection

Replace xi;g with the child zi;g if the child is better. This ensures that one with lowest
function value is admitted in the next generation.
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Optical Character Recognition Using
Minimal Complexity Machine and Its
Comparison with Existing Classifiers

O. P. Verma, Eshwar Agarwal, Cherry Agrawal and Avanti Gupta

Abstract Optical character recognition is an important field of research with
widespread applications. Researchers have endeavored to replicate the human
ability to read printed text, and extensive research has been carried out. In this
paper, we recognize optical characters using a recently proposed classifier minimum
complexity machine (MCM). To aid in performance analysis, with existing clas-
sifiers we have compared the results obtained from MCM with results from support
vector machine (SVM) and k-nearest neighbor (k-NN). A common dataset for
testing and training was used throughout to determine the accuracy and time taken
for testing. Principal component analysis has been used to obtain a reduced set of
features prior to the training and testing process. An analysis of the effect of the
number of components on the accuracy of minimum complexity machine, support
vector machine, and k-nearest neighbor has been provided as well. It was noted that
minimum complexity machine has given accuracy comparable to that of the
existing classifier though the time taken for testing was substantially reduced.
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1 Introduction

Humans are naturally wired to identify and categorize objects in different classes.
Humans employ this cognition to identify various characters that occur across
different languages. There has been intensive research to replicate this capability of
humans in machines for a very long time now. Many commercial establishments
have manufactured recognizers of varying capabilities as well [1]. This technique is
commonly known as optical character recognition (OCR) and finds widespread use
across various fields. Some of the commonly used applications include
image-invoicing, captcha, institutional repository, scanning of paper documents,
handwriting recognition, and digit recognition and optical music recognition [2].
Optical character recognition involves two steps, i.e., 1. preprocessing and feature
extraction and 2. classification.

Firstly, the image is preprocessed to eliminate noise segment if necessary, and
features are extracted. Segmentation and noise elimination may especially be useful
when the images are obtained from real-life scenarios. Extraction of features from a
dataset helps to reduce dimensionality of the database while retaining its charac-
teristics. We have used principal component analysis [3] for the purpose of feature
extraction. PCA is a statistical technique that uses the theory of linear transfor-
mations and reduces the dimensions of a vector. The eigenface approach is being
employed for face recognition problem since it is computationally effective in terms
of speed, accuracy, and convenience. Secondly, the preprocessed image is fed to a
classifier that finds a class to which the preprocessed object belongs to.

Classifiers are supervised learners that require a training set of correctly labeled
inputs. The common classifiers in use include neural networks, support vector
machines, K-means [4], minimum distance classifier. Each classifier has its asso-
ciated advantages and disadvantages. We have classified optical characters with the
minimum complexity machines that were proposed by Jayadeva [5]. Support vector
machines thus produce respectable results; however, the VC dimensions can be
unbounded. Here, MCM a hyperplane classifier can be used to minimize an exact or
H bound on its VC dimension. The implementation of the machine involves
solving a simple linear programming problem.

We have implemented support vector machines [6] and k-nearest neighbors [7]
for recognizing the characters also. Support vector machines create maximum
margin hyperplanes for classifying whether the test image belongs to a class or not
[8]. k-nearest neighbor classifies the test image on the basis of the closest sample in
the training space.

All the classifiers were compared on the basis of accuracy as well as the average
time taken to test each image. The variation in the results of the classifier with a
change in the number of principal components was also recorded. For the purpose
of uniformity, all the experiments were carried out on a standardized database that
contained the multiple common ways to denote a character in different fonts and
typographical emphasis.

528 O. P. Verma et al.



Thus to sum up the contribution of the paper:

1. Implement optical character recognition using PCA and MCM.
2. Implement optical character recognition using SVM and k-NN.
3. Comparison of the result of SVM and k-NN with those from MCM.
4. Ascertain the effect of changes in the number of principal components on the

accuracy of the classifiers.

2 Related Work

Paul and Suman have highlighted the use of PCA for face recognition [9]. In their
research work, Ilin and Raiko have attributed the mathematical properties and their
importance in PCA [10]. Dhanda has thrown light upon the eigenface approach of
PCA and how it can be employed conveniently for face recognition [11]. Kumar,
Jindal, and Sharma have used a PCA-based system for handwritten optical character
system and provided results for the variation of accuracy with PCA components [3].
Bag and Harit have given a detailed survey of OCR on Indian scripts [12] (Fig. 1).

Fig. 1 Flowchart of general procedure [13]
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3 Preprocessing and Principal Component Analysis

In this, we have used the Chars74K image dataset in which the images are already
processed and the application of any filter like Gaussian filter, median filter, mean
filter did not resulted in minor change in accuracy. However, in case of images
obtained from real-life sources which have large amount of noise such filtering may
be necessary, an example of such character are given in the Chars74K [14] image
dataset.

We have binarized the images for the purpose of classification by using imbi-
narize() function of MATLAB. Imbinarize() creates binary image from the original
image by using a thresholding method. It sets all the values above a globally
determined threshold value to 1, and all other values to 0. It is basically a step in the
preprocessing of images. This process resulted in increase of accuracy of classifi-
cation by 3–4% points.

Principal component analysis is a statistical [9] procedure for reducing the
dimensions in a vector. In face recognition, it reduces the number of variables. It is
a classical data analysis technique, employed for finding linear [10] transformations
that retain the maximum variance. In the case of face recognition, we use PCA with
eigenface [11] approach due to its simplicity, speed, and accuracy.

Algorithm:

1. Consider M images of N � N matrix, each representing pixel intensities in the
matrix form.

2. Convert them into N � 1 matrix. For converting the 2-D matrix into a 1-D row
matrix, each element is column-wise inserted from the original N � N matrix to
a single row matrix.

3. Find average image of all the m training images and subtract this from each
image.

4. Find covariance matrix X.
5. Find eigenvectors of matrix X and find eigenfaces.
6. Take ‘k’ columns from the eigenface matrix corresponding to k highest

eigenvalues.
7. Now find weight matrix for each image.

Now, we get a k � M weight matrix W corresponding to M images in training
sample where one column represents features of one image.

4 Support Vector Machine

The support vector machine (SVM), proposed by Cortes and Vapnik [6], is a
supervised learning model that generates input–output mapping functions from a set
of labeled training data. It has found wide use in varied application and has proved
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to be fairly noteworthy in its performance [8]. We have used the binary variant of
support vector machine. The SVM is first trained on a large dataset with varied
writing styles for the same character. A one-versus-all approach has been employed
to check whether the given test element belongs to this class or not. If it belongs to a
particular class, it is classified else the procedure is repeated with the next class.

For the implementation of SVM, the following steps were carried out.

4.1 Training

1. The images were fed to the standard function SVM train in MATLAB.
2. As part of the one-versus-all approach for a hyperplane corresponding to a class,

the training data associated with the class were located the value of 1, while the
rest were given the value of 0.

3. This was repeated for one less than the total number of classes.

4.2 Testing

1. The representative weight for the test image is calculated.
2. It is fed to the standard function SVM classify corresponding to each

hyperplane.

a. If the test image is classified (i.e., 1 is returned) to a particular class, the
process is terminated.

3. In case it is classified to none of the hyperplanes, it belongs to the last class
(Fig. 2).

5 k-Nearest Neighbor Algorithm

k-NN stands for k-nearest neighbor [7] and is a nonparametric method used for
classification and regression algorithms. This algorithm is used to classify the object
based on the closest training examples in the training space. k-NN is a lazy
instance-based learning where the function is approximated early and all the
computation is deferred until classification. The value of the k in k-NN is set
depending upon the classification problem. If the classification of the sample is
unknown, it could be predicted by the classification of its samples with k-nearest
neighbors.

For the implementation of the k-NN, the following steps were carried out:
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5.1 Training

1. The images were fed to the standard function fitcknn in MATLAB.
2. This function creates the k-NN model and calculates the Euclidian distance

between the training images.
3. The step 2 is repeated for every other image.

5.2 Testing

1. The representative weight for the test image is calculated.
2. It is fed to the standard predict function corresponding to each test image.
3. The class of the test image is recorded (Fig. 3).

Fig. 2 Flowchart of SVM
code
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6 Minimal Complexity Machine

The VC dimension measures the complexity of a learning machine, and a low VC
dimension leads to good generalization. VC dimension of SVM, a hyperplane
classifier, is unbounded, and there is no guarantee of good generalization. In fact, as
suggested by Burges [15], presently there exists no method to advocate a good
performance for the support vector machines. Here, we have implemented the
minimal complexity machine (MCM) which was recently proposed.

MCM is also a linear hyperplane classifier like SVM but gives better general-
ization than SVM by minimizing an exact bound on VC dimension.

Jayadeva [5] has proved MCM is all about solving the following optimization
problem:

min
H;b

yi H
Txi þ b

� �

Fig. 3 Flowchart of k-NN
code
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yi H
Txi þ b

� �
[ ¼ 1 8i ¼ 1; 2; . . .m

For an unknown variable x, sign of HTxþ b determines the output class.
An advantage of MCM being a linear classifier is that it has comparable accu-

racy as compared to nonlinear classifier but consumes less time in the classification
process. This approach learns classifier with error rates much less than that of the
SVMs while often using less support vectors which is one-tenth of that used in
SVM.

It is to be noted that MCM is a binary classifier and optical character recognition
happens to be a multiclass problem we have classified the characters using
one-versus-all approach. Though we have explored MCM as a linear classifier, it
can be extended to least square classifiers and for usage as a regression machine.

6.1 Training

1. Training inputs to MCM are just like SVM. Subtract mean and divide by
variance to spherize the data.

2. In one-versus-all approach of multiclass classification,
We separate a class from all other classes. For separating class ‘X’ from the rest,
we feed output label corresponding to class ‘X’ as 1 and output label corre-
sponding to all classes except class ‘X’ as ‘−1.’

3. Call ‘linprog’ function of MATLAB to solve the linear programming problem.
‘Linprog’ will output H vector and b.
This implies linprog will output hyperplane.

4. Repeat steps 2 and 3 until we get all the hyperplanes. If we have ‘Y’ number of
classes, we repeat step 2 ‘Y − 1’ times.

6.2 Testing

1. Transform test images into their representative weights.
2. Subtract mean and divide by variance to spherize the weights. Say wT is such

k � 1 vector.
3. For (hyperplane number = 1 to ‘Y − 1’)
4. If HTxþ b, break.

a. Else continue checking for other hyperplanes (Fig. 4).
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7 Dataset

The standard dataset [14] consists of 74,000 images, distributed in 64 different
classes, consisting of Latin scripts and Hindu-Arabic numerals. We selected a
subset of the original dataset for training and testing purpose. Each class pertains to
the capitalized English alphabets. Each training class has 60 images, and each
testing class has 20 images, respectively. The same dataset is being fed to different
classifiers and forms the database of the complete project (Fig. 5).

Fig. 4 Flowchart of MCM
code

Fig. 5 Dataset
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8 Experimentation and Result

The project was implemented in MATLAB [16]. Initially, 60 images per class were
chosen to train each of the classifiers. The chosen images reflected possible fonts
available in various typographical emphases. The images were then fed to PCA for
feature extraction. Various numbers of features were chosen to see its effects on the
final accuracy. The extracted features of the training images were then fed to each
classifier. The classifiers were trained on the training images, and the testing is
performed (Table 1).

Formula
Average Testing Time = Testing time for the classifier/Total number of test images
Accuracy = Correct classification by the classifier/Total number of test images.

The program was run iteratively using different number of components for each
classifier to find the associated accuracy. Same dataset was used throughout the
process to maintain uniformity. It was found that the number of components chosen
had substantial effects on the accuracy of the classifiers; i.e., the classifiers were
sensitive to the number of components chosen (Fig. 6).

Three different datasets were prepared to compare the accuracy of the classifiers.
The classifiers were then run in series on each dataset. The number of PCA com-
ponents used for this classification was fifteen. The results for accuracy were noted

Table 1 Accuracy based on the number of features extracted

No. of PCA components Accuracy of SVM Accuracy of MCM Accuracy of k-NN

11 96.25 68.75 97.14

12 92.5 85 97.10

13 91.25 80 95.59

14 91.25 92.5 95.52

15 91.25 95 92.42

16 91.25 93.75 92.31

17 91.25 92.5 96.88

Fig. 6 Comparison of
accuracy based on the number
of features extracted
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and compared. The time taken for testing by each classifier for the three cases was
noted as well for comparison (Fig. 7; Table 2).

9 Conclusion

The project was carried out successfully, and desired results within permissible
error limits were obtained for all the cases. The number of principal components
had substantial effects on the accuracy of all the classifier. It was noted that the
results around 15 components were fairly nice for all the classifiers.

The accuracy of all the classifiers on the three datasets was comparable with each
classifier giving maximum accuracy for one case. On an average, the accuracy of
MCM was 93.67% compared to SVMs 94.16% and k-NNs 93.44%. It is to be noted
here that standard optimized functions of SVM and k-NN were used compared to
line-by-line implementation of MCM.

On the other hand, the time taken to test by MCM was substantially less as
compared to the other two classifiers. On an average, MCM took 0.034 ms to test
one image compared to 0.374 ms of SVM and 0.530 ms of k-NN.

10 Future Work

The project can be further optimized using genetic algorithms to obtain better
results. The classifiers can also be tested on real-life images like the ones given in
the referenced dataset [14] and the classifiers be modified accordingly. Such images

Fig. 7 Plot of time taken by
different classifiers

Table 2 Time and accuracy comparison of different classifiers on different datasets

SVM MCM k-NN

Accuracy Time Accuracy Time Accuracy Time

Dataset 1 91.25 0.069 95.00 0.009 92.42 0.433

Dataset 2 96.25 0.322 92.50 0.0095 89.39 0.102

Dataset 3 95.00 0.733 93.75 0.085 98.51 1.057
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may require more extensive preprocessing. Datasets of various other languages can
be used as well. Also, more application of support vector machines can be explored
using minimum complexity machines.
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Performance Analysis of Different Models
to Find Value at Risk in the Indian Market
Using a Bi-Portfolio Allocation

Om Prakash Verma, Eshwar Agarwal, Cherry Agrawal
and Avanti Gupta

Abstract Risk analysis is one of the most important components of any financial
decision and has been a subject of extensive research. We present here a com-
parative analysis of different methods to calculate value at risk (VaR) in the Indian
Market. The models that have been explored are filtered historical simulations,
Monte Carlo, historical simulation, and variance–covariance. The implementation
was carried out in MATLAB, and the stock indices of NIFTY 50 and
BSE SENSEX were used as a representative of the Indian Stock Market. The results
obtained were first compared on the basis of time taken to calculate the risk incurred
using six different datasets. They were also compared on the basis of whether the
actual losses were within the calculated VaRs. A theoretical comparison on the
various methods was also performed.

Keywords FHS � HS � Monte Carlo � Variance–covariance VaR
VaR in Indian Market

1 Introduction

It is ingrained in the human nature to evaluate risks that are involved in a certain
proposition before reaching any decision. In case of financial dealings, it becomes
even more important to weigh the risks as the consequences of an unwise decision
can be monetary. Furthermore, over the last few decades, the scope of investment
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has increased manifolds with the invention of new financial instruments requiring
new objective methods to compute the incurable risks. Also, the recent crash of the
financial market in 2008 has increased the importance of such risk calculations. In
finance, such a risk is quantified in terms of value at risk (VaR).

Value at risk measures the potential loss in value of a risky asset or portfolio
over a defined period for a given confidence interval [1]. So if we invest Rs. 1000 in
the Bombay Stock Exchange with a 95% VaR of Rs. 100, then it means the chances
of incurring loss of more than Rs. 100 is less than 5%. VaR can be measured using
a variety of ways. However, according to a McKinsey report [2], the two of the
more popular methods are Monte Carlo (employed be 15% of the banks), historical
simulation (employed be 75% of the banks), and the rest (15%) using a hybrid
version of the two. However, VaR has also faced criticism as the results are as good
as the underlying inputs and assumptions. In fact, the calculated VaR can give a
false sense of security by underestimating worst results [3].

The paper has been implemented on the Indian Stock Market characterized using
the BSE SENSEX and NIFTY50 stock indices. The Indian Stock Market is one of
the dominant markets of the world that attracts a lot of domestic and international
investors. The origin of the Indian stock markets can be traced to the time of British,
and it has recently seen exponential growth [4]. However, the Indian Market is
regarded as more volatile than the markets in developed countries [4]. Bombay
Stock Exchange (BSE) launched in 1875 is the first stock exchange in Asia, and its
equity index BSE SENSEX (www.bseindia.com) is the most widely tracked
benchmark index in India. The National Stock Exchange (NSE) launched in 1994 is
the fourth largest in the world by equity trade volumes (www.nseindia.com).
NIFTY50 is the popular index associated with NSE.

The paper explores and compares four methods, namely, filtered historical
simulations, Monte Carlo approach, historical simulations, and variance–covariance
for risk evaluation with a specific emphasis on its adaptability to Indian Market. The
former two are more advanced and complex as compared to the latter two. Filtered
historical simulation is semi-parametric approach for calculating VaR. It uses his-
torical returns to predict likely incurable loss with a level of confidence. It uses
bootstrapping as one of its intermediate steps to lend it a nonparametric nature,
while EGARH provides the parametric nature resulting in overall semi-parametric
nature [5].

Monte Carlo simulation is parametric approach and incorporates non linarites of
the portfolio values. It creates Monte Carlo simulation trials for all possible
occurrences to predict likely incurable loss with a level of confidence. Extreme
value theory (GPD) is then used to analyze the tails in order to find the VaR [6].

Historical simulation uses past data to simulate future returns of the given
portfolio at the desired confidence levels. It does not make any assumptions about
normality like the variance–covariance method does. However, Fat tails can possess
challenge here [7]. Variance–covariance assumes that the returns of a portfolio are
normally distributed and exploits the properties of the normal distribution curve to
find value at risk [8]. For more than one asset, the value of covariance is incor-
porated [9].
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We have made six datasets by using the daily closing prices of NIFTY50 and
BSE SENSEX. Each dataset was run separately for all the approaches and the VaR,
and time elapsed to find the VaR was recorded. A graph was plotted for all the
approaches to help in comparative analysis. A comparative table based on existing
theory and experimentation result was also made.

Thus, the contribution of the paper can be summarized as follows:

1. Implementation of VC, HS, FHS, MC methods to calculate VaR.
2. Evaluation of VaR for NIFTY 50 and BSE SENSEX.
3. Comparison of time required for implementation of datasets of different sizes.
4. Comparison of VaR obtained for different datasets.
5. Theoretical comparison of the methods.

2 Related Work

Extensive research has been carried out in the field of VaR, and various models
have been developed. Three approaches are common in finding VaR, i.e., para-
metric, semi-parametric, and nonparametric [10]. Some of the frequently used
models, variance–covariance, historical simulations, and Monte Carlo have been
compared by Čorkalo, Šime [11]. Hull and White [12] have worked to incorporate
features of FHS in HS. Barone-Adesi et al. [13] have also worked in improving the
HS to take it toward FHS. Ghashang Piroozfar [14] has also published a detailed
thesis on comparisons between the nonparametric historical simulations and
parameterized historical simulation. Nan Zhang, Ka Lok Man and Eng Gee Lim
have worked on multithread programs to find VaR [15]. Hong and Liu [16] have
used Monte Carlo to calculate conditional VaR.

3 Filtered Historical Simulation

Filtered historical simulation (shortened as FHS) [5], a semi-parametric approach,
i.e., combination of nonparametric and parametric approach, is an advanced version
of historical simulation which is a nonparametric approach for calculating value at
risk. The FHS method was evolved to overcome the deficiency of HS [14]. HS which
is nonparametric method in nature is not able to incorporate and model the volatility.
FHS considers the past returns for calculating the VaR. It is basically based on the
belief that the past repeats itself. It analyzes the previous returns, and based upon that
value, it predicts the VaR for future. It uses bootstrapping approach which is sam-
pling with replacement to calculate the market VaR from the past particular time
period. It constructs a cumulative distribution function of returns over time. FHS
works on the assumption that the return vectors are independent and identically
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distributed. For this, we remove serial correlations and volatility clustered from data
using ARMA and EGARCH [17] models, respectively. In the simulation, we only
use the historical distribution and not the theoretical distribution.

Algorithm [14, 18]:

1. The datasets consists of the daily closing prices of two separate equity indices,
spanning certain trading days.

2. Consider an equiweighted portfolio and calculate the arithmetic returns by
multiplying the data with the weights and then calculate the logarithmic returns.

3. To meet the requirements of approximately independent and identically dis-
tributed observations, we use the autoregressive model to compensate for the
autocorrelation and the EGARCH model to compensate for the
heteroscedasticity.

4. The bootstrapped standardized residuals obtained simulate 2000 different
independent trials over a one-month horizon consisting of 22 trading days.

5. Reintroduce the autocorrelation and heteroscedasticity using the filter function
in MATLAB and get the portfolio returns.

6. Now sum all the portfolio returns to get a cumulative returns and draw a
cumulative distribution function.

7. Calculate the desired VaR values at various confidence levels over one-month
horizon or as needed (Fig. 1).

4 Monte Carlo Simulation

Monte Carlo simulation is an instance of mathematical technique [19] which is used
for risk analysis and decision making. It can be put to use in areas like finance,
manufacturing, and engineering; it is instrumental in providing information on the
possibility and likelihood of occurrence of an outcome.

It considers a range of possible inputs and evaluates outcomes based on these
inputs, henceforth, providing an option of choosing from wide range of actions. The
advantage of this approach is that extreme cases can be considered too.

Here, we consider a wide range of inputs which are used to calculate randomly
generated possible results [6]. These results are iteratively calculated taking dif-
ferent values each time. The distributions hence produced reflect the possible
outcome. The technique is unique in the sense that it creates simulations for the
randomly sampled outcome [20]. These simulations are run several hundreds of
times, and the resultant is plotted as a probability distribution of possible outcomes.

Algorithm [21–23]:

1. The datasets consist of the daily closing prices of two separate equity indices
spanning certain trading days.
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2. Consider an equiweighted portfolio and calculate the arithmetic returns by
multiplying the data with the weights and then calculate the logarithmic returns.

3. The Monte Carlo simulation assumes that the observations are IID. so that we
use the GARCH [24] model to compensate for the heteroscedasticity [25].

4. Extreme value theory [26] is applied at tails of the curve to remove fluctuations
and even out the values. These values are randomly sampled from the input
probability distribution curve.

5. Note the outcome from these samples and create 1000 simulation trials.
Calculate the desired VaR values at various confidence levels over one-month
horizon or as needed (Fig. 2).

Fig. 1 Basic approach of
FHS
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5 Historical Simulation

This is a nonparametric IID. [27] approach in nature and uses empirical distribution
of past returns to derive VaR results. It is nonparametric since it does not use
distributional assumptions to model VaR unlike other approaches which use models
like normal distribution as an intermediate step. It is a relatively easier approach and
incorporates correlations empirically. Historical simulation has the limitation [11]
that it takes the assumption that history repeats itself. Another assumption is that it
values recent data same as the old data, which in return becomes a cause for bad
estimated for parameters like high volatility. As a trade-off, sufficiently large data
are required to observe the rare events and base the results more accurately.

Algorithm [28]:

1. Load the dataset consisting of the daily value of portfolio.
2. Calculate the return incurred on each equity index.
3. Assume the initial allocation (considered equal in this case) and find the sub-

sequent allocations of the portfolio.
4. Find the net value of portfolio for each day and calculate the return day wise.
5. Sort the returns and find data on the approximate ninety-fifth and ninetieth

percentage location.
6. Adjust the VaR so obtained according to the time period required (Fig. 3).

Fig. 2 Basic approach of
MC
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6 Variance–Covariance Approach

It is the static risk management technique for evaluating the maximum loss incurred
in an investment portfolio for a specified time at a certain confidence level. It is a
parametric method since it calculates mean, expected value, or standard deviation to
calculate VaR. It uses the probability theory on a look-back period to calculate the
maximum [29] loss. The assumption made in the technique is that price returns and
volatility follow a normal distribution curve. Variance [7] follows from the prin-
ciple that more the standard deviation, more the price moves, which results in
higher loss or profits. For covariance, the principle being followed is that the
volatility of every asset is positively correlated, negatively correlated, or not cor-
related at all. The advantages [30] are that the approach is easy to understand with
minimum efforts in its implementation. The complex calculation methodology and
need of extensive amount of data account for disadvantages.

Algorithm [8, 9, 31]:

1. Load the dataset consisting of the daily portfolio.
2. Calculate the return incurred on each index.
3. For the stock indices, find the value of covariance.

Fig. 3 Basic approach of HS
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4. Find the net standard deviation on the basis of weightage, the standard deviation
of each index, and the covariance value between the indexes.

5. Find the VaR using the standard normal distribution formulas (Fig. 4).

7 Dataset

We have considered the stock indices, BSE SENSEX and NSE NIFTY50, as a
representative of the stock market to find VaR. The details are taken from Yahoo
Finance for the specified period of time in history. A consolidated list, based on
close price, is henceforth, prepared.

It is to be noted that both the indices were used simultaneously for the dataset. An
equiweighted portfolio was prepared assuming equal investment in each asset of the
portfolio at the beginning of time. Stock prices are taken for business days, excluding
any form of holidays. The datafeed toolbox was used to import data from Yahoo
Finance, and the needed postprocessing was done to align the data of the different
indices according to dates from the last to the first. The above process was carried out
on six different datasets. The 90 and 95% VaRs over a period of one month were
calculated for all the methods, and the time was noted. For the purpose of validation,
the data for month in consideration were downloaded from Yahoo Finance.

Fig. 4 Basic approach of VC
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8 Experimentation and Result

The coding for all the models was carried out on MATLAB [32]. The data was
imported from Yahoo Finance, and closing prices for the two portfolios were
considered. This dataset was processed further to obtain the return prices.

This was done over six different datasets over different time periods ranging
from one to two years over various years. The dataset is treated through all the four
techniques. The VaR for 90 and 95% confidence levels was calculated. The tech-
niques were also compared on the basis of methodology adopted, time taken to
obtain the result, and whether the actual results were within the calculated values
(Tables 1, 2; Fig. 5).

Table 1 Time taken by different techniques

Dataset VC HS MC FHS

1 0.0053 1.7150 29.4075 15.8489

2 0.0315 0.3640 37.7804 18.8381

3 0.0045 0.3698 21.6208 15.0086

4 0.0057 0.1536 23.0421 12.5042

5 0.0371 0.1749 24.5717 14.3213

6 0.0074 0.1431 22.7394 17.9902

Table 2 Value at risk calculation by different techniques

Dataset MC FHS VARCOVAR HS

90%
VaR

95%
VaR

90%
VaR

95%
VaR

90%
VaR

95%
VaR

90%
VaR

95%
VaR

1 5.6324 7.6189 8.5256 11.6944 5.4010 6.9303 5.1784 7.0743

2 6.5131 8.7713 8.9400 12.1124 5.6796 7.2878 5.5801 7.4862

3 7.2510 10.1342 7.4624 10.2342 5.9213 7.5980 5.5801 7.4862

4 2.7624 4.0299 2.9211 4.3486 4.4541 5.7153 3.7555 5.1786

5 4.0029 6.1739 2.8027 4.2357 7.1763 9.2083 2.5500 3.4401

6 6.1389 8.8811 6.0001 8.3863 6.4819 8.3172 3.7364 5.8703

Fig. 5 Plot of time taken by
different techniques
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To calculate the actual values of VaR, the data for the month in consideration
were obtained. An equal investment in both the shares was initially assumed, and
subsequent values were found. The returns were then calculated over the particular
period. A comparison table was prepared to illustrate the difference between the
four models.

To calculate the actual values of loss, the data for the month in consideration
were obtained from Yahoo Finance. An equal investment in both the shares was
initially assumed and subsequent values were found. The approximate values of
90% and 95% data points were then calculated over the particular period. It was
then seen if the obtained values were within the risk values as predicted by each
model (Tables 3 and 4).

Table 3 Validation table

Actual loss VC HS MC FHS

90% Point 95%
Point

90%
VaR

95%
VaR

90%
VaR

95%
VaR

90%
VaR

95%
VaR

90%
VaR

95%
VaR

Dataset 1 No loss No loss ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dataset 2 No loss No loss ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dataset 3 2.77% −3.30% ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dataset 4 2.77% −3.30% ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dataset 5 2.1% 3.25% ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Dataset 6 1.95% 2.4% ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 4 Comparison table

Variance
covariance

Historical
simulation

Monte Carlo
simulation

Filtered historical
simulation

Nature Parametric Nonparametric Parametric Semi-parametric

Time Least time
required for
computations

Takes more time
than VC but
lesser time than
the other two
approaches

Takes
considerably
more time than
FHS

Takes lesser time
than MC

Bootstrapping Bootstrapping
isn’t performed

Bootstrapping is
not performed

Bootstrapping is
not performed

Bootstrapping is
performed

Computational
cost

Least expensive More expensive
than VC

Computationally
very expensive

Computationally
less expensive
than MC

(continued)
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9 Conclusion

In this paper, we had aimed to implement and compare the four models variance–
covariance, HS, FHS, and Monte Carlo on the Indian Market using NIFTY50 and
BSE SENSEX. The project was carried out successfully and results within the
desired error limits were obtained.

A detailed table of comparison was drawn on the basis of available theory and
results obtained from the experimentation. It was noted that the maximum time was
taken by Monte Carlo, followed by filtered historical simulation, historical simu-
lation, and variance–covariance. On an average, Monte Carlo took 26.527 ms, FHS
took 15.7519 ms; HS took 0.4867 ms, and variance–covariance tool 0.01525 ms to
find both the VaRs. A decrease in the time taken was accompanied by decrease in
the complexity of implementation.

Table 4 (continued)

Variance
covariance

Historical
simulation

Monte Carlo
simulation

Filtered historical
simulation

Methodology Considers the
price movement
over a look-back
period and uses
the probability
theory to
compute the
maximum loss

The price change
is applied to
portfolio to
generate a
historical series,
and this is sorted
into percentiles
to find VaR

Generates large
number of
hypothetical trials
from the past data
to find VaR

Uses past data of
the portfolio
combined with
some
econometric
model to find
VaR

Dataset
requirement

Requirement is
high

Requirement is
high

Requirement is
low

Requirement is
low

Normality
assumption

Assumes normal
distribution

Does not assume
normality

Assumes normal
distribution

Does not assume
normality

Advantages Easy to
understand and
implement

Easy approach,
incorporates
correlations
empirically

Helps reduce
uncertainty by
considering wide
range of
possibilities,
flexible and
customizable for
various assets
and portfolios

Less data
requirement, use
shocks instead of
raw returns, use
volatility model
without
distribution of
the observation

Disadvantages Complex
calculations
involved and
high data
requirement

Assumes that
history repeats
itself, high data
requirement,
values recent
data same as the
old data

Underestimates
the probability of
extreme cases,
wide range of
inputs can also
pose problem if
they are not fairly
considered

Does not
consider all
possible
scenarios like
Monte Carlo
Simulation
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10 Future Work

Value at risk models can be further improved by incorporating real-time data like
news, market conditions. The methods can further be studied to ascertain their
accuracy during times of high risk when the losses are extreme. Allocation to more
than two components of equity can also be studied. Portfolio allocation to achieve
minimum risk can also be an area of future research.
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Hardware Co-simulation
of Reconfigurable FIR Filters on FPGA

Anindita Ghosh and Debashis Chakraborty

Abstract Field programmable gate array (FPGA) provides an attractive platform
for realization of different logical functions and hardware components frequently
used in digital signal processing (DSP) applications. These platforms present new
challenges for logic and hardware designers, particularly for the module that
involves the mapping of desired functionality onto the underlying prefabricated
reconfigurable hardware resources. A fundamental aspect of the DSP is filtering.
Digital filters having finite duration of impulse responses are referred to as finite
impulse response (FIR) filters. This paper mainly emphasizes on the design and
implementation of FIR filters of different forms in FPGA. The proposed design
algorithm of FIR is modeled in VHDL followed by verification and synthesis using
the XST tool. The performance of FIR is analyzed using the timing diagrams, HDL
synthesis report, and device utilization summary. This work also incorporates
hardware co-simulation of the system with real filter analysis.

Keywords FIR � Xilinx System Generator � Simulink � FPGA
Hardware–software co-simulation � JTAG

1 Introduction

FPGAs provide an alternative approach to ASICs. Among the important advantages
of FPGA are their re-configurability and on the fly design approach, large-scale
integration, availability of several onboard macros, and intellectual property
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(IP) cores. Owing to these features, FPGAs are rapidly shifting from prototype
designing to batch productions. Modern FPGAs have lookup tables (LUTs) [1] as
the basic logic unit and also support fast carry-chains in their logic slices. The
inclusion of the fast carry-chain has enabled efficient realization of arithmetic cir-
cuits since the general FPGA routing can be avoided. Apart from the general
LUT-carry-chain fabric, state-of-the-art FPGAs have in-built full custom processing
elements like adders, multipliers, DSP blocks, high-speed clocking, and I/O
resources. However, along with the advantages of the prefabricated aspects of
FPGAs it also limits the optimized synthesis of different circuits on these platforms.

Filter circuits allow electric signals at definite frequencies or frequency ranges
whereas eliminating others. FIR system consists of finite-duration impulse
responses and a finite count of nonzero terms. During the last few years, extensive
research work has been carried out in the field of formation of FIR (finite impulse
response) filter. Linear FIR filter can be designed using frequency weighting model.
FIR filters are stable and insensitive to quantization effect [2], so they are useful for
applications involving accurate, linear phase response. In this particular work
various FIR digital filter algorithms are designed in MATLAB, which is imple-
mented into VHDL code with the aid of Xilinx System Generator [3], the designed
model is further programmed onto an FPGA. The obtained responses are analyzed
and studied from the spectrum scope. The hardware–software co-simulation [4]
ensures that the designed model is practically realizable onto hardware.

2 FPGA-Based FIR Filter Design

2.1 Digital Filters

A digital filter enhances or reduces certain signal characteristics by performing
mathematical operations on a sampled, discrete-time signal. These are made up of
an analog-to-digital converter which samples the input signal, a microprocessor,
and few peripheral components like the memory for storing the data and filter
coefficients. The microprocessor consists of program instruction software; this
software performs necessary mathematical operations on the numbers received from
the ADC [5] to implement the digital filter. To expedite the filtering operations in
high-performance applications, an ASIC or FPGA is preferred over a specialized
DSP with specific paralleled architecture or a general-purpose microprocessor.

2.2 FIR Filters

Digital filters having finite impulse response are termed as finite impulse response
(FIR) filters. Unlike the IIR filters, these filters are non-recursive linear
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time-invariant systems where the present output is independent of the previous
outputs and depends only on the current input and the previous inputs.

The output of the FIR filter is calculated as a finite term, weighted sum of the
past, present, and maybe the future values of the filter input. The coefficients, order,
and type of the digital filter are to be determined from the given frequency response
specification. Filtering operation from the designed model is implemented using
suitable hardware or software. A difference equation or a system function specifies
the filter characteristics. The linear constant coefficient difference equation of a
(M + 1)th order recursive FIR filter is given as follows which explain the relation
between output y(n) and input x(n), where bk are filter coefficient (here ak = 0).

YðnÞ ¼
XM

k¼0

bkxðn� kÞ ð1Þ

Past input only ak = 0
Similarly, the Z-domain representation of the system transfer function H(z) is

given below:

HðzÞ ¼
XM

k¼0

bkz
�k ð2Þ

The difference equation signifies that the output response of the FIR filter is the
weighted sum of current and previous M inputs. The filter has order M and has
M + 1 taps [6]. If the length of the impulse response is M + 1 and H(z) is a
polynomial in z−1 of order M, then H(z) has M poles at z = 0 and M zeros at
positions in the z-plane determined by the coefficients bk. A FIR filter of order N has
N + 1 coefficients and requires N + 1 multipliers along with N two-input adders. If
the filter structure implements coefficients of the transfer function as the multiplier
coefficients, it is termed as a direct-form structure. These structures are efficient in
terms of memory requirement since the count of delay element is reduced. Direct
form is extensively used for all practical applications.

3 Methodology

3.1 Xilinx System Generator (XST)

Xilinx System Generator is used to design efficient DSP algorithm on FPGA.
‘Xilinx System Generator’ [7] is a high-level tool that aids in designing and
modeling high-end DSP systems that are realized in FPGAs. XST integrates Xilinx
with Simulink; it creates an .ise file which is used in Xilinx using the model file of
Simulink.
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3.2 Hardware and Software Required

We have used the Xilinx Spartan-3A FPGA to implement our design, and the
software and hardware used in our work are:

3.3 Spartan-3A

The Spartan-3A FPGA platform consists of five high-performance devices having
50 K to 1.4 M system gates, density migration feature, and 108 to 502 I/Os. The
main advantage of Spartan-3A is its low cost compared to its other counterparts. It
supports up to 176 Kbits of distributed RAM and 576 Kbits of byte-write enable,
fast-block RAM. Moreover, it has built-in multipliers for efficient DSP imple-
mentation along with digital clock managers (DCMs) for system-level clock
management functions. These features remarkably reduce system cost and result in
shorter design cycles (Table 1).

4 Implementation

Following are the steps for implementing the FIR/IIR filter on FPGA.
Step 1: The filter models are realized in Simulink. The in-built ‘FDA tool’ is

used to provide the filter specifications. The FDA tool computes the filter coefficient
with these input specifications, and this coefficient is saved in the workspace for
further use. The ‘Spectrum Scope/B-FFT’ block analyzes and displays the
mean-square spectrum of the response.

Step 2: In the next step, we use the Xilinx block set—‘FIR Compiler 5.0.1’,
which uses the previously stored FDA filter coefficient to compute the filter char-
acteristics. It supports direct-form-based MAC (multiply accumulate) FIR and
transposed direct-form-based MACFIR. This block helps in simulating different
hardware architectures of the filter specification (2).

The block set operates between the gateways—‘gateway-in’ and ‘gateway-out.’
The sampled input from the random source is fed in the ‘gateway-in’ which forms
the input to the FIR Compiler; the response from the ‘gateway-out’ is analyzed in
the ‘Spectrum Scope/B-FFT.’

Table 1 Hardware and
software required

Requirement Specification

Hardware/target device xc3s700a-4fg484

Software used (versions) MATLAB (R2010a)
Xilinx 14.3 ISE
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Step 3: Finally, a JTAG token [7] is generated from the System Generator.
The corresponding VHDL code is compiled in ISE software to generate a .bit file.
The .bit file is burnt into the FPGA—the synthesized spectrum from FPGA is also
analyzed in the Spectrum Scope/B-FFT’. A 20-ns FPGA clock period is configured
with the corresponding Simulink time period of 1/48,000 s while generating the
co-simulation token. The ‘Hardware Co-Simulation’ [8] blocks in System Generator
route the model created in Simulink into FPGA, thus giving the flexibility of
simultaneously running the design in hardware and also simulating a similar model
in software. Also, the generated co-simulation block ensures that the design is
synthesizable on the actual hardware.

5 FIR Filter Realization

This paper explains the realization of digital filters with different windowing
techniques and response types. A low-pass Hann window filter design is explained
in detail.

5.1 Filter Specifications

The Filter Design and Analysis Tool (FDA Tool) generates the filter coefficient.
Here, we have used the Hann window technique.

Windows are added in the design of digital filters to covert an ‘ideal’ impulse
response of infinite duration into a finite impulse response (FIR). The FDA filter
specification to design an optimized LPF with Hann window of the model for
hardware–software co-simulation is listed in Table 3. The FIR Compiler [7] further
uses this coefficient to analyze the filter response. The FIR specifications are listed
in Table 4.

Table 2 Hardware and software specifications

Property name Value

Top-level source type HDL

Product category All

Family Spartan-3A and Spartan 3AN

Device XC3S700A

Package FG484

Speed −4

Synthesis tool XST (VHDL/Verilog)

Simulator ISim (VHDL/Verilog)

Preferred language VHDL

VHDL source analysis standard VHDL-93
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5.2 Block Diagram to Design LPF

The system is modeled in the Simulink, and below is the block diagram of the FIR
model (Fig. 1).

5.3 RTL Schematic

The actual high-level RTL schematic and low-level RTL schematic (Fig. 2) of the
LPF are shown below.

Once the filter is designed in MATLAB based on their specifications, the Xilinx
System Generator is then used for the appropriate FIR FPGA filter implementation.
The current generations of FPGAs contain a huge number of configurable logic
blocks (CLBs) and thus are becoming more feasible for implementing a wide range
of complex applications. Our design is routed and programmed onto the FPGA
block.

5.4 Hardware–Software Co-simulation

The software filter model is further synthesized in the hardware. This ensures that
the design is configurable in the hardware. The response from the hardware is
compared with the software responses. The filters coefficients are adjusted so as to

Table 3 Design properties Filter property Value

Response type Low pass

Design method FIR (window)

Specify order 25

Window method Hann

Sampling freq. (Fs) 48,000 Hz

Cutoff freq. (Fc) 10,800 Hz

Table 4 FIR Compiler—
properties

Property Value

Coefficient type Inferred

Quantization method Maximize dynamic range

Coefficient width 16

Fraction length Best precision

Number of paths 1

Filter type Single rate

Output rounding mode Full precision
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minimize the difference in response characteristics of the hardware and software
simulation.

6 FPGA Implementation

Recent technologies allow implementing digital filter algorithms on FPGAs. Digital
filtering applications are designed with data path design approach which is well
suited for FPGAs. The benefit of the FPGA approach of digital filter implemen-
tation is its higher sampling rates compared to the traditional DSP chips, lesser costs
than an ASIC implementing a moderate volume applications, and finally more

Fig. 1 Hardware–software co-simulation block

Fig. 2 Low- and high-level RTL schematic of the FIR model
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flexibility than the alternate approaches. In particular, multiple multiply-accumulate
(MAC) units [9] may be implemented on a single FPGA.

Further since many current FPGA architectures are in-system programmable, we
can alter the configuration of the device to implement alternate filtering operations
or an entirely different functionality.

7 Results and Simulation

The performance comparison based on spectral analysis of the FDA tool,
FIR Compiler, and FPGA—all subjected to similar input is analyzed. The output
response from the hardware is exactly similar to the simulated FDA response, thus
validating the correctness of the designed model.

Below are the waveforms for LPF Hann window in Fig. 3.

8 Conclusion

This paper has presented a guideline to design and implement the digital filters with
the help of Simulink; the design is further realized in the field programmable gate
arrays (FPGA) hardware, thus making the model practically configurable. The
designed filters can be used as basic blocks in systems for communication, audio
synthesis, image processing, etc. According to the real-time challenges, we can
customize the filter specifications to make it compatible with the systems for var-
ious applications.

9 Future Scope

Further research may be extended for designing an adaptive filter, where we can
change the filter coefficient based on certain variable real-time input parameters
according to an optimization algorithm. Also, we can fabricate a universal filter by
partitioning the FPGA block and synthesizing different filters in different blocks.

Fig. 3 Waveforms of the hardware–software co-simulation
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Ranking of Sensors for ADAS—
An MCDM-Based Approach

Jayanta Kumar Baruah, Rabindranath Bera and Sourav Dhar

Abstract Nowadays, advanced driver assistance system (ADAS) is one of the
utmost emerging matters of intelligent transportation system (ITS). Many sensors,
with their own advantages and limitations, are available in market, to be implanted
in the vehicle to provide guidance to the driver. Such guidance enables the action of
vehicle by providing drivers advanced control and better driving experience. But
the choice of sensors among the available sensors is an important issue that needs to
be addressed. This paper presents a method, considering multiple constraints, to
provide ranking of those sensors to be used to design a robust, reliable, and
cost-effective ADAS.

Keywords ITS � ADAS � MCDM � AHP � Sensors

1 Introduction

The day-to-day problem in road transportation is now a social issue [1] because people
are facing substantial losses in financial matters, health, time, and mobility in the
absence of proper traffic management infrastructure. To improve traffic safety and
movement, vehicles and roadways are brought under the umbrella of intelligent
transportation systems (ITS). ITS is defined to be the application of progressive and
incipient technologies (electronic devices, sensors, communications, and
computer-based control) in conveyance to save primarily human lives and in addition
to that to save time, energy, and the environment toward overall economic growth of a
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nation [2]. American ITS society (ITSA) has already considered “vision zero” as its
primary objective, i.e., its principal motto is to minimize the road accidents and
interruptions in transportation as less as possible [3]. The main cause of 57% of
accidents is human error, whereas it acted as a catalyst in 95% of the accidents [4].

Advanced driver assistance system (ADAS), a part of ITS, provide assistance
and guidance to the driver in the process of driving by introducing sensor-based
electronic automation in vehicular systems. Safety features of ADAS are designed
for collision avoidance by introducing technologies that alert the driver to possible
threats or by implementing precautions and taking over control of the automobile.
There may be several adaptive features of ADAS like adaptive cruise control
(ACC), auto braking, smartphones/GPS-based traffic warnings, alerting driver
about other cars or obstacles, keeping driver in right lane or show what is in blind
spots [5, 6]. Hence by incorporating human–machine interface in ADAS, passenger
safety and road safety can be increased to a large extent.

The use of sensor-based electronics and computation based on system on chip in
modern vehicles have introduced several noteworthy active vehicle safety systems
such as electronic stability program (ESP), lane departure warning (LDW), lane
keeping system (LKS), and adaptive cruise control (ACC) which have contributed
significantly in life saving. Several ADAS already available in market are sum-
marized in Table 1.

This paper aims to investigate the different types of sensors which could be used
to make ADAS more robust. The actual purpose of such investigation is the
implementation of different types of driver assistance systems by addressing the
practical problem of driving tiredness and the boring procedures of driving tasks
including lane-change maneuvers, lane keeping, avoiding obstacles, or overtaking
vehicles ahead [7].

2 Sensor Technologies for ADAS

Nowadays, a wide range of sensors (such as sensors for measurement of lateral and
longitudinal acceleration, steering wheel angle, yaw rate, and wheel speed as well
as GPS, ultrasonic sensors, infrared sensors, cameras, and humidity sensors) are

Table 1 ADAS available in the market

Manufacturer ADAS implemented

Nissan Forward collision warning (FCW), LKS, low-speed ACC

Honda Night visions and collision mitigation brakes

Mitsubishi ACC

Mercedes Benz ACC and alarm for lane passing

Fiat Sensors for tires

Toyota Brake assist and navigation link

BMW Blind spot detection

Audi ACC stop and go including traffic jam assistant
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readily available. This allows combining multiple sources of information to help the
driver in decision-making process.

Sensors collect information from their adjacent environment such as pedestrians
and incoming vehicles. The sensors, used for ADAS to detect the neighboring road
traffic atmosphere of the vehicle, may be categorized into two types, viz. passive
sensors and active sensors [8]. Passive sensors (such as optical sensors/cameras)
identify the naturally emitted energy by the object and collect the statistical data in a
non-intrusive way. On the contrary, active sensors identify an object by analyzing
the echo of incident electromagnetic energy (for example, microwave radar, laser,
ultrasonic, and infrared sensors). Active sensors are capable of direct measurement
of distance and velocity of the target irrespective of weather conditions. However,
the drawbacks of active sensors are the low scanning speed, low spatial resolution,
bigger size and higher cost. On the contrary, by using high-resolution imaging
sensors (camera) the moving vehicles can be effectively tracked and the photo-
graphic information captured can be used for vehicle identification [5]. Unlike
active sensors, the passive sensors are significantly sensitive to environmental and
illumination conditions. Some of the sensors used in ADAS are listed in Table 2.

Table 2 Sensors used in ADAS

Sensors Output
format

Advantages Limitations

Active
sensors

IR Image Accuracy is very high to
measure a short distance

Small detector outputs

Lidar Image More efficient and cost
effective

Pulse is not reflected
properly if wet, reflective
objects

Radar Structured
time series

Superior penetration
capability through any type
of weather condition, and
can be used in the day or
night time

Cannot track if
deceleration is greater than
one mph

Ultrasonic Structured
time series

The response of analog
ultrasonic sensors is linear
with distance

Broad beam width

Passive
sensors

Camera Image Measurements of less than
one micron at reduced cost

Accuracy will be affected
if it is not clean and free
from dirt and other foreign
materials. Sensitive to
environmental and
illumination variations

Optical Image Sensitivity is very high Interference from multiple
effects. Sensitive to
environmental and
illumination variations
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3 MCDM-Based Design

It is evident from Table 2 that every sensor has its own advantages and limitations.
Thus, choice of proper sensor is a big challenge to design an efficient and
cost-effective yet accurate ADAS. The choice of sensors cannot be made based on
single criteria. There are multiple attributes that need to be considered. Here,
analytic hierarchy process (AHP) which is a “multi-criteria decision-making
method (MCDM)” has been explored for the sensors ranking.

3.1 Level-I AHP

AHP is a mathematical MCDM tool developed by Satty [9] to solve critical
decision-making problems. There are three principles that are to be typically fol-
lowed to solve a decision problem using AHP (Table 3).

a. Organization of the model.
b. Comparative decision of the alternatives and the criteria.
c. Combination of the priorities.

The step-by-step procedures of AHP-based solution are discussed in detail in
co-author’s previous works [10, 11].

Initially, active sensors like radar, ultrasonic sensor, lidar, IR and passive sensors like
camera are considered for ranking. The attributes that influence the decision for choice
of sensor in ADAS are the performance, reliability, robustness, cost, and availability.
Figure 1 shows the decision hierarchy for sensor selection specific to ADAS.

3.2 Level 2 AHP

(i) Reliability (Table 4)

(ii) Robustness (Table 5)

(iii) Performance (Table 6)

(iv) Cost (Table 7)

(v) Availability (Tables 8, 9, 10)
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3.3 Final Ranking

The final ranking of the five alternatives is calculated by multiplying the priority
vector of the criteria’s (from article 3.1) to the matrix of individual priorities (from
each of the AHP matrix of article 3.2) for five decision alternatives for five criteria.

Fig. 1 Decision hierarchy for sensor selection specific to ADAS

Table 4 Level-II AHP matrix for determining relative priority of sensors for reliability

Reliability IR Camera Lidar Radar Ultrasonic
sensor

Priority
vector

Consistency
ratio (CR)

IR 1 0.2000 0.3333 0.1428 0.1666 0.0410 CR = 0.0518

Camera 5 1 3 0.2500 0.3333 0.1503

Lidar 3 0.3333 1 0.1666 0.3333 0.0751

Radar 7 4 6 1 2 0.4409

Ultrasonic
sensor

6 3 5 0.5000 1 0.2927

Table 5 Level-II AHP matrix for determining relative priority of sensors for robustness

Robustness IR Camera Lidar Radar Ultrasonic
sensor

Priority
Vector

Consistency
ratio (CR)

IR 1 2 0.3333 0.1666 0.3333 0.0749 CR = 0.0763

Camera 0.5 1 0.3333 0.1428 0.2000 0.0482

Lidar 3 3 1 0.2000 0.2000 0.1251

Radar 6 7 5 1 3 0.4877

Ultrasonic
sensor

3 5 5 0.3333 1 0.2641
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4 Discussion and Conclusion

Majority of the sensors have a specified measurement range and signal bandwidth
restrictions. Thus, it becomes hard to distinguish “intended signal” (such as
obstacles in the road) and the system “noise.” The level of inconvenience, for the
sensors to track moving objects, takes a paradigm shift during hostile environmental
conditions such as rainy and fogy conditions.

Table 6 Level-II AHP matrix for determining relative priority of sensors for performance

Performance IR Camera Lidar Radar Ultrasonic
sensor

Priority
vector

Consistency
ratio (CR)

IR 1 0.1428 0.5 0.2000 0.3333 0.0515 CR = 0.0411

Camera 7 1 5 3 2 0.4346

Lidar 2 0.2000 1 0.3333 0.2500 0.0776

Radar 5 0.3333 3 1 2 0.2420

Ultrasonic
sensor

3 0.5000 4 0.5000 1 0.1942

Table 7 Level-II AHP matrix for determining relative priority of sensors for cost

Cost IR Camera Lidar Radar Ultrasonic
sensor

Priority
vector

Consistency
ratio (CR)

IR 1 4 4 7 0.5000 0.3044 CR = 0.0512

Camera 0.2500 1 2 5 0.2000 0.1279

Lidar 0.2500 0.5000 1 3 0.2000 0.0850

Radar 0.1428 0.2000 0.3333 1 0.1428 0.0379

Ultrasonic
sensor

2 5 5 7 1 0.4431

Table 8 Level-II AHP matrix for determining relative priority of sensors for availability

Availability IR Camera Lidar Radar Ultrasonic
sensor

Priority
Vector

Consistency
ratio (CR)

IR 1 3 3 5 1 0.3424 CR = 0.0125

Camera 0.3333 1 1 3 0.3333 0.1298

Lidar 0.3333 1 1 3 0.3333 0.1298

Radar 0.2000 0.3333 0.3333 1 0.2000 0.0557

Ultrasonic
sensor

1 3 3 5 1 0.3424
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ADAS performance can be improved by optimizing system performance
through effective sensor fusion techniques which is the coherent combination of
measured data from different sensors. Hence, it is important to choose proper set of
sensors for enhanced ADAS performance.

In this work, a ranking of sensors is found by considering multiple constraints
like reliability, robustness, performance, cost, and availability. It is found that the
active sensors like radar and ultrasonic sensors are having highest priority indices,
whereas passive sensor (camera) can also play an important role in the design of a
reliable, robust yet cost-effective ADAS for vehicular safety application.
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Offline Signature Verification Using Radial
Basis Function with Selected Feature Sets

Hemanta Saikia and Kanak Chandra Sarma

Abstract This paper presents evaluation results of support vector machine
(SVM) classifiers with radial basis function (RBF) kernel in offline signature ver-
ification. We have used two data sets of offline signatures and extracted 15 (fifteen)
features from each signature sample of the data sets. The best feature subsets of the
data sets were selected using filter and wrapper methods. For both the data sets,
SVM classifiers with RBF kernel were designed with every selected feature sets
individually. Classifiers were optimized, and their performances were evaluated
using 10-fold cross-validation. Another classifier was designed using both the data
sets combined to test the generalizability of the classifier across two different
signatures.

Keywords Support vector machine � Radial basis function � Offline signature
verification � Feature selection � Filter method � Wrapper method

1 Introduction

Offline signature verification is one of the demanding pattern recognition problems.
Confidentiality and legal issues are associated with handwritten signatures. So,
availability of standard benchmark signature database is very limited for offline
signature verification.

In offline signature verification, a signature image under inspection is matched
with its known genuine signature images. Using different pattern recognition
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techniques, forgery is tried to detect. There are three types of signature forgeries [1]
(i) random forgery, (ii) simple forgery and (iii) skilled forgery. In random forgery,
the forger does not know anything about the original genuine signature; the forger
produces just a random signature. When the forger produces a signature not having
access to the original signature but only knowing the name of the original signer, it
is called simple forgery. In skilled forgery, the forger has access to the original
signature. Thus, skilled forgery is the most difficult forgery to detect.

Being a pattern recognition problem, there are these six phases in offline sig-
nature verification: (i) data acquisition, (ii) preprocessing, (iii) feature extraction,
(iv) feature selection, (v) classification and (vi) performance Evaluation.

2 Data Acquisition and Data set Preparation

For our experimentation, we have used two offline signature data sets. The first one
was our own signature data set (data set 1) of 313 offline signatures. This data set
comprised of 191 genuine and 122 forged signature samples.

While collecting the signature samples, following protocols were followed:

(i) All the signature samples were collected on white A4 size papers.
(ii) Different pens were used by the signers.
(iii) Signature samples were collected in 7 (seven) different sessions in a span of

(9) nine days. Some signatures were collected in the morning, some in the
noon, some in the evening and some of them in the late night.

(iv) Signature images were scanned by a digital scanner with 200 dpi.

For producing the forged signatures, the forgers were supplied the genuine
signature. They were given enough time to practise the signature. All scanned
signature images were stored in JPEG format.

The other data set that we used was the IAPR-TC data set (data set 2) [2].
Seventy-six genuine and 104 forged (skilled) signatures (total of 180 signatures)
were used from this data set.

Signatures in both the data sets were with English scripts. In data set 1, signa-
tures were skewed (signature baseline is not properly horizontal), whereas in data
set 2, signatures were not skewed, but they had vertical long strokes. Visually,
variations were more between the signature samples of data set 2 as compared to
data set 1.

Another data set (data set 3) was also used in our experimentation which was a
combined data set of data set 1 and data set 2.

After acquiring the data sets, they were prepared for next stages of classification
by applying some preprocessing operations. Preprocessing helps to simplify and
improve the subsequent operations in pattern recognition. The preprocessing
operations applied on our signature samples were binarization, filtering and
cropping.
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3 Feature Extraction

Feature extraction is a process of deriving some characteristic parameters from the
patterns (signature images). The extracted features should represent their parent
pattern with reduced amount of data. Feature extraction helps in decreasing the
computation complexities in the subsequent stages of signature verification.

Features of offline signatures are broadly classified into two main categories—(i)
local features and (ii) global features [3].

Local features are extracted from a small region of the signature. These features
are very much noise sensitive. Extraction of local features is computationally
expensive. Global features are extracted from the complete signature image. Global
features are easy to extract, and these are least sensitive to noise.

For our experimentation, we have extracted the following 15 (fifteen) features
from each of the signature samples (genuine and forged) present in the data sets.

1. Slope between corners: It is the slope of the line joining the lower left corner
and upper right corner of a cropped signature image.

2. Aspect Ratio: This is the ratio of signature width to signature height.
3. Pure Height: This is the height of the signature after removing the vertical

blank spaces.
4. Pure Width: The width of the image after removal of horizontal blank spaces.
5. Normalized Signature Height: It is the ratio of maximum pure height to

maximum pure width.
6. Area of the signature Bounding Box: It is the area of the signature bounding

box after cropping of the signature image.
7. Normalized Signature Area: This is the ratio of the area occupied by signature

pixels to the total number of pixels.
8. Centre of Gravity (CG) in X direction: The value of X coordinate of the CG of a

signature image is its CG in X direction.
9. CG in Y direction: The value of Y coordinate of the CG of a signature image is

its CG in Y direction.
10. CG of the first half (H1) of the signature in X direction: When the signature is

vertically divided into two parts after cropping, the CG of the first half of a
signature in X direction is the CG of the first half.

11. CG of the first half (H1) of the signature in Y direction
12. CG of the second half (H2) of the signature in X direction
13. CG of the second half (H2) of the signature in Y direction
14. Baseline Shift: It is the difference between the vertical centre of gravity of the

left (H1) and right parts (H2) of the signature image. This indicates the overall
orientation of the signature.

15. Slope between H1 and H2: It is the measure of the slope between the CG of the
two vertically divided signature halves H1 and H2.

In the following sections, these features are indicated by their corresponding
serial numbers as mentioned above.
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4 Feature Selection

Feature selection is a process of finding out the smallest possible subset of the most
important and relevant features from the complete set of extracted features so that the
total number of features is reduced, but their class discriminatory information is still
intact [4]. Selected features must minimize the dissimilarity between genuine signature
samples and must maximize the dissimilarity between genuine and forged signatures.

In feature selection, using a comprehensive search method, the ‘best feature subset’
is tried to find that has the minimum number of features but contributes maximum
towards classification accuracy. The best feature subset is evaluated with three different
methods [5]: (i) filter methods, (ii) wrapper methods and (iii) embedded methods.

Filter method of feature selection uses different statistical tests to find out the
features that have the highest predictive power. For a chosen statistical measure,
this method calculates a score for each feature, and based on the scores, features are
given a rank. This method is independent of the classifier.

Wrapper method divides the feature set into some subsets using a search pro-
cedure. It applies the classifier on them, and based on the classification accuracy,
feature subset is evaluated using cross-validation [6].

Embedded methods perform selection of features during the training of a specific
classifier. The criteria for feature selection are found out during training. In this
method, feature selection and training of the classifier are combined together.

For our experimentation, we have used 2 (two) filter methods and a wrapper
method for feature evaluation. Individual feature subsets were evaluated and
selected for data set 1, data set 2 and data set 3 (the combined data set of data set 1
and data set 2).

(a) Feature subset F1: Feature subset F1 was selected using filter method. Here,
attribute subset evaluator was correlation-based feature selection subset evaluator
(CFS subset evaluator) and search method was the Best first.

CFS subset evaluator considers the individual predictive ability of each feature
along with the amount of redundancy between them to assess the significance of a
feature subset. Preference of selection is given to those feature subsets which are
highly correlated with their native class and have low inter-correlation with the
other class [7].

The best first search is basically based on greedy hill-climbing algorithm, but it
is augmented with a backtracking facility. It starts with no feature and generates all
possible single feature expansions. The subset with the utmost assessment is chosen
and is expanded in the same way by adding the features one by one. When no
improvement is resulted by addition of a subset, the search drops back to its
previous node and starts searching the next best unexpanded subset from there. The
best first searches the whole feature subset space till the evaluation of the subset
improves due to addition of a new feature. When further addition of subsets results
in no improvement, search is stopped and the best feature subset is returned [7].

(b) Feature subset F2: This subset was also selected by filter method. But,
chi-squared ranking filter was the attribute subset evaluator, and search method was
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attribute ranking. This feature subset evaluator evaluates the significance of a
feature by calculating the value of the chi-squared statistic with respect to the class.
This attribute ranking search algorithm gives ranks to all the features based on their
predictive powers. We selected the best 11 features from them, because the scores
for the remaining four features were too low. For data set 2, their scores were 0
(zero).

(c) Feature subset W1: This subset was selected using wrapper method. Attribute
subset evaluator was wrapper subset evaluator with support vector machine
(SVM) as the classifier and search method was the best first. Wrapper subset
evaluator uses the classifier (SVM in this case) to evaluate the feature sets.
Cross-validation is used to estimate the accuracy of the classifier for a feature set.
While selecting W1, we optimized the classifier parameters (C and c) using all the
features of the data set. In feature selection, these parameter values were used.

Table 1 shows the feature subsets F1, F2 and W1 evaluated for the three data
sets—data set 1, data set 2 and data set 3.

5 Classification with SVM and Evaluation Results

Support vector machine or SVM is a supervised learning algorithm. SVM con-
structs a hyperplane which separates the two classes with the largest possible
margin [8]. For linearly separable data of two classes, SVM finds an optimal
hyperplane to separate them so that the distances of the hyperplane to the closest
positive and negative training patterns (margin) are the maximum. When the data
samples are not linearly separable, SVM maps the data points into a higher
dimensional space called feature space using a nonlinear kernel. A separating
hyperplane with maximum margin is constructed in the feature space.

For a training set of instance-label pairs xi; yið Þ, i ¼ 1; 2; . . .; l, where xi2Rn and
y2 1;�1f gl, the SVM finds the optimum solution of the following problem [9]:

Table 1 Evaluated features with evaluation methods

Signature
set

Filter method Wrapper method

F1 F2 W1

Data set 1 2, 3, 4, 7, 8, 11, 12,
14, 15

8, 15, 14, 11, 3, 12, 7, 4, 10, 1, 2,
5, 13, 9, 6

3, 6, 8, 10, 14, 15

Data set 2 4, 6, 7, 10, 11, 12 10, 12, 4, 11, 6, 13, 15, 5, 7, 3, 9,
2, 8, 14, 1

3, 4, 7, 8, 9, 10, 11,
12

Data set 3 1, 3, 4, 8, 10, 11,
15

11, 8, 15, 4, 12, 14, 3, 10, 7, 13,
5, 6, 1, 2, 9

2, 3, 4, 7, 8, 10, 12,
14, 15
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min
w;b;n

1
2
wTwþC

Xl

i¼1

ni; ð1Þ

subject to

yi wT/ xið Þþ b
� �� 1� ni; n� 0 ð2Þ

Here, b is a bias term, and n is a nonnegative (n� 0Þ term called the slack
variable. The function / maps the training vectors xi into a higher dimensional
space. SVM finds a linear separating hyperplane with the maximal margin in this
higher dimensional space. C is the penalty associated with the errors. Small C
makes the cost of an error low, and large C makes the cost of an error high.

K xi; xj
� � � / xið ÞT/ xj

� �
is called the kernel function. Kernel function is used for

making nonlinear feature map. Some popular kernel functions are:
Linear kernel:

K xi; xj
� � ¼ xTi xj ð3Þ

Polynomial kernel:

K xi; xj
� � ¼ cxTi xj þ r

� �d ð4Þ

where c [ 0
RBF kernel:

K xi; xj
� � ¼ exp �c xi � xj

�� ��2
� �

ð5Þ

where c[ 0
Here c, r and d are kernel parameters.
With some parameter values of C and c, RBF kernel can perform like a linear

kernel [9]. Thus, RBF kernel can handle both nonlinearly separable and linearly
separable data. In the literatures [10–12], it has been found that in offline signature
verification, RBF kernel performs better than linear kernel and polynomial kernel.
We used SVM classifier with RBF kernel for our experimentation.

In an SVM with RBF kernel, C and c are the kernel parameters. C is the cost
parameter. And the c parameter defines the radius of influence of a single training
example. For optimizing the classifier model, suitable values of C and c are chosen
which give the best recognition rate.

C and c were optimized using grid search method. The optimized classifier
models were evaluated using tenfold cross-validation. Following three parameters
were considered for evaluating the classifiers:
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Recognition rate =
No: of corectly classified signatures

Total no:of signatures
� 100%

FRR ¼ Total no: of genuine signatures classified as forged
Total no: genuine signatures

� 100%

FAR ¼ Total no: of forged signatures classified as genuine
Total no: forged signatures

� 100%

For data set 1, first we designed the classifier using all the 15 extracted features.
Performance of the optimized model is shown in Table 2, column Full. Then, using
the selected feature subsets F1, F2 and W1, three different classifiers were designed,
optimized and evaluated (Table 2, column F1, F2 and W1). From F2, best 11
(eleven) features were used to design the classifiers.

Similarly, classifiers were modelled and evaluated for data set 2 (Table 3) and
data set 3 (Table 4).

Table 2 Evaluation with
Data set 1

Parameters/measures Full F1 F2 W1

C 2 3 2 2

c 4 5 4 4

Recognition rate in % 99.36 99.36 99.36 99.68

FRR 1.05 1.05 1.05 0.52

FAR 0 0 0 0

Table 3 Evaluation with
Data set 2

Parameters/measures Full F1 F2 W1

C 3 2.5 3 2

c 1 3 1 1.5

Recognition rate in % 96.11 97.22 96.67 97.78

FRR 6.58 6.58 6.58 2.63

FAR 1.92 0 0.96 1.92

Table 4 Evaluation with
Data set 3

Parameters/measures Full F1 F2 W1

C 9.5 9.5 9.5 9.5

c 4.5 4.5 4.5 4.5

Recognition rate in % 96.35 94.93 94.32 97.77

FRR 4.49 3.37 3.37 1.12

FAR 2.65 7.08 8.41 3.54
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6 Observation

In the classifier models designed for the three data sets—data set 1, data set 2 and
data set 3, feature subsets selected by wrapper method (W1) gave the highest
recognition rates. The highest recognition rate achieved in our experimentation was
99.68% in data set 1 with feature subset W1. Out of 313 signature samples, in this
case, there was a single misclassification (false negative). With other feature subsets
—Full, F1 and F2, recognition rates for data set 1 were 99.36% (2 wrong classi-
fications, false negatives), which were higher than data set 2 and data set 3.

Figure 1 shows the comparison of recognition rates of the three data sets with 4
(four) feature subsets—Full, F1, F2 and W1 derived from Tables 2, 3 and 4.

7 Conclusion

In our experimentation, we used two data sets with two different signatures. Both
the signatures were English script based. But their styles were different. We tried to
detect forgery using the same set of features and methodologies on them. It was
observed that the features selected for data set 1 and data set 2 (and data set 3) were
different (Table 1). Thus, it was evident that the effectiveness of the features was
not same for both the data sets. The reason behind this was that the style of a
signature defines its geometrical structure. Therefore, variations in the style of the
signatures result variations in their geometrical measurements. The features used in
our experimentation were some geometrical measurements of the signatures, and
thus, their effectiveness varied with the two different styled signatures.

Fig. 1 Comparison of
recognition rates
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There are diverse styles of signatures found in existence. Some signatures are
long and some are short, and some are graphical, while some of them are scripted.
Some signatures have long vertical or horizontal strokes, some signatures are
skewed, some are inclined, etc. Styles of the signatures based on different scripts
may also be different. Same features are not equally effective for all signature styles.
Depending on the style of the signature, stability of its features varies. Stability of
the features influences the recognition rate. Thus, recognition rate is also affected by
the style of the signature. To find a general model that will classify every style of
signatures, we must find out those features which are stable across all styles of
signatures. A proper combination of feature subsets and the classifier may result a
good recognition rate in offline signature verification.
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A Study on Prosodic Feature-Based
Automatic Classification of Languages
from Northeastern India

Sushanta Kabir Dutta and Lairenlakpam Joyprakash Singh

Abstract This paper describes a study on prosodic feature-based automatic lan-
guage classification system for four Indian languages from Northeastern India.
However, the number of languages may be increased. The present system can
classify the selected Indian languages into two broad groups of tonal and non-tonal
languages, based on the possibility of use of lexical tone in them. The lexical
tonality in a language is measured by the speed and level of pitch variations in
utterances. These parameters are applied as the inputs to a Naive Bayes classifier to
complete the design of the system. Here three Indian languages and one dialect,
namely Manipuri, Assamese, and Bengali languages and Kakching dialect of
Manipuri language, have been used. All these languages are from the Northeastern
part of India and are selected since no language classification or identification work
is reported for these languages so far. The experimental results reveal that the
present system is able to classify the Indian languages into broad groups of tonal
and non-tonal languages for a relatively less amount of training data being in use.

Keywords Tonal � Non-tonal � Prosodic feature � Speed of pitch
Level of pitch � Naive Bayes classification

1 Introduction

A language is said to be a tonal language, if the pitch variation within a word
changes the meaning of the word [1]. Manipuri, a scheduled Indian language
spoken by the people in the state of Manipur and part of Assam, is a tonal language.
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Phonemically, there are only two tones in the Manipuri language [2, 3], though
there are languages around the world like Mandarin Chinese, Vietnamese, etc.,
having four to eight tones [4]. In Manipuri, the tones are (i) level tone and
(ii) falling tone. The level tone is unmarked while the falling tone is marked as /`/.
Some of the examples of the Manipuri tones are shown in Table 1. However, in
non-tonal languages like Assamese and Bengali, pitch variations are observed only
in long duration of speeches.

In spoken languages, pitch is as a good representative of prosodic feature that
relates to phonation [5].

In order to design a tonal and non-tonal language classification system accom-
panying these pitch variation information, the Naive Bayes classifier has been used
here.

The rest of paper is organized as follows: Sect. 2 explains the detail of classi-
fication system while Sect. 3 describes the speech corpus. Experimental results are
available in Sects. 4 and 5 which also conclude the study.

2 Design of the Classification System

The details of the components used in the design of the language classification
system are mentioned below. The block diagram of the proposed system is shown
in Fig. 1.

Table 1 An example of
Manipuri tone

Tone description Level tone Falling tone

Tone symbol Unmarked /`/

Meitei Mayek Mi Mi

English gloss Spider Man

INPUT SPEECH

PITCH EXTRACTION

SPEED OF PITCH LEVEL OF PITCH

TONAL/NON TONAL LANGUAGES

BAYES CLASSIFIER

Fig. 1 Prosodic feature-based classification system
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3 Pitch Estimation

Autocorrelation method is used here for pitch estimation [6]. Accordingly, a speech
signal was segmented into successive frames of 20 ms each with a frame shift of
10 ms overlapping on one another. Next, the voiced frames were captured. Pitch
estimation has to be done on the voiced frames only. Therefore, voiced frames were
then passed through a low-pass filter having cutoff frequency at 900 Hz.
Autocorrelation function was calculated for voiced each frame, and from there pitch
estimation is done.

3.1 Speed of Pitch Change Module

The speed of pitch and level of pitch change were calculated after extracting the
pitch information from the speech signal. The pseudocode used for calculating the
speed of pitch change is mentioned as below:

1. Initialize counter k = 1 and V = total number of voiced segment
2. Initialize i and j as beginning and endpoint of kth voiced segment
3. Assuming the kth voiced segment has N number of frames, and speed of pitch

change (spk) for kth segment was calculated as

spk ¼
XN�1

i¼1

jfiþ 1 � fij ð1Þ

4. Increment k as k = k + 1
5. Check whether k > V, and if so then go to statement 6, else return to 2
6. Calculate ‘speed of pitch change’ (SP) for the entire utterance

SP ¼
XV

k¼1

spk ð2Þ

3.2 Level of Pitch Change Module

The pseudocode used for calculating the level of pitch change is stated as under:

1. Initialize counter k = 1 and V = total number of voiced segment
2. Initialize i and j as beginning and endpoints of kth voiced segment
3. Calculate average pitch frequency favg for kth voiced segment. Assuming the kth

voiced segment has N number of frames and calculate the level of pitch change
(LPk) for kth segment as
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LPk ¼
XN�1

k¼1

jfavg � fij ð3Þ

where fi is the pitch frequency of the ith frame

4. Increment k = k + 1
5. If k > V, then go to statement 6; otherwise, return to 2
6. Calculate ‘level of pitch change’ (LP) for the entire utterance as below

LP ¼
XV

k¼1

LPk ð4Þ

3.3 Design of the Classifier

Naive Bayes probabilistic model is used for the design of the classifier [6, 7].
Abstractly, the probability model for a classifier is a conditional model.

pðCjF1. . .FnÞ

Over a dependent class variable C with a small number of outcomes or classes,
conditional on several feature variables F1 through Fn. However, a more tractable
model using Bayes theorem is put down as

pðCjF1. . .FnÞ ¼ pðCÞ
pðF1. . .FnÞ � pðF1. . .FnjCÞ

The denominator in the above equation is constant, and the numerator can be
broken down using class conditional probability as

pðCjF1. . .FnÞ ¼ pðCÞ � pðF1. . .FnjCÞ

Now using Naive conditional independence assumptions that each feature Fi is
conditionally independent of every other feature Fj for i and j being different, the
joint model can be expressed as

pðC;F1. . .FnÞ ¼ pðCÞ
Yn

i¼1

pðFijCÞ

Now, when dealing with the continuous data, a typical assumption is that con-
tinuous values associated with each class are distributed according to a Gaussian
distribution. Here, the attributes are the speed and the level of pitch changes being
considered as belonging to Gaussian distributions.
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4 Description of the Speech Database

The data were collected from the native speakers of the languages Manipuri,
Assamese, Bengali, and Kakching dialect in studio. An equal ratio of male and
female speakers is kept in all cases. After recording, the data are sliced up into
smaller chunks of approximately 10 s duration. Only two of the languages are used
for training of the classifier. In this work, a total of 90 samples of each of Manipuri
and Assamese language data were used for training the classifier as tonal and
non-tonal samples, respectively. Thus, the total duration of training data is around
30 min. However, during testing the data from all the four languages Manipuri,
Assamese, Bengali, and Kakching were used. Around 1 hour of data were used for
each of the languages during testing.

5 Experimental Setup and Results

The experimental setup consists of two phases which can be summarized as in the
following sections.

5.1 Training Phase

In the training phase, the ‘speed of pitch change’ and ‘the level of pitch change’
were calculated as discussed for all voiced frames for samples of the training data.
Then the means and variances of ‘the speed of pitch change’ and ‘the level of pitch
change’ for tonal and non-tonal data are estimated considering them to be coming
from Gaussian probability density functions. These values were later used in the
testing phase for estimating the likelihood of each class.

5.2 Testing Phase

The ‘speed of pitch change’ and the ‘level of pitch change’ for the samples to be
tested were estimated. The probability density values were therefore estimated as f
(SP|tonal), f(LP|tonal), f(SP|non-tonal), f(LP | non-tonal). Then the likelihood scores
for each class were calculated as

f ðTLjSP;LPÞ ¼ f ðSPjTLÞ � f ðLPjTLÞ ð5Þ

f ðNTLjSP;LPÞ ¼ f ðSPjNTLÞ � f ðLPjNTLÞ ð6Þ
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where TL stands for tonal, NTL for non-tonal SP for speed of pitch change and LP
for level of pitch change. Each speech sample is therefore classified as tonal and
non-tonal on the basis of whichever class has the highest likelihood score. The total
number of samples used for each of the languages during testing phase along with
the correct recognition and false alarm are presented in Table 2.

The above results are then compared with some similar findings for non-Indian
languages using a GMM-based classification system [8] from a few standard
databases, namely CALLFRIEND, OGI-TS, and OGI-22 and are found to be sat-
isfactory. The results reported from standard databases are shown in Fig. 2.

6 Conclusion

Differences in the prosodic features among languages are not always very signifi-
cant [9] in a way such that a complete languages identification system can be built
using only these features. Therefore, a prosodic feature-based system described

Table 2 Performance of the classification system

Language Number of
samples

Correct
identification

False
alarm

Identified
as

Accuracy in
percentage (%)

Assamese 330 298 32 Non-tonal 90.30

Manipuri 330 313 17 Tonal 94.84

Bengali 293 219 74 Non-tonal 74.74

Kakching 213 129 84 Tonal 60.56

Fig. 2 Results for classification of accuracies in standard databases

588 S. K. Dutta and L. J. Singh



above should only be used as a pre-classifier and must be coupled with a
state-of-the-art language identification system such as the Gaussian mixture
model-based universal background model (GMM-UBM) [10]. The pre-
classification stage would reduce to a large extent the need of building up a
comparatively larger GMM-UBM for all the languages to be identified since this
would help categorize the languages into two subgroups. The task of identifying
any language would then be limited to identifying within the subgroups.
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Introducing 5G Front-End Femtocell
to Improve 4G Network Performance

Debasish Bhaskar, Safal Sharma, Rabindranath Bera,
Ganesh Sharma, Preman Chettri and Kharka Bahadur Rai

Abstract The rapid pace at which data traffic is increasing day by day in wireless
networks is a matter of concern. Thus, developing reliable solution that can handle
this ever-growing data traffic is vital. 5G-based cellular networks have several
distinct benefits. First and foremost, it will be able to deliver services similar to a
fiber-based broadband network. This is a significant performance improvement over
previous radio access technology. In this work, FBMC-based 5G front-end
Femtocell has been introduced. This introduction has helped to improve the per-
formance of existing LTE-based 4G JIO radio access. The designed model and
proposed infrastructure help to achieve a very high data throughput of the order of
1 Gbs per second and good signal strength with reduced BER.

Keywords Data traffic � Radio access technology � 5G � FBMC
LTE � JIO � Data throughput � BER

1 Introduction

World enjoyed the flavor of most extensively sold cellular technology known as
3G. This was capable of providing multimedia communication with the usage of
Wideband Code Division Multiple Access (WCDMA) and High-Speed Packet
Access (HSPA) technology. With 4G coming up at a rapid pace that uses LTE
network to support flexible bandwidth up to 20 MHz and Multiple Output (MIMO)
antenna transmission [1]. LTE uses orthogonal frequency division multiplexing
(OFDM) technology [2]. To improve the existing LTE network, the wireless
technology roadmap now extends to LTE-Advanced to meet IMT-Advanced
requirements that support bandwidth up to 100 MHz and is capable of providing
peak throughput rates that exceed 1 Gigabit per second [3]. But with the present
scenario that the world is going through in terms of data usage, these infrastructures
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would not be sufficient to meet the consumer’s demand [4]. Presently cellular
networks are overloaded with huge growth in data traffic. To deal with this rapid
explosion in mobile data usage, new solutions are required that can enhance the
performance of existing technology. Introduction of Femtocell and heterogeneous
networks with wireless fidelity are some of the solutions that can help to deal with
the massive explosion in data usage [5]. There is a requirement for new network
infrastructure. 5G is expected to introduce FBMC as desired waveform [6]. FBMC
is an upgraded version of currently used OFDM where multiple antenna technique
can be applied and MIMO technique [7] can be applied and offers higher spectral
efficiency, higher immune to multipath and zero inter-carrier interference [7]. In this
paper, we are interested to improve the performance of existing 4G JIO network
with the introduction of FBMC-based 5G Femtocell for better user connectivity [5].

2 Problem Associated with 4G JIO

The survey report of 4G JIO done at SMIT campus is presented in Table 1. In this
survey, measurements of different network parameters at different receiver height
have been tabulated. We are interested to stream high multimedia video using 4G
JIO enabled receiver handset. As it is clear from the table that when receiver is at
greater height we are able to watch high-quality video with good receiver signal
strength but as height gets decreased we observe that we are not able to watch the
video due to different network-related problems [8]. We can broadly sum up these
problems as a function of network congestion and signal propagation problem,

f ðcongestion and propagationÞ; ð1Þ

Congestion problem arrives from higher network layer but propagation problem
is associated with physical layer and it can be reduced with proper signal filtering
technology at waveform level and with proper antenna beam formation [1].

The standardization process for 5G has not yet begun. A challenge of today’s 5G
research is in the waveform part and in the antenna part as the mobile

Table 1 4G JIO survey done at SMIT campus at different receiver height

Height
(ft)

Video
quality
(HIGH–
LOW)

Channel
type (SD/
HD)

RF signal
level
metering
(bar)

Bit rate at
physical layer
(Kbps)

Network
layer bit rate
(Kbps)

60 HIGH HD 3 1260 1670

30 HIGH HD 2 664 1190

0 HIGH HD 1 nil nil

0 LOW SD 1 443 760
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communication at these mm-wave bands is far more challenging than the current
frequencies that are being used around the world as signals will suffer with more
noise.

3 Feasible Solution

In this proposed work, we are interested to mitigate the JIO 4G propagation
problem by improving the network performance of 4G JIO system by the intro-
duction of indoor 5G front-end Femtocell that will act as the trump card for
achieving good BER performance even at indoor units where 4G system alone is
not sufficient to provide required communication. A Femtocell is a cell that is
located in a cellular network that provides proper signal coverage to desired users.
Femtocell has been placed in an indoor unit that provides better coverage and it
practically enhances the data throughput and makes signal connectivity stronger.
Femtocell can provide connectivity to ten active residential users [5]. 5G Femtocell
connects to standard 5G-enabled cell phones and similar devices through their
wireless interfaces. Here, we are restricted to simulation platform as 5G has not yet
deployed and there is no such 5G enabled device.

The block diagram depicted in Fig. 1 has two units, namely outdoor unit and
indoor unit. Outdoor unit consists of 4G base station terminal, JIO-Fi modem, and
WiFi to 5G modem. Indoor unit consists of 5G Femtocell of 20 m. Let us take up
the system model as shown in Fig. 2. This system model has been developed with
SystemVue 2016.08 simulation platform by Keysight Technologies Inc., USA.
The BER metering tool has been set at outdoor JIO-Fi unit and indoor 5G unit. We
have replaced 4G mobile receiver equipment terminal with JIO-FI MODEM that is
placed at 10 m height above from normal 4G user mobile equipment to receive 4G
signal. We have used simulation platform to show the performance of the proposed
model. The simulation results that has been presented in Sect. 3 shows that that the

Fig. 1 Block representation of outdoor communication unit and indoor 5G unit
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This received signal will be directed as WiFi signal to feed it to an indoor 5G
unit that contains 5G FBMC transmitter and receiver. With the aid of JIO-Fi
modem, we will be able to capture RF signal that has been transmitted from 4G JIO
base station antenna even at places where signal suffers from high propagation loss
and has very high tendency to get fade. JIO-Fi modem will convert that signal into
WiFi signal and it will be again retransmitted and it will be received by WiFi
receiver and then it will be transmitted as 5G-FBMC signal.

Various data signal are given as input in Fig. 4 which can be mathematically
written as,

Fig. 2 System model of our proposed solution
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Dk tð Þ ¼
X

n

DK n½ �d t � nTð Þ; ð2Þ

where DK n½ � are the data symbols of different subcarrier with K as subcarrier index
and T is the symbol time spacing. Figure 4 depicts FBMC transceiver structure for
next-generation 5G system. FBMC is an upgraded version of ODFM. The major
dissimilarities lie in the choice of T and the transmitter and receiver prototype filters
F(t) and R(t).

Similarly, the transmitted signal of Fig. 4 can be mathematically acquired as,

T tð Þ ¼
X

n

X

n2b
DK ½ngF t � nTð Þej2p t�nTð ÞfK ð3Þ

Fig. 3 Real-time deployment

Fig. 4 Block diagram of 5G FBMC transceiver system
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where b denotes a various indices of active symbols. Here, in this structure, we
have assumed the channel to be ideal, the received signal R(t) will be same as
transmitted signal T(t). The diagram depicted in Fig. 3 shows the real-time
deployment scenario of our proposed work. We can see from the figure that JIO-Fi
modem has been placed at 10 m height that will capture the 4G base station RF
signal. 5G indoor CPE unit will receive the JIO-Fi signal upon which mobile users
at indoor residential units will be able to enjoy high-speed data connectivity.

4 Simulation Results

The system presented in Fig. 2 has been used as our desired model to obtain
simulation results in this section. Figures 5 and 6 show the simulation results where
we can observe the enhancement in performance by the introduction of
FBMC-based 5G Femtocell. Figure 5 shows the plot of SNR versus BER perfor-
mance at outdoor WiFi to 5G end and at indoor 5G end. We observe that there is an
improvement in BER up to the order of almost zero upon good signal strength at
FBMC receiver end. If we see the BER plot, then we observe that BER measured at
indoor 5G end is less as compared to BER achieved at outdoor WiFi to 5G end.
Figure 6 shows the data throughput that has been achieved at outdoor WiFi to 5G
end and indoor 5G end. We observe enhancement in data throughput at 5G end that
offers data throughput of almost gigabits per second experience to 5G residential
users.

Fig. 5 BER performance of
proposed model
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5 Conclusion

In this work, we have showed that existing 4G JIO network can be improved by
using upcoming 5G technology. 5G front-end Femtocell and WiFi networks can be
considered as silver lining to deal with current 4G JIO network coverage problem
that has been overloaded by huge data usage. In this paper, we proposed a 5G
Femtocell and JIO-Fi modem as a feasible solution for above-mentioned problems.
5G networks are in standardization stage, and there is no physical infrastructure
available. Since, there is a craze going on around the globe about the launch of 5G,
existing LTE 4G JIO network can be improved with the aid of 5G cell in terms of
good data throughput and reduced BER. We have catered for real-time deployment
of our proposed work that has been depicted in Fig. 4. We believe our obtained
simulation results are highly valuable for the enhancement of current cellular
infrastructure.
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Narrowband Hybrid Beamformation
System for Doable mmWave 5G Mobile
Communication System

Safal Sharma, Debasish Bhaskar and Rabindranath Bera

Abstract This paper introduces a new high-performance narrowband Hybrid
Beamformation (HBF) system for upcoming mmWave-based 5G system. HBF
system overcomes the pitfall of narrowband Analog only Beamformation and
narrowband Digital only Beamformation. Next-generation 5G communication
system will be taking the advantage of millimeter wave (mmWave) frequencies
band that inherits signal fading and immense propagation loss. The move toward
the mmWave spectrum facilitates the use of shorter wavelength. This facilitation
makes possible for small antennas to focus its radiated signals into narrow beam to
compensate for signal fading and path loss. An enhanced version of antenna gain
with much focused antenna beam with HPBW of almost 11° with gain of 23.45 dB
has been obtained in this paper. Assuming that both BS and MS have
prior knowledge of the narrowband mmWave channel, we were able to achieve
very low BER of almost zero when good signal strength was maintained after
Beamformation.

Keywords Narrowband � HBF � Analog beamforming � Digital beamforming
Antenna gain � HPBW � BER

1 Introduction

If we look globally, then cellular communication has become an everyday artifact.
If we go back to past decades, then we observe a vivid transformation of this
technology, from being a basic voice communication system that supported only
Analog technology to today’s system that facilitates advanced Digital technology.
In order to master the advanced technology of today’s world, it is important to
credit their origination and their transformation. We can classify the roadmap of
mobile communication into many versions, with 1G version being basic voice
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communication system that supported only analog modulation. This version was
followed by second version named as 2G, which facilitated data connectivity by
means of Digital technologies. This version was the pioneering version in terms of
wireless data connectivity in cellular networks. The introduction of data connec-
tivity in 2G gave word the taste of wireless data access, and it was positively
welcomed by the world. This gave motivation for further enhancements in this area
that credited to next 3G version. This version was equipped with high-speed data
connectivity using technologies such as wideband code division multiple access
(WCDMA) and high-speed packet access (HSPA) [1]. Presently, this network
version is the most accepted version of cellular networks among the consumers
around the globe, although next 4G network version is coming up at a rapid pace
[1]. Currently, 4G is providing its essence to the world that uses orthogonal fre-
quency division multiplexing (OFDM) technology with bandwidth of 20 MHz and
multiple input and multiple output (MIMO) [2] antenna transmission. The itch of
the data usage among the consumers is increasing day by day globally, and it is
vital to enhance existing LTE network with LTE advanced that supports maximum
bandwidth of 100 MHz [3]. With this rapid pace of increase in data usage,
LTE-advanced technology would not be sufficient to satisfy this pace after few
more years. World is looking into a newer version of cellular network that will act
as a silver lining to this data usage problem that can occur in coming years. This
newer version is termed as 5G version that is expected to introduce new technology.
The problem of today’s 5G research is to tackle the waveform frequencies that are
being used around the world as signals will suffer from more noise at these fre-
quencies. And these noise levels can be minimized by performing proper antenna
Beamforming [4].

2 Millimeter Wave-Based 5G Communication

Presently, cellular networks have become overpopulated with huge data traffic, and
in coming years, these infrastructures would not be sufficient to fulfill this over-
population. So, the next-generation 5G network is expected to exploit Wave
spectrum bands as shown in Fig. 1 that enables gigabit per second data rates and
supports transmission of large amount of data known as big data. If we move to
mmWave spectrum bands, we observe an increase in carrier frequency about
decuple times than the current frequency bands at which current cellular infras-
tructure operates. In reality, the path loss and fading with the use of mmWave are
bound to exist. To compensate for these aforementioned problems, mmWave
spectrum facilitates the use of very short wavelengths. This gives feasibility to
small antennas to concentrate signals into highly focused beams with enough gain
to overcome propagation loss and fading [5]. In this process, the beam gets nar-
rower and this narrowing of beam is called Beamforming where signals will be
summed constructively at some point in space to provide good signal strength with
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low noise and enhanced BER. To overcome the limitations of analog only
Beamformation and digital only Beamformation, newer solutions known as hybrid
Beamformation were proposed [6]. Analog beamforming with narrowband
mmWave signals is not capable of achieving higher gains, and performance of
analog strategies was inadequate as compared with digital strategies [6].
Additionally, digital beamforming with hundreds of antennas for narrowband
mmWave signals is not feasible due to hardware complexity and cost. We need a
compromising solution between these two technologies that divide the precoding
operations between the analog and digital domain, such that complexity and
cost are reduced providing better level of performance than that of digital
beamforming. This type of Beamforming technique is known as narrowband
Hybrid Beamforming.

The channel estimation for propagation of narrowband mmWave signal is very
challenging [7]. We consider that both base station and mobile station have perfect
knowledge of the narrowband mmWave channel.

3 5G Narrowband Hybrid Beamformation System

Let us consider a single-user mmWave 5G narrowband hybrid Beamformation
system as in Fig. 2. A base station (BS) transceiver and mobile station
(MS) transceiver use analog and digital precoder/combiner at transmit and receive
end, respectively. The number of antennas at BS and MS transceiver is nT and nR,
respectively. This work emphasizes on downlink transmission. The parameter nC is
the number of data creeks that are equal at MS and BS. The parameter nRF is the
number of RF chains that have been considered to be equal at BS and MS. BS
antenna nT establishes nC data creek communication as in [6] with MS antenna nR
such that

Fig. 1 Various spectrum bands at mmWave frequencies
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nC ¼ nRFð Þ\ nRð Þ\ nTð Þ; ð1Þ

BS applies (nRF � nC) and (nT � nRF) digital precoder FD and analog pre-
coder FA, respectively.

Now,

FT ¼ FDFA; ð2Þ

this is the (nT � nC) combined matrix that is used for precoding operations at
digital and analog domain. Hence, the transmitted signal that is of discrete time in
nature is given by

S ¼ FT s, ð3Þ

The variable s denotes the nC � 1 transmitted symbol vectors. Similarly, the
combiner at MS is composed of the analog and digital combiner WA and WD such
that

WT ¼ WAWD; ð4Þ

The signal R that came from transmitter traveling through narrowband mmWave
channel gets received upon processing with the combiner WT. For sagacity, we take

Fig. 2 5G mmWave 5G narrowband HBF system
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up a narrowband mmWave propagation channel as in [7–9], that rewards the 5G
MS receiver with the received signal,

R ¼ ffiffiffi

q
p

mHFT þ n: ð5Þ

where mH is the narrowband mmWave channel that exists across transmitter at BS
and receiver at MS. The parameter mH is a matrix having dimension of nT�nR, and
n is the noise. The noise n is of Gaussian type that attenuates the signal that is being
received at MS terminal, and q denotes the average power at receiver side. Here, we
consider that both BS and MS have perfect channel state information of the nar-
rowband mmWave channel mH. Doing so, very high Beamforming gain and an
enhanced version of BER have been achieved which are presented in Sect. 3. The
channel estimation is a challenge in narrowband mmWave channel, and there are
various potential ways to exploit the narrowband mmWave channel which is still a
continuing topic of research. Various constrains of the propagation medium
(channel) like path delay, power, angle of arrival, and angle of departure are
evaluated stochastically. These stochastically collected data are based on the
measurements from channel extraction parameter. Some of the channel parameters
that have been defined in our model are as follows:

• BS Height ¼ 8m and MS Height ¼ 1:3m
• MS� BS 2D distance ¼ 98m

4 Simulation Outcomes

The simulation results of our proposed mmWave 5G narrowband Hybrid
Beamformation system has been presented in this section. SystemVue 2016.08
simulation platform by Keysight Technologies Inc., USA, have been used to
develop this system. The limited scattering nature of mmWave channels has been
assumed. Further, these simulation results have been used to evaluate its perfor-
mance. The carrier frequency and bandwidth used were 73 GHz and 2.5 kHz,
respectively. The sampling frequency is set as 5 kHz that has been oversampled to
20 kHz with oversampling ratio (OSR) four. By doing so, the narrowband
mmWave signal can be perfectly reproduced with less noise and distortion. The
mmWave 5G narrowband Hybrid Beamformation system discussed in Sect. 2
considers only one BS-MS link with no interfering BSs, and it has been used as our
desired system model for simulation.
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5 Performance Assessment in Terms of BER

QPSK modulation scheme has been applied by all three types of Beamforming
strategies. The mapping of bits into symbol is such that one symbol is carrying two
bits. The BER achievement of our proposed mmWave 5G narrowband Hybrid
Beamformation system is depicted in Fig. 3, along with the BER performance of
narrowband Digital Beamformation and narrowband Analog Beamformation. The
proposed system gives reduced BER as compared to narrowband Digital and nar-
rowband Analog Beamformation alone. This reduced BER obtained here is suffi-
cient to support narrowband Hybrid Beamformation as an enabling technology for
next-generation narrowband mmWave 5G communication system as compared to
narrowband Analog Beamformation and narrowband Digital Beamformation alone.

6 Performance Assessment in Terms of Antenna Gain
and HPBW

The placement of antenna arrays is uniform rectangular array (URA) at transmitter
with spacing between arrays equal to k=2. Antennas are positioned in
three-dimensional rectangular geometry where the number of transmitter antennas
at position x ¼ 1, position y ¼ 8, and position z ¼ 8, such that nT ¼ 64. Similarly,
uniform linear array (ULA) (placement is configured at receiver with equal spacing
between antenna arrays as that of transmitter. Placement of receiver antennas in
three-dimensional linear geometry is such that number of receiver antennas at
position x ¼ 1, receiver antennas at position y ¼ 8, and receiver antennas at
position z ¼ 1, such that nR ¼ 8. We considered single BS-MS link with single RF
chain at BS and MS with no other interfering BSs and MSs as in Sect. 2. The
simulation results of resultant antenna beam pattern of transmitted signal in

Fig. 3 Figure compares the BER achievement of narrowband Hybrid Beamformation system with
that of narrowband RF and narrowband digital beamforming
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three-dimensional spherical geometry with antenna pattern type as three-sector
antenna elements with Y-Z uniform rectangular array configuration is presented in
this section. In Fig. 5, the HPBW Beamwidth of 11.23° for phi beamwidth and
11.33° for theta beamwidth with antenna gain of 23.45 dB is observed. Whereas in
Fig. 4, the HPBW beamwidth of 23.34° for phi beamwidth and 23.22° for theta
beamwidth with antenna gain of 17.87 dB is observed. The measurement results
obtained in Fig. 5 show that those measurements results are an enhanced version of
the measurements results obtained in Fig. 4. Thanks to narrowband Hybrid
Beamformation presented in Sect. 2 that helped to enhance the measurement
results.

Fig. 4 Figure shows the resultant transmit antenna pattern in absence of narrowband Hybrid
Beamformation

Fig. 5 Figure shows the transmit antenna pattern as a result of narrowband Hybrid
Beamformation
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7 Conclusion

Narrowband Hybrid Beamformation system was forward as a doable solution for
next-generation mmWave-based 5G system. The simulation results presented in
Sect. 3 showed that this type of system offers much focused and concentrated
beams of an antenna array. The Beamforming ability presented in this paper helps
to master the path loss and signal fading introduced by narrowband mmWave
channel. This paper showed that successful communication can be established
when mmWave narrowband signal was being used as a propagation signal. The
narrowband HBF system presented in Sect. 2 maintained very low BER and high
antenna gain by broadcasting very narrow beam. The authors of this work believe
that the simulation outcomes that have been achieved in this paper would help for
the development of 5G communication system.
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Accidental Event Detection Based
on Optical Flow Analysis

Navneet Nayan, Sanjeet Kumar and Sitanshu Sekhar Sahu

Abstract Event detection, in simple terms, means detection of the incidences
occurring around us satisfying the threshold condition of some predefined criteria.
In present scenario, event detection is gaining importance because of its versatility
regarding predefined criteria, threshold conditions and its widespread applications.
Many works have been done in this area. In the present paper, our goal is to detect
the accidents occurring on the streets, roads and highways. For this, we have done
the correlation analysis of optical flow and exhaustive simulation has been per-
formed to show its effectiveness. The results based on optical flow of frames and its
correlation show that the event is detected more accurately compared to the results
obtained due to correlation only. Also, an exhaustive study has been performed on
various accidental scenarios and it has been observed that the proposed method
accurately identifies the accidental scenario in every case, be it any kind of traffic
(more dense or less).

Keywords Accident detection � Optical flow � Correlation � Correlation
coefficient � Frame rate

1 Introduction

Event detection in present scenario is one of the most diverse and versatile area of
research. Also, event detection has widespread applications in the areas like traffic
monitoring, video surveillance, environmental monitoring, remote sensing. The
very first concept which should be known is “What is an event”. An event is any
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kind of occurrences satisfying the threshold condition of some predefined criteria.
These two “the threshold condition” and “the predefined criteria” are responsible
for the diverseness and versatility of this field. The various criteria decide which
kind of event it is, like our event may be accident detection, crowd dispersion,
traffic jam, crowd density estimation, etc. Many works have been done in all these
various areas. Here, we are focused on road accident detection.

At present time, traffic on roads is growing day by day at a rapid rate and the area
of highways and road is fixed. The increment in traffic capacity on the limited road
area and the rough and improper driving ultimately results in fatal road accidents
resulting in loss of lives. According to the reports of Association for Safe
International Road Travel (ASIRT), nearly 1.3 million people die in road accidents
every year and more than 50% of them are the ones having age in the range 15–44.
In context of India, scenario becomes a bit more terrifying, having nearly 0.5
million deaths per year. Nearly half of these deaths result only because the accidents
are not reported within the time and the victims do not reach hospitals at time. So
there should be some way so that every accident occurring anywhere should be
reported within time and lives should be saved. Here comes the concept of “au-
tomatic accident detection”.

Here in this paper, we will be using the concepts of optical flow and correlation
coefficient for the detection of an accident. After this brief introduction, the entire
paper is documented as follows: Sect. 2 contains previous works, Sect. 3 has the
methodology and its flow diagram followed by Sect. 4 having results and com-
parison with several other methodology, and Sect. 5 concludes the paper.

2 Previous Works

Many works have been done in the area of event detection (mainly, crowd dis-
persion and crowd density estimation), and optical flow has been a very important
tool for it. In [1], Horn and Schunck have discussed the formation of optical flow.
In [2], different optical flow methods and their performances were compared. The
concept of optical flow has been widely used for crowd dispersion and crowd
density estimation. In [3], the event criteria were to find crowd dispersion based on
the abrupt change in the weighted velocity of the crowd. Also, concept of divergent
centers has been proposed in this paper. In [4], authors have used roadside video
data for learning the traffic pattern and also they have used vision-based techniques
for tracking and determining the kinetic features of vehicles. An Android-based
application has been developed and tested in [5]. Here, the authors have tried to
minimize the delay from the detection of the accident till the victim is safely handed
to the hospital or the concerned authorities. Along with it, there has been a dis-
cussion of both visual and audio surveillance of road accidents in [6, 7]. In [8],
correlation of matrices has been discussed.
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3 Methodology

The entire framework can be shown as

Action taking 
place around cameras

Predefined criteria 
is satisfied

Event is detected

3.1 Idea to be Exploited for Accident Detection

In case of a normal moving traffic, the scene will keep on changing in a regular
manner. Hence, the correlation between the matrices of consecutive frames will
keep on changing as well as the correlation values will be less. After the accident
took place, the part of the scene where the accident took place will remain static and
hence the correlation values between consecutive frames will be more for longer
period of time. In this paper, we have tried to find a pattern of correlation coefficient
of the optical flow of consecutive frames rather than the correlation coefficient of
consecutive frames, before and after the accident. The flow chart of the entire
process can be described as

Event is detected

Capturing videos with the help of cameras

Frame extraction and making the first frame as background

Subtraction of background from current frame

NO

YES

Optical flow calculation

Similarity calculation between consecutive frames

Is similarity more than 50% 
for more than 50 frames??

SINK
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4 Results and Discussions

The above-mentioned methodology has been tested on the videos obtained from
YouTube. We have performed the simulation on Intel(R) Core(TM) i7-6700 CPU
@ 3.40 GHZ processor with 8.00 GB RAM. We have two kind of videos. The first
video, i.e., video 1 has least traffic, and only two vehicles are moving which were
moving and made a collision. Two frames of this video have been shown here. The
second video is the CCTV footage of a very busy road of Nepal. The frames of this
video are clearly indicating the density of traffic. Here in this video, a motor cyclist
lost his balance and hit the bus coming toward him. The parametric description of
these videos is as follows.

Video 1: The length of video is 10 s and has 242 frames. The frame size is 1280
by 720. We have extracted the frames with a gap of 8 frames, and the processing
was done on these frames. In Fig. 1 first picture indicate the accident took place and
second picture is the last frame of the video.

In Fig. 2, we plotted the correlation coefficient values of optical flow of con-
secutive frames versus frame number. Here, two regions have been highlighted.
Region 1 shows the point of accident, i.e., the frame around which accident took
place. As we all know, the accidental spot in the scene remains static, and region 2
describes this static behavior. In region 2, we see that the values of correlation
coefficient are very high and maintaining those high values till the end of scene.
This pattern shows that there is an accident and hence an event occurred. In Fig. 3,
we have plotted the correlation coefficient values of consecutive frames versus
frame number. Here, it is observed that the range of correlation coefficient values is
between 0.97 and 1. Hence, it is a bit tedious task to make a threshold condition and
to make a decision of accident in this case.

Video 2: The length of video is 3 min 22 s and has 5072 frames. The frame size
is 1280 by 720. We have extracted the frames with a gap of 24 frames. Its result is
shown in Fig. 4.

Fig. 1 First picture shows the frame in which the accident took place, and second picture is the
last frame of video
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In Fig. 5, we are clearly getting a pattern. Here also we have some regions.
Region 1 is showing the point of accident, i.e., the frame number around which the
accident took place, and region 2 once again showing the pattern of high correlation
values after the point of accident, which signifies that there are little changes in the
scene after the accident. Whereas in Fig. 6, it is tough to find any pattern or region
indicating any accident or event. The entire result for detecting an event is sum-
marized in Table 1.

Fig. 2 Plot of correlation coefficient versus frame number when correlation analysis was done on
the optical flow of consecutive frames. Here, we find an accurate detection of accident

Fig. 3 Plot of correlation coefficient versus frame number when correlation analysis was done
only on consecutive frames
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Fig. 4 Two frames are showing the accidental frame and the last frame of video

Fig. 5 Plot of correlation coefficient values of consecutive optical flow of frames against frame
number

Fig. 6 Plot of correlation coefficient values of consecutive frames versus number of frames. Here,
we can see that no significant region or pattern was observed which can decide the accidental scene
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5 Conclusion

In this paper, a method based on correlation analysis of optical flow has been
proposed for accident detection. The proposed methodology and the tabulated
results clearly explain that combining the concept of correlation and optical flow
provided more accurate and perfect results as compared to the correlation alone.
During the experimentation, several other factors also came into discussion. The
length of videos, the gap of frames at which frames have been extracted, the area
covered by vehicles in the scene, the field of view of camera and the density and
movement of vehicles also put an effect on the results. For making a robust setup to
detect any kind of accidental scene, it is important to make a trade-off between all
these factors.
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Table 1 Summary of the results and discussions of video 1 and video 2
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of video
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of frames
to be
processed

Time taken
for entire
processing (in
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Range of
correlation
coefficient

Pattern
observed

Remarks
regarding
accident
detection

Only
correlation
analysis

Video 1 32 24.68 0.97–0.99 Yes Not
detected
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detected
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Application of 5G Waveform in Internet
of Things (IoT) and Its Impact on BER
in Physical Layer

Pallavi Neog, Rajat Paul, Shantanu Roy and Rabindranath Bera

Abstract Wireless freedom, smaller size, faster speed, smarter world: the next
advancement is here, i.e., 5G. Recently, the world is going crazy over the latest
technology, i.e., 4G (LTE/LTE-Advanced networks). Also in India, Reliance Jio 4G
network has gained immense popularity. Already research has started in the coming
next generation, i.e., 5G with an aim of increasing data rate from 10 to 100 times,
reducing energy consumption by 10 times, increasing 100 times more connected
devices, and also to reduce the latency. Hence, 5G network will be able to support
machine to machine communication efficiently. That will make the 5G network
capable of monitoring and controlling millions of devices and will provide the
enormous data collection and distribution requirements of Internet of Things, i.e., IoT.
Here, in this paper, a comparative analysis of BER performance of LTE-Advanced
system and 5G system has been done, once with big date, i.e., wideband and then with
control signals, i.e., narrowband, as for implementing IoT, big data is needed to
support massive devices with high speed and narrowband is needed for controlling
purpose.We are concerned about BERperformance as BER is an important parameter
for system performance analysis. SystemVue 2016.08 software has been used for
experimental purpose. Also, MATLAB 2015 has been used.
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1 Introduction

In today’s LTE/LTE-Advanced networks, orthogonal frequency division multi-
plexing (OFDM) is used. To gain access to the network, two different waveforms
are used: for downlink purpose, OFDM access (OFDMA) and for the uplink pur-
pose, single carrier frequency division of multiple accesses (SC-FDMA) are being
used.

1.1 Orthogonal Frequency Division Multiplexing (OFDM)

OFDM is a digital multicarrier modulation technique. It uses multiple subcarriers
within the same single channel, thereby extending the concept of single carrier
modulation scheme. OFDM uses orthogonal subcarriers and transmits them in
parallel. OFDM uses frequency division multiplexing (FDM). Contrary to tradi-
tional FDM, in OFDM, subcarriers carry the information stream. OFDM subcarriers
are orthogonal to each other. To each symbol, a guard interval is added to reduce
inter-symbol interference. OFDM has the ability to cope with severe channel
conditions which are not possible in case of single carrier modulation scheme.
OFDM has the ability to convert frequency selective channel to flat channel.

The OFDM symbol can be mathematically expressed as

p tð Þ ¼
XN�1

k¼0

Xkej2pkt=T ; 0� t\T ð1Þ

where {Xk} are the data symbols, N is the number of subcarriers, and
T is the OFDM symbol time. The subcarrier spacing is of 1/T which makes them

orthogonal. The orthogonality can be expressed as

1
T

ZT

0

ðej2pk1t=TÞ�ðej2pk2t=TÞdt

pðtÞ ¼ 1
T

ZT

0

ej2p k1�k2ð Þt=Tdt ¼ dk1k2

ð2Þ

where {*} denotes the complex conjugate operator and d is the Kronecker delta.
A guard interval of length Tg is inserted before the OFDM block to avoid ISI.

A cyclic prefix is also transmitted during this interval. The OFDM symbol with
cyclic prefix can be expressed as
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pðtÞ ¼
XN�1

k¼0

Xkej2pkt=T ;�Tg � t\T ð3Þ

One of the applications of OFDM is LTE/LTE-A

1.2 Long-Term Evolution (LTE)

Long-term evolution (LTE), release 10, referred as LTE-Advanced, is the step
toward true 4G evolution. LTE and LTE-A works under same technology with the
advance signifying the difference between the release 10 and ITU/IMT-Advanced.
For the multiplexing, it uses both time division multiplexing (TDM) and frequency
division multiplexing (FDM). In case of LTE-A, downlink multiplexing is a
combination of TDM and code division multiplexing (CDM) and for LTE,
downlink multiplexing is a combination of TDM and FDM. Carrier aggregation is
used in LTE-Advanced. LTE-A is one of the technologies suited for IoT.
Though OFDM is currently used in 4G, it has got few significant disadvantages
which need to be taken into consideration.

• High peak to average power ratio.
• Loss in spectral efficiency due to cyclic prefix.
• Insertion and the presence of significant out-of-band emissions.

To overcome the disadvantages of OFDM, FBMC, a new multicarrier trans-
mission technique has been brought into the picture.

1.3 Filter Bank Multicarrier (FBMC)

FBMC is a multicarrier transmission technique which is basically an up gradation
of OFDM. FBMC is suitable for new concepts, specially, cognitive radio.
Unlike OFDM, where filtering is applied per full band basis, FBMC applies filtering
per subcarrier basis; hence, out-of-band spectrum characteristics is improved in case
of FBMC [1] (Fig. 1).

Fig. 1 Filtering methods of
OFDM and FBMC
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In FBMC, the neighboring subchannels are orthogonal. Offset quadrature
amplitude modulation (OQAM) is used in FBMC. High bit rate is obtained due to
OQAM modulation along with filter banks; hence, guard time or cyclic prefix is not
needed like OFDM. First step of OQAM modulation is converting complex data to
real and imaginary. And the conversion is different for even and odd subcarrier. The
second step is putting the time offset of half symbol period to one of the data flow
and adding the two data flow together. Real part of the complex data on the odd
subcarrier multiplied with 1 will be sent to the Mux to form the second data flow.

The prototype filter of FBMC can be described by the following equation

pðtÞ ¼
XL�1

i¼0

hi � x n� 1ð Þ ð4Þ

where L = length of filter impulse response
FBMC can be used to implement IoT.

1.4 Internet of Things (IoT)

With people craving to be surrounded by smart services and application environ-
ment, this next decade will see the development of smart city, smart wearable’s with
computing power, remote health care and smart education, and safety systems as a
context of the former [2]. Smart agriculture will play an important role in feeding
the ever-growing population with minimal harm to the environment [2]. Internet of
Things (IoT) will be the fuel to avail these services. IoT will probably be the next
thrilling application. By 2020, it is estimated that around trillion devices will get
connected to the Internet and it will account for the maximum of the internet traffic.
With devices being equipped with computational power, faster processing and
battery life will be major issues. The estimated connected devices by the end of this
decade will ask for massive connectivity and bandwidth. High coherence or
integrity in the network will serve the massive machine to machine (M2M) traffic.
The access devices in IoT will be using 5G next-generation network (NGN) for the
access technology. It will serve the massive M2M traffic [3]. 5G NGN is going to
be the backbone for IoT deployment process and for meeting the requirements. This
next-generation network uses small cell configurations to support the high density
of devices. This new generation network provides communication directly between
devices, even at cell edges [3].
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1.5 Review on 5G-Based IoT

IoT is expanding its reach to commercial world with its backbone as LTE/LTE-A. It
is estimated that by 2020 IoT-based devices will reach over trillions. With the
bandwidth of 4G (20–100 MHz), it will not be possible to accommodate this
massive amount of devices. Shift to the next generation (millimeter wave), i.e., 5G
will help to the cause. The European Union came up with an action plan for IoT.
Internet of Things (IoT) is going to drastically reshape the way our societies
function over the next decade. Internet along with wireless communication, location
awareness based on users, and wireless sensor networks converts everyday objects
into thinking and context-aware IoTs. Commonly known objects will be powered
with Internet accessible AI. Depending on processing capabilities, the devices will
offer intelligence and communication features. Over thousand devices will be used
by each user by 2020, with most of them will be IoT based. With so many active
devices, big data is what will describe this massive data. 5G will be used for these
big data for high bandwidth, improve integrity, and lower latency. AT&T (T)
already has some 8 million web-connected cars linked to its 4G network.
Vodafone says it had 41 million IoT connections as of September. Cisco claims to
have connected 4.9 billion devices online and will connect 12.2 billion by 2020,
and few will be 5G, whereas Cisco and IBM aiming to provide low power con-
nections to almost all IoT devices with Wi-Fi and other unlicensed spectrum.

2 System Model

With the help of SystemVue 2016.08, the bit error rate (BER) performance of 4G,
i.e., LTE-A and 5G system, is analyzed. Here in case of 5G system, the waveform is
chosen as FBMC. Firstly, the BER performance of LTE-A and FBMC is compared.
In this case, the respective bandwidth is set to 10 MHz and the carrier frequency is
set to 60 MHz Secondly, BER comparison of narrowband IoT (NB-IoT) and
FBMC-IoT is done. In these cases, the respective bandwidth is set to 180 kHz and
the carrier frequency is set to 60 MHz. In the third step, the effect of widening the
bandwidth of FBMC system on its BER performance is analyzed by varying the
bandwidth from 10 to 100 and 1000 MHz, keeping the carrier frequency constant at
60 GHz. In all the above cases, for the FBMC system model, the antenna was not
connected. So in the fourth step, omnidirectional antenna is connected in transmitter
side of FBMC system by. In the receiver side of 5G system, receiving antenna is
done. Same is implemented in case of FBMC-IOT system. In the fourth step, the
effect of widening the bandwidth in case of FBMC system using omnidirectional
antenna on its BER is analyzed by varying the bandwidth from 10 to 100 and
1000 MHz, keeping the carrier frequency constant at 60 GHz. In the fifth step,
effect of narrowing the bandwidth in case of FBMC-IoT system using omnidirec-
tional antenna on its BER is analyzed by varying the bandwidth from 10 to 1 MHz
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and 100 kHz, keeping the carrier frequency constant at 60 GHz. Finally after taking
all the readings from SystemVue 2016.08, the respective graphs are plotted using
MATLAB 2015.

In the FBMC-based 5G system with antenna, the transmitter part consists of
random bits, mapper, FBMC source, complex to rectangular converter, and mod-
ulator. Then transmit antenna is connected; after that, noise density and receiver
section are connected.

Figure 2 FBMC transmitter in which random PN sequence is the source.
Followed by the mapper that is used to map the bits of the random bit sequence into
the constellation. The output of the mapper is given as the input to the
FBMC_Source. Then the signal is up-sampled into the RF signals which consist of
the local oscillator and the modulator to simulate the effects of phase noise, IQ
imbalance, and other RF impairments.

Initially, inside the FBMC source, the arbitrary waveform with explicit values is
used to initiate the OFDM_SubcarrierMux. The second Block i.e., OFDM_
SubcarrierMux multiplexes different Types of Signals in Frequency Domain to
corresponding Subcarrier location. It consists of four/branches of input and the data
input bus may be of an OFDMA user or pilot. If there is the subcarrier overlap in
the input branch, then for instance, both branch i and j have allocation to the kth
subcarrier, and the data in the Max (i, j)th branch will be the final value.
Then OQAM modulation is done. After that polyphase network-IFFT (PPN-IFFT)
is done. Then the transmitted signal passes through channel to reach the FBMC
receiver. The FBMC receiver does the opposite of the source.

3 System Response

The response of the concerned models is plotted with the help of MATLAB 2015,
and the response obtained is shown below.

Fig. 2 System model of FBMC-based 5G system with antenna
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From Fig. 3, it can be concluded that at 10 MHz bandwidth, the BER response
of FBMC is better than that of LTE-A. FBMC system is having a highest BER
value of 10−7, whereas the LTE system is having a highest BER of 10−5.

From Fig. 4, it can be concluded that at 10 MHz bandwidth, the BER response
of FBMC-IoT is better than that of NB-IoT. FBMC-IoT is having a highest BER
value of 10−7, whereas the NB-IoT system is having a highest BER of 10−6.
NB-IoT system is exploring OFDM.

From Fig. 5, it can be seen that with the widening of bandwidth, the BER
response of FBMC system is degrading. Here in this case, the bandwidth is varied
from 10 to 100 and 1000 MHz. In each case, the SNR is varied from −20 to 20.
With increase in bandwidth, the BER performance is degraded. For example, in the

Fig. 3 LTE-A BER v/s
FBMC BER with respect to
SNR at 10 MHz bandwidth

Fig. 4 NB-IoT BER v/s
FBMC-IoT BER with respect
to SNR at 10 MHz bandwidth

Fig. 5 BER v/s SNR
response of FBMC system at
10, 100, and 1000 MHz
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graph, it can be seen that at SNR value of 13, the BER value of FBMC with
bandwidth of 10, 100, and 1000 MHz is 31.79e-6, 92.08e-6, and 8.073e-5. This is
happening because with increase in bandwidth, higher level of noise will be
received; hence, the BER value will get enlarged.

From Fig. 6, it can be seen that when antenna is connected in the FBMC system,
then after increasing the bandwidth, the BER response is getting poorer. For
example, from the encircled region of the graph, it can be seen that at a SNR value
of 60, the BER value of FBMC system with antenna at a bandwidth of 10, 100, and
1000 MHz is 110.9e-7, 245.5e-6, and 90.3e-5, respectively.

From Fig. 7, it can be seen that when antenna is connected in the FBMC system,
then after decreasing the bandwidth, the BER response is becoming better. For
example, from the encircled region of the graph, it can be seen that at a SNR value
of 60, the BER value of FBMC-IoT system with antenna at a bandwidth of 10,
1 MHz, and 100 kHz is 160e-6, 319.6e-7, and 160.3e-8, respectively. This is
because with the reduction of bandwidth, low level of noise is being received.

4 Conclusion

In this paper, the BER performance of LTE-A and FBMC system is analyzed. It has
been shown that the BER performance of FBMC system is better than that of
LTE-A as FBMC has highest BER in range of 10−7, but LTE has highest BER up to
10−5 up to SNR 20. Also, BER comparison of NB-IoT and FBMC-IoT is done, and

Fig. 6 4: BER v/s SNR response of FBMC with antenna at 10, 100, and 1000 MHz, respectively

Fig. 7 BER v/s SNR response of FBMC-IoT with antenna at 10, 1, and 100 kHz, respectively
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it has been concluded that BER performance of FBMC-IoT is better than NB-IoT.
Then the effect of widening the bandwidth of FBMC on its BER is analyzed. Then
the effect of widening the bandwidth of FBMC system with antenna on its BER is
analyzed. Then the effect of narrowing the bandwidth of FBMC-IoT system with
antenna is shown. Finally, it can be concluded that the BER performance degrades
with increase in bandwidth and vice versa. The reason for degradation is the
introduction of noise as the channel bandwidth increases as per the formula

N ¼ kTB ð4Þ

where N = thermal noise power, k = Boltzman’s constant, T = room temperature,
B = bandwidth. With the accumulation of noise number of error bits increases, i.e.,
the BER performance degrades. In future work, we will consider other potential
waveform candidates of 5G and also will be focusing on embedding security on IoT
system.
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2D/3D Liver Segmentation
from CT Datasets

G. K. Mourya, D. Bhatia, A. Handique, S. Warjri,
A. War and S. A. Amir

Abstract Imaging modalities are noninvasive, fast, and accurate in the diagnosis of
different anatomical disorders. As such, there is a pertinent requirement for seg-
mentation of the organs to give proper visual information on the morphological and
pathological changes. The aim of the proposed work is to implement the automatic
liver segmentation from the CT images, using active contour segmentation tech-
nique. The localization and detection of liver tumor will be easier for radiologist
with the extraction of the liver from other adjoining organs. In this paper, we are
discussing the different techniques employed for liver segmentation and our present
ongoing study is based on 2D and 3D liver segmentation with its future
implementation.
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Active contour

G. K. Mourya (&) � D. Bhatia (&) � S. Warjri (&) � A. War (&) � S. A. Amir (&)
Department of Biomedical Engineering,
North Eastern Hill University, Shillong 793022, Meghalaya, India
e-mail: gajendramourya@gmail.com

D. Bhatia
e-mail: bhatiadinesh@rediffmail.com

S. Warjri
e-mail: sunitawarjri@gmail.com

A. War
e-mail: canviodle@gmail.com

S. A. Amir
e-mail: syed49400@gmail.com

A. Handique (&)
Department of Radiology, North Eastern Indira Gandhi Regional Institute
of Health & Medical Sciences, Shillong 793018, Meghalaya, India
e-mail: drahandique@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_68

625



1 Introduction

Liver segmentation is an important prerequisite for detecting different diseases such
as tumor and cancer of liver. It can be used for planning of surgical interventions
such as liver tumor resections. The segmentation approach in clinical applicability
must be able to cope with the high variation in shape and gray-value appearance of
the liver. Several works in the past present a novel segmentation scheme based on a
true 3D segmentation refinement. Liver segmentation involves abdominal images as
input images from radiological sources, such as CT, MRI, for applying segmen-
tation techniques in order to view liver segregated from other body organs in the
output image. Automatic liver segmentation methods frequently fail to deliver good
segmentation results, especially in case of diseased livers. For clinical application,
liver segmentation must be capable of handling all possible cases in a time-efficient
manner. To tackle this problem, we are using active contour technique for better
and reliable segmentation of the liver.

2 Literature Review

There have been several reported works on liver segmentation by researchers
worldwide, with their possible merits and demerits. Recently, methods were pro-
posed to segment the liver efficiently and effectively and they are discussed in
following sections of the paper.

Farzaneh et al. [1] proposed a hierarchical method based on probabilistic models,
which are based on position and intensity of voxels for automated segmentation of
the liver, and it achieves the Dice similarity coefficient of more than 89%. They
employed techniques like Jaccard and Dice similarity score for validation. The
paper [2] was able to conduct full vessel segmentation and recognition of multiple
vasculatures effectively. The vessel context describes context information of the
voxels related to the vessel properties, such as intensity, saliency, direction, and
connectivity. The method was evaluated on the clinical CT datasets. In [3] by
combining a spiral-scanning technique with supervised fuzzy pixel classification
was employed for semi-automatic level set segmentation of liver tumors. Evaluating
the algorithm on the provided test data showed an average overlap error of 32.6%
and average volume difference of 17.9%. The average, the RMS, and the maximum
surface distance were found to be 2.0, 2.6, and 10.1 mm, respectively. In a study
[4], mean liver shape model was trained by PCA and a diffusion filter was used. The
minimum description length (MDL) algorithm and Euclidean distance were used
for d-dimensional images in linear time. For validation, they used average sym-
metric surface distance (ASD), volumetric overlap error (VOE), and also some
other techniques. Another study [5] uses auto-context learning by employing 20
contrast-enhanced CT images in the training datasets, and 10 in the testing datasets.
Mean shift algorithm was used for over-segmentation, for validation volumetric
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overlap error, signed relative volume difference, etc. Zareei et al. [6] used active
contour model incorporated with GVF and balloon energy. The balloon energy
causes the contour to expand and contract depending on positive and negative
value, respectively. For evaluation Dice error, volume error was used. Their method
showed lower mean overlap error and volume error with average sensitivity at
0.8982.

3 Methodology

To achieve liver segmentation objective, several different methods and techniques
could be employed. Basically, the main steps for image segmentation are (1) Image
preprocessing; (2) Image segmentation technique; and (3) Validation.

Image preprocessing is the operation which is performed on images at the
lowest level, whose main aim is improving the image data that suppresses undesired
distortions or enhances the image features. There are many different types of image
processing which can be used such as image cropping and filtering, intensity
adjustment and histogram equalization, brightness thresholding. Image segmen-
tation is often an important step in image analysis, object representation, visual-
ization, and many other image processing tasks. The term image segmentation
refers to the partition of an image into a set of regions that cover it. Some of the
segmentation techniques are: threshold-based segmentations, edge-based segmen-
tations, region-based segmentations, clustering techniques, and other techniques.
Validation of the medical images is an important task to check the accuracy,
robustness, consistency, etc. Some of the validation techniques used in several
papers are Dice similarity coefficient [7–9], Jaccard index [10–12], relative volume
difference [13], etc.

4 Implementation and Result

4.1 Implementation Details

In our work, we utilized 1 mm contiguous sections of CT abdomen images in
DICOM 2.0 format obtained from Definition AS+ Excel 128 multi-slice CT
scanner, provided by the Department of Radiology and Imaging, NEIGRIHMS
Hospital, Shillong, based on mutual collaboration among departments of both
institutes. The data is collected for the study based on submission of application for
approval to ethical clearance committee of the host institution and its decision
thereof. Ethical matter is already submitted to Institutional Ethics Committee of
Human Samples and Participants (IECHSP), North Eastern Hill University,
Shillong, Meghalaya, India. Before utilizing patient data, willingness and consent
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were obtained from each patient as well as the concerned department in the hospital.
For image preprocessing gray scale, resizing, Gaussian filtering, etc. have been
employed. Active contour has been used for image segmentation because outline of
contour automatically converges toward borderline of liver. Converge criteria is
modified to increase the accuracy of segmentation result. We have also studied
some papers based on this technique and also other related works being carried out
globally in this area [14–16]. We have done the segmentation of eight (8) patient
datasets, and the size of each image was 512 � 512 pixels and the number of slices
of each volume varied from 64 to 348. The figures below show the CT images after
preprocessing (Fig. 1a and b), the segmented CT image of the liver (Fig. 1c), and
the segmented liver in 2D binary image.

We have also projected the CT images on a 3D platform by using the 3D
Visualization tool software using various tools such as Lasso, Live Wire,
Thresholding, Edit Mask, and Region growing. Region growing is used to localize
a certain area of interest. We have segmented the liver from various datasets, and
the outputs of the segmented liver are used for correlating with the same slice of
DICOM images for validation (Fig. 2).

Fig. 1 a Gray scale of the CT image. b Segmentation of the liver from the input image. c Output
is the 2D segmented liver from the rest of the organs

Fig. 2 a Segmentation of the liver in axial view and coronal view from the CT images using 3D
visualization tool. b Output is the 3D segmented liver from the rest of the organs
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4.2 Evaluation Measurement of Results

We have applied several validation techniques, viz. Dice similarity coefficient,
Mean Square Error, and Average volume overlap error. The Mean Square Error
(MSE) is the cumulative squared error between the compressed and the origi-
nal image. The Dice similarity coefficient (DSC) between two sets of images A and
B is measured by the spatial overlap between two segmentations, assuming A and B
are target regions, and is defined as DSC (A, B) = 2(A\B)/(A + B) where \ is
the intersection. Here, A is segmented image and B is reference image, as shown in
Fig. 3. Jaccard index (JI) is an evaluation measurement technique by checking the
similarity where it takes the ratio of lumen area in both the region R1 (the seg-
mented image Fig. 3a) and R2 (ground truth image Fig. 3b), and then they
are divided by the total size of region R1 and R2. The equation is given as:
JI(R1, R2) = |R1[R2|/|R1\R2| (Fig. 4; Table 1).

Fig. 3 Segmented image (a), reference image (b)

Fig. 4 Mean ± standard
deviation for different
validation checks
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5 Conclusion and Future Work

In this study, we presented the automatic segmentation of liver. After thorough
reviewing the research done earlier, our first focus of segmentation is on the liver
organ due to its important functionality, large structure, and sharp edges. As dis-
cussed, we have used the 3D Visualization tool software to segment the liver from
the CT image datasets and also we are using the active contour segmentation
technique. There are many approaches which are used for segmentation where we
found that graph cut can also prove to be good in the segmentation of the images. In
future, we would like to use different classifiers like Random Forest as it can show
more accurate results in organ segmentation and also use other techniques. Our
future work will be to focus on a more accurate validation of the segmented liver
dataset and to employ other techniques to segment the CT images in 2D/3D with an
aim to compare the results with other existing techniques.
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Wireless Security Over a Point-to-Point
5G Communication System

Rajat Paul, Pallavi Neog, Shantanu Roy and Rabindranath Bera

Abstract Work toward the fifth generation of mobile networks has gained a huge
momentum recently. As 5G research projects have already started or are about to
start, and 5G activities in standardization bodies, in particular 3GPP, have already
been scheduled, it is important to start also the work on the security architecture, in
order to ensure that security is built into 5G networks right from the start. Important
steps will be the clarification of the security requirements, the review of existing
security architectures, in particular, the LTE security architecture, and finally the
selection of the 5G security measures in tight interworking with the design of the
general 5G network architecture. In this paper, we go one step in this direction and
hope to promote the overall work toward a sound 5G security architecture.

Keywords ECM � EMM � SK � PDK � CW � BISS

1 Introduction

Data transport is to legitimate the address issue of security, accuracy, and privacy.
The purpose of security is to ensure protection of data from intentional modifica-
tion, loss or damage, and fabrication of data from unauthorized individual. Once the
data is captured by third person, they can modify, destroy, or move forward the data
for their benefit or for entertainment. Accuracy refers to the firewall of data against
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loss or modification of data that may be system noise. Privacy refers to keeping data
inaccessible to assailant or third person. Therefore, it is necessary to impart wireless
security over a point-to-point 5G enabled IOT. VOLTE is very flourishing tech-
nology in present age for 4G mobile. It is getting extended for use in 5G [1].
Security aspects of VOLTE are only during registration process only. There is no
security aspect to protect the voice conversation because if VOLTE voice is
recorded on LTE mobile, it will be transferable to any other machines, whereas in
DVB-S2-based DTH technology, the security is quite high because of BISS key
encryption and decryption. In DTH, if we record the media files into any external
media devices like pen-drive and want to play those files in another terminal like PC
or laptop using any media players (like VLC), the media files cannot be played at
all. Even from one commercial set up box (say Airtel DTH), it is intended to be
viewed into another same branded set up box, then also the media files are not
playable or viewable. So, this implies that the recorded media files are so highly
secured that we are unable to decrypt it in some non-legacy media terminal. So, the
inheritance of Basic Interoperable Scrambling System (BISS) key encryption and
decryption in the proposed 5G model is to be inherited for enhancing wireless
security which is very popular in DTH technology. The Basic Interoperable
Scrambling System (BISS) is based on the DVB-S2 system, and the use of fixed
keys is named as Session Words.

1.1 Conditional Access for Digital TV

“Conditional Access” refers to a technique which is used for protection a number of
programs from unauthorized accessing. Its implementation requires a variety of
technical and commercial system components, which has the main purpose of
making the programs available only to those viewers who are authorized to receive
them. Viewers have to pay a monthly or annual fee to gain access to a particular
program channel and needs to pay per channel basis. In Conditional Access system,
ECM denotes weather the subscriber is authorized to access the services or not.
The ECM is used to inform the descrambler in the receiver how the block-wise
scrambling can be revoked. The ECM performs the descrambling of the bit-by-bit
scrambling. The EMMs arise from the customer administration of the CA provider,
i.e., from the subscriber management system (SMS). EMM contains the information
of the subscriber package which needs to activate and video on demand.

In Figs. 1 and 2, the scrambler and descrambler implement the data scrambling
element, and control words are the cipher keys. CA-Host, CA-Client, and
CA-Module are the three distributed components of the SAS element, and they use
CA descriptors and CA messages (EMM and ECM) for communication. The data
scrambling cipher is called DVB Common Scrambling Algorithm (DVB-CSA).
The algorithm is a combination of 16-bit block cipher followed by a stream cipher,
with a key-size of 16 bits. However, the detail is kept secret and disclosed to
equipment manufacturers under nondisclosure agreement. For performance and
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obscurity, the algorithm is implemented in hardware. At the broadcast center, the
scrambler generates control words to scramble the contents, and it passes the
control words to the CA-Host for secured distribution to descramblers via ECM CA
messages. Control words change about every ten seconds, and the scrambler syn-
chronizes the descrambler to key switching using a specific bit in data-packet
headers. As a defense strategy, different TV channels are scrambled with different
stream of control words. CA messages are encrypted command-and-control com-
munications from CA-Host to CA-Modules. The DVB-CA architecture categorizes
CA messages into Entitlement Control Messages (ECM) and Entitlement
Management Messages (EMM). ECMs carry channel-specific access-control list
and control words. EMMs deliver subscriber-specific entitlement parameters. As a
strategy of defense in depth, a secret cipher different from data scrambling is used,
and the details on the message formats are closely guarded secrets. CA descriptors
are data records associating a protected channel to its ECMs. Since different stream

Fig. 1 Detail architecture of ‘BISS key encryption’

Fig. 2 Detail architecture of ‘BISS key decryption’
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of control words are used to scramble different channels, there is no need to keep
the relations secret. Thus, the CA descriptors are sent in clear via the electronic
channel guide, which is transmitted continuously in the broadcast traffic.

2 System Model

In the first step, with the help of SystemVue 2016.08, the encryption and decryption
of BISS Key are designed. Both in encryption and decryption part, a 16-bit input
random data, i.e., (00AB) is used as BISS Key, (03AB) is used as Service Key
(SK) and (03BB) is used as Personal Distribution Key (PDK). In the encryption
part, two Control Words (CW)s are generated, the first control word goes to
scrambler and the second control word is used for Ex-Or operation with Service
Key (SK) to generate Entitled Control Message (ECM). The Entitled Management
Message (EMM) is generated by the Ex-Or operation between Service Key
(SK) and Personal Distribution Key (PDK). The scrambled contents, ECM and
EMM, are then fed to Time Division Mux operation. In the decryption part, Control
Word (CW) is encrypted by 16-bit Service Key (SK) and embedded into
Entitlement Control Message (ECM). SK is encrypted by 16-bit Personal
Distribution Key (PDK) of authorized users and embedded into Entitlement
Management Message (EMM). In the second step, after designing the Encryption
and Decryption part, the encryption part is added before the mapper and the
decryption part is added after the mapper in 5G communication block. Then the
input graph, encrypted graph, ECM graph, EMM graph, and decrypted graph are
obtained. Finally, the graph comparison between input graph and the decrypted
graph is done to validate the security.

Step 1: System model for design of encryption and decryption of BISS key
involving ECM and EMM in SystemVue platform is shown in Fig. 3.

Fig. 3 Encryption and decryption of BISS key involving ECM and EMM in SystemVue platform
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Step 2: Block diagram of design of encryption and decryption of BISS KEY in 5G
communication block with point-to-point wireless security in SystemVue platform
is shown in Fig. 4.

3 System Response

3.1 Graphs Obtained After Simulation (For Step 1)

In Fig. 5, it is seen that the graph of encrypted data is different from the input data
as the encryption of data bits is done in order to conceal the information of data bits.

In Fig. 6, the graph of ECM and EMM is shown, ECM is obtained by the Ex-Or
operation between SK and CW and EMM is obtained by the Ex-Or operation
between SK and PDK.

Fig. 4 5G communication block with point-to-point wireless security

Fig. 5 Graph of input data and encrypted data

Wireless Security Over a Point-to-Point … 637



In Fig. 7, it is seen that the graph of the input data bits matches with the
decrypted data bits which ensures that input data bits have been retrieved
successfully.

3.2 Graphs Obtained After Simulation (For Step 2)

In Fig. 8, it is seen that after inserting BISS Key encryption and decryption before
and after mapper, respectively, in 5G communication block, the graph of input data
bits matches with the decrypted data bits which ensures that input data bits have
been retrieved successfully through 5G communication block.

Fig. 6 Graph of Entitled Control Message (ECM) and Entitled Management Message (EMM)

Fig. 7 Graph of input and decrypted data
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4 Conclusion

Security is a very challenging issue in various fields of communication. Encryption
and decryption of data bits is an important topic, as secure and efficient algorithms
are necessary for encryption and decryption of data bits. There are several algo-
rithms which may be used to encode and decode the data based on the key. The
proposed algorithm contains two levels of 16-bit Exclusive OR (XOR) operation.
This algorithm is used for secure transmission of messages and data from one point
to another. In this paper, the security involved in DVB-S2 system has been
designed using SystemVue platform and inherited to 5G communication block. The
input data bits are retrieved successfully through the 5G communication block as
the decrypted graph obtained after simulation matches with the input graph.
Security will be a key requirement of future 5G communication where embedded
security will be embraced to increase the randomness among the successive keys
that is the key for ensuring the greater security. As general concept, flexibility to
threats in emergency conditions is to be inherited further in the architecture as
future work.
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An Integrated
GNSS–Microcontroller–GSM System
for Various Application Developments

Sujoy Mandal, Koushik Samanta, Basudev Das, Atanu Santra
and Anindya Bose

Abstract Global Navigation Satellite System (GNSS) is used to obtain user’s
position, velocity and time (PVT) information. A scheme of using a low-cost,
single-frequency multi-constellation GNSS hardware has been proposed here which
can be used for several applications. The realization of the concept utilizes output
data from a GNSS module in National Marine Electronics Association (NMEA)
format that may be used by microcontroller and auxiliary hardware for location
tracking, time synchronization or stamping and atmospheric monitoring purposes.
The use of multi-GNSS is expected to provide enhanced capability of the generic
system.

Keywords GNSS � Microcontroller � GSM � PVT � NMEA

1 Introduction

Global Navigation Satellite System (GNSS) is popular for myriads of applications.
Low-cost OEM GNSS boards with small form factors are available for application
development by integrating it with minimal hardware and suitable embedded
software. In this paper, GNSS OEM board-based solutions are proposed using the
same core hardware and different software codes that may be useful for existing and
novel applications.
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Location monitoring of assets for remote tracking is an important application for
location-based services (LBS) used in individual or networked services. The pro-
posed first solution uses the system to display the position information and to send
the same to a mobile by interfacing the microcontroller module with GNSS and
GSM modules. Similar other solutions are available in market, but uniqueness of
the proposed system lies with the use of multi-GNSS (GPS and GLONASS) instead
of GPS-only for enhanced usability and effectiveness. The same setup with mod-
ified codes can be used to show time and GNSS satellites’ parameters according to
user needs. The system can also be used as a GNSS trainer kit for education
purpose. Development of location monitoring system using microcontroller ARM7
with only GPS module has been reported by researchers [1–4]. In this paper,
microcontroller of 8051 family (AT89S52) is integrated with a low-cost
multi-GNSS module (GeoS-1M) which can track both GPS and GLONASS
satellites. A scheme for using multi-GNSS module for such applications is proposed
in [5] which is expected to provide improved precise position information [6].

The use of L-Band GNSS signals for atmospheric probing is a popular technique
through measurement of the GNSS signal strengths [7] in terms of carrier-to-noise
ratio (C/N0). The use of more than one systems—GPS and GLONASS helps such
studies offering more signals to study compared to a single-mode operation. The
proposed system can be used as a device to monitor atmospheric disturbances by
comparing the instantaneous signal strength with predefined values.

To summarize, this paper presents a microcontroller (lC)-controlled,
GNSS-based system that can be used for multiple applications utilizing the same
basic hardware and different embedded software codes and peripherals. The pre-
sentation involves three parts—hardware design, implementation schemes and
examples of successful implementation of the scheme.

2 System Architecture

This integrated system has two main parts: GNSS receiver module and the
microcontroller (lC) as shown in Fig. 1.

The GNSS module continuously transmits serial data at 1 Hz through RS232
port in the form of sentences according to the NMEA standards [8] as shown in
Table 1. The $GNRMC sentences provide latitude, longitude, altitude, velocity and
UTC time information; the information of the satellites (elevation, azimuth and
C/N0 for each of the satellites) is available in the $GPGSV and $GLGSV sentences.
Suitable NMEA message sentence can be chosen for use by the lC for processing
as per the application requirement.
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3 Implementation

From the comma-delimited $GNRMC sentences, latitude and longitude values are
extracted and displayed on the LCD interfaced with the AT89S52. Appropriate
embedded codes may be used to extract the useful information from the NMEA
sentences. Similarly, satellite information may be displayed on the LCD after
extracting the values from the $GPGSV and $GLGSV sentences. All of this
information of the satellites can be displayed sequentially on the LCD using the
AT89S52. C/N0 values for individual satellites can be monitored; any sudden and
unexpected fluctuation outside a predefined value-bin may be detected and warning
information may be displayed in the LCD screen. The circuit diagram of this system

16 x 2
LCD

GNSS

MAX 232 AT89S52

Fig. 1 Block diagram of GNSS–microcontroller integration

Table 1 NMEA sentences from GeoS-1M receiver in GPS+GLONASS mode; used NMEA
sentences are shown in bold font face

$GNGNS, 072642.00, 2315.2735340, N, 08750.8077902, E, AAA, 18, 0.71, 48.7332, 57.0382,
*34

$GNGSA, M, 3, 11, 26, 04, 08, 09, 01, 17, 28, 07, 20, 1.23, 0.71, 1.00, 1*03

$GNGSA, M, 3, 73, 84, 85, 83, 74, 80, 1.23, 0.71, 1.00, 2*0C

$GNGSA, M, 3, 12, 11, 1.23, 0.71, 1.00, 3*0B

$GPGSV, 3,1, 10, 11, 26, 046, 44, 26, 23, 279, 45, 04, 13, 200, 42, 08, 85, 132, 52, 1*69
$GPGSV, 3, 2, 10, 09, 84, 252, 51, 01, 43, 061, 46, 17, 54, 275, 48, 28, 48, 355, 46, 1*6F
$GPGSV, 3, 3, 10, 07, 50, 151, 49, 20, 10, 120, 38, 1*64
$GLGSV, 2, 1, 08, 73, 65, 109, 53, 84, 68, 305, 47, 85, 36, 238, 50, 83, 31, 021, 47, 1*70
$GLGSV, 2, 2, 08, 90, 60, 266, 53, 74, 50, 348, 52, 80, 16, 139, 43, 75, 02, 330, 38, 1*7D
$GNRMC, 072642.00, A, 2315.2735340, N, 08750.8077902, E, 0.0069, 228.840, 290713,
0.456, E, A*14
$GNVTG, 228.840, T, 229.296, M, 0.0069, N, 0.0128, K, A*39

$GNZDA, 072642.00, 29, 07, 2013, 00, 00*71
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with integration of different module is shown in Fig. 2, and the complete integrated
system is shown in Fig. 3.

Here, a GNSS module GeoS-1M is used which operates in L1 C/A code signals
of both GPS and GLONASS satellite constellations. Its architecture includes

Fig. 2 Circuit diagram of the integrated module

Fig. 3 Integrated GNSS and lC system
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24 parallel tracking channels that generate position fix data as well as extended set
of auxiliary and raw measurement data in proprietary binary and standard NMEA
protocols through two RS232 ports. The other modules/components for the inte-
grated system are power supply and interface (MAX 232, an integrated circuit that
converts signals from a TIA-232 (RS-232) serial port to signals suitable for use in
TTL compatible digital logic circuits) for acquiring the serial data to the lC as
shown in Fig. 2. In Fig. 3, the board on top is the GNSS module, on left is the LCD
module, on right is the ISP programmer module that is used to load the hex file on
to the target µC, and the lC board lies in the centre.

4 GNSS–Microcontroller–GSM Integration

This section focuses on transmission of position and time information to any mobile
phone in form of text message (SMS) using the integrated GNSS receiver module,
the lC and a GSM Module. The GNSS module continuously transmits NMEA
sentences over the serial port (RS232 protocol), and the latitude and longitude
values are extracted and displayed on the LCD. The lC module AT89S52 simul-
taneously transmits the values to the GSM module through the MAX232 module.
The GSM module repeatedly sends this information to a particular fixed GSM
mobile after a predefined time interval. The block diagram of this system is shown
in Fig. 4, and Fig. 5 shows the complete integrated system.

A GSM modem is an ultra-compact, wireless modem that operates by inserting a
valid SIM card from a mobile operator. When a GSM modem is connected to a lC,
this allows the lC to use the GSM modem to communicate over the mobile net-
work. The SIM900A module used here provides compact dual-band GSM/GPRS
connectivity that can be embedded in customer applications allowing a small form
factor (24 mm � 24 mm � 3 mm), cost and power effectiveness.

Fig. 4 Block diagram of the GNSS–lC–GSM integrated system
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5 Results

(a) GNSS module integrated with µC and display

The integrated GNSS module with lC displays the position information (i.e. lon-
gitude and latitude), time, velocity as well as the satellite information (i.e. the total
number of used satellites for providing the position information, value of the ele-
vation, azimuth angle and C/N0 for each of the satellites) as per user selection.
These results are shown in Fig. 6.

(b) GNSS module integrated with GSM

Using the integrated GNSS–lC–GSM module, the position information (i.e. the
longitude and the latitude values) is sent to a mobile phone (number is embedded in
the code) through text message every 1-min interval. The mobile number and time
interval may be fixed in the embedded coding. Snapshots of few consecutive SMS
at every 1-min interval to a cellular phone are shown in Fig. 7.

6 Summary and Discussion

This paper focuses on the implementation of low-cost hardware-based integration
of GNSS with GSM module and lC, and this will be useful for real-life applications
such as vehicle tracking and asset monitoring system. The system also can be used

Fig. 5 Integrated GNSS, lC and GSM system
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Fig. 6 Results of GNSS–lC integration shown in LCD; the upper left figure shows position, the
upper right figure shows time; lower figure shows GNSS satellite information displayed in the
LCD

Fig. 7 Results of the GNSS–lC–GSM integrated system; information of location and time is
updated to a mobile phone once every minute
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for displaying time, GNSS satellite information and also as an atmospheric dis-
turbance monitor. The system with little modification can be used as a GNSS trainer
kit. The development process discussed here is constrained by software resources
(using the available free version of Keil µVision tool, because of coding size
constraints, it is possible to display the information on up to 4 tracked satellites
only) that calls for further effort towards the development of a complete generic
GNSS-based system that can be used for many user-defined applications.

The integrated GNSS–Microcontroller–GSM system attached to any asset is
capable of sending the positioning information of the same as an SMS to a par-
ticular mobile number at a regular interval. Implementation of a stand-alone clock
providing accurate time from GNSS may be done using the system. Storing the
information out of the system for post-processing towards improved position
solution and embedding the algorithm in the lC may be future scopes of work
utilizing this basic system blocks and slightly modified codes.

The system may be used (with larger codes) to display all the tracked satellites’
information. Integration of other sensors (such as temperature and humidity sen-
sors) with the system would also be possible with minimal change in the embedded
codes, and those systems may be efficiently used for remote monitoring of various
real-life parameters needed for applications in biology, agriculture, environment.

With operation initiation of Indian Regional Navigation Satellite System
(IRNSS/NavIC), in near future, it would be of interest to explore the use of IRNSS/
NavIC NMEA data in stand-alone and hybrid mode for similar applications using
this basic hardware configuration. IRNSS/NavIC uses geostationary satellites and
signals in both L and S bands. It would be of interest to probe the atmosphere using
these typical attributes of IRNSS/NavIC, and the proposed integrated system may
be useful for such studies.

Acknowledgements Authors AB and AS acknowledge Space Application Centre (SAC), ISRO,
Ahmedabad, for financial support through the sponsored project NGP-28.
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Finger Detection for Hand Gesture
Recognition Using Circular Hough
Transform

Amrita Biswas

Abstract This research is based on vision-based hand gesture recognition. The
gesture of hands can convey important information and can be applied as a useful
means for man–machine interaction. One of the primary steps of hand gesture
recognition is identifying the number and coordinates of the fingers visible in the
image or video frame. This work proposes a simple but effective way for locating
the coordinates of the images by using Hough transform. First the prospective
fingertips are detected by circular Hough transform. Next the coordinates of the
fingertips are cross-verified by searching for the long Hough lines in the vicinity of
the fingertip coordinates. The long Hough lines will indicate the fingers.

Keywords Gesture recognition � Image processing � Hough transform
Circular Hough transform

1 Introduction

The shape and motion of hands are often utilized to transmit the intention of the
speaker. With the availability of cheap webcams, the interface between user and
machine could be easily made free of touch. The images obtained from the camera
could be used to track the various hand gestures made by the user, and the computer
could be made to respond accordingly. Besides man–machine interfacing hand
gesture recognition has several other applications in the field of sign language
detection, gaming, 3D modeling, robot control, television control, etc.

However, hand gesture recognition in real time faces many challenges because
of the complex nature of the human hand. Gestures could be hard to understand due
to variations and flexible nature of the hand shape. The shape of gestures, real-time
application issues, presence of background noise, and variations in lighting
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conditions are other difficulties in the field of gesture recognition. Most fingertip
detection models depend on hand direction. Processing time is also a major concern
in all image processing applications. The proposed algorithm is independent of
hand direction and does not use any markers or data gloves.

Gestures are primarily of two types—static (fixed pose) and dynamic (set of
postures). Static postures are relatively simple to analyze, while dynamic postures
are more appropriate for real-time scenarios [1, 2]. Certain gesture recognition
systems make use of additional hardware like data glove devices and color markers
for acquisition of gesture recognition data [3]. However, methods which are based
on the natural appearance of hand shape, texture, or skin color are more preferred as
they tend to be more cost effective and less intrusive. Main steps involved in gesture
recognition are hand detection, feature classification, and gesture recognition.

Hand detection and separation of the hand image from the rest of the background
details will facilitate faster and more efficient gesture recognition. This is usually
carried out by the method of segmentation for static images and by the method of
tracking for dynamic images. In segmentation, the image is subdivided into several
different parts. The segmentation process selected depends on the type of gesture.
For dynamic gestures, the hand gesture needs to be identified and tracked. For hand
tracking, either the video is divided into frames and each frame is processed alone,
or some tracking details like shape or skin color using some tools such as Kalman
filter are used [4]. For static gesture, the input image needs to be segmented only
and can be achieved by methods like Otsu’s methods, skin-color-based segmen-
tation, transform-based segmentation, and texture-based segmentation. If the seg-
mentation process is done correctly, features extracted are optimal and thus the
classification results will be good. [2].

Feature extraction is a very important step as optimal feature selection helps in
better classification and also reduces processing time and memory requirements.
Different methods have been used by researchers for efficient feature extraction
from the detected hand image. Various methods have been applied for representing
the features that can be extracted. The method applied largely depends on appli-
cation. Certain methods used the shape of the hand, for example the hand contour
and silhouette, and some methods utilized fingertips position, palm center, etc. [2].
Self-Growing and Self-Organized Neural Gas (SGONG) neural algorithm [5] was
used to determine the locations for the palm region, palm center, and hand slope by
extracting the shape of the hand. In [6], the hand image was first segmented and
then the center of gravity (COG) of the segmented hand and the distance from the
COG to the farthest point in the fingers were calculated. In [7], the segmented
image was divided into blocks of different sizes. Each block depicted the brightness
measurements in the image. The optimal block size that will provide good recog-
nition results was determined by conducting several experiments [8]. In [9],
Gaussian probability density function was used to extract geometric central moment
as local and global features.

Gesture classification method is used to recognize the gesture, after modeling
and analysis of the input hand image. The performance of the gesture classification
technique will largely depend on the quality of the features extracted using the
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feature extraction method. A number of methods have been used by researchers for
gesture classification. Researchers in [1, 7, 10] used the Euclidean distance measure
for classification of hand gestures. For dynamic gesture recognition, methods like
the HMM [11, 12], finite-state machines [1], and learning vector quantization
methods [13] have been proposed.

Neural networks [12, 14, 15], fuzzy c-means clustering [2], and genetic algorithms
[16] are the other methods that have been widely used for gesture classification.

One important step in hand gesture recognition is detecting the palm, counting
the number of fingers, and determining the coordinates of the fingertips. In this
research, a simple and fast technique based on circular Hough transform has been
proposed for fingertip detection and counting. The proposed method is extremely
simple compared to all the other methods discussed above. The rest of the paper is
organized as follows:

In Sect. 2, I have described the linear Hough transform and circular Hough
transform. In Sect. 3, I have discussed the proposed algorithm for finger detection
and counting. In Sect. 4, the experiments performed are discussed in detail along
with the results obtained. Finally, I have concluded in Sect. 5.

2 Hough Transform

Hough transform is a feature extraction technique widely used in image analysis,
computer vision, and digital image processing. Hough transform groups edge points
into object candidates by performing an explicit voting procedure over a set of
parameterized image objects and thus facilitates in extracting the edge features of
the images. Edges play an important role in object recognition [17, 21].

2.1 Linear Hough Transform

Let xi; yið Þi ¼ 1; 2; 3; . . . represent the ith point in the xy plane of the image space.
Given an equation of a straight line yi ¼ axi þ b; it can observed that infinitely
many lines pass through the point xi; yið Þ satisfying the equation yi ¼ axi þ b for
varying values of a and b. Since perpendicular lines to the x-axis can give
unbounded values for parameters a and b (a and b rise to infinity), lines are
parameterized in terms of theta h and r such that

X cos hþ y sin h ¼ r ð1Þ

Figure 1 shows the geometrical interpretation of the parameters r and h. Each
sinusoidal curve in Fig. 2 depicts the family of lines that pass through a particular
point xk; ykð Þ in the xy plane. The intersection point (r’, h’) in Fig. 2 depicts the line
that passes through both xi; yið Þ and xj; yj

� �
in Fig. 1 (Fig. 3).
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An approach based on Hough transform can then be framed as follows:
Step 1: Obtain binary edge image.
Step 2: Specify subdivisions in the rh plane, where (rmin, rmax) and (hmin, hmax)

are expected ranges of the parameter values, �90� � h� 90� and �D� r�D,
where D is the maximum distance between opposite corners of the image.

Step 3: Initial value of cells set to zero. Cell value at coordinates (i, j) with
accumulator values A(i, j) indicates the square associated with parameter space
coordinates ðri; hjÞ.

Step 4: Then for every non background pixel (xk, yk) in the xy plane h is equaled
each of the allowed subdivision values on the h-axis and solved for the corre-
sponding value of r using the equation: r ¼ xk cos hþ yk sin h.

‘r’ values obtained are rounded off to the nearest allowed cell value along the ‘r’
axis. If hp results in rq, then A p; qð Þ ¼ A p; qð Þþ 1.

Fig. 1 (r, h)
Parameterization of line in xy
plane

Fig. 2 Sinusoidal curves in
the (r, h) plane

Fig. 3 Division of the (r, h)
plane into accumulator cells
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Step 5: Note the count values of the accumulator cells for high pixel
concentrations.

Step 6: Find all local maxima A(pp, qp) such that A(pp, qp) > k, where k is a
user-defined threshold.

Step 7: Let qd, hd be the arrays containing the discretized intervals of the
parameter space. The output is a set of lines described by ðqdðppÞ; hdðqpÞÞ.

2.2 Circular Hough Transform

The circular Hough transform depends on equations for circles. The equation of the
circle is

r2 ¼ x� að Þ2 þ y� bð Þ2 ð2Þ

Here, a and b represent the coordinates for the center, and r is the radius of the
circle.

The parametric representation of this circle is

x ¼ a þ r� cos hð Þ
y ¼ b þ r� sin hð Þ ð3Þ

Circular Hough transform depends on three parameters that requires a longer
computation time and higher memory elevating the complexity of extracting
information from the image. For ease of computation, the radius is set to a constant
value based on the size of the resized hand image. For every edge point, a circle is
drawn with that point as origin and radius r. The circular Hough transform also uses
a three-dimensional accumulator array A(p, q, r). The first two variables p and
q represent the coordinates of the circle, and the variable r represents the radii. The
values in the accumulator (array) are incremented each time a circle is detected with
the specified radii over every edge point. The accumulator keeps counts of how
many circles pass through coordinates for each edge point. Finally, the highest
counts in the accumulator are selected. The coordinates of the center of the circles
in the images are the coordinates with the highest count.

3 Proposed Algorithm Steps

First the hand images are converted to gray scale. Preprocessing is carried out by
pixel-wise adaptive Wiener filtering to estimate the local image mean and standard
deviation. Filtering smoothes the image and reduces the effect of additive noise
power in the images [19].
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The primary steps of the proposed algorithm include the conversion of the
gray-level hand image to binary edge image by using the Sobel operator for edge
computation [20]. Due to low contrast and noise, the edge detection may not be
satisfactory, and since the results of the Hough transform-based algorithm are
mostly affected by the quality of the edge image detected, some morphological
processing operations [21] are carried out on the obtained edge image. The edge
image is dilated with a flat linear structuring element. The basic effect of this
operator on a binary image is to slowly enlarge the boundaries of regions of
foreground pixels (i.e., white pixels, typically). Thus, areas of foreground pixels
grow in size, while holes within those regions become smaller.

Next the image fill operation is carried out to remove irrelevant artifacts from the
images. Image fill operation works on the background pixels. It changes connected
background pixels (0 s) to foreground pixels (1 s), stopping when it reaches object
boundaries.

Next the circular Hough transform of the edge image is computed. The location
of the peaks of the circular Hough transform is identified which denote the probable
fingertip location of the image, and the number of Hough peaks identified denotes
the number of probable fingertips visible.

The coordinates of the peaks thus identified are saved for further processing.
Next the images are scanned to determine the longest Hough lines in the vicinity of
the fingertip circles. If Hough lines are detected sufficiently close to the circle
Hough transform peaks, then the corresponding set of coordinates are identified as a
finger. If no significant lines are detected close to the fingertip coordinates, then
those coordinates are rejected as false peaks. Finally, the number of matches are
counted and the particular hand gesture image is identified as pointing zero, one,
two, three, four, or five fingers.

After Hough transform computation accumulator matrix is scanned for detection
of the Hough peaks. The optimal number of Hough Peaks is defined by the user.
A Q � 2 matrix is obtained as output. It contains the row and column coordinates
of the peaks and Q ranges from 0 to number of peaks specified by the user.

Next the accumulator space is scanned to detect the extremes of the detected
lines ðx0; y0; x1; y1Þ. Coordinates of the detected lines are stored. Next the coordi-
nates thus obtained are compared with the coordinates of the prospective fingertip
coordinates. If the coordinates are in the vicinity of the circle coordinates, then
those set of coordinates are finalized as a finger. The total number of finger count
and their coordinates are provided as output of the algorithm. The results have been
discussed in Sec. 4.

Next the accumulator array is scanned to locate the position of the peaks. A 2D
Gaussian kernel is used to smooth the xy coordinates, and a 1D Gaussian kernel is
used to smooth the radius column prior to peak detection. Smoothing helps to locate
peaks if the accumulator array is noisy. The coordinates of the peaks are treated as
prospective fingertip location and stored for further use.
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4 Experiments Performed and Results Obtained

To test the proposed algorithm, a hand gesture database has been used. The data-
base contains 100 hand images. There are 20 images showing one finger captured
from different camera angles and at different inclinations, 20 images showing two
fingers captured from different camera angles and at different inclinations, and so on
up to five fingers. So the total number of images in the database is 20 � 5 = 100.
Some of the sample images of the database have been shown in Fig. 4.

All the images are of size 288 � 352. First the images are resized to 100 � 100
to ensure faster processing and lower the memory space required. Next the images
are converted form color image to gray scale. Pixel-wise adaptive Wiener filtering is
used with neighborhoods of size 5 � 5 to estimate the local image mean and
standard deviation. Edges of the images are computed using Sobel Operator.
Dilation and image fill operation carried out on the edge image to enlarge the
boundaries and remove irrelevant artifacts from the images. The effect of dilation
and image fill operation on a sample image from the database has been shown in
Fig. 5.

Fig. 4 Sample images of the database used

Fig. 5 Effect of dilation and image fill operation on a sample image from the database
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After edge computation, the next step is to compute the circular Hough trans-
form of the images. The accumulator matrix of the circular Hough transform is
scanned to determine the significant peaks. The top five peaks are extracted pro-
vided the peak values are above a predecided threshold. Coordinates of the peaks
obtained are marked on the image. A finger count counter is updated based on the
number of significant peaks detected. Next linear Hough transform of the edge
image is computed, and the accumulator matrix is scanned to determine the coor-
dinates of the significant line. Next the obtained line coordinates are compared with
the coordinates of the fingertips. If the end of a line originates or terminates in the
vicinity of a fingertip coordinate, then the coordinates of the fingertip are finalized
and the finger count counter value is retained, else the counter value is decremented
(Fig. 6).

Coordinates of the fingertips for a sample image with three pointing fingers are
shown in Table 1.

Among the 100 images, 95 images were correctly classified. Hence, the per-
centage of correctly recognized images is 95% (Table 2).

Fig. 6 Results of fingertip and finger detection for some sample images

Table 1 Coordinates of the fingertips for a sample image with three fingers pointing

Coordinates x y r

Peak 1 280 103 11

Peak 2 210 78 11

Peak 3 121 139 11

Table 2 Result table showing the number of hand images correctly recognized

Class no. No. of pointing fingers Total no. of images Correctly
recognized

1 1 20 20

2 2 20 20

3 3 20 19

4 4 20 18

5 5 20 18

Total Images = 100 95

Correct recognition % = 95%
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5 Conclusion

In this paper, a simple and efficient method for fingertip detection has been pro-
posed. The main advantage of this work is that the hand can be facing any direction
in front of the camera, but the algorithm will still work. Also this method does not
depend on detection by skin color as performance of skin-color-based methods
tends to degrade with lighting conditions. However, hand image detection and
extraction from a clutter background have not been implemented in this work, and
in the next phase, I plan to work on that part so that a complete gesture recognition
system can be developed.
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Energy Contribution of Control Packets
of AODV in Various Mobility Models
in MANET

Akash Soni, Preeti Jharia and Sonali Chouhan

Abstract In mobile ad hoc networks (MANETs), routing protocols are commonly
used to manage the routes. Because of mobility of nodes, there is a need to
reconfigure routes dynamically. These protocols normally suffer from various
deficiencies such as high routing overhead and constrained adaptability. In
MANETs, mobility pattern directly influences the performance of routing protocol
because communication link failures between nodes are associated with the network
topology. The performance of routing protocol depends on number of sent control
packets, which in turn affects the energy consumption of whole network. This study
investigates ad hoc on-demand distance vector (AODV) Perkins et al. (Ad hoc
on-demand distance vector (AODV) routing, 2003 [1]) routing protocol under
various network configurations and utilizing different mobility models, e.g., random
waypoint (RWP), linear, Gauss–Markov, and mass mobility. All simulations have
been done using OMNET++ IDE (https://omnetpp.org/documentation/ [2]). The
execution is resolved on the premise of an aggregate number of sent control packets
with varying node density, mobility, and different mobility types.

Keywords Mobile ad-hoc network � Control packet � Protocols
Ad-hoc on-demand distance vector (AODV) � Mobility models

1 Introduction

Ad hoc network is a decentralized, self-determining mobile ad hoc wireless net-
working system consisting of independent mobile nodes that can move randomly
while altering the configuration on the wireless networks. The network is ad hoc
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because it does not depend on preexisting infrastructure such as cellular network;
thus, no stationary or fixed framework exists in MANET. In an ad hoc-type net-
work, each node is willing to forward information for different nodes; thus, the
assurance of which nodes forward information is made powerfully based on the
system network. The system is decentralized, as there is no fixed-point control.
The configuration of the network is changing randomly and can set up whenever
two or more nodes are in the vicinity because of adaptability or flexibility that a
mobile ad hoc network (MANET) offers.

Since these wireless nodes are allowed tomove randomly, the wireless topology of
the network may progressively change in an unpredictable manner. Thus, as the
nodes move, the other nodes must know the resulting change in the network topology
so that previous topology information can be updated. This MANET may operate in
isolation or in a stand-alone manner or may have gateways to the fixed network.

The issue of efficient routing is one of the several challenges encountered in a
MANET [3, 4]. The other issue is varying the mobility patterns of different nodes;
some nodes are highly mobile, while others are primarily stationary. It is difficult to
predict the movement and direction of movement of nodes.

There are several studies, and improvements have been done in various routing
protocols forMANETs based on its security, stability,mobility, optimality, reliability,
and efficiency [5, 6]. In our paper, we have evaluated performances of most widely
used MANET routing protocol, namely ad hoc on-demand distance vector (AODV)
for varyingmobility andnumberof nodes inMANETfor thedifferent types ofmobility
models, i.e., linear, mass, random waypoint, and Gauss–Markov mobility using
OMNeT++. Our study has shown that the performance of AODV routing protocol
varies with the change in mobility model. The analysis has been done using the
different types ofmobilitywith varying node density and speed in terms of sent control
packets that are route request (RREQ), route reply (RREP), and route error (RERR).

In the following section, we discuss AODV routing protocol, the effect of various
mobility models on the performance of routing protocol, and detail of some of the
existing mobility models. Section 4 presents aspects of the followed methodology;
Sect. 5 is focusing on the simulation environment and the parameters used for simu-
lation. The obtained results are shown in Sect. 6, andwe conclude the paper in Sect. 7.

2 AODV Routing Protocol

AODV is a destination-based reactive protocol. Route discovery process in AODV
is derived from dynamic source routing (DSR) protocol. Main advantage of AODV
over DSR is the smaller size of the header of AODV, which results in better
performance especially in case of small data size. In AODV, the nodes rather than
the header of data manage routing tables.
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3 Mobility

The main attribute of the MANETs is the mobility of the nodes, and the execution
of MANET ought to be examined in the existence of mobility. It is understood that
practically it can be rely extremely upon the objectives of the mobile nodes that are
the component of an independent structure. The more complicated mobility sce-
narios are harder to model because more purposes ought to be incorporated. The
mobility patterns and test runs are used to examine the effect of mobility on
MANET as practical mobility models are extremely hard to obtain. The mobility
associated with node existing in MANET turns out the system configuration which
should improve with time as well as system performance; hence, it should be
corrected over time to incorporate the changes. In this way, the systems’ admin-
istration and application protocol performance of MANETs are specially influenced
by the recurrence of system topology changes.

4 System Model

Performance metric for the analysis of mobility models is the total number of
control packet PC transmitted by all the nodes in the network in order to establish
the connection between transmitter–receiver pairs. We consider a network that
consists of PC mobile nodes with wireless capabilities, deployed uniformly such
that the node movement is constrained in the area of observation. Each mobility
model has been analyzed using different node densities. Out of N nodes, we ran-
domly assign some of the nodes as the transmitter–receiver pair and rest of the
nodes only act as a router. We increase the number of transmitter–receiver pair in
the same proportion as we increase the node density. In the process of connection
establishment, each node transmits RREQ, RREP, and RRER packets. Let
RREQi;RREPi; and RERRi denote the number of sent RREQ, RREP, and RERR
packets by node i, then total number of transmitted control packet of each type in
the whole network will be:

RREQT ¼
XN

i¼1

RREQi; ð1Þ

RREPT ¼
XN

i¼1

RREPi; ð2Þ

RERRT ¼
XN

i¼1

RERRi; ð3Þ
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Thus, the total number of transmitted control packet PC will be:

PC ¼ RREQT þRREPT þRERRT : ð4Þ

Energy ¼ Power � Transmission timeð Þ; ð5Þ

Transmission time ¼ PC � Packet Size in bitsð Þ
Bit Rate

ð6Þ

From Eq. (6), it is clear that energy consumed is directly proportional to the
number of sent control packets, i.e., PC. Hence, we studied the performance of
AODV protocol in terms of the total number of sent control packets in various
mobility models with varying node speed from 1 to 20 m/s.

We divided our study into three different mobility regions: slow mobility region
(1–8 m/s) for pedestrian environment, medium (9–15 m/s), and fast mobility
(16–20 m/s) region for vehicular environment.

After this, we provide information about our simulation setup and parameter that
have been used in our study.

5 Simulation Parameters

See Table 1.

Table 1 Simulation parameters

Experiment parameter Experiment value

Simulation time 300 s

Seed 50

Terrain dimension 700 � 700 m

Number of nodes 10, 20, 30, 40, 50

Mobility speeds 1–20 m/s

Number of connections 2, 4, 6, 8, 10, respectively, with number of nodes

Mobility models Linear, random waypoint, mass, and Gauss–Markov mobility

Routing protocol AODV

Transmitted power 1 mW

Bit rate 2 Mbps

Size of control packets 32 Byte
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6 Simulation Results and Analysis

We have studied AODV routing protocol in MANET on the OMNET++ simulation
platform using the INET framework in terms of number of control packets with a
variation of mobility, speed, and for different node density and found the following
results:

Figures 1, 2, 3, and 4 show the effect of mobility models on varying node
density. As we can see from figures, on increasing the mobility, number of sent
control packets is also increasing due to the increase in the number of link breaks
between nodes. In Fig. 1, in the case of 30 nodes, linear mobility shows linear
behavior in slow and medium mobility region, and linearity reduces for 40 nodes
and 50 nodes networks in that regions due to an approximately equal number of
link establishment and link break.

There is an abrupt change in the transition from medium to fast mobility region
because of a sudden increase in the number of link breaks, which requires more
number of control packets.

Figure 2 shows the behavior of mass mobility model. In the slow and medium
region, all node densities show approximately linear behavior, but in the transition
from medium to the fast region, it does not show abrupt change due to the fact that
it is a type of group mobility in which each node moves in cluster manner. In Fig. 3,
it is observed that, in the medium region, the behavior of 30 and 40 nodes network
is constant, but in the case of 50 nodes, random waypoint mobility shows linearly
increasing zigzag behavior in entire mobility region.

In Fig. 4, In Markov model, the number of sent control packets is less as
compare to random waypoint model because it is a probabilistic model in which
each node can predict the path of other nodes, and hence, there are less number of
link breaks. It can also be seen that as we increase network density, the rate of
change of the number of sent control packets increases drastically. A similar effect
of an increment in the number of nodes can be seen for different mobility models,
i.e., increase in the number of nodes reduces the performance of the network. The
extent of reduction in the performance of network also depends on mobility model.

Fig. 1 Effect of linear
mobility on AODV routing
protocol
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Figure 5 shows the comparison between different mobility models for 50 nodes
in the network. Table 2 shows mean and variance of different mobility models in
slow (1 –7 mps), moderate (8–14 mps), and fast (15–20 mps) mobility in case of
Fig. 5. It is clear from the table that in slow mobility region, average number of

Fig. 2 Effect of mass
mobility on AODV routing
protocol

Fig. 3 Effect of random
waypoint mobility on AODV
routing protocol

Fig. 4 Effect of markov
mobility on AODV routing
protocol
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control packets is least in the case of mass mobility, but the variance is highest
among others; hence, energy consumption is less, but it is also least stable in slow
mobility region. In higher mobility region, Markov mobility shows highest energy
consumption, while in this region, linear mobility is stable on increasing speed.
Figure 6 Shows the contribution of RREQ, RREP, and RERR packets in PC. In the

Fig. 5 Comparison of different mobility models in 50 nodes network

Table 2 Mean and variance of different mobility models for 50 nodes

Mobility Slow Moderate Fast

Mean Var Mean Var Mean Var

Linear 1206.4 17.45 1880.7 12.5 2623.3 9.9

Mass 1057.5 20 1776.8 10.2 2408.5 11.3

RWP 1490.4 17.4 2324.5 15.7 2801.3 19.8

Markov 1272.1 15 2010 14.8 3309 17.4

Fig. 6 Energy contribution
of control packets in 50 nodes
network at 20 m/s
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case of mass, Gauss–Markov, and RWP mobility models, the contribution of case
of mass, Gauss–Markov, and RWP mobility models, the contribution of RREP
packets is high as compare to RREQ and RERR packets while in the case of linear
mobility, it is approximately equal. Another interesting observation from this figure
is that, in the case of Markov and RWP, the contribution of RREP packets is
drastically increasing in fast mobility region.

7 Conclusion

Comparison of different mobility models for mobile ad hoc wireless networks using
AODV routing protocol has been done based on the total number of sent control
packets. We have classified mobility in three regions: slow, moderate, and fast. In
linear mobility model, the number of control packets is less in slow mobility region.
In moderate and fast mobility region, less number of control packets are required to
establish connections in mass mobility model.

Random waypoint and Markov mobility model are used in most of the practical
network scenario. On the comparison of these models, we found that requirement of
control packets in Markov model in slow mobility region is less, while in the case
of random waypoint model, it is less in fast mobility region. Furthermore, the
contribution of RREP is more in control packets; hence, efforts can be made in
future to decrease the number of sent RREP in AODV routing protocol.
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Analysis and Characterization of Spectral
Signature of Soil Nitrogen Content Based
on VNIR Optical Sensing for Application
in Smart Farming

Subra Mukherjee and Shakuntala Laskar

Abstract Sensing of soil nutrient content has become an integral part of soil
fertility management system. Fertilizers have been in use for enhancing soil fertility
since nineteenth century, but accurately applying fertilizers based on the amount
required for a particular site or type of soil/crop has always remained a challenge.
Moreover, standard laboratory analyses are very time-consuming and expensive. In
this work, we developed a simple sensing system employing six LEDs (380, 475,
510, 570, 650, and 840 nm) and corresponding photodetector array for obtaining
the diffused reflectance from five successive positions (separated by 72°). Based on
this reflectance data obtained from the sensing system, unique soil spectral signa-
tures were obtained and analyzed statistically. Two mathematical models, trans-
formed multilinear regression model named as SSRC and exponential regression
model named as ERMIR, were developed for rapid non-destructive estimation of
soil nitrogen based on diffuse reflectance spectroscopy using Vis-NIR sensing. Both
the models’ performances were analyzed based on the three statistical parameters
R2, RMSE, and SEE. The R2 values obtained were almost near to 1, and the RMSE
and SEE values were satisfactory. The repeatability and stability of the sensing
system was also checked and found to be very satisfactory.

Keywords Total nitrogen (TN) � Soil spectral signature � Sum of square roots of
reflection coefficients (SSRC) � Exponential regression model for infrared (ERMIR)
Reflectance
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1 Introduction

Nutrients present in soil play a vital role in plant growth. Deficiency as well as
excess of these nutrients may impede the productivity. NPK, i.e., nitrogen (N),
phosphorous (P), and potassium (K), represent the three most important nutrients in
agriculture and are the prime ingredients in almost all fertilizers. Soil is the main
source of nutrients for plant growth, and nitrogen is one of the most vital nutrients
as it plays a fundamental role in the manufacture of chlorophyll in all plants and is
an essential element of enzymatic proteins which catalyze and regulate the bio-
logical process responsible for plant growth. Soil spectral properties in the optical
domain are related to soil minerals and organic compounds, water content, and soil
particle size and structure [1]. Study and understanding of these relationships
therefore can be of great significance for development of sensors to determine the
quality of soil in terms of nutrients and other properties such as soil pH, salinity.
Application of more amount of fertilizers (particularly urea) to soil in order to meet
the demands of continually growing world population has led to nutrient imbalance
not only in soil but has also caused air and water pollution. Nutrient management of
soil is therefore a very critical part of sustainable agricultural practices [2]. Vis-NIR
spectroscopy is very useful in measuring the mineral compositions of soil.
Visible NIR region contains useful information about organic and inorganic
materials present in the soil, and so the soil spectra obtained in this region can be
used for soil mapping and monitoring and making inferences about soil quality and
fertility. The soil total nitrogen (TN) content is an integral parameter that needs to
be measured in precision agriculture. In [3], a portable soil TN detector was
developed and a back-propagation neural network (BP-NN) estimation model was
established using near-infrared reflectance spectroscopy with absorbance data at
near-infrared wavelengths. The soil TN content correlation coefficient R2 of the
BP-NN estimation model was 0.88, and the validation R2 was 0.75. In another work
[4], a multispectral optical sensor was employed to measure the plant reflectance at
four wavelengths, and these data were then used to develop an ANN-based model
to predict the nitrogen concentration of leaves of cotton plants. Not only in agri-
cultural fields, NIRS has been also used in dairy farming to monitor the milk quality
of cow. In [5], NIRS spectroscopic sensing system has been used to monitor the
three major constituents of milk, i.e., fat, protein, and lactose. The soil spectral
signature method has also been employed in [6], to estimate the soil moisture
content of bare soils from their spectral signatures in 400–2500 nm range.
Statistical modeling such as convex envelope and ISER was used for analysis of the
spectral signature. In [7], soil organic matter and available NPK were analyzed
based on the near-infrared spectroscopy technology. The NIRS data were then
analyzed using the least squares support vector machine model which employed the
principal component analysis. Chemical fertilizer is added to soil to meet up the
nutrients’ requirements of plants, but the uncontrolled addition of these substances
can cause severe environmental hazards such as surface and ground water pollution
and also affect the quality of the crop [8–14]. Therefore, a lot of attention has been
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focused in this area in the recent years, particularly in the area of precision agri-
culture and site-specific management procedures for obtaining localized on-the-go
measurement of NPK in any soil.

2 Materials and Methods

2.1 Study Site and Sampling Design

Soil samples were collected from the turmeric and coconut fields of horticulture
research center, Kamrup, on August 10, 2016 around 8:30 a.m. at temperature 23 °
C and 65% humidity. Grid sampling method was used to extract the soil from a
depth of 20 cm below the surface. All the samples were air-dried for about a week.
The texture of the soil was found to be clay loam. The samples were then grinded
and sieved through a 2-mm sieve.

2.2 Experimental Procedure

Figure 1 depicts the framework intended for the proposed work. The steps involved
are as follows:

• Acquire soil samples by an appropriate soil sampling method (grid sampling)
• Illuminate the soil sample with a proper light source such that it corresponds to

the vibrational frequencies of the bonds of the target ion (nitrogen)
• Measurement of diffuse reflectance from the sample under study
• Obtain spectral reflectance/absorbance data
• Statistical analysis of soil spectral signature

Fig. 1 Optical structure of the proposed sensing scheme for estimation of nitrogen content
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• Development of prediction mathematical models for measurement of target ion
concentration in the soil sample based on the unique soil spectra obtained.

As shown in Fig. 1, the optical sensor probe consisted of set 7 LEDS in the
range (Vis-NIR) for illuminating the soil sample, and the reflected light from the
soil is then detected by set of phototransistors and IR photodetector. Based on these
data, the diffuse reflectance is then measured and spectral signature is statistically
analyzed to understand the variation in the reflectance based on the amount of
nitrogen present in soil.

3 Analysis of Soil Spectral Signature for Nitrogen

To characterize the soil nitrogen content and thereafter obtain a unique spectral
signature, it is important to determine the most responsive wavelength. Therefore,
reflectance/absorbance data were obtained for seven different wavelengths in the
Vis-NIR range. The sample was illuminated with light from seven LEDs sources
ranging from UV to IR (380–850 nm) containing the visible and NIR wavelengths.
In addition to these, a white LED was also employed. The light was made to fall on
the sample at five different positions by rotating the sample holder (petri dish) by
72° each time. The diffused reflected light was then collected at each of the angles
by the array of photodetectors. Let Vi be the incident voltage and VR the reflected
voltage. Then the reflectance is given by:

q ¼ VR

Vi
ð1Þ

For our case, the reflected voltage is the mean of the voltages collected from five
different positions of the sample. Now, the reflectance for the bare soil is given by:

Finally the normalized reflectance is calculated as:

R ¼ qWC

qNC
¼ VRWC

VRNC
ð2Þ

i:e:;R ¼ Reflected voltage from the sample with chemical
Reflected voltage from the bare sample without chemical

ð3Þ

Thus, the normalized reflectance is the ratio of the reflected output voltage
obtained from the sensor for sample with the target chemical to the reflected output
voltage obtained from the sensor for bare sample. After obtaining the reflectance
data from the sensor, the spectral signature of soil total nitrogen content is obtained
and based on the unique spectral signature obtained, regression models have been
built for prediction and performance analysis of the system.
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4 Mathematical Modeling of Soil Nitrogen Content

For each soil sample, several experiments were carried out to obtain the soil spectral
signature of soil nitrogen content (SNC). Optimization techniques have been used
to obtain the best-fit parameters for the soil nitrogen content characteristics curve.
The curve fitting method determines model parameters such that the mathematical
function passes through most of the experimental and gives the best fit. Based on
the analyses of the soil spectral signature obtained, two models were developed:
(1) multilinear polynomial regression model—(fourth and fifth orders) and (2) ex-
ponential regression model.

4.1 Soil Spectral Signature of Soil Nitrogen Content

Based on the reflectance data obtained in the region UV-Vis-NIR, the spectral
signature was obtained and it was found to follow a unique pattern as shown in
Fig. 2. Two multilinear regression models (of fourth and fifth orders) were esti-
mated using curve fitting for analysis of the soil spectral signature as shown in
Fig. 3. The fourth- and fifth-order estimated models obtained from the best-fitted
curve are given by:

Y ¼ �a5X
5 þ a4X

4 � a3X
3 þ a2X

2 � a1Xþ e ð4Þ

Y ¼ �a4X
4 þ a3X

3 � a2X
2 þ a1X � e ð5Þ

The magnitude of coefficients of reflection (a5, a4, a3, a2, a1) followed a specific
trend and correlation with the amount of nitrogen content in soil. So, a transformed
quadratic regression model named as sum of square root of reflection coefficients
(SSRC) was obtained for further statistical analysis as shown in Fig. 4. The
transformed model besides reducing the complexities also aided in better analysis of
the model parameters.

Fig. 2 Soil spectral signature for varying amount of soil nitrogen
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4.2 Exponential Regression Model for Infrared Source

From the experimental data analysis and the graphs, it is apparent that in the entire
spectrum, the infrared sensor appeared to produce the best correlation with the soil
total nitrogen content. So, a separate model was developed to characterize the soil
nitrogen content as shown in Fig. 5. Curve fitting was employed, and the expo-
nential regression model that gave the best fit is given by:

Y ¼ A exp �bXð Þ ð6Þ

Fig. 3 Measured and fitted graphs for soil spectral signature obtained for 1, 2, 4, 5 grams of
nitrogen content in 20 grams of soil (solid lines show the measured data and the dotted lines show
the predicted data)

Fig. 4 Signature of the transformed model employing the reflection coefficients
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5 Results and Discussions

For the quantitatively assessing the performance of the various models expressed in
Eqs. (4), (5), and (6), we have employed statistical measures such as correlation
coefficient (r), coefficient of determination (R2), root mean square error (RMSE),
and standard error of estimate (SEE). Moreover, each experiment was repeated
under the same physical conditions several times to check the stability and repro-
ducibility of the system. This is shown in Fig. 6.

The correlation coefficient for the various experiments was observed to be in the
range of 0.95–0.99. The statistical measures of the developed models for several
soil samples were calculated, a few of which is shown in the Table 1.

Fig. 5 Exponential model for infrared signature of soil nitrogen content (solid lines show the
measured data and dotted lines show the predicted data)

Fig. 6 Repeatability and stability of the developed sensing system for 200 and 50 mg/g of TN

Table 1 Statistical measures
for performance analysis of
the simulated models

Model name R2 RMSE SEE

SSRC (fifth order) 1 0.001176 0.002037

SSRC (fourth order) 0.9855 0.074277 0.33

ERMIR (1) 0.9693 0.008322 0.2353

ERMIR (2) 0.9693 0.005059 0.010117

Analysis and Characterization of Spectral Signature … 675



6 Conclusion

Soil samples with varying amount of nitrogen content were analyzed by the simple
optical sensing system developed to obtain the reflectance measurements at six
different wavelengths (380, 475, 510, 570, 650, 840 nm). The soil spectra obtained
showed a unique signature, and two models SSRC and ERMIR were developed
based on the experimental data obtained. The predicted/estimated data from the
model were verified, and it was observed that fifth-order polynomial model (SSRC)
yielded better results as the root mean square error (RMSE) and standard error of
estimate (SEE) were very less and the coefficient of determination (R2) was found
to be almost 1. All these proved the efficiency of the model to predict the soil
nitrogen content accurately. Also it was observed that the best correlation of the
obtained reflectance with the varying amount of nitrogen was exhibited in the
infrared region. So, the ERMIR model was developed for estimating the nitrogen
content based on the reflectance obtained only from the NIR sensor. The obtained
results validate that the developed sensing system as well as the mathematical
models is capable of being employed for estimation of total soil nitrogen content
and can therefore be a very useful tool in variable rate fertilizer applicator for
application in smart farming.

References

1. R. Escadafal and H. A. R, “Soil optical properties and environmental applications of remote
sensing,” pp. 709–715, 1992.

2. K. Goulding, S. Jarvis, and A. Whitmore, “Optimizing nutrient management for farm
systems,” Philos. Trans. R. Soc. London. Ser. B, vol. 363, no. July 2007, pp. 667–680, 2008.

3. K. Wiesner, K. Fuchs, A. M. Gigler, and R. Pastusiak, “Trends in near infrared spectroscopy
and multivariate data analysis from an industrial perspective,” in Procedia Engineering, 2014,
vol. 87.

4. R. Sui and J. A. Thomasson, “Ground-based sensing system for cotton nitrogen status
determination,” Trans. Asabe, vol. 49, no. 6, pp. 1983–1991, 2006.

5. “Near Infrared Spectrscopic Sensing System for online monitoring of Milk Quality during
Milking,” Sens. Instrum. Food Qual. Saf., vol. 1, no. 1, pp. 37–43, 2007.

6. S. Fabre, X. Briottet, and A. Lesaignoux, “Estimation of soil moisture content from the
spectral reflectance of bare soils in the 0.4–2.5 lm domain,” Sensors (Basel)., vol. 15, no. 2,
pp. 3262–3281, 2015.

7. Y. Qiao and S. Zhang, “Near-infrared spectroscopy technology for soil nutrients detection
based on LS-SVM,” IFIP Adv. Inf. Commun. Technol., vol. 368 AICT, no. PART 1,
pp. 325–335, 2012.

8. J Artigas, A Beltran, C Jiménez, A Baldi, R Mas, C Domı ́nguez, J Alonso, Application of ion
sensitive field effect transistor based sensors to soil analysis, Computers and Electronics in
Agriculture, Volume 31, pp. 281–293, ISSN 0168-1699, 2001.

9. Hak Jin Kim, Kenneth A. Sudduth and John W. Hummel, Soil Macro nutrient sensing for
precision agriculture, Journal of Environmental Monitoring, Vol. 11, pp. 1810–1824, 2009.

676 S. Mukherjee and S. Laskar



10. Joseph V. Sinfield, Daniel Fagerman, Oliver Colic, Evaluation of sensing technologies for
on-the-go detection of macro-nutrients in cultivated soils, Computers and Electronics in
Agriculture, Vol. 70, pp. 1–18, ISSN 0168-1699, 2010.

11. Jianhan Lin, Maohua Wang, Miao Zhang, Yane Zhang, Li Chen, Electrochemical sensors for
soil nutrient detection : Opportunities and challenges, in Proc. 12th International Conference
on Computer and Computing Technologies in Agriculture (CCTA 2007), Wuyishan, China,
pp. 1349–1353, 2007.

12. Kim, Hak-Jin, Hummel, John W, and Birrell Stuart J., Evaluation of Ion-Selective Membranes
for Real-Time Soil Nutrient Sensing, in Proc. Agricultural and Biosystems Engineering
Conference, Paper 410, 2003.

13. Ulrike Lehmann, Alain Grisel, “Miniature Multisensor Probe for Soil Nutrient Monitoring”,
Procedia Engineering, Volume 87, pp. 1429–1432, ISSN 1877-7058, 2014.

14. Devadas R., Jones, S. D., Fitzgerald, G. J., McCauley, I., Matthews, B. A., Perry, E. M., Watt,
Michelle, Ferwerda, J. G. and Kouzani, Wireless sensor networks for in-situ image validation
for water and nutrient management, in Proc. ISPRS Technical Commission VII Symposium,
Institute of Photogrammetry and Remote Sensing, Vienna University of Technology,
pp. 187–192.

Analysis and Characterization of Spectral Signature … 677



5G Technology Enabling the Wireless
Internet of Things

Rabindranath Bera, Debasish Bhaskar, Samarendra Nath Sur,
Soumyasree Bera, Arun Kumar Singh, Swastika Chakraborty,
Amit Agarwal, Ganesh Sharma, Safal Sharma, Preman Chettri
and Riwas Gurung

Abstract New technology trend has been initiated worldwide for the exploration of
IoT using 4G and 5G mobile communications, cloud RAN, and extended coverage
beyond the coverage area of mobile network. Motivated by the above trends, ECE
Department, SMIT has started to build one test bed for IoT using 5G. At first, some
recent papers are reviewed toward practical perspective on IoT in 5G network issues
related to (i) latency critical IoT applications in 5G, (ii) efficient IoT gateway over 5G
wireless, and (iii) efficient 5G small cell planning with eMBMS for optimal demand
response in smart grids. This paper will discuss the detailed development efforts to
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1 Introduction

As an addition to the traditional communication technology, more and more pro-
fessionals engaged in the communication industry pay high attention to the Internet
of Things (IoT). Recently, LTE and 5G technologies are enabling the Internet of
Things [1]. 3GPP has published the standards for this in release-13 in June, 2016.

The major issues in realizing IoT service using LTE/5G are as follows:
Cat-NB1 (NB-IoT) flexible deployment options: Qualcomm proposes [2]

narrowband Internet of Things (NB-IoT) flexible for deployment in four ways after
the amendment of LTE 4G spectrum by 3GPP. Those four ways are (a) in-band
LTE/5G IoT, (b) guard-band LTE/5G IoT, and (c) stand-alone LTE/5G IoT, and
(d) shared access. The options (b) and (c) are static band allocation to place the
NB-IoT spectrum as it deals with the frequency band outside the 4G LTE specified
spectral range. But when option (a) is to be deployed, then some of the LTE
subcarriers and resource blocks have to be deactivated, and in their positions, the
NB-IoT spectral components comprising of one resource block (RB) are to be
accommodated. But LTE can accommodate such eight NB-IoT RBs [3] to be
placed in-band of LTE spectrum. In future, the proliferation of IoT devices may
reach billions. Under that scenario, the no. of NB-IoT spectral components will be
huge. So, in order to accommodate them, 4G LTE spectrum will not be able to give
sufficient spectral accommodation to them. As a result, the 4G LTE has to be
modified to new technology, 5G. As discussed above, the in-band LTE IoT can
accommodate eight RBs of NB-IoT. To do this, firstly the eight RBs of NB-IoT
spectrum have to be sensed and thereby eight RBs of 4G LTE band have to be
removed. In those vacant positions (white spaces) of LTE band, the incoming eight
RBs of NB-IoT would have to be placed. This method needs to be done by
employing cognitive radio (CR) in cloud server level. Accordingly, the enabling
NB-IoT spectrum has to be controlled at IoT end node level. So, the intermediate
5G wireless gateway must have to be flexible. The same will be utilized for option
shared access for IoT (d).

Enabling mission-critical control IoT services: The mission-critical applica-
tions involve the following [4]: (i) industrial automation, (ii) process automation,
(iii) smart grids (SG), and (iv) intelligent transport systems (ITS). The reliability
and the latency of the systems are to be typically 10−9 packet loss rate (PLR), and
latency should vary from 250 µs to 10 ms [5]. The improvement of physical layer
and the network layer has to be done with proper protocol using software-defined
radio (SDR) and software-defined network (SDN).

Extended coverage for IoT in 5G: For solving the communication problem in a
hyper-remote area like Elephanta Island situated remotely in Indian Ocean and a far
apart fromMumbai Harbor, it is recommended to establish a mesh hand over network
among the boats running between harbor and the island. So, all the boats are needed
to be IoT enabled, so that the mesh networking between the boats will be feasible.
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2 A Case Study: Wireless IoT (W-IoT) Project Running
at ECE Department, SMIT

Objectives: (i) Development of IoT end nodes for smart bulb to support the demand
response mechanism; (ii) wireless IoT in 5G gateway development to establish a
communication link at 60 GHz between the gateway and the IoT server. One
resource block corresponding to NB-IoT demand is to be inserted by replacing one
RB from the operational RBs within the 5G spectrum; (iii) the demand response
engine is to be built in IoT server. The IoT server will receive the demand from
remote IoT end nodes, and the decision toward proper response will be computed
and communicated to IoT end nodes through the same communication link.
Accordingly, the electrical bulb will be glowing or switched off. This technology is
proposed in a smart grid (SG) system; (iv) the extension of the IoT end nodes is to
be made feasible toward extended coverage through mesh network. This 4-folded
objectives are depicted in Fig. 1. The highlighting features of the proposed test bed
are that the above-mentioned three issues under article 1.1 have been taken care for
the effective solutions.

3 Methodology and Prototyping

3.1 IoT_5G Gateway Prototyping

5G wireless network is a heterogeneous type of network where different remote
radio heads (RRH) of different technology can be connected with a cloud-based

Fig. 1 A W-IoT test bed at ECE Department, SMIT, for demand response process of
development of a smart bulb under smart grid application
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computing server. The RRH will be connected with the cloud server using mil-
limeter wave instead of optical front-haul cables. The low latency and higher data
rate are achievable by using the 5G wireless gateway [6].

In the proposed system, the 5G wireless gateway is built out of the following
ingredients:

(i) A 5-GHz customer premises equipment (IEEE 802.11an) as the receiver for
receiving the control signal from IoT device.

(ii) The interface between the 5-GHz CPE receiver and the workstation is done
by means of a digital storage oscilloscope (DSO) having a high sampling
rate (*2 giga samples/s).

(iii) The workstation captures the control data of IoT from the specified channel
of the DSO. The captured data is taken into SystemVue software platform.

(iv) The narrowband IoT (NB-IoT) modulation is done over the control signal.
The NB-IoT signal is combined with the 5G BIGDATA. The modulation
scheme used for generation of BIGDATA is filter bank multicarrier
(FBMC). The multirate signal combiner is used for combining the two
heterogeneous signals in SystemVue software.

(v) The combined signal is dumped to the arbitrary waveform memory of an
Agilent Mixed Signal Generator (MXG). The I & Q output of the MXG is
used for mmWave upconversion.

(vi) The I & Q output from the MXG is fed to the corresponding I & Q input of
the 60-GHz transceiver board. It accepts the I & Q baseband and upconverts
it to 60-GHz RF. This mmWave signal is transmitted through 60-GHz
pyramidal horn antenna.

(vii) The 60-GHz RF is propagated through a 80 m length of channel after which
the 60-GHz downconverter is present at the other end of the 5G IoT
wireless gateway. The retrieved narrowband control signal is directly saved
in the dynamic memory of the radio access network (RAN) server.

(viii) The decision-making algorithm exists within the RAN server. After the
decision flag is generated, it is further constructed in the form of a particular
signal. Here, this signal has been considered as a 1 kHz tone or 1 kHz
square wave. This signal will basically signify the status of the end node
device. So, this 1 kHz tone will be again retransmitted to the IoT end device
through 5G wireless gateway.

3.2 IoT End Node Development

The IoT end device is considered here as an electrical lamp. The stand-alone lamp is
a non-networked device. The objective is to make it a networked node for IoT
compliant device. The enabling electronic part is achieved by means of a Raspberry
Pi board. The smart algorithm is developed in Raspberry Pi in order to control the
state of the lamp. The Raspberry Pi can control the electric lamp through a relay,
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and the Raspberry Pi kit can be interfaced with a 5-GHz CPE through its LAN port.
The state (the lamp is ‘ON’) information is transmitted from Raspberry Pi board to
the 5G wireless gateway through 5-GHz transmitter CPE.

4 IoT 5G Base Station

4.1 Remote Radio Head

The remote radio head (RRH) in the above system is comprised of the MXG,
60-GHz transceiver unit, waveguide, and V-band horn antenna. This RRH is acting
as the radio gateway for passing the NB-IoT signal along with the voluminous
5G-modulated data.

4.2 Base Band Unit

The base band unit (BBU) is connected to the RRH. The BBU performs the
demodulation of the NB-IoT signal and FBMC waveform. The baseband equal-
ization is done in the BBU of the receiver. IoT server is connected to BBU through
proper interfacing.

5 IoT Server for Demand Response

The IoT server is connected with the receiver BBU. The state of the electrical lamp
(when it is ‘ON’) is received through the 60-GHz wireless link and properly
demodulated by the BBU. Accordingly, the demands are processed and the decision
is generated within the IoT server. Finally, the response is forwarded to the IoT end
node through the return path.

6 End-to-End Simulation

Figure 2 represents the 5-GHz IEEE 802.11an link between IoT end node and 5G
gateway.
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7 Prototyping

7.1 Prototyping 1 (Guard-Band 5G IoT)

The simulated results are analyzed, and the prototyping of the above model has
been initiated in the Department of Electronics and Communication Engineering,
Sikkim Manipal Institute of Technology. To meet the goal of Center of Excellence,
the total system is realized through a flexible 5G test bed situated at ECE research
laboratory. The IoT end node to 5G gateway link is achieved by point-to-point
5-GHz Wi-fi (IEEE 802.11an) link.

The 5G modulation (FBMC waveform) part is realized in Agilent MXG. The
wireless gateway link is achieved using 60-GHz transceiver unit.

Figure 3 depicts the simulation of the 5G gateway using multistandard radio
(multiradio combiner). The above simulation model consists the block to retrieve
the NB-IoT signal at the RAN server.

Fig. 2 5-GHz CPE link: IoT end node to 5G wireless gateway

Fig. 3 Multiradio combiner and retrieval of NB-IoT signal in RAN server
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Further, the design of the demand response algorithm is partially implemented in
a server to control the IoT-enabled electrical lamp under consideration.

The whole system will be a miniaturized version of the above test bed as the
system is to be finally delivered as an IoT product. The selection of V-band RF
(60 GHz) exploits the advantage of mmWave to make the dimension of the system
very small and portable.

8 Outcome and Expected Outcome

See Figs. 4 and 5.

9 Prototyping 2 (In-Band 5G IoT)

Frequency division multiplex (FDM) process is utilized for prototyping 2 with
in-band 5G IoT. Both the spectrum positioning and spectrum power are flexible.
The RBs for 5G and RBs for IoT can be multiplexed and placed anywhere with
variable power level. The result is visualized using VSA along with Keysight
89,600 software. Further work toward this waveform design and resource spread
multiple access (RSMA) is also initiated for efficient and effective coexistence of
both 5G and IoT waveform.

Fig. 4 NB-IoT control signal spectrum combined with wideband 5G spectrum
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10 Prototyping 3 (Extended Coverage)

Three laptops are configured in ad hoc mode of operation for communication and
are the representative of extended coverage of the above IoT in 5G test bed. One
KHz tone generated at the farthest laptop will reach to IoT end node via Laptop2
and Laptop3 using ad hoc communication. In turn, IoT end nodes will send this
control signal of 1 kHz tone as demand response.

11 Summary and Conclusion

Motivated by the recent innovation of LTE and 5G technologies which are enabling
the Internet of Things, one 5G-enabled IoT test bed is being established at the ECE
Department, SMIT, to form the Center of Excellence in this technology area at the
department.

The authors have highlighted some issues related to this technology realization
while reviewing the recent articles. Spectrum coexistence issues like NB-IoT
flexible deployment refer to in-band, guard-band, stand-alone, shared spectrum.
The issue related to enabling mission-critical control IoT services dictates the
redesign of the system toward a latency of the order of 1 ms or less and reliability
figure 10e-9. The ad hoc mode of communication is being used worldwide to solve
the issue related to extended coverage.

Fig. 5 NB-IoT symbol recovery through vector signal analyzer
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Based on the critical literature survey, reviews and findings, the issues and
problem definitions, the authors have initiated the research work to realize ‘IoT in
5G’ test bed at ECE Department, SMIT. Objectives and the test bed configuration
have been finalized. The methodology and prototyping are divided into following
sublevels:

(i) IoT_5G gateway prototyping
(ii) IoT end node development
(iii) IoT 5G base station
(iv) IoT server for demand response
(v) IoT end node extension.

Simulation and hardware testing are also initiated toward the completion of the
test bed. Thus, a world-class test bed toward IoT in 5G with cloud server and
extended coverage is being realized at ECE Department, SMIT.
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Lower Facial Curves Extraction
for Unconstrained Face Detection in Video

Dattatray D. Sawat and Ravindra S. Hegadi

Abstract Face recognition plays vital role in many of the biometric as well as other
scientific applications. Face needs to be detected prior to recognition, and many
researchers introduced methods for face detection along with unique features. These
methods have been used in constrained and unconstrained environment. But it is
difficult to tackle challenges such as occlusion, pose variation, illumination order to
detect faces in unconstrained environment. Here in this paper, we are going to
extract facial curves as features which will be further used for face detection. We
have extracted lower facial features such as chin curves, lips curves, and ear curves
by obtaining face contours using edge detection techniques in images and video
frames from YouTube Faces Database. By matching majority of features, it is
possible to detect face in unconstrained environment.

Keywords Unconstrained face � Face detection � Facial curves
Occlusion � Pose variation

1 Introduction

The human–computer intervention (HCI) is the most relevant area where face
detection and recognition are being used for variety of applications. The face
detection rate is very important in order to include all the faces that are needed to be
recognized from target database containing images or videos. A recent survey by
Zafeiriou et al. [1] shows that the frontal face recognition methods are being used in
variety of applications, but to use face recognition techniques in challenging
application like human surveillance or person identification these methods are not
suitable. Most of the techniques fail due to unresolved multiple challenges.
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In recent years, number of successful research attempts are made for the face
detection and recognition of frontal faces in controlled environment. But in
uncontrolled environment, these methods fail to detect faces because of unresolved
challenges. Challenges such as occlusion might occur because of human activities
or the accessories used by them. Occlusion hides vital features and facial organs
such as eyes, nose, lips, ears. While performing daily tasks, people change their
face pose from one to other that leads to partial visibility of face and detector fails to
extract the key features. Many of the frontal face detectors are not able to deal with
the pose variation. One more challenge which is frequently present in unconstrained
faces is illumination variation, and it may vary within face or within the video
frame. In such situation, it becomes necessary to build a face detector which will
enhance the faces region without losing vital information. Extracting features is
important step used in face detection or recognition. The rates of detection or
recognition are directly proportional to how unique and robust features are extracted
from given image or video.

1.1 Feature Invariance

1. Scale-Invariant Features

If the features are scale-variant, they need to be transformed. Lowe [2] trans-
formed variant features into scale-invariant features. These scale-invariant features
are then stored into database and compared them with features in target images
using fast nearest neighbor method.

2. Rotation-Invariant Features

The image may contain object having rotation in degrees along with scale
variation. In such case, the image features tend to be rotation-variant. To overcome
this problem, many researchers have used Gabor filter along with shift variance
property of discrete Fourier transform.

3. Illumination-Invariant Features

If the image is having illumination variation, then object in image may have
different illumination values. In such cases, detector should match extracted features
by transforming them into illumination-invariant features. Methods developed from
image gradient are used to extract features from illumination-sensitive regions.
Further, some researchers used subspace-based methods [3] and methods based on
retinex theory to resolve illumination issue.
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2 Related Works

The machine learning algorithm learns via the features extracted and builds a model
to perform further classification. Voila and Jones [4] built most reliable face
detector for frontal faces using rectangle-shaped Haar-like features in which they
calculated sum of pixels present in that rectangle. Later, their work was extended by
Lienhart et al. [5], Li et al. [6]. Mita et al. [7] also extended Voila and Jones’s work
by proposing similar features that finds similar joint Haar-like features. Some robust
local features have been used for face detection like local binary pattern (LBP),
scale-invariant feature transform (SIFT), histogram of oriented gradients (HOG),
and speeded up robust features (SURF) which enhanced performance in terms of
time. Ordinal features that show relationship between two pixels have been pro-
posed and developed by Sinha [8], Sadr et al. [9].

For multi-view face detection, above-mentioned classifier needs to be trained for
each view and that increases the size of feature database. Voila and Jones [10]
trained classifier for each view. After their work some researcher’s proposed
complex face features but these features are slower than that of former features. Wu
et al. [11], Li and Zang [12] proposed different approaches for multi-view face
detection. Wu et al. proposed parallel cascade structure, whereas Zang proposed
coarse-to-fine pyramid architecture.

All these methods discussed above require training for each view along with
labeling, and their performance as well as detection rates varies from database to
database according to challenges. In this paper, we propose an approach to extract
lower facial features such as lips curves, chin curves, and ear curves by obtaining
facial contours using edge detection techniques.

3 Database

For the experiment purpose, we used “YouTube Faces Database” built to study face
recognition in unconstrained environment [13]. This database contains 3425 videos
of 1595 people. The videos are downloaded from YouTube using top six links
retrieved on search term. After download, videos were split into 24 separate frames.
The YouTube Faces Database has separated frames for multiple videos of each
subject. The authors [13] have added aligned images of faces in frames along with
frame pose metadata and frame descriptors. Figure 1 shows sample image frames
from YouTube database.

Lower Facial Curves Extraction for Unconstrained Face Detection … 691



4 Methodology

4.1 Color Space Transformation and Skin Segmentation

RGB, YCbCr, and Gaussian mixture model (GMM) color space models are pri-
marily being used for the skin segmentation. RGB and GMM models have defined
components. Based on skin color threshold values, the image pixels are classified
into skin and non-skin pixels. The RGB color model uses three basic components in
form of colors; those are Red, Green, and Blue. While segmenting pixel into skin
and non-skin pixel, every component in RGB color space is checked for threshold
values; hence, a region of image can be segmented from rest of regions. RGB color
model consists of mixed chrominance and luminance information, and it is insen-
sitive [14] to chrominance and luminance variation. Hence, if light condition varies,
then it becomes difficult to segment the face regions, especially in videos.

To consider the illumination variation, the RGB color space is transformed
nonlinearly into YCbCr color space consisting values of chrominance and lumi-
nance. The Y component represents luminance (luma) and calculated as

Y ¼ KR � R0 þ 1� KR � KBð Þ � G0 þKB � B0Þ ð1Þ

where R, Gʹ, and Bʹ are linearly transferred to R, G, and B values, respectively. Cb is
calculated as difference between two components, i.e., luma and Blue

Cb ¼ Yij � B xij; yij
� � ð2Þ

Cr is calculated as difference between luma and Red

Cr ¼ Yij � R xij; yij
� � ð3Þ

The RGB color space can be transformed into YCbCr using ITU 601 (SD) and
709–11/60 (NTSC) Standard Conversion Coefficients Matrix as follows:

Fig. 1 Video frames a–c from YouTube Faces Database and d is video frame from random video
downloaded from YouTube
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The YCbCr values ranges 0:0 255:0½ � �128 127½ � �128 127½ �
respectively. Y, Cb, Cr values may be calculated in full range using Eq. (4) as
follows:

Yij ¼ 0:299 � R xij; yij
� �� �þ 0:587 � G xij; yij

� �� �þ 0:114 � B xij; yij
� �� � ð5Þ

Cbij ¼ 0:169 � R xij; yij
� �� �� 0:331 � G xij; yij

� �� �þ 0:500 � B xij; yij
� �� �þ 128 ð6Þ

Crij ¼ 0:439 � R xij; yij
� �� �� 0:368 � G xij; yij

� �� �� 0:071 � B xij; yij
� �� �þ 128 ð7Þ

4.2 Threshold and Pixel Classification

We classified pixels using threshold values [15] for each component of YCbCr by
the following equation:

s xij; yij
� � ¼ 1; 8 Crij � tCrl;Crij � tCru;Cbij � tCbl;Cbij � tCbu;Hij � tHl;Hij � tHu

� �
0; otherwise

�

ð8Þ

where lower and upper threshold values for skin pixel in Cr component are
tCrl = 140, tCru = 165, for skin pixel in Cb component are tCbl = 140,
tCbu = 195, and for skin pixel in Cr component are tHl = 0.01, tHu = 0.1,
respectively. Figure 2 shows images after skin segmentation.

Fig. 2 a Segmented regions of Fig. 1a, b segmented regions of Fig. 1d
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4.3 Closing Operation on Segmented Regions

Because of illumination variation over images, some of the segmented regions may
have patches of non-skin pixels. To counter the effect of non-skin patches in
segmented region and to obtain coordinates of possible face region, we performed
closing operation by using structuring element with eight connected neighbors as
follows. Figure 3 shows images after closing operation.

4.4 Removing Distant/Non-possible Face Regions

Once skin segmented regions are obtained, next step is to decide whether the
regions are distant or non-possible face regions. We used image resolution and
aspect ratio to decide whether the segmented region is distant or non-possible face
region by calculating possible face area d and compared it with area of each
segmented region in image as follows:

a ¼ size xð Þ ð9Þ

b ¼ size yð Þ ð10Þ

d ¼ C1; 8 a=120 ¼¼ r1
r2

� �
; b=120 ¼¼ r1

r2

� �� �
C2; otherwise

�
ð11Þ

Since video frames in given database are available in aspect ratio 4:3, we have
used r1:r2 as aspect ratio in above equation, where a and b are number of row and
column pixels in image/frame, respectively. d is possible face area calculated by
multiplying row size with constants c1 and c2, where c1 and c2 are calculated as
a*4 and a*3, respectively, if a/120 and b/120 have ratio r1:r2. By comparing
segmented region size and distant/non-possible face region decision threshold

Fig. 3 Results of closing operation, a over Fig. 2a, b over Fig. 2b

694 D. D. Sawat and R. S. Hegadi



fp ¼ no;Asr\d
yes;Asr � d

�
ð12Þ

where Asr is the area of segmented region in image. Using the maximums of region
coordinates, we obtained subimage from original image as shown in Fig. 4. If value
of fp is yes, then segmented region is forwarded for further processing to extract
features (Fig. 5).

This step reduces the number of regions to very few, which in turn reduces total
processing required for per frame as well as for video. Figs. 6 and 7 show the
possible face/non-face/distant face region area against different number of regions
segmented from image frames.

Fig. 4 Possible face region
of Fig. 3a, b obtained by
region maximums and
converted to gray scale

Fig. 5 a and b enhanced
possible face region of
Fig. 4a, b using unsharp
masking
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4.5 Enhancement

The original image resized to 160 � 160 pixel is then enhanced by using uncap
masking filter, and the operation can be defined as follows.

The blurred version of original image f(x, y) can be obtained as

fsh x; yð Þ ¼ 1=2pr2e�x2 þ y2=2r2 ð13Þ

Enhanced image is obtained by subtracting blurred image from original image as

g x; yð Þ ¼ f x; yð Þ � fsh x; yð Þ ð14Þ

This produces image with sharp edges at the object boundaries by passing
high-frequency components using above equation.

Fig. 7 Region number and area of particular region calculated for non-possible/distant face area
with aspect ratio 4:3

Fig. 6 Region number and area of particular region calculated for possible face area with aspect
ratio 4:3
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4.6 Extract Lower Facial Curves

Since our focus is for lower facial features such as lips, chin, and ears, we mini-
mized our feature vector to lower face as shown Fig. 8. In this step, we have
obtained lower facial edges by using canny edge detector along with Gabor filter
and contrast enhancement. The Gabor filter considers the orientation, phase,
bandwidth wavelength, etc., of frequency components. We operated Gabor filter on
sharpened image with canny edge detector and Laplace of Gaussian.

The isolated points and segments of fragmented edges having pixels less than
that of prime features like lips, chin, and ear curves were removed using mor-
phological opening. That produced the resultant feature matrix containing lower
facial curves like lips curve, chin curves, and ear curves as shown in Figs. 8 and 9.

(a) (b) (c) (d)

Lips, Chin and Ear curves

Fig. 8 Extracted lower facial curves of images from Fig. 5a. a Canny edge, b histogram
equalization with canny edge, c Gabor filter with canny edge, d Laplace of Gaussian

(a) (b) (c)                         (d)

Lips, Chin and Ear curves

Fig. 9 Extracted lower facial curves of images from Fig. 5b. a Canny edge, b histogram
equalization with canny edge, c Gabor filter with canny edge, d Laplace of Gaussian
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Figure 9c shows that Gabor filter adds too much detail which would require extra
processing to remove them. It is also clear that histogram equalization helps to
obtain edges of toned area in region along with edge areas having sharp changes. In
this experiment, we showed that a canny edge detector with simple image sharp-
ening can give clear non-segmented edges. These lower facial curves obtained by
taking skeleton of edges extracted in this section can be used as features for
multi-view face detection in unconstrained images/video.

Figure 10 shows the images obtained form YouTube Faces Database having
challenges like occlusion, illumination, pose variation, and unconstrained back-
ground. Figure 11 shows the extracted curves from Fig. 10.

Fig. 10 Images Fig. 10a–d from YouTube Faces Database having occlusion, illumination, pose
variation, and unconstrained background
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5 Summary and Future Work

In this paper, we extracted lower facial features like lips, chin, and ear curves which
can be used to detect unconstrained faces in the images or video. We performed this
experiment on 500 random images/videos from database having unconstrained
faces and extracted skin regions and then obtained features present in the possible
face regions. We performed this experiment on random videos as well and verified
the extracted features. For the samples from African region, the performance was
poor as compared to rest of the regions.

In future, we look forward to employ the curve matching methods to classify the
extracted features in the proposed method.

(a) (b)

Lips, Chin and Ear curves 
(c) (d)

Fig. 11 Extracted lips, chin, and ear curves from Fig. 10a–d, respectively
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Digital Beamforming Techniques—
A Comparison

Geheshwar Sharma Ramchurn, Sanya Dhoundiyal,
Arun Kumar Singh and Bansibadan Maji

Abstract This paper emphasizes on the beamforming techniques used in today’s
systems. Multiple beamforming techniques such as the Minimum Variance
Distortionless Response (MVDR) and Linear Constraint Minimum Variance
(LCMV), to name a few, are used to improve the capacity and data rates of various
systems such as cellular system. Both mentioned techniques are based on the
received weight vector of the desired signal. This paper presents the mathematical
difference as well as the power difference between LCMV and MVDR beam-
forming techniques.

Keywords Beamforming � Digital beamforming � LCMV � MVDR
Optimum beamformer

1 Introduction

Beamforming is a signal processing technique used in sensor arrays to transmit or
receive signals from defined directions. Beamforming has been studied in various
areas such as radar, sonar, seismology, and wireless communications. Adopted by
the audio research society for extraction of speech from a noisy environment,
beamforming approaches the problem from a spatial point of view. Normally,
microphone arrays are used to provide the capability of spatial filtering. These
systems are designed such that they receive spatially propagating signals. At the
same time, they receive many unwanted (interfering) signals. However, if the
desired and interfering frequencies possess same temporal frequencies, then
extraction of desired signals will not be achieved using temporal filtering. In this
case, the spatial separation can be achieved using spatial filter at the receiver.
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Hence, the signal originating from a specific direction is extracted from all inter-
fering signals.

With smart vehicles on the rise, beamforming is rapidly becoming a far cheaper,
simpler, and more sufficient alternative to smart antennas. Beamforming can be
further divided on the basis of signal processing—into analog or digital—for on the
basis of the weights chosen—data independent or statistically optimum.

Analog and digital beamformings are both appropriate in different situations.
However, the analog method of beamforming comes with a few problems, some of
which include: the cost and its sensitivity to drifts [1]. Digital beamforming is a
much more modern technology and one of the major advantages that comes with it
is the fact that digital beamforming opens up the way for a multitude of digital
signal processing techniques to be applied to the digital signal the antenna’s data is
converted to.

1.1 Types of Beamformers

Beamformers can be divided into different types, as discussed previously, on dif-
ferent bases.

Data-independent beamformer is designed such that a desired response is
approximated independent of the array data or the data statistics.

Statistically optimum beamformer is designed such that the weights of it are
chosen according to data statistics that are received at the array. It is optimized such
that the output has minimal noise and interference.

Adaptive beamformer discovers the weights required for an optimum beam-
former with the assumption of ergodicity of the available data. Since statistics have
the potential of changing over time, the weights are determined by the use of
algorithms which adapt over time.

Partially adaptive beamformer which depends vastly on the degree of freedom—
i.e., the number of constrained and unconstrained weights—is implemented. As a
partially adaptive beamformer has a number of constrained weights, the complexity
of the system is reduced and the cost of the performance is increased as there is a
reduction in freedom.

Two of the main techniques of adaptive beamforming that we have reviewed and
discussed are shown below.

Linearly Constrained Minimum Variance (LCMV)

The LCMV beamformer is an adaptive beamformer that works by constraining the
response of the beamformer. This assures that signals incoming from the direction
of interest are passed through with a specific gain and phase. The chosen weights
are picked such that the output variance is the least. This ensures that the signal has
minimum interference and noise from signals coming from other directions while
keeping the desired signal intact. In LCMV, there is, however, less interference
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rejection than other techniques, but there is no distortion of the desired signal,
unlike other methods. There is also high complexity and it can be realized as an
MVDR beamformer easily [2]. It depends on weight determination and is suitable
for an urban environment as it removes the multipath effect [3]. The determination
of outage probability is possible. The outage performance of the wireless system
with LCMV beamforming cancels a number of dominant interferers and numerical
results show that the outage probability of LCMV beamforming is very sensitive to
the directions of the dominant interferers [4].

Minimum Variance Distortionless Response (MVDR)

The MVDR beamformer is another type of adaptive beamformer. When a beam-
former has a constant response in the direction of the useful signal, the LCMV
algorithm turns into the MVDR algorithm. To reduce interference, iterative null
steering has been proposed [5]. It depends on weight determination and is not suitable
for an urban environment as it cannot remove the multipath effect. The output metric
is power level and a study shows that it has a better response than LCMV [4].

2 Literature Review

In instances where the desired and interfering frequencies possess same temporal
frequencies, then extraction of desired signals is not achieved using temporal fil-
tering. In this case, the spatial separation is achieved using spatial filter at the
receiver. The spatial filtering has two main advantages. To begin with, differenti-
ating between signals on the spatial point of view depends on the spatial aperture.
As aperture size increases, the discrimination of the signals improves. It is not the
absolute aperture size that holds importance, rather its size in wavelengths is crit-
ical. Usually for high-frequency signals, a single physical antenna is enough to
perform the required discrimination, since the wavelength is short. However, for
low-frequency signals, the array of sensors can replace a much larger spatial
aperture than that practical with a large antenna. Another notable benefit of using
sensor arrays, relevant at any wavelengths, is the adaptability of spatial filtering,
that discrete sampling offers. In real time, it is essential to change the spatial
filtering function so that interfering signals are suppressed. This change is easily
done in a discretely sampled system by altering the way in which the beamformer
linearly combines sensor data. Clearly, changing the spatial filtering function of a
continuous aperture antenna is not practical [6].

Moreover, beamforming techniques have been implemented in defense research.
The Active Electronically Scanned Array (AESA) has been likely the best solution
proposed in various department of defense. AESA can be realized using either
analog beam steering or digital beam steering. When using analog beamforming,
beam steering is achieved using individual transmitter–receiver modules equipped
with phase shifters. This type of radar has the advantage that it possesses no moving
parts which makes it more reliable than prior generations of radars that used
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mechanical steering to search and track targets. Moreover, this type of radar permits
tracking of multiple targets by the use of complex beamforming. However, the
analog AESA has a limitation on the number of targets it can track at a time. Digital
beamforming brings with it the advantage that a higher number of targets can be
tracked using the AESA as compared to the analog. In this one, phase shifters are
not used at each element in the phased array. Instead, the radar beam is steered
digitally since digital functions are pushed forward into the system. The digital
sampling takes place at the antenna element on both transmitter and receiver [7].

Furthermore, beamforming in smart antenna has been viewed as a favorable
technology which enhances the capacity of users in 3G Wireless Networks, as it
diminishes co-channel interference. Smart antenna increases the efficiency of digital
wireless communication systems. It operates using the benefit of the diversity effect
at the transceiver of the wireless system. The term diversity effect refers to the
transmission and reception of multiple radio frequencies which are used to reduce
errors during data communication and also to ameliorate data speed between the
source and the destination. The special antenna arrays are used with signal pro-
cessing algorithms to easily locate various wireless targets. They are also used to
calculate the beamforming vectors and the direction of arrival [DOA] of the signal.
The smart antenna technology has been applied to mobile communication systems
such as GSM, CDMA, 3G, and IMT 2000, and they have produced multiple
advantages. Smart antennas have provided higher network capacity, thereby
increasing the revenues of network operators. Usage of smart antennas has resulted
in a decreased probability of blocked or dropped calls to customers. Basically,
weight adaptation is the “smart” part of the smart antenna. Every element of the
antenna array has to be weighted so as to adapt to the current channel and user
characteristics. The smart or adaptive arrays use advanced signal processing algo-
rithms to continually identify the desired signals among interfering signals and also
calculate their directions of arrival [3].

With the evolution of technology being as rapid as it is, the demand for higher
data rates and an increase in capacity has also increased. With it, a new technology
has evolved known as Long-Term Evolution or LTE and the Long-Term Evolution
Advanced or LTE-A. One of the technologies used recently to improve capacity
and coverage is the use of femtocells—cells that place receivers and transmitters
closely together with an even spacing between them—in the vicinity of large cells.
This results in increased capacity due to reused frequency and spectrum sharing.
However, this results in dense networks and since femtocells share the same
spectrum as large cells, there are interference issues which occur. As a solution to
the problem, beamforming has been suggested [8]. 3D beamforming can be used
for LTE-A, which allows the beam to be steered in both azimuth and elevation
planes [9]. Other than that there are different methods of beamforming that have
been suggested which include LCMV, MVDR, zero-forcing beamforming, and
robust beamforming. All are variations of adaptive beamforming which is
becoming more popular. There are a few challenges with LTE due to the fact that
interference is a common problem; however, beamforming addresses it properly
and offers a multitude of solutions that can be looked into.
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3 Mathematical Difference Between LCMV and MVDR

We can show the mathematical difference between the LCMV and the MVDR
beamformers below.

It is assumed that beamformer responses to a source at angle h and with a
temporal frequency of x is given by xHd h;xð Þ. Now, if we linearly constrain the
weights such that they satisfy

xHd h;xð Þ ¼ g; ð1Þ

where g is a complex constant, then we can ensure that any signal from angle h and
frequency x will be passed to the output with a response of g. If the LCMV
problem of choosing weights is written as

min
w wHRxw subject to dH h;xð Þw ¼ g� ð2Þ

Using the method of LaGrange multipliers, we can then write,

F x; kð Þ ¼ wHRxw ð3Þ

G x; kð Þ ¼ dHw� g� ð4Þ

since we are given

dH h;xð Þw ¼ g� ð5Þ

For the ease of writing,

dH h;xð Þ ¼ dH ð6Þ

Then,

L x; kð Þ ¼ 1
2
wHRxwþ kH dHw� g�

� � ð7Þ

where kH is the Lagrangian Multiplier.
Now, we set the gradient to 0 and, as

G x; kð Þ ¼ 0: ð8Þ

So,

dL x; kð Þ
dw

¼ wHRx þ kHd ð9Þ

Digital Beamforming Techniques—A Comparison 705



Now, if we assume that Rx is in non-singular form, then we can write

0 ¼ wHRx þ kHd ð10Þ

wHRx ¼ �kHd ð11Þ

wH
opt ¼ �kHdR�1

x ð12Þ

Previously, we were also given that dHw ¼ g�

If we transpose and multiply the value of wH
opt with dH , we can get

dH �kdR�T
x

� � ¼ g� ð13Þ

dHkdR�T
x ¼ �g� ð14Þ

Then, this gives us,

k ¼ �g� d�1d�HRx
� � ð15Þ

Substituting this value of the LaGrangian multiplier back into the equation for
wH
opt, we can write,

wH
opt ¼ � �g� d�1d�HRx

� �� �
dR�1

x ð16Þ

which can be further written as,

wH
opt ¼ g�

d h;xð ÞRx

d h;xð ÞRxdH h;xð Þ ð17Þ

The above weights are the weights calculated for an LCMV beamformer. The
weights of an MVDR beamformer are similar to those given above, with the only
difference being that the value of g = 1. That is, the gain constant is unity. This kind
of beamformer maximizes the likelihood function of the input signal.

4 Simulation Description

A sine wave is generated in the range of 0–4p. A uniform linear array is created
having two sensor elements spaced by 5 m. Random noise is generated taking into
consideration the size of the incoming sine wave and the noise is added to the sine
wave. The angle through which the signal is incident on the sensors is set to 45° in
azimuth and 0° in elevation. Afterward, a Linear Constraint Minimum Variance
(LCMV) beamformer is simulated so that the object performs a narrowband LCMV
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beamforming on the received signal. Two graphs are then plotted so as to differ-
entiate between the original signal and the beamformed. Also, the response pattern
is plotted. At the angle of incidence, a normalized power of −16.55 dB is observed.
The graphs below illustrate the results of the simulation (Figs. 1 and 2).

[In the simulation, the signal propagating speed is set to the speed of light
(3 � 108 m/s), and the carrier frequency of the signal is set to 3 � 108 Hz.]

In order to compare the LCMV beamformer to the Minimum Variance
Distortionless Response (MVDR) beamformer, another simulation has been done

Fig. 1 Original and beamformed signal (LCMV beamformer)

Fig. 2 Angle of arrival of incident signal (LCMV beamformer)

Digital Beamforming Techniques—A Comparison 707



using the same parameters as stated earlier and applied to an MVDR beamformer.
Likewise, there are two sensor elements separated by 5 m distance and the signals
are incident at an azimuthal angle of 45° and 0° elevation. A MVDR beamformer is
then simulated so that beamforming is performed on the incident signal. Also, the
weights used in the beamformer are obtained. The difference between the original
signal and the beamformed and a response pattern are plotted (Figs. 3 and 4).

Fig. 3 Original and beamformed signal (MVDR beamformer)

Fig. 4 Angle of arrival of incident signal (MVDR beamformer)
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From the graphs obtained, it is observed that a normalized power of −3.874 dB
is observed at the specified angle of incidence.

5 Conclusion

It has been seen how beamforming techniques have acquired importance in wireless
mobile communication systems due to their ability to reduce co-channel and
adjacent channel interferences. It has also been seen how the two techniques Linear
Constraint Minimum Variance (LCMV) and Minimum Variance Distortionless
Response (MVDR) depend on the received weight vector of the desired signal. In
terms of power, it has been observed that with MVDR, there is better response than
that of LCMV. One of the major challenges that are faced by beamforming is that
while it is easy to implement in the case of singular interference sources, the
complexity increases as the number of sources also increases, which is to be
expected. However, MVDR beamforming technique takes care of this issue. The
further work which can be carried out using these beamforming techniques is that
they can be set in such a way so that focus is made directly to targets.
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Study
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Abstract The emphasis on studying fractional-order controller has gradually been
increasing in the area of control theory. The elementary component of a
fractional-order controller is the fractional-order operator sb 0\b\1ð Þ, which can
either be a fractional differentiator or be a fractional integrator. The discretization of
sb is central for digital realization of the fractional-order controller. In this paper, a
half-order fractional differentiator is approximated to a rational transfer function by
using Oustaloup approximation. The approximated continuous-time transfer func-
tion is then discretized to obtain the corresponding transfer functions in the complex
z-domain and complex delta-domain. Finally, the frequency responses obtained
from two discretized transfer functions of two different complex domains are
compared for simulation studies with the help of MATLAB software.
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1 Introduction

The fractional calculus is over 300-year-old theme. The first reference of fractional
calculus is probably being connected by correspondence between Leibniz and
L’Hospital in 1695 [1]. The theoretical development of the fractional-order
derivative mostly occurred in the nineteenth century. However, application of
fractional-order calculus in control theory seems to be a contemporary area of
research. For pioneering works, we cite from [2–4]. The fractional-order systems
are infinite-dimensional filter, i.e. contain unlimited memory, while the
integer-order systems are finite-dimensional, i.e. with limited memory. So, for
practical application of the fractional-order systems, it is necessary to describe the
fractional-order models in terms of approximate integer-order models. To accom-
plish this task, rational approximations [5] are often used mainly in the continuous
time domain.

In principle, the control systems can incorporate both the fractional-order plant
to be controlled and the fractional-order controller (FOC). As the plant models
already exist in the form of integer model in the classical sense, therefore, appli-
cation of the fractional-order controller is more common in control practice. There
are many fractional-order controllers found in the literature such as CRONE con-
troller [6], TID controller [7] and PIkDl controller [8]. In all types of
fractional-order controllers, the basic ingredient is common, i.e. fractional-order
operator sb 0\b\1ð Þ, which can either be a fractional differentiator or be a frac-
tional integrator depending on positive and negative values of b respectively.
Discretization of sb is essential for the digital realization of the FOC. There are two
techniques for discretization in general—indirect technique and direct technique.
Existing direct discretization methods include the application of the direct power
series expansion (PSE) of the Euler operator [9] or the continued fraction expansion
(CFE) of the Tustin or Al-Alaoui operator [10, 11]. The indirect discretization
technique is performed in two steps. In the preliminary step, rational approximation
of fractional-order operator is obtained in s-domain by limiting its order and then it
is discretized [12–14].

The conventional modelling of discrete-time signal and systems is generally
based on the forward shift operator q and associated discrete frequency variable
z. However, a major development in linear system theory was brought in with the
introduction of delta-operator by Richard Middleton and Graham Goodwin [15].
Contrary to common expectations, the traditional shift operator-based modelling
does not converge to their continuous-time counterparts at a high sampling fre-
quency. For this reason, a great deal of attention has been given to the alternative
modelling which is based on d-operator and associated discrete frequency variable
c. The d-operator-based modelling is obtained by signal differencing rather than
signal shifting and also converges to its continuous-time counterparts at a high
sampling frequency.

In this paper, the continuous-time fractional-order operator has been discretized
in complex z-domain and complex delta-domain. After that, a comparative study is
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presented on the basis of frequency responses obtained from simulation results. The
paper is organized as follows: Sect. 1 gives the introduction. Section 2 describes
the indirect discretization of fractional-order operator sb. Section 3 deals with the
MATLAB simulation and analysis of results. Finally, conclusions are drawn in
Sect. 4.

2 Indirect Discretization of Fractional-Order Operator sb
� �

Rational approximation of sb is considered to be the first step for the indirect
discretization. In our work, Oustaloup approximation technique has been used. The
formula for Pth-order Oustaloup approximation within a frequency range xx;xy

� �

can be obtained as

sb � K
YP

m¼1

sþx0
m

sþxm
ð1Þ

where

x0
m ¼ xxx 2m�1�bð Þ=P

a , xm ¼ xxx 2m�1þ bð Þ=P
a , K ¼ xb

y and xa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
xy=xx

p
.

From Eq. (1), fifth-order rational approximation of s0:5 is obtained within the
frequency range 0.01–100 rad/s. The approximated continuous-time transfer
function HðsÞ is given as follows:

s0:5 � HðsÞ ¼ 10s5 þ 298:5s4 þ 1218s3 þ 768:5s2 þ 74:97sþ 1
s5 þ 74:97s4 þ 768:5s3 þ 1218s2 þ 298:5þ 10

ð2Þ

Now, HðsÞ is discretized by using two methods. The first method employs
bilinear transform to obtain the discretized transfer function HbðzÞ in the complex
z-domain, whereas the second method uses delta-transform to obtain the discretized
transfer function HdðcÞ in the complex d-domain.

The bilinear transform is given as follows:

s ¼ 2
T
z� 1
zþ 1

ð3Þ

The d-operator is defined in the time domain as

d ¼ q� 1
T

ð4Þ
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Similar relation exists in the complex domain as well. The complex d-domain
frequency variable c can be obtained as

c ¼ z� 1
T

ð5Þ

Substituting z ¼ esT , Eq. (5) can be rearranged to obtain the mapping relation
between s-domain and d-domain as follows:

s ¼ 1
T
lnð1þ cTÞ ð6Þ

HbðzÞ and HdðcÞ are computed for three different values of sampling time, i.e. for
T ¼ 0:01 s, T ¼ 0:001 s and T ¼ 0:0001 s. The discretized transfer functions of two
different complex domains are shown in Tables 1 and 2, respectively.

3 Simulation Results

As an illustrative example, the discretization of s0:5 is studied in complex z-domain
and complex delta-domain by choosing three different sampling periods. The fre-
quency response of a half-order differentiator is shown in Figs. 1, 2 and 3 for
T ¼ 0:01 s, T ¼ 0:001 s and T ¼ 0:0001 s, respectively. Four legends indicate the
bode diagram of the original fractional differentiator of order 0.5, i.e. s0:5, the
continuous-time approximation of s0:5 in s-domain, the discrete-time approximation
of s0:5 in complex z-domain and the discrete-time approximation of s0:5 in complex
delta-domain, respectively.

Table 1 Discrete-time
approximation of s0:5 in
z-domain for different values
of sampling periods

Sampling period (s) Hb zð Þ
T ¼ 0:01 8:265z5�39:1z4 þ 73:82z3�69:54z2 þ 32:67z�6:124

z5�4:407z4 þ 7:682z3�6:607z2 þ 2:794z�0:4621

T ¼ 0:001 9:781z5�48:62z4 þ 96:66z3�96:08z2 þ 47:75z�9:493
z5�4:927z4 þ 9:709z3�9:564z2 þ 4:71z�0:9278

T ¼ 0:0001 9:978z5�49:86z4 þ 99:66z3�99:6z2 þ 49:77z�9:948
z5�4:993z4 þ 9:97z3�9:955z2 þ 4:97z�0:9925

Table 2 Discrete-time
approximation of s0:5 in
delta-domain for different
values of sampling periods

Sampling period
(s)

Hd cð Þ

T ¼ 0:01 10c5 þ 242:7c4 þ 903:2c3 þ 549:3c2 þ 52:81cþ 0:6991
c5 þ 58:17c4 þ 550:6c3 þ 855:9c2 þ 208:9cþ 6:991

T ¼ 0:001 10c5 þ 291:9c4 þ 1180c3 þ 741:9c2 þ 72:27cþ 0:9634
c5 þ 72:97c4 þ 742:1c3 þ 1174c2 þ 287:6cþ 9:634

T ¼ 0:0001 10c5 þ 297:8c4 þ 1214c3 þ 765:8c2 þ 74:69cþ 0:9963
c5 þ 74:77c4 þ 765:8c3 þ 1214c2 þ 297:4cþ 9:963
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The comparative study in between z-domain approximation and delta-domain
approximation is shown in Tables 3 and 4.

Three frequency ranges are considered in Tables 3 and 4. In the low frequency
range, i.e. from 0.01 to 0.1 rad/s, delta-domain approximation seems to be closer to
the frequency response of the original fractional differentiator compared to the
z-domain approximation. As the sampling frequency increases, z-domain approxi-
mation becomes more vulnerable, especially to maintain the phase accuracy in the
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mid-frequency range i.e. from 0.1 to 10 rad/s. In contrary, the frequency response
obtained from delta-domain approximation shows significant improvement in the
mid-frequency range as the sampling frequency goes high. However, both the
z-domain approximation and the delta-domain approximation establish close cor-
respondence between the continuous-time system and the discrete-time system in
the high frequency range, i.e. from 10 to 100 rad/s. In the whole frequency range of
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Fig. 3 Bode plot comparison of s0:5 for T ¼ 0:0001 s

Table 3 Maximum absolute error for magnitude approximation of s0:5 in z-domain and in
delta-domain for different frequency ranges and for different sampling periods

Freq.
range
(rad/s)

Error in z-domain (dB) Error in delta-domain (dB)

T ¼ 0:01 s T ¼ 0:001 s T ¼ 0:0001 s T ¼ 0:01 s T ¼ 0:001 s T ¼ 0:0001 s

0.01–0.1 1.2 23.65 43 1.2 1.2 1.2

0.1–10 0.5 13 33 0.5 0.15 0.1

10–100 1 1.23 30 0.75 1.16 1.2

Table 4 Maximum absolute error for phase approximation of s0:5 in z-domain and in
delta-domain for different frequency ranges and for different sampling periods

Freq.
range
(rad/s)

Error in z-domain (°) Error in delta-domain (°)

T ¼ 0:01 s T ¼ 0:001 s T ¼ 0:0001 s T ¼ 0:01 s T ¼ 0:001 s T ¼ 0:0001 s

0.01–0.1 22.75 100.6 45 22.5 23 23

0.1–10 2.4 112.1 150 1.7 2.1 2.33

10–100 25 23 23 27 23 23
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interest, i.e. from 0.01 to 100 rad/s, the maximum absolute errors in magnitude
approximation and phase approximation obtained from z-domain approximation are
43 dB and 150°, respectively. On the other hand, the maximum absolute errors in
magnitude approximation and phase approximation obtained from delta-domain
approximation are 1.2 dB and 27°, respectively, which clearly validates the efficacy
of delta-domain approximation over z-domain approximation.

4 Conclusions

The discretization of fractional operator is essential for digital implementation of a
fractional-order controller. In this paper, discrete-time approximation of a half-order
differentiator is obtained in complex z-domain and in complex delta-domain using
the indirect discretization technique. The simulation results establish that the fre-
quency response obtained by the delta-domain approximation is closer to the
original fractional-order differentiator compared to z-domain approximation. As the
sampling frequency increases, the delta-domain approximation seems to be more
consistent than the z-domain approximation.
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Speed Control of Single Phase Induction
Motor Using Fuzzy Logic Controller

Kamal Sapkota, Arun Pradhan, Amit Kumar Singh and Prativa Rai

Abstract This paper presents the speed control of an Induction Motor (IM) using
rule-based fuzzy logic controller and simulated with the help of MATLAB
Simulink and later tested with its hardware model. Because of low maintenance and
robustness, IM has much application in industries. Here, the scalar control method
is employed for controlling the speed of an IM where the stator voltage and the
frequency to the system are changed proportionately by keeping v/f ratio constant
Krishnan (Electric Motor Drives—Modeling, Analysis and Control. Prentice-Hall,
Upper Saddle River, 2001 [1]). The inputs to the fuzzy logic controller (FLC) are
speed error (e) and change in speed error (De) and output to the controller is the
change of control (xsl) which is actually the frequency correction at the output.
These inputs are processed according to the user-defined rule, and output is cor-
rected and provides the required signal to control the speed of PWM inverter-fed
IM. It was observed that fuzzy logic controller avoids complexity to the system
design and it also avoids the mathematical computations compared to other con-
troller design. Using fuzzy logic controller for closed loop v/f control scheme gives
superior way of controlling the speed of IM by maintaining a constant maximum
torque.
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1 Introduction

1.1 Overview

Electric drives play vital role in the field of power electronics and drives system;
since they are accounts for very large range of industrial applications. More than
85% of drives in industries are accounts on IM.

Synchronous speed can be controlled by varying the supply frequency. Voltage
induced in the stator is

V / U2Pf ð1Þ

where V is supply voltage, U is the air-gap flux and f is the supply frequency.

U / V=f ð2Þ

constant = 2p
Thus, reducing the frequency without changing the supply voltage will lead to an

increase in the air-gap flux which is highly undesirable. Hence, whenever frequency
is varied in order to control speed of IM, the terminal voltage is also varied so as to
maintain the v/f ratio constant [2].

As

Tm ¼ KUIa ð3Þ

where

Tm maximum torque
Ia armature current
K constant

Tm / U ð4Þ

Thus by maintaining a constant v/f ratio, the maximum torque of the motor
becomes constant for changing speed. Since from the above formula, maximum
torque (Tm) remains constant if the air-gap flux is constant because of constant v/f
ratio [1].

IMs are most widely used motor in industrial applications due to their advan-
tages of ruggedness, lower rotor inertia, absence of commutator and brushes, lower
price and smaller size [3].

For several decades, researchers used classical method such as PI controller to
control the speed of IM. Such controller requires mathematical model of the motor
parameter. Nowadays, intelligence controller such as fuzzy logic controller (FLC) is
widely used to control speed of IM. Since the fuzzy logic controller is more
practical where we can define the operation of variable in subjective way, i.e. high,
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low, or big, small, etc., in numeric form, they are readily available customizable in
natural language terms [4]. In this thesis, speed control of IM is done using fuzzy
logic controller in feedback mechanism. The following section will describe the use
of FLC in electric drives and some of its related works (Fig. 1).

1.2 Scalar Control with Fuzzy Logic of the Induction Motor

In this paper, scalar control method for controlling the speed of IM is employed
such that the magnitude of stator voltage and frequency are controlled in such a way
that the ratio of v/f varies proportionately. Compared to conventional PI controller,
fuzzy logic controller is very efficient technique since it eliminates the need of too
many inputs while designing the system [5]. The current system has two inputs,
namely speed error (e) and change in speed error (De) and output as change of
control (xsl) which is actually the frequency correction. Speed error and change of
speed error could be defined as follows:

e ¼ Vref�Vact: ð5Þ

De ¼ dE=dt ð6Þ

where

Vref is the desired motor speed.
Vact is the measured or actual motor speed.

So these two inputs are processed according to the rule which is defined by the
user while designing the system. Nowadays, fuzzy logic controller is preferred over
conventional PI controller since torque ripple is high in case of PI controller; it
responds slowly towards the produced error which leads to system instability. For
linear system, conventional PI controller gives good result but when the system is
nonlinear, it does not guarantee good performance. Also, the overshoot is more;
settling time is also more so it takes more time to reach the steady-state value.
Fuzzy logic controller does not require perfect mathematical model, so it uses
simple mathematical calculation to simulate the expert knowledge.

Fig. 1 Closed loop control of induction motor
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2 Description of the Present Fuzzy Logic Controller

The two inputs to the controller are present speed and reference speed of motor, so
by comparing these two inputs, an error signal will be generated. After generating
error signal (e), a change in error (De) signal is also calculated and fed to the fuzzy
logic controller. The controller processes these error and change in error using
user-defined rule, MFs and database and gives the controlled output as change of
control, which is actually the frequency correction. FLC was applied to this system
to control the speed of IM.

The output from the FLC is sent to the PWM inverter to produce controlled
waveform with variable voltage and variable frequency to control the speed of IM.

FLC in this system uses Mamdani-type fuzzy inference system to make relation
between two inputs and the one output variable. The first input variable is the speed
error (e), which is the speed difference between desired speed (set RPM) and actual
speed, while the other input is the change of speed error (De). The output variable is
the change of control which is the frequency correction at the output. The mem-
bership functions for input and output variables are shown in Figs. 2 and 3. All
fuzzy rules for this proposed system are summarized in this following lookup table
and are created with the help of Table 1.

Fig. 2 Membership
functions for speed error
(e) and change in speed
error (De)

Fig. 3 Membership
functions for change of
control (xsl)

722 K. Sapkota et al.



3 MATLAB Simulink Model

MATLAB Simulink model for the proposed fuzzy logic controller for closed loop
speed control of IM is shown (Fig. 4).

In the figure, set RPM is the desired speed of the motor set by the user, while the
signal from feedback is the measured RPM of IM using speed-sensing devices. The
error signal is found as the difference between motor actual speed (measure motor
speed) and the desired speed of motor. This speed error and its derivative (change in
error) are used as input for FLC block.

The output of FLC is the change of control which is actually the frequency
control. To work the system in feedback mechanism, actual motor speed will be
sent again to FLC so the closed loop control system works continuously to achieve
the desired motor speed and keeps the system always in stable condition.

Table 1 Lookup table for fuzzy logic controller

Δe e

NL NM NS ZE PS PM PL

NL NL NL NLM NM NMS NS ZE

NM NL NLM NM NMS NS ZE PS

NS NLM NM NMS NS ZE PS PMS

ZE NM NMS NS ZE PS PMS PM

PS NMS NS ZE PS PMS PM PLM

PM NS ZE PS PMS PM PLM PL

PL ZE PS PMS PM PLM PL PL

Fig. 4 Simulink model for speed control of IM using fuzzy logic in closed loop
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4 Results and Discussion

Figures 5 and 6 show the performance characteristics of a 186.5 W, 200 V, 50 Hz
IM, operating at no load and with 0.5 Nm load with a fuzzy logic speed controller.
The reference speed for both cases is given as 1040 RPM.

Case I: For no-load condition, i.e. Tm = 0 Nm, it is observed that motor picks
up the speed 1040 RPM at t = 2.55 s and also motor draws starting current up to
28 A and starting torque up to 15.97 Nm. When motor speed starts settling at
0.48 s to reference value, i.e. 1040 RPM, then the motor current settles at 1.7 A and
torque also starts settling at 0.01 Nm.

Fig. 5 Rotor speed, torque and current plot, respectively, when Tm = 0 Nm

Fig. 6 Rotor speed, torque and current plot, respectively, when Tm = 0.5 Nm
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Case II: When IM operates with small load, i.e. Tm = 0.5 Nm with a fuzzy
logic speed controller, then it is observed that motor picks up the speed 1010 RPM
at t = 2.55 s giving speed error value 30 RPM to the controller for its operation and
also motor draws starting current up to 26.55 A and starting torque up to 15.55 Nm.
When motor speed starts settling at 0.48 s to 1040 RPM, then motor current settles
at 4.5 A and torque also starts settling at 0.7 Nm.

5 Hardware Implementation for Speed Control of Single
Phase IM

For the Gate Driver Circuit: It consists of single phase 220 V ac supply which is
step down using 220/15 V step-down transformer. This 15 V AC supply is rectified
or converted into 15 V DC using bridge rectifier. A filter capacitor of 470 µF is
used in order to remove the ripple of the DC output. Optocoupler is used in the gate
driver circuit which requires 12 V DC. So, after getting almost 15 V DC supply, it
is regulated to 12 V DC using voltage regulator IC, LM 7812. Optocoupler MCT2E
is used to amplify the PWM signal as well as to isolate the Arduino UNO from rest
of the circuit. The output PWM signal or pulses of the gate driver circuit is then fed
to the inverter switches to drive the H-Bridge inverter (Fig. 7).

Fig. 7 General block diagram for speed control of single phase induction motor
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6 Methodology

For the first time to run the motor, PWM signal is generated in ATmega328
microcontroller inside Arduino UNO and fed to H-Bridge inverter. The system has
two modes of operations, i.e. manual mode and auto mode.

In manual mode, function of feedback is not included; a potentiometer is pro-
vided for user to set the motor rpm from [600, 1400]. After the set rpm (user
interface) is set by the user, motor rpm (read rpm) will be sensed by the proximity
speed sensor, so that this read rpm always tries to track the set rpm by correcting
supply frequency and the magnitude of the stator voltage. It was observed that the
difference in two speeds (speed error) is quite large in this mode of operation.

In auto mode, fuzzy logic-based program is done in ATmega328 microcontroller
in such a way that the fuzzy controller always tries to keep the speed error (actual
speed–set speed) within the range [−20, 20] rpm so that the user will get the desired
speed more closer than in manual mode of operation (Fig. 8).

7 Conclusion

In this paper, a fuzzy logic controller is designed and is to be utilized in the speed
control of an IM. The designing has been done with the help of MATLAB Simulink
and microcontroller ATmega328 for designing fuzzy logic controller in hardware
kit. This controller takes in crisp inputs, viz. speed error (e) and change in error
(De), and gives an output called change in control (xsl). The output changes
according to the rules designed by the user. Based on the set point and feedback
signal, FLC produces the proper control signal which will be used by the inverter to
control the speed of IM. Speed control is done with load and without load and
outputs are analysed separately (Tables 2 and 3).

Fig. 8 Developed kit for speed control of single phase induction motor
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Table 3 Data for auto mode
of operation

Set RPM Motor RPM Speed error

900 890 10

980 985 05

1050 1065 15

1160 1045 15

1200 1210 10

1320 1335 15

1400 1410 10

Table 2 Data for manual
mode of operation

Set RPM Motor RPM Speed error

900 960 60

980 1030 50

1050 1105 55

1160 1210 50

1200 1255 55

1320 1375 55

1400 1445 45
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Speed Control of DC Motor Using
Fuzzy-Based Intelligent Model
Reference Adaptive Control Scheme

Dayarnab Baidya and Rupam Gupta Roy

Abstract This investigation deals with the introduction of a noble dynamic fuzzy
model reference adaptive control scheme. In this work, we propose a new model of
MRAC using fuzzy control for the speed control of DC Motor. The starting of our
work is done with the general comprehensive designing of MRAC for first-order
process along with the second-order process using MIT Rule. After that, the
description regarding our proposed model is given. For the evaluation of the per-
formance of the controller, fuzzy-based MRAC is applied on DC Motor. The
simulation results are compared with other controllers showing that the reaching
time and tracking can be extensively reduced.

Keywords Adaptive control � Dynamic fuzzy model reference adaptive control
scheme � MIT rule � Model reference adaptive control � PID controllers

1 Introduction

Adaptive control system is a special type of nonlinear control system which has the
ability to vary its parameters for the adjustment to the variation in dynamics of the
process or characteristics change in the disturbances. MRAC is one of the adaptive
strategies where a reference model is used to adjust the controller parameters. Shyu
(2008) and Stefanello (2008) applied the Lyapunov theory to develop the perfor-
mance of shunt active power filter [1]. Suzuki et al. [2] designed MRACS with
fuzzy adaptive control rules using genetic algorithm [2]. Wong et al. 3 designed
indirect fuzzy adaptive controller for the controlling of unstable inverted pendulum
[3]. Hwang (2000) and Tang (2001) proposed the concept of fuzzy PID controller.
Lakhekar and Roy (2014) introduce the fuzzy neural approach for the dynamic
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spectrum allocation in cognitive radio networks and they contributed their efforts in
developing dynamic fuzzy sliding mode control (DFSMC) for heading angle
control of autonomous underwater vehicles (AUVs) in horizontal plane [4, 5].

In this article, we provide a detailed description regarding the general design
procedure of the MRAC with the help of MIT Rule for the second-order process
followed by our proposed model and apply it on DC motor for the control of speed.
The Simulink results of different controllers are compared with the result obtained
from the proposed model.

2 Design Procedure Using MIT Rule for Second-Order
Process

In this case, a second-order process expressed by

€yþ p1 _yþ p0y ¼ qu ð1Þ

is selected and the process must follow the reference model which is given by

€ym þ p1m _ym þ p0mym ¼ qmr ð2Þ

A particular control law is required to vary the reference input signal so that the
plant’s output signal track with the reference model [6]. This control law is time
dependent upon controller parameters h1 and h2 which act as the adaptation to the
given plant system. This control law is given by:

u ¼ rh1 � yph2 ð3Þ

Substituting u in (1) using (3)

€yþ p1 _yþ p0y ¼ q rh1 � yh2ð Þ ð4Þ

Taking the Laplace transform of (2) and (4) and then rearranging, we get

s2Y sð Þþ p1sþ p0 þ qh2ð ÞY sð Þ ¼ qh1R sð Þ ð5Þ

s2Y sð Þþ p1mYm sð Þþ p0mYm sð Þ ¼ qmR sð Þ ð6Þ

The error (e) between the output of the reference model Ym sð Þð Þ and the process
output ðYÞ is given as
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E sð Þ ¼ qh1
s2 þ p1sþ p0sþ qh2

R sð Þ � Ym sð Þ ð8Þ

Here, a cost function is selected as

c hð Þ ¼ 1
2

e2 ð9Þ

From the MIT Rule, it can be written [6]

dh
dt

¼ �a
@c
@h

¼ �ae
@e
@h

ð10Þ

where @e
@h is called as the sensitivity derivative of the system.

Using (11) and partially differentiating (9) with respect to h1 and h2, we get

@E sð Þ
@h1

¼ q
s2 þ p1sþ p0 þ qh2

R sð Þ ð11Þ

@E sð Þ
@h2

¼ � q
s2 þ p1sþ p0 þ qh2

Y sð Þ ð12Þ

Now for the better performance of the plant, the reference model should be close
to the plant. So (11) and (12) can be written from (8) as

@E sð Þ
@h1

¼ q
s2 þ p1msþ p0m

R sð Þ ð13Þ

@E sð Þ
@h2

¼ q
s2 þ p1msþ p0m

Y sð Þ ð14Þ

Inserting the following expressions of @E sð Þ
@h1

and @E sð Þ
@h2

in (10), it is obtained as

dh1
dt

¼ �a
q

s2 þ p1msþ p0m
R sð Þ ð15Þ

dh2
dt

¼ a
q

s2 þ p1msþ p0m
Y sð Þ ð16Þ

Equations (15) and (16) are the update laws for h1 and h2.
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3 Dynamic Fuzzy Model Reference Adaptive Control
(DFMRAC)

The basic design of model reference adaptive control is the initiation of the design
procedure and selection of the adaptive control law in such a way that the neces-
sities of the stability criterion are fulfilled. The main scheme of our approach is
fuzzification of adaptive parameters. The parameters are fuzzified corresponding to
the process input, error and output of the process. In our present work, we have
used fuzzy controller in place of transfer function with the fact that fuzzy will take
action for the adaptation of the plant with the variations in disturbances and sur-
rounding conditions. The block diagram of proposed control scheme is shown in
Fig. 1.

3.1 Takagi–Sugeno Fuzzy Inference System (TS-FIS)

The TS-FIS is a single-stage fuzzy system. The fuzzy inference systems are com-
posed of a set of IF–THEN rules. A TS fuzzy model has the following form of
fuzzy rules [7–9]:

Rk : If x1 isA1k and x2 is A2k. . . and xn is Ank

Then y ¼ fk x1; x2; . . .xnð Þ; k ¼ 1; 2; . . .Nð Þ

ProcessReference 
Input

Reference 
Model

Fuzzy Adaptive 
Mechanism 2

Fuzzy Adaptive 
Mechanism 1

Control Law

e

+

-

Yp

Ym

r

K2K1

u

Fig. 1 Block diagram of dynamic fuzzy model reference adaptive control (DFMRAC)
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where fk :ð Þ is a crisp function of xn. Normally,
fk x1; x2; . . .xnð Þ ¼ q0 þ q1x1 þ q2x2 þ � � � þ qnxn. The final output of fuzzy system
can be obtained as

y ¼
PN

k¼1 fk :ð ÞTrk
i¼1lik xið Þ

PN
k¼1 T

rk
i¼1lik xið Þ ð18Þ

where 1\rk\n is the number of input variables in the rule premise, N is the
number of fuzzy rules, n is the number of inputs, lik is the membership function for
fuzzy set, and Aik and T are a T-norm for fuzzy conjunction.

4 Simulation Results

The simulation study is done for DC motor speed control. The optimal simulation
result is shown in Fig. 2. Here, we have compared the simulation results of fuzzy
MRAC with other controllers. Fuzzy MRAC provides a better performance in both
transient and steady-state response. Fuzzy MRAC has better dynamic response
curve, shorter response time.

Fig. 2 Responses of DC motor under different controllers
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5 Disturbance Rejection

A step-type disturbance is applied at time t = 10 s which is shown in Fig. 3.
Oscillations of fuzzy adaptive control are less than classical adaptive control and
fuzzy adaptive control settles faster. The robustness of the proposed controller is
more than that of the classical adaptive control.
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Performance Analysis of Fuzzy
Logic-Based Edge Detection Technique

R. Lalchhanhima, D. Kandar and Babusena Paul

Abstract Identification of objects in digital images is an important part in com-
puter vision. Edges have high probability being the border of an object, so edge
detection is very crucial in image processing. The accurate detection of edges in an
image reduces the processing requirement by filtering our insignificant data, while
preserving important structure in an image. In this paper, various image edge
detection techniques are analyzed and presented, further the paper proposed edge
detection technique based on fuzzy logic. In this paper, MATLAB software along
with its pre-defined functions has been utilized for the development of such fuzzy
logic-based edge detection technique, and it is compared with other existing edge
detection techniques.

Keywords Edge detection � Image segmentation � Soft computing
Fuzzy logic

1 Introduction

Image edge detection and segmentation is an image processing technique whose
outcome is not deterministic [1]. In image segmentation process, the image is
divided into several homogeneous regions based on a particular homogeneity
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measure. Edges have high probability being the boundary of regions while they are
usually disconnected. If edges can be extracted and then connected together, then
the region can be described by the edge contour. Edges are normally defined by the
abrupt change in intensity which is also high-frequency component in the frequency
domain.

Edge detection plays an important role in computer vision. Computer vision
system is interested mainly in object detection. Different objects in an image pertain
to different regions, thereby attaining boundaries between regions. So, the detected
edges are likely to become the borders of objects. Therefore, accurate identification
of edges in an image is one of the basic requirements in subsequent higher level of
processing [2]. There are several existing segmentation methods [3–6] which are
region growing based and edge detection techniques [7, 8].

2 Edge Detection Mechanism

2.1 Traditional Edge Detection Methods

There are different factors that the choice of edge detectors depends. Classical edge
detectors operate by convolving the mask/filter with the image. The edge detector
mask is designed in such a way that it is to be responsive where there is large
difference in gradient and non-responsive in the smooth regions. Several edge
detection operators are available, each responds differently from one another and
their performance is also different with different types of images. Based on the
mode of responsiveness, it is broadly divided into two types; gradient and Laplacian
[9]. The gradient method works on the first derivative of the image, by finding the
minima and maxima, whereas the Laplacian works on the second derivative by
finding zero crossing.

In the first derivative plot of an image, the probable edge attains a shape of a
ramp to highlight its location. This method includes the Sobel operator and is
characterized by gradient filter family of edge detection. If the calculated gradient in
a pixel exceeds some pre-defined threshold, then that location may be identified as
the edge location. As edges have higher gradient value compared to the neighboring
pixel, then after thresholding, it may be detected as edge pixel or not [6]. Gaussian
edge detector is symmetric along the detected edge, and it reduces the noise by
smoothing. The operators used here are Canny and ISEF (Shen–Castan) which
convolve the image with the filter. The filters are the derivative of Gaussian for
Canny and ISEF for Shen–Castan [10, 11]. In 1980, Marr and Hildreth introduced
Laplacian of Gaussian (LoG) which is the combination of Gaussian filtering with
the Laplacian.
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2.2 The Marr–Hildreth Edge Detector

The Marr–Hildred edge detector was well accepted till Canny proposed more
optimal solution for edge detection. Marr–Hildreth proposed an operator based on
gradient that utilizes Laplacian to determine the second derivative of an image. His
proposed method works by first applying Gaussian filter and then detects an edge
by finding zero crossing in the second derivative (Laplacian) in an image, which is
determined by the presence of step difference in intensity [12].

2.3 The Canny Edge Detector

The Canny edge detector was proposed by John Canny in 1983 [13] and performed
better than most existing algorithms. His method works by first filtering the noise
by using Gaussian filter, then finding the intensity gradient of an image. The next
step is to suppress spurious response to edge detection followed by double
thresholding and tracking edges by hysteresis. The final step is to suppress all other
weak edges, which are not connected by strong edges, and utilize that idea to detect
the edges. The proposed method is primarily based on optimization of objective
function as it pertains to signal processing optimization problem. Since the com-
plexity of the actual solution for this problem is an exponential function, he pro-
posed several ways to optimize the problem by approximation [14].

2.4 Soft Computing-Based Operators for Edge Detection

Image processing applications such as image enhancement, transformation, com-
pression, extraction, classification, segmentation, edge detection, morphology
retrieval, noise reduction are non-deterministic and non-trivial in nature. In order to
model the uncertainties and ambiguities in the image processing, it is required to
employ technique which is robust and tolerant. The answer lies on the soft com-
puting techniques, which are able to model imprecision, and incomplete data is
widely being employed in image processing. Some soft computing techniques such
as fuzzy, neural, machine learning, and probabilistic reasoning differ from con-
ventional computing by being tolerant to imprecision, incomplete data, partial truth,
and approximation in order to solve real-world problems [15].
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3 Proposed Fuzzy Approach for Edge Detection

Classical techniques like Sobel, Prewitt, Roberts, and Canny edge detector have their
limitations primarily because they use fixed value of parameters or threshold,
whereas the edges in images can be considered as dynamic in nature due to which
some edges may be left undetected. Fuzzy logic, a branch of soft computing, pro-
vides us flexibility by allowing the values without any such restrictions. It is used to
map an input space to an output space, and IF-THEN rules are evaluated in parallel.
By using fuzzy techniques, different sizes of edges can also be detected [16, 17].

In this work, a method of 14 fuzzy rules and 2 � 2 mask is used for edge
detection in digital images. The proposed method is implemented in MATLAB in
which a fuzzy inference system (FIS) of Mamdani-type edge detection model
without assigning the threshold value is designed. The method consists of con-
volving the 2 � 2 scanning mask over the image to highlight the edge pixels. The
rule base then identifies the pixels whether they belong to edges. The result of
detection is then compared with those traditional methods like Sobel, Robert,
Prewit algorithms. Our fuzzy model considers four inputs and one output variable.
The four pixels P11, P12, P21, and P22 of 2 � 2 mask are considered as the inputs.

Conversion of input from crisp to fuzzy set is the first step in which the two
membership functions, Black and White, are defined. These two functions return a
fuzzy value that determines the Black-ness and the White-ness, respectively, of that
pixel. By applying these two functions to each pixel, all the image pixels (originally
crisp set) are classified into Black or White fuzzy sets and thereby determining the
Black-ness and White-ness of the input pixels. After fuzzification of all pixels, a
rule base is then generated to get the output. A triangular membership function for
the output is defined and is called as edge. In this rule base, 14 inference rules are
defined and are applied on the inputs to get the output. These inference rules depend
on the weights of 4 neighbors, i.e., P11, P12, P21, P22, and itself. In this inference
rule base, the weights are defined as the degree of Black-ness or degree of
White-ness. These weights are combined using AND operator as defined in the rule
base. After applying these rules, we obtain different outputs for each of the infer-
ence rules which are again fuzzy. The output of all those rules is aggregated into a
single fuzzy set by combining them with the OR (max) operation.

In the final phase, the determined output fuzzy set edge is defuzzified to get a
crisp set, and it becomes the final output. In order to obtain a crisp value from the
aggregated fuzzy output set, we calculate the centroid of the fuzzy area under
consideration. The block diagram of designed algorithm is depicted in Fig. 1.
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N edge detection results D1…N are computed using N combinations of the
detectors parameters. A pixel location identified as an edge by all N detector setups
will have the highest correspondence (N), and a location identified as an edge by
only one detector setup will have the lowest [18]. A confusion matrix is a table that
supports visualization of the performance of algorithms. Each column of the matrix
represents the instances in a predicted class, while each row signifies the instances
in an actual class.

In predictive analytics, a confusion matrix, which is a table with two rows and
two columns, reports the number of false positives (FP), false negatives (FN), true
positives (TP), and true negatives (TN). The accuracy metrics are based on the
relation between two regions, R1 and R2, where R1 is the reference image and R2
is the image under analysis. The pixels of both regions are classified as follows:

• NTP (true positive)—pixels present in both regions
• NTN (true negative)—pixels absent in both regions
• NFP (false positive)—pixels present in R2, absent in R1
• NFN (false negative)—pixels present in R1, absent in R2
• N—number of pixels.

Accuracy can be calculated as: Accuracy = (NTP + NTN)/
(NTP + NTN + NFP + NFN).

The results of Lena image, Coin image, Leaf image, Vegetable images are
shown in Figs. 2, 3, 4, and 5, respectively. The accuracy measures as mentioned in
Table 1 show that fuzzy logic-based method performs better in comparison to the
other techniques.

Fig. 1 Block diagram of the FIS
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Fig. 2 Results of Lena image

Fig. 3 Results of Coin image
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Fig. 4 Results of Leaf image

Fig. 5 Results of Vegetable image
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4 Conclusion

The field of edge detection is fast-developing field of research. In many applications
like remote sensing images and medical images, the edges are vague. The fuzzy
logic-based techniques have increased efficiency of the processing and the result
outcomes. These approaches give flexibility in dealing with the variations in
parameter value related to any application. The proposed edge detection technique
is comparatively evaluated with Robert, Prewit, Sobel, and other existing tech-
niques. For quantitative analysis of the result, we have used confusion matrix and
found convincing result. The result achieved from our proposed method with the
existing edge detection techniques shows that soft computing approaches perform
better. Soft computing approaches help in eliminating the boundaries and restric-
tions of traditional fixed parameter values, which lead to give better results than the
other approaches.
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Development and Performance Analysis
of Stand-Alone PV-Based Induction Motor
Drive

Sourav Ghosh and Tapas Kumar Saha

Abstract This paper presents a three-stage control system to feed a squirrel-cage
induction motor (SCIM) from stand-alone PV systems, through cascaded two-level
inverters and an open-winding transformer. The main objective of this system is to
extract the effective PV power, while maintaining the DC link voltage in presence
of the load torque and solar irradiance variation. The DC link voltage controller is
developing the reference speed for the speed controller, followed by current con-
troller. The speed and current controllers are developed through rotor flux-oriented
vector control. The SVPWM modulation technique is used to supply the desired
voltage vector to the SCIM for good dynamic response. The MATLAB/Simulink
simulation results are showing the worth of this proposed control strategy at con-
sidered operational conditions.

Keywords Squirrel-cage induction motor (SCIM) � Space vector pulse width
modulation (SVPWM) � Standalone � PV
Nomenclature

Te Electromagnetic torque developed by SCIM
xr Speed in rad/s
Vdc DC link voltage
i Current
V Voltage
Lr; Ls; Lm Rotor, stator, and mutual inductances, respectively
Rs Stator Resistance
s ¼ Lr

Rr
Time constant

Wr ¼ Lmids
1þ ss

Rotor flux linkage

xmr ¼ Lmiqs
Wrs

Slip speed
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r ¼ 1� L2m
LrLs

Leakage Coefficient

p No. of poles
kpv; kps; kpc; kiv; kis; kic Proportionality and integral constants of PI controller for

voltage, speed, and current, respectively

1 Introduction

Harvesting renewable energy and utilization of it is the modern trend of research
and possibly the future of power sector. In order to harvest energy from solar
irradiation and to convert it in standard AC source, several topologies have been
adopted. Generally, two-stage converters are employed for this purpose [1]. In
contrast with conventional three-phase inverters, a multilevel VSI produces lesser
number of harmonics with stepped AC output voltage which in turn reduce filter
circuitry thus showing improved spectral performance. Multilevel VSIs are clas-
sified by neutral point clamped (NPC), flying capacitor (FC), and cascaded
H-bridge (CHB) inverter, with isolated DC source [2]. However, single-stage CTLI
with NPC comprising of v/f control and MPPT can also be directly connected to PV
module for driving of open-end winding induction motor [3]. Dual isolated PV
source with single-stage CTLI with v/f control and dual MPPT is also very
promising [4]. For higher number of multilevel operation, neutral point clamped
(NPC) configuration is not preferred in three-phase application because of its
increased complexity and lesser economic viability [5].

In this work, the DC link voltages are chosen to be in the order of battery
voltage. In case of open circuit, short circuit, and partial shadow on PV panel,
power loss is lesser in parallel combination of solar panel unit than series combi-
nation [6, 7]. Two isolated PV modules are connected at the DC links of CTLI to
drive a SCIM through an open-winding step-up transformer. Different control
strategies are implemented to control the VSIs for induction motor drive [8–10].
Among classical electrical drive control methods, field-oriented control (FOC) [11]
and direct torque control (DTC) are dominating high-performance industrial drive
application [10]. For controlling SCIM by FOC, we need current and speed feed-
back from SCIM to form closed-loop control. To maintain DC link, three-stage
control is required. The voltage controller in the outer loop is responsible for speed
reference generation [12].

For realization of PWM, several methods are there [3, 13, 14]. In this work,
space vector pulse width modulation (SVPWM) is employed. The complete power
circuit is described in Fig. 1. This system controller is implemented in MATLAB/
Simulink domain. The simulation results show the effectiveness of the proposed
control topology with considered operating conditions.
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2 Development of Control Topology

2.1 Control System of CTLI for IM Drive

Prime objective of this topology is to maintain a DC link voltage independent of
input and output disturbances. The complete control scheme is presented in Fig. 2.

The electromagnetic torque Teð Þ developed inside SCIM can be stated as

Te ¼ 2
3
p
2
Lm
Lr

iqsWr ð1Þ

For generating q-axis voltage through equation given by

V r
qs ¼ Rsi

r
qs þ rLs

dirqs
dt

� �
þ Lm

Lr
Wr xmr þxeð Þþ rLsi

r
ds xmr þxeð Þ ð2Þ

And fed through current controller to generate d-axis voltage by the equation
described as

V r
ds ¼ Rsi

r
ds þ rLs

dirds
dt

� �
þ Lm

Lr

dWr
dt

� rLsi
r
qs xmr þxeð Þ ð3Þ

Fig. 1 Schematic block
diagram of proposed SCIM
drive

Fig. 2 Three-stage SCIM controller
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The frequency response of the three control loops is described here. The bode
plot of voltage controller is designed to have corner frequency at 365 rad/s, as
shown in Fig. 3.

The bode plots of speed controller and current controller are shown in Fig. 4a, b.
The controllers are designed to operate at 1000 and 3000 rad/s, respectively.

2.2 SVPWM Realization

The vector Vr in Fig. 5c represents the voltage reference vector with angle a
generated from two equal magnitudes and 180° phase-shifted vectors of two CTLIs,
respectively. To obtain voltage Vector V , inverter #1 the switching states performed
are (0-1-2-7-2-1-0) (Fig. 5b). Simultaneously, for m0, the switching states performed
are (0-4-5-7-5-4-0) (Fig. 5a).

For ON time and OFF time calculation, the angle a is equally divided into six
sectors of 60° by the hexagon representation. These time values and sector number
together form a value for Va, Vb, and Vc which are then compared with a triangular
wave to generate PWM signal for the inverters.

3 Simulation Result Discussion

The simulated test circuit consists of two solar PV panels of 48 V MPP, 2 nos.
three-phase two-level VSI (CTLI) each having six IGBTs (900 V, 25 A), one
5 KVA, 48/230 V open terminal primary three-phase transformer and an 1 HP,
415 V, 50 Hz, 4 pole, 1.8 A SCIM. The study of the system is carried out with

Fig. 3 Bode plot of the DC link voltage controller’s transfer function
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three condition variations as seen in Figs. 6a and 7a, b. The load torque is increased
from 4 to 5.5 Nm at 4 s. Next the reference of DC link voltage is varied from 60 to
48 v in a slope at 7.5 s. The variation is in solar insolation input, which increases
and decreases by 20% at 13 and 17 s, respectively.

Fig. 4 Bode plot of a speed controller and b current controller’s transfer function

Fig. 5 SVPWM generation
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3.1 Increment in Load Torque

Figure 6b is showing motor speed decrement to compensate the increased load
torque from 4 to 5.5 Nm, as shown in Fig. 6a, where the solar irradiation and
reference DC link voltage are considered to be constant. Settling time of speed is
approximately 3 s.

3.2 Alteration in DC Link Voltage Reference

The actual DC link voltage is maintained at the reference DC link voltage
throughout the time of operation as shown in Fig. 7a. It is also observed that the
change in DC link voltage reference was swiftly tracked by the system with 24 V/s
slope. Also, the increment of motor speed due to PV panes is supplying more power
because of near MPP operating voltage. In this case, settling time of speed is
approximately 3 s.

Fig. 6 a Load torque versus actual torque and b reference speed versus actual motor speed

Fig. 7 a Reference DC link voltage versus actual voltage and b solar insolation variation
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3.3 Variation in Solar Irradiation

Figure 7b is showing the nature of variation in solar irradiance during t = 13 to
t = 17 s. In this period, the PV panels are producing more power, thus increasing
the speed which settles in approximately 3 s.

4 Conclusion

This paper developed a topology to be implemented on CTLI fed stand-alone drive
for normal SCIM with isolated low voltage DC source/PV Panel with an
open-winding three-phase step-up transformer. With CTLI, seven-level voltage was
possible to achieve at inverter output. The proposed control system along with
SVPWM successfully controlled and maintained the DC link voltage during vari-
ation in load torque, solar irradiance level, and reference value of DC link voltage.
The power supplied by the PV is constant during load variations, while the power
changes with solar irradiance level as well as PV output voltages successfully.
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Design of P-I Controller of Wind Turbine
with Doubly Fed Induction Generator
Using Flower Pollination Algorithm

Arnab Kumar Mondal and Parthasarathi Bera

Abstract In the present work, the performance of a Wind Turbine (WT) with
doubly fed induction generator (DFIG) interfaced with power grid is investigated.
Proportional-Integral (P-I) controllers have been considered for controlling the
system, and the small signal stability model of the system has been considered for
designing the controller. Gain settings of P-I controllers of WT with DFIG are
optimized using Flower Pollination Algorithm (FPA). Analysis reveals that the P-I
controllers with optimized gains for WT for DFIG system improve the dynamic
responses significantly. Sensitivity analysis has been performed by changing WT
and DFIG parameters, and results reveal that FPA-optimized P-I controller gains
obtained for nominal values of these are quite robust and need not be changed.

Keywords DFIG � Wind Turbine � FPA � Sensitivity analysis

1 Introduction

For the deficiency of the conventional source of energy and for the environmental
purpose, the use of wind power generation has been grown fast. The total capacity
of wind power plant installed at present is approximately 432 GW [1]. So the wind
power has been penetrated in grids, and the influence of WT on power system
stability is rising gradually. There are several types of approach in designing WT
power generation. But the recent approach of the WT with DFIG is becoming
favourite among industries as it is more efficient than the other approaches. The WT
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with DFIG system also has the characteristics of low investment and flexibility in
control [2]. The third-order model is the most suitable among the other approaches
of DFIG-based Wind Turbine for the analysis of small signal stability. The
third-order model is developed by [2]. The dynamic model and state space model
for the analysis of small signal stability have been illustrated in [3] without the
entire design of the controllers for simplicity.

The control strategy of DFIG has been developed in [4] where the system can be
controlled independently in case of controlling active or reactive power. The
approach of designing a controller model for grid-connected WT with DFIG,
known as Scherbius scheme, has been presented in [5] using two back-to-back
PWM converter. The advantage of the control scheme is that it has smooth oper-
ation through synchronous speed, low distortion fed to supply and system power
factor controlling ability. The poor selection of the proportional gain of the speed
and power factor controller effects on the stability of the DFIG significantly which
has been demonstrated in [6]. The decoupled control, based on the
Proportional-Integral (P-I) controller, has become very popular and has been used
in many research works [7–10]. Recently, Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) are used to optimize the gains of the P-I controller for
the optimal control of static VAR controller parameters, hydro-generator governor,
and WT with DFIG [11–14]. But the limitation of GA is that it’s degradation in
efficiency and the premature convergence in terms of reducing the search capability
[15]. On the other hand, the ease of tendency to move into local optimum in
high-dimensional space, the low convergence rate in the iterative process and going
to a worse position according to some probability are the limitations of PSO [16].

Flower Pollination Algorithm (FPA), a new optimization method, is an evolu-
tionary computation technique inspired from pollination process of flower in nature.
It has been found that the simulation results of the FPA are more efficient than both
GA and PSO, and FPA can also solve the nonlinear design benchmark, which
shows the convergence rate is almost exponential [17]. FPA has been used in
structural engineering [18], and multi-objective optimization [19]. FPA also has
been used in the optimal sizing of the wind/solar/hydro in an isolated power system
[20] and in the optimization of Proportional-Integral Proportional-Derivative cas-
cade controller in automatic generation control of a multi-area power system [21].

The performance of a Wind Turbine with doubly fed induction generator is
investigated in the present work, and the small signal stability model has been
considered for controlling DFIG system interfaced with power grid using the
Proportional-Integral controller. Gains of the P-I controller of WT with DFIG are
optimized using Flower Pollination Algorithm, and the dynamic responses of real
and reactive power and DC link and terminal voltage have been compared con-
sidering with and without the optimized value of Proportional-Integral controller.
Further, sensitivity analyses have been performed by changing the parameters of
WT, DFIG system and grid-side converter.
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2 DFIG System Connected with Power Grid

In general practice, there are several Wind Turbines connected to a wind power
generation station. But there is no dependency between the WT if the controllers of
the Wind Turbines are well designed [22]. So for simplicity, only one WT is
considered in the model while designing the controller. In the present work, a WT
with DFIG connected with power grid is considered and is shown in Fig. 1.

3 Modelling of the System

3.1 Model of DFIG

For DFIG system, power can be fed from both stator and rotor and the equivalent
circuit of DFIG as represented in Fig. 2a [23] is similar to an induction machine.

3.2 Model of Drive Train

The drive train means the combination of mechanical parts of Wind Turbine and is
imitated by a two-mass model [3]. The corresponding equations of two-mass model
are given by

2Ht
dxt

dt
¼ Tm � Tsh ð1Þ

dhtw
dt

¼ xt � 1� srð Þxs ð2Þ

2Hg
dSr
dt

¼ �Tem � Tsh ð3Þ

Tsh ¼ Kshhtw þDsh
dhtw
dt

ð4Þ

Fig. 1 Wind Turbine with
DFIG connected with power
grid
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3.3 Model of Converter

Figure 2b shows the configuration of the back-to-back converters with DC link
capacitor and the directions of the currents in the converter. As the real power is
balance, the equation of power balance is

Pr ¼ Pg þPDC ð5Þ

where

Pr real power at the rotor-side converter end;
Pg real power at the grid-side converter end;
PDC real power of the DC link. The corresponding equations are

Pr ¼ vdridr þ vqriqr ð6Þ

Pg ¼ vdgidg þ vqgiqg ð7Þ

PDC ¼ CvDC
dvDC
dt

ð8Þ

So Eq. (5) can be modified as

CvDC
dvDC
dt

¼ vdgidg þ vqgiqg � vdridr þ vqriqr
� � ð9Þ

4 Block Diagram of Converter with Controller

4.1 Rotor-Side Converter Controller

The aim of controlling the rotor-side converter controller is to control the DFIG
output active power for tracking the input of the WT torque and to maintain the

+

-

+

-

+

(a)

(b)

Fig. 2 Equivalent circuit:
a DFIG with respect to stator
b Back-to-back converter
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terminal voltage to a set value. The block diagram of rotor-side converter controller
model is shown in Fig. 3a, and the corresponding equations are given [4] by

d DP�ð Þ
dt

¼ DPref � DPs ð10Þ

Diqr ref ¼ Kp1 DPref � Psð Þ � Ki1DP ð11Þ

d Di�qr
� �
dt

¼ Diqr ref � Diqr ð12Þ

d Dv�ð Þ
dt

¼ DVs ref � DVs ð13Þ

Didr ref ¼ Kp3 DVs ref � DVsð Þ � Ki3Dv
� ð14Þ

d Di�dr
� �
dt

¼ Didr ref � Didr ð15Þ

Dvqr ¼ Kp2 Kp1
dDP�

dt
þKi1DP

� � iqr

� �
þKi2Diqr þ srxsLmDids þ srxsLrrDiqr

ð16Þ

Dvdr ¼ Kp2 Kp1
dDv�

dt
þKi3Dv

� � Didr

� �
� Ki2Didr � srxsLmDiqs þ srxsLrrDidr

ð17Þ

Fig. 3 Control block diagram of DFIG. a Block diagram of rotor-side controller b Block diagram
of grid-side controller c Block diagram of pitch controller
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where

DPref Real power control reference and

DPref ¼ DPB
Dxt

DxtB
ð18Þ

4.2 Grid-Side Converter Controller

The aim of grid-side converter controller is to maintain the DC link voltage and
control the terminal reactive power. Its block diagram is shown in Fig. 3b, and the
corresponding equations are given by

dDv�DC
dt

¼ DvDC ref � DvDC ð19Þ

Didg ref ¼ �KpdgDvDC þKidgDv
�
DC ð20Þ

dDi�dg
dt

¼ Didg ref � Didg ð21Þ

dDi�qg
dt

¼ Diqg ref � Diqg ð22Þ

Dvdg ¼ KPg �Kpdg
dDv�DC
dt

þKidgDv
�
DC � Didg

� �
þKigDi

�
dg ð23Þ

Dvqg ¼ KPg Diqg ref � Diqg
� �þKIgDi�qg ð24Þ

4.3 Pitch Controller

The aim of pitch controller is to control the rotating speed of the Wind Turbine to
the optimal speed. The block diagram of pitch controller is shown in Fig. 3c, and
the corresponding equation is given by

d Dbð Þ
dt

¼ Kp4
DTm � DTsh

2Ht
þKi4Dxt ð25Þ
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5 State Space Representation of the Small Signal Stability
Analysis Model of the System

The state space representation of the model for WT with DFIG system interfaced
with power grid is given below:

_x ¼ AxþBuþCz ð26Þ

where A, B and C are the system, control and input matrices.
Here, x, z and u are given by

x ¼ ½Dxt;Db;Dhtw;Dsr;Dids;Diqs;DE
0
d ;DE

0
q;DP

�;Di�qr;Dv
�;

Di�dr; vdc;Dv
�
DC;Didg;Diqg�T

z ¼ Dvdr;Dvqr;Dvdg;Dvqg
� 	T

and u ¼ Dvds;Dvqs;Didg;Diqg
� 	T

6 Objective Function

For optimizing by FPA, the objective function based on ISE criterion is used
[24, 25]

J ¼ Z1

0

DPsð Þ2dt ð27Þ

7 Flower Pollination Algorithm

Flower Pollination Algorithm (FPA) is aroused from pollination process of the
flower which has been developed by Yang [18]. The following four rules are used
from pollination process of the flower.

1. Cross-pollination or biotic pollination.
2. Self-pollination or local pollination.
3. Flower constancy.
4. Switch probability which is between 0 and 1.
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The formula of the Global pollination is in Eq. (28)

xtþ 1
i ¼ xti þ L xti � g�

� � ð28Þ

g� is the current best solution.
L is derived from the Lévy distribution.

L� kC kð Þsin pk=2ð Þ
p

1
1þ skþ 1 ð29Þ

The formula of the Local pollination is in Eq. (30)

xtþ 1
i ¼ xti þ e xtj � xtk

� �
ð30Þ

where xtj and xtk are solutions of different plants. The value of e is considered
randomly between 0 and 1.

In the present work, the gains of P-I controllers are obtained by minimizing the
objective function as given by Eq. (27) using FPA. The values of FPA parameters

Fig. 4 Flow chart of FPA
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such as switch probability (p) = 0.7, strength of the pollination (k) = 1.02 and a
scaling factor (c) = 0.15 have been considered, and the 100 number of populations
and 50 number of iterations have been considered. The flow chart for FPA for the
present problem is shown in Fig. 4, and the variation of values of objective function
with respect to number of iteration is shown in Fig. 5.

8 Result

For verifying the enhancement in the stability by the controllers of rotor-side,
grid-side and pitch controller of the DFIG with the optimized gains, simulations are
performed by MATLAB programming and the step changes of 10% have been
applied simultaneously to the DPref and DVref , respectively. Table 1 shows the
values of gains of P-I controllers optimized using FPA based on the objective
function given in Eq. (27). The comparative study of dynamic responses of the
output active power, output reactive power, DC link voltage and terminal voltages
is shown in Figs. 6, 7, 8 and 9, respectively, with and without FPA optimized the
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Table 1 Values of gains of
P-I controllers optimized by
FPA

Kp1 Ki1 Kp2 Ki2 Kp3 Ki3

2.013 0.3154 0.9943 0.0500 1.9421 −0.115

Kp4 Ki4 Kpdg Kidg Kpg Kig
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rotor-side, grid-side and pitch controller. Table 1 shows the values of Kp and Ki for
three-stage P-I controller optimized using flower flow algorithm. The effect of
variation of system parameters (Hg, Ht, Dsh, Ls, C and XTg) has been observed by
varying ±40% of nominal value one at a time, and the values of peak overshoot,
settling time and the value of objective function J have been calculated and the
results are given in Table 2. From Table 2, it is seen that the effect of change of
system parameters is negligible.
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9 Conclusion

In this work, a WT with DFIG connected with power grid has been presented and
the small signal stability analyses have been performed for designing the gains of
P-I controllers for rotor and grid-side converter and pitch controller. The values of
gains of P-I controllers have been optimized based on Flower Pollination Algorithm
(FPA), and the dynamic responses of real and reactive power and DC link and
terminal voltage have been compared considering with and without the controllers.
Analysis reveals that the dynamic responses improve significantly with the use of
P-I controller optimized by FPA for WT for DFIG system. Sensitivity analysis has
been performed by varying different parameters of WT and DFIG system and
results reveal that FPA-optimized P-I controller gains obtained for nominal values
of these parameters are quite robust.
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Dynamic Analysis of Two-Link Robot
Manipulator for Control Design

Gourab Nandy, Basukinath Chatterjee and Amartya Mukherjee

Abstract Robot manipulators have become a major component in the manufac-
turing sectors which are utilized in several applications such as grinding, welding,
assembling, and mechanical handling due to quite efficient accuracy, speed, and
repeatability. These applications require proper path planning, proper generation of
trajectory, and most importantly a control design. This work deals with the problem
of modeling and control of a two-link robot manipulator which is a classical and
simple example of robot followed in understanding the fundamentals of robotic
manipulator. Since, the closed form solutions are not available so we use numerical
solution. Due to these uncertainties and nonlinear behavior, it is a very difficult task
to control the motion of the robotic arm at the accurate position. Here, we are
focused on designing and implementation of PID controller to control the motion of
the robot arm. MATLAB has been used to carry out simulation after derivation of
necessary equations.
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1 Introduction

It is known to all the nature of the robot manipulators. Their nature is highly
nonlinear, coupled dynamically, and time-varying system which are extensively
used in industries. They are generally subjected to uncertainties because of which it
is a challenging task to control the motion of robot manipulator at accurate position
[1]. For accurate results, the robot has to follow predefined trajectories as close as
possible. So the control of trajectory tracking is one of the most important tasks in
control of robotic manipulator [2].

Dynamics of robot manipulators are described by second-order nonlinear dif-
ferential equation, and the inertial parameters depend upon the payload which is
often unknown and gets changed during the task. Despite long years of research,
designing of control for robot manipulator has a thrust area for researchers to work
upon due to the advancement of new techniques and methods [3]. Several control
algorithms are utilized in position control such as PID control [4], PD control, PI
control [4], feed-forward compensation control [5], adaptive control [6], and vari-
able structure control [7]. Most of the conventional control strategies require
specific mathematical modeling but it is not always possible. Proper tuning of the
controller is highly required for getting the desired results. Regardless of the new
advancement in the field of control theory, the PID control is still mostly preferred
in the industry because of the simplicity in design and implementation [8, 9]. They
have been used widely for control of diverse dynamical systems ranged from
industrial processes to aircraft and ship dynamics [10].

The function of two degree of freedom robot manipulators is quite analogous to
that of human arms [11]. The total energy is defined as the sum of kinetic energy
and potential energy and is used to form the Lagrangian equations. Finally from
these equations, we define the torque applied to each of the links. This paper
presents a PID control strategy developed and applied to the problem of trajectory
tracking of a two-link robot manipulator [12–14]. This mechanism is highly useful
for robotic arm movement and navigation control [15–17].

2 Dynamic Model of Two-Link Manipulators

In our paper, for study, we have used two degree of freedom planer robot manip-
ulator as shown in Fig. 1.

We can put

x1 ¼ L1 sin h1
y1 ¼ L1 cos h1
x2 ¼ L1 sin h1 þ L2 sinðh1 þ h2Þ
y2 ¼ L1 cos h1 þ L2 cosðh1 þ h2Þ
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So, kinetic energy could be formed as

KE ¼ 1
2
M1 _x21 þ

1
2
M1 _y21 þ

1
2
M2 _x22 þ

1
2
M2 _y22

By simplification,

KE ¼ 1
2
ðM1 þM2ÞL21 _H

2
1 þ

1
2
M2L

2
2
_H
2
1 þM2L

2
2H1

_H2

þ 1
2
M2L

2
2
_H
2
2 þM2L1L2 cosH2

_H1
_H2 þ _H

2
1

� �

And potential energy is

PE ¼ M1gL1 cosH1 þM2gðL1 cosH1 þ L2 cosðH1 þH2ÞÞ

So, by Lagrange Dynamics, we form the Lagrangian

L ¼ KE�PE

L ¼ 1
2
ðM1 þM2ÞL21 _H

2
1 þ

1
2
M2L

2
2
_H
2
1 þM2L

2
2
_H1

_H2 þ 1
2
M2L

2
2
_H
2

2

þM2L1L2 cosH2ð _H1
_H2 þ _H

2
1Þ �M1gL1 cosH1 �M2gðL1 cosH1 þ L2 cosðH1 þH2ÞÞ

So, forming the dynamics equations to be

fH1;2 ¼
d
dt

@L

@ _H1;2

 !
� @L
@H1;2

So, the dynamic equations after simplifications become

Fig. 1 Two-DOF robot arm
manipulator
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ððM1 þM2ÞL21 þM2L
2
2 þ 2M2L1L2 cosH2Þ €H1 þðM2L

2
2 þM2L1L2 cosH2Þð €H2

�M2L1L2 sinH2ð2 _H1
_H2 þ _H

2
2Þ � ðM1 þM2ÞgL1 sinH1 �M2gL2 sinðH1 þH2Þ ¼fH1

ðM2L
2
2 þM2L1L2 cosH2Þ €H1 þðM2L

2
2
€H2 �M2L1L2 sinH2

_H1
_H2

�M2gL2 sinðH1 þH2Þ ¼ fH2

Having the system equation

BðqÞ€qþCð _q; qÞþGðqÞ ¼ F

where B(q) stands inertia matrix, C stands Coriolis matrix, and G(q) stands gravity
matrix.

q ¼ H1

H2

� �

BðqÞ ¼ ððM1 þM2ÞL21 þM2L22 þ 2M2L1L2 cosH2Þ M2L22 þM2L1L2 cosH2

M2L22 þM2L1L2 cosH2 M2L22

� �

Cð _q; qÞ ¼ �M2L1L2 sinH2ð2 _H1
_H2 þ €H

2
2Þ

M2L1L2 sin H2
_H1

_H2

" #

GðqÞ ¼ �ðM1 þM2ÞgL1 sinH1 �M2gL2 sinðH1 þH2Þ
�M2gL2 sinðH1 þH2Þ

� �

F ¼ fH1

fH2

� �
:

3 Properties of Robot Manipulator

We investigate the structure and property of each term in the robot dynamics
equation.

Property 1 B(q) is inertia matrix which is positive definite symmetric matrix
bounded by µ1I � B(q) � µ2I, where µ1 and µ2 are positive constants.

l1I�B qð Þ� l2I

M1 �B qð Þ�M2
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Property 2 _BðqÞ � 2Cmð _q; qÞ is a skew-symmetric matrix, which implies

_BðqÞ ¼ Cð _q; qÞþCð _q; qÞT Cð _q; qÞ ¼ Cmð _q; qÞq

Cð _q; qÞ is quadratic in _q
Cð _q; qÞk k� cb _qk k2

Where cb(q) is a scalar function. For a robot arm, cb is a constant independent
of q.

Property 3 A bound on the gravity term can be derived for a given robot
manipulator

G qð Þk k� gb

where gb is a scalar function which can be resolved for any given robot
manipulator.

Property 4 The robot dynamic equation has a property that is linear in the
parameters. Here, all the parameters may be unknown; thus, the dynamics are
linear in the unknown terms. It may be expressed as

BðqÞ€qþCð _q; qÞþGðqÞ ¼ BðqÞ€qþNð _q; qÞ � Wðq; _q; €qÞX

where Ω is a parameter vector and Wðq; _q; €qÞ is a matrix of robot function
depending on the link variables, link velocities, and link accelerations. Here, the
disturbance Fd is not included in the mentioned equation.

4 Design of Controller

Table 1 depicts the common parameters utilized in the simulation of control laws:
Having the system equation BðqÞ€qþCð _q; qÞþGðqÞ ¼ F
We can have €q ¼ BðqÞ�1½�Cð _q; qÞ � GðqÞ� þ F̂
With F̂ ¼ BðqÞ�1F , F ¼ BðqÞF̂
The system has been decoupled to have a new non-physical input

Table 1 System parameters

Mass, M (kg) Length, L (m) Position (q) qʹ Desired path

Link 1 M1 = 1 L1 = 1 H1 ¼ �p=2 H 0
1 ¼ 0 H1d ¼ p=2

Link 2 M2 = 1 L2 = 1 H2 ¼ p=2 H 0
2 ¼ 0 H2d ¼ �p=2
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F̂ ¼ f1
f2

� �

Yet, the physical torque inputs to the system are

fH1

fH2

� �
¼ BðqÞ f1

f2

� �

The error signals

eðh1Þ ¼ h1f � h1
eðh2Þ ¼ h2f � h2

With final positions

H1f

H2f

� �
¼ p=2

�p=2

� �

The system has initial positions of

H0 ¼ �p=2
p=2

� �

With the above information, we can formulate the general structure of PID
controller for any input using the classical linear law. Therefore, the entire system
equations with control would be

€q ¼ BðqÞ�1½�Cð _q; qÞ � GðqÞ� þ F̂

With

F̂ ¼ f1
f2

� �
¼ f1 ¼ Kp1ðH1f �H1ÞþKd1

_H1 þKi1
R
eðH1Þdt

f2 ¼ Kp2ðH2f �H2ÞþKd2
_H2 þKi2

R
eðH2Þdt

� �

Bringing back the actual physical torques.

fH1

fH2

� �
¼ BðqÞ f1

f2

� �

But to apply all controls of proportional–integral–derivative, an extra state is
added for each angle to bear resemblance to the integration inside the computer.
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So, the entire system equations are

_x1 ¼ ðH1f �H1Þ
_x2 ¼ ðH2f �H2Þ

€H1

€H2

" #
¼ F̂ ¼ BðqÞ�1 �Cð _q; qÞ � GðqÞ½ � þ f1 ¼ Kp1ðH1f �H1ÞþKd1

_H1 þKi1x1

f2 ¼ Kp2ðH2f �H2ÞþKd2
_H2 þKi2x2

" #

5 Simulation Result

The stratagem to control the robot manipulator is done by trial and error. Parameters
of the controllers are adjusted manually in order to obtain the best results. The
values for the desirable performance of the controller are shown below:

Kp1 ¼ 20;Kd1 ¼ 10;Ki1 ¼ 15 and Kp2 ¼ 20;Kd2 ¼ 15;Ki2 ¼ 15

From the waveforms as shown in the Fig. 2a, b, the position error reaches zero at
a considerable fast rate of time. From Fig. 2c, d, the torque applied can be observed
with slight overshoot or peaks but stabilizes quickly. The same design was tested in
other initial and final positions; the results were different.

6 Conclusion

In this paper, basic concepts for robot manipulator and its control methodology are
discussed. We applied PID control method in a two-link robot manipulator and
simulate the performance of controller using MATLAB. The simulation results
show that the validity of the PID control method gives the possibility of minimizing
the error for a two-link robot manipulator. Three PID control gains in Kp, Ki, and Kd

are adjustable parameters. From the above observations, we can see that how Kp is
associated with the tracking error and speed of evolution, Kd is associated with
speed of interaction with state change, and Ki is also associated with overall error
elimination. Nevertheless, if the modest alteration is made in the controller
parameters, it tends to produce more overshoots and oscillations. The parameters
are very sensitive to initial and final positions.

For further modification, we can propose to use other techniques, such as con-
trollers based on fuzzy logic and sliding mode logic, that work only with angle
position and torque response along with an online controller with auto-tuning of the
parameters Kp, Kd, Ki. Improvements could also be made by increasing the sam-
pling rate of the controller parameters and guarantee stability and good tracking
performance.
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Fig. 2 a error waveform of
H1 b error waveform of H2

c actual torque on H1 joint
d actual torque on H2 joint
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Design of P-I-D Based TCSC Controller
for SMIB System Using Artificial Neural
Network

Arnab Kumar Mondal, Chiborhame Suting and Parthasarathi Bera

Abstract In the present work, the application of thyristor-controlled series
capacitor (TCSC) is investigated for damping oscillation of single-machine infinite
bus (SMIB) power system. The analysis is performed by considering proportional–
integral–differential (P-I-D) controller for TCSC, and gain settings of the P-I-D
controller of TCSC are optimized using Krill Herd Algorithm (KHA) for different
values of generator active power and terminal voltage. The optimized values of
gains of P-I-D controller are used for training the multilayered feedforward artificial
neural network (ANN)-based controller for real-time tuning. Dynamic perfor-
mances considering TCSC equipped with ANN-based P-I-D controller and the
P-I-D controller optimized with KHA are compared, and it is seen that ANN-based
P-I-D controller for TCSC performs well under different operating conditions.

Keywords TCSC � Krill Herd Algorithm (KHA) � Artificial neural network
(ANN)

1 Introduction

Considerable research attempts have been made the dynamic stability of power
systems more improved. Authors in [1] have analyzed the concept of the syn-
chronous machine stability as affected by excitation control and have developed an
understanding for stabilization of static excitation systems. Extensive works have
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presented to determine the influence of power system stabilizer (PSS) parameters on
the dynamic performance of the power system [2–4]. Authors in [5–9] have pre-
sented for the parameter optimization of PSS. Also, new techniques have also been
presented such as variable structure PSS [10], fuzzy logic stabilizers [11],
rule-based stabilizer [12, 13], adaptive PSS [14, 15], and pole placement technique
[16]. But, it is difficult for practical realization of PSS [17].

The effect of TCSC has been carried out for analyzing the dynamic stability of
power system. Several modern control technologies have been applied to TCSC
controller design such as the design of stabilizer for TCSC by using a pole
placement technique [18]. But, for this case, all system states are required as input
to the controller. Authors in [19] have presented a time-optimal control strategy for
the TCSC. The adjustment of TCSC impedance has been done by deviating
magnitude of speed and changing machine rotor. Authors have used genetic
algorithm [20, 21] and particle swarm optimization algorithm [22, 23] for designing
the lead–lag controller for TCSC. Modern control technologies such as adaptive
neurofuzzy inference system (ANFIS) [24], fuzzy logic controller [25, 26], and
fuzzy + PI controller [27] have been studied for TCSC to improve the power
system dynamic stability.

In this paper, the investigation of TCSC is performed to damp out the power
system oscillation for single-machine infinite bus (SMIB) power system and the
gain settings of the P-I-D controller of TCSC are optimized using Krill Herd
Algorithm (KHA) [28] for different values of generator active power, Pg, and
terminal voltage, Vt. The optimized values of gains of the P-I-D controller are then
used for training the multilayered feedforward artificial neural network (ANN)-
based [29] controller for real-time tuning. Dynamic performances considering
TCSC equipped with ANN-based P-I-D controller and P-I-D controller optimized
with KHA are compared.

2 Power System Under Study

A SMIB system is considered for the present problem and is shown in Fig. 1.
A TCSC is connected to the transmission network near the generator terminal.
TCSC has the ability to transfer more power providing additional damping for

Fig. 1 SMIB with TCSC
located near generator end
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low-frequency oscillations by modulating the reactance of one or more specific
interconnecting power lines. The block diagram representation of small-signal
stability model of a SMIB system with TCSC is shown in Fig. 2.

While designing the controllers for TCSC, the following assumptions have been
considered:

1. The three-phase system with thyristor connected is in a balanced condition.
2. The thyristors are triggered at a continuous firing angle.
3. Filter networks made by the series capacitor is not taken in the representation.
4. The harmonics generated as for the thyristor switching are neglected.

TCSC is to be controlled by controlling its firing angle, and it is modeled by gain
and time constant and is shown in Fig. 3. To verify the optimum values of the gains
of P-I-D controllers, different loading conditions have been considered as given in
Table 1.

The SMIB system can be operated by defining the values of the real power Pg

and terminal voltage Vt, at the generator terminal. Pg and Vt have been varied over
the ranges given below:

Fig. 2 Block diagram of linearized power system model with TCSC

Fig. 3 Block diagram of
TCSC equipped with P-I-D
Controller
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0:4�Pg � 1:0; 0:9�Vt � 0:1;

3 Structure of P-I-D Based TCSC Controller

The block diagram of TCSC with P-I-D controller is shown Fig. 3. The location
near the generator terminal is the best for TCSC as it gets the speed deviation Dx as
the input signal of its controller. Here, DXref is the reference angle, and the gain and
time constant for TCSC are Kc and Tc, respectively.

4 State Space Representation of the System

The state space representation for the SMIB system with TCSC is:

_X ¼ AX þBp ð1Þ

where X and p are the state and disturbance vectors, respectively. The X and p are
given as:

X ¼ Dd Dx DE
0
q DEfd DVR DVE DX

h iT
ð2Þ

p ¼ DTm DVref DXref½ �T: ð3Þ

5 Design of Artificial Neural Network

A multilayer feedforward neural network [29] is considered for the present analysis
and is shown in Fig. 4. Here, generator real power output ðPgÞ and terminal voltage
ðVtÞ are taken as the inputs of the neural network. The input signals are given to the
nodes in the input layer. The output layer provides the desired TCSC parameters
KPTCSC;KITCSC; and KDTCSC. Figure 5 shows the schematic diagram of ANN-based
TCSC controller. The output layer of the artificial neural network gives the desired
gains (i.e., KPTCSC;KITCSC; and KDTCSC) in real time.
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6 Analysis of ANN-Based TCSC Controller

Real power ðPgÞ and terminal voltage ðVtÞ at the generator terminal define the
operating condition for the considered SMIB system. Pg and Vt have been varied as
mentioned in Table 1.

The value of KPTCSC;KITCSC; and KDTCSC is computed for each set of Pg and Vt.
The input vector of the training process is now Pg and Vt, and the output vector
becomes KPTCSC;KITCSC; and KDTCSC. Integral time-multiplied square error (ITSE)
[30, 31] criteria-based objective function as given in Eq. (4) has been considered
for the optimization, and it has been optimized using Krill Herd Algorithm
(KHA) [28] for training the ANN-based P-I-D controller for TCSC.

J ¼ Z1

0

t Dxð Þ2dt ð4Þ

P

Output Layer

Input Layer

: Neuron
: Neuron input
: Neuron output
: Weights

Fig. 4 Multilayer
feedforward neural network

+

_

Artificial Neural 
Network

Alternator with AVR

Fig. 5 Schematic diagram of
ANN-based TCSC controller
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7 Dynamic Response

Figures 6 and 7 show the comparison of dynamic responses considering gains
tuned offline using KHA and with ANN-based P-I-D controller for TCSC under
two different loading conditions taken from the database, i.e., from Table 1. From
Figs. 6 and 7, it is observed that responses considering KHA’s optimized gains and
ANN’s tuned gains are almost similar in terms of peak deviation and settling time.
Figures 8 and 9 show the dynamic responses considering gains tuned with
ANN-based P-I-D controller for TCSC for two different loading conditions arbi-
trarily and not matched with the database. Similar observations have been found for
other operating conditions within the range. Therefore, it may be concluded that
ANN-based P-I-D controller for TCSC is very effective for real-time control of the
system.
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Fig. 6 Dynamic responses of
SMIB system using (i) KHA
and (ii) ANN
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Fig. 7 Dynamic responses of
SMIB system using (i) KHA
and (ii) ANN
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Figures 10 and 11 show the system responses to three-phase five-cycle fault at
the generator ends with the two different operating conditions considering gains
tuned in real time using an ANN-based P-I-D controller for TCSC. It is seen that the
gains tuned for real time using ANN-based P-I-D controller for TCSC give satis-
factory performances.
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Fig. 8 Dynamic responses of
SMIB system using ANN for
Pg ¼ 0:75 and Vt ¼ 0:94
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Fig. 9 Dynamic responses of
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784 A. K. Mondal et al.



8 Conclusion

In the present work, the application of thyristor-controlled series capacitor (TCSC)
in damping power system oscillation is investigated. The analysis is performed by
considering proportional–integral–differential (P-I-D) controller for TCSC, and gain
settings of the P-I-D controller of TCSC are optimized using Krill Herd Algorithm
(KHA) for different values of generator active power and terminal voltage. The
optimized values of gains of P-I-D controller are used for training the multilayered
feedforward artificial neural network (ANN) for real-time tuning. Dynamic per-
formances considering ANN-based P-I-D controller for TCSC and P-I-D controller
optimized with KHA offline for different values of active power and terminal
voltage are compared. The analysis reveals that ANN-based P-I-D controller for
TCSC performs well for different operating conditions and also improves the
transient stability.
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Fig. 10 System responses for
a three-phase five-cycle fault
at generator terminal Pg ¼ 0:9
and Vt ¼ 1:0
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Appendix

The values of machine parameters are given as follows:
H = 5 s; fB ¼ 50 Hz; T0

d ¼ 6:0 p:u:; KE ¼ 50; TE ¼ 0:05 s;D = 0.02 p.u.*rad/s;
Xd ¼ 1:6 p:u:; Xq ¼ 1:55 p:u:; X 0

d ¼ 0:32 p:u:; X 0
q ¼ 0:21 p:u:

The ranges of KPTCSC;KITCSC; and KDTCSC for optimization using KHA are
given as follows:

�200�KPTCSC � 30;�7�KITCSC � 1 and 20�KDTCSC � 200:
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Nonlinear Offset Measurement
and Nullification for Effective
Resistive Sensor Design

L. Dutta, A. Hazarika, M. Boro and M. Bhuyan

Abstract Over the decades, a number of methodologies have been introduced to
meliorate the resistive sensor measurement protocol for complete knowledge of the
phenomenon of interest. Nonetheless, such setting requires high degree of circuit
components that result high level of errors (i.e., nonlinear) and thereby, its mini-
mization for effective design is an open question. This article presents a technique
that utilizes direct resistive circuit with microcontroller (lC), followed by subse-
quent estimation of curve-fitting models (CFMs) to curtail the errors involved and
implementation in lC to update real-time data. Further, the study exploited the
effectiveness of various employed CFMs in this context. The significant aftermaths
with suitable choice of CFM and subsequent comparison with the state-of-the-art
approaches manifest the efficacy of the adopted scheme.

Keywords Nonlinearity � Resistive sensor � Curve-fitting model (CFM)
Microcontroller

1 Introduction

Analysis with proper setting of resistive sensor circuits that have high impact on
wide-scale engineering applications and research community, due to its capability
of sensing various physical phenomena, has garnered attention at real-world
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scenario [1]. Consequently, from time to time, various read-out circuits (ROCs)
have been initiated to overcome the limitations, specifically errors due to nonlin-
earities, by modeling circuits, such as Wheatstone bridge-based schemes [2, 3] and
resistance-to-digital converters. Some ROCs are based on RC circuits and timer,
counter [3–5], while others rely on resistance to various parameter conversion, e.g.,
time, pulse-width, and frequency. Even though considerable challenges still exist,
due to which research pursuits are going on.

For example, Borchardt et al. in [2] introduced pseudo-bridge scheme with an
operational amplifier for measurement of unknown impedances, wherein impe-
dance residuals are the inherent limitations, which is later improved by Torrents
et al. [3]. In [4], a new approach is implicated to measure high value resistance that
varies over a wide range, while the authors report sigma-delta [5], dual slope [6],
and relaxation oscillator [8]. A linear combination of resistance and capacitor circuit
is developed in [7] that accept the analog voltage output from a single element
resistive sensor as an input, which is converted into corresponding digital output
similar to 12-bit ADC-based analysis. More recently, implementing the design
setting, many improved versions such as opamp-based bridge connected resistive
sensor measurement that automatically converts the offset and mismatch in the
input [9], direct resistance measurement embedding microcontroller (lC) [10], and
opamp-based insensitive to non-ideal parameters are reported [11]. Importantly,
involvement of operational amplifier, counter, timer etc., circuits and subsequence
use of advance features using lC increase the complexity that makes the system
costly.

Despite being advantages of aforementioned approaches, appropriate choice of
model parameters and derivation of highly simplified versions, which can minimize
the bridge between measured and actual responses, are often preferred in real-time
applications. Such a straightforward exploratory approach with suitable mathe-
matical guidelines helps making the system cost-effective and reliable for practical
values. The article addresses a strategy that involves two stages; in the first stage,
direct resistance measurement circuit has been implemented by setting R and
C parameter values, and in second stage, measuring the output response of former
circuit and subsequently estimating errors by CFMs, errors have been updated with
efficient CFM for real-time data in lC. Extensive experimental verification affirms
the suitability of the proposed technique. Thus, it could promote analyzing large
volume of data and expedite research toward future directions.

aebx; ð1Þ

aebx þ cedx; ð2Þ

a0 þ a1 cosðXwÞþ b1 sinðXwÞ; ð3Þ
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E1þ a2 cosð2XwÞþ b2 sinð2XwÞ; ð4Þ

a1e�ððX�b1Þ=c1ÞÞ2ðG1Þ; ð5Þ

G1þ a2e�ððX�b2Þ=c2ÞÞ2 ; ð6Þ

aXb; ð7Þ

aXb þC; ð8Þ

p1X þ p2; ð9Þ

p1Xþ p2X þ p3: ð10Þ

2 Method

Figure 1 depicts the basic circuit design for measurement of sensor response in
which accurate measurement of charging/discharging cycle of the capacitor via lC
determines the output response of resistive sensor [7, 12]. Initially, parameter
values, i.e., resistors and capacitor, are measured by using a high-resolution
Keithley-2111 digital multimeter and then connected to the lC having tristate
capability. The output response (i.e., voltage Vin) across the resistance is used to
charge the capacitor, and its voltage (Vc) is compared with that of high input lC. At
the same instance, a count value is assigned based on maximum duration of
charging and discharging of the capacitor to operate the RC-network similar to that
of a 12-bit ADC. Now the capacitor is being charged or discharged through R1

depending on the voltage level of Vc, i.e., low or high, and accordingly, the count
value is incremented or decremented.

The analog output of the sensor is measured by connecting a precision power
supply in the range of maximum voltage level of lC, 0-VDD. Further, the count
values are measured at increment of 0.1 V/division. Nonetheless, the estimated

Fig. 1 Basic direct interfacing circuit. Note R1 = 3.1979 KX, R2 = 9.861 KX, C = 2.255 lF,
VIH = 1.962 V, VILow = 1.880 V, and VDD = 4.65 V
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count values are found to be nonlinear that yield error in measurements which make
difficulty in correctly interpreting the outputs. Thereby, it is direly need to nullify
the offsetting the error level either by soft-computing or hardware implementation
instantaneously. Intending to such design focus, the errors are compensated based
on the level of nonlinearity by formulation pursuit of models and subsequently
estimated best-approximated one for possible implementation via lC. The algo-
rithm is implemented in MATLAB (The MathWorks, Inc., Natick, United States)
on an Intel (R) Core (TM) i3-3210 CPU with processor 3.20 GHz and 2 GB of
RAM and lC mikroC PRO for PIC v.6.6.3.

3 Results and Discussion

Measurements are made under two settings: (i) Vin < VIH, and (ii) Vin � VIH, and
specifically, multiple error compensating models (ECMs) are adopted for subse-
quent analysis. It is seen that nonlinear characteristics for two cases significantly
differ from the actual values that are 301 in former case and 833 counts in later. As
a result, the slopes that characterize the nonlinear behavior are quite dissimilar as
depicted in Fig. 2. Therefore, deploying various ECMs and subsequent evaluation
of suitable parameters helps finding the best approximation model, which is later
simulated in the PIC lC to calibrate the errors. For profound understanding and
thorough comparison that yield complete knowledge of wide-scale applicability of
ECMs in augmented setup, it is concreted herein (Table 1). Table 1 outlines various
parameters such as order of fitting functions (FFs), model equations, various type of
errors, no. of coefficients involved, and memory cost. Fourier FF of second order
provides optimal level of performance in terms of error; however, higher number of
coefficients associated with function demands larger memory as compared to others
and filtered out for further analysis. To meet the objective of finding the optimal
parameters power, FF of order two is selected for analysis as follows:

Fig. 2 Actual responses for a Vin < VIH, and b Vin � VIH
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Y ¼ aXb þ c; ð11aÞ

Yi ¼ 2:238X0:9233
i � 79:69; ð11bÞ

Yi ¼ 0:1526X1:178
i þ 660:4: ð11cÞ

where a, b, and c coefficients that are computed for two cases separately and
derived two models as in Eq. (11b)–(11c). Further, Yi denotes measured response
for corresponding Xi. In the next step, models are implemented in PIC lC from
which the ideal counter values were elicited for various input voltage as depicted in
Fig. 3. It is observed that for both cases of Vin, the errors have been curtailed to
optimal level (i.e., 5.23 and 23.9 counts) so as to get close ideal design.
Additionally, a comparison with recently reported state-of-the-art techniques is
summarized in Table 2 to highlight the effectiveness of the proposed framework. It
specifically outlines their measurement complexity, performance, and number of

Fig. 3 Measured responses after compensation (corrected) for a Vin < VIH, and b Vin � VIH in
reference to Fig. 2

Table 2 Comparison of performance of the state-of-the-art techniques

# Method # Complexity Error in % Component Involved

[2, 3] Low NA Impedances and an opamp

[4] Low <1 Resistance, capacitance, and opamps

[5] Medium <0.15 Switches, resistance, capacitance, D-flip-flop

[6] Medium <0.2 Switches, resistance, capacitance, opamps

[7, 12] Low <0.2 Two resistances, capacitor

[8] High <1 Bridges, opamps, resistances, capacitor

[9] High <0.2 Switches, resistance, capacitance, opamps

[10] Low NA Resistance, capacitance, timers, etc.

[11] Low <0.05 Switches, resistance, capacitance, and opamps

Proposed Low <0.02 Two resistances, capacitor
Boldface indicates significant parameters of proposed scheme
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components involved. Most importantly, it evinces two facts: First, the proposed
scheme obviates the need of complex circuitry and expensive C, and second, it
achieves higher accuracy with worst-case error of <0.02%.

We thus conclude, as the experimental outcomes and analysis unequivocally
suggest, that the adopted methodology is efficacious and its performance makes this
work an important step for an accurate resistive sensor measurement design that
promotes further future endeavor in this direction.

4 Conclusion

In this article, we have presented an efficient nonlinear offset measurement and
nullification approach which is found to be effective based on experimental vali-
dation. Further, multiple CFMs are deployed and inspected for finding the suitable
model for specific task. The significant aftermaths mark this work an important step
toward accurate design setup for reliable interpretations. Future works attempt to
expedite its application for multisensor array.
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Fuzzy Rule-Based Set Point Weighting
for PID Controller

Kausik Sen, Biswajit Chakraborty, Amit Gayen and Chanchal Dey

Abstract PID controllers are still very popular in process industries due to their
simple design and easy tuning. Model-free tuning relations are relatively preferred
compared to model-based tuning relations as identification of the true model for
industrial processes is not an easy task. Ziegler-Nichols (ZN) setting is one of the
most widely accepted model-free tuning guidelines. However, for higher-order
processes, it provides undesired oscillations during set point change and load
variation. Fixed set point weighting (FSPW) and variable set point weighting
(VSPW) techniques are reported to restrict the oscillations during set point tracking
only. Recently, reported dynamic set point weighting (DSPW) is capable to provide
an overall improvement during set point change as well as load varying conditions.
But to achieve further performance enhancement of a PID controller, a simple fuzzy
rule-based set point weighting (FRSPW) technique is reported here for
under-damped second-order processes. Superiority of the proposed FRSPW-based
PID controller is established through quantitative estimation of various performance
indices and, moreover, its adequate robustness is also observed in presence of
considerable perturbation of process parameters.
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1 Introduction

PID controllers are still widely accepted in process industries for their simple design
and easy tuning methodologies [1]. Due to lack of availability of exact process
model usually model-free tuning techniques are relatively preferred compared to
model-based tuning schemes. Ziegler-Nichols (ZN) setting [2] is one of the most
widely accepted model-free tuning guidelines since from its inception. However,
during closed-loop control for higher-order processes, ZN tuned PID controller
(ZN-PID) is found to provide undesired oscillations during set point change and
load varying phases [1]. To reduce process oscillations during set point tracking, set
point weighting, and set point filtering [3–5] methods are widely used at the cost of
increased rise time. But the reported filtering and fixed set point weighting (FSPW)
mechanisms fail to offer any improvement during load rejection phases. In
FSPW-based PID controller (FSPW-PID), a fixed weighting factor (b = 0.5–0.7) is
multiplied to the set value. Variable set point weighting (VSPW) technique is
suggested in [6] to restrict process oscillations during set point response without
compromising in rise time value.

In VSPW, instead of a fixed weighting factor, three different values are provided
as the set point weight depending on the process operating conditions during set
point tracking phase. Notably, VSPW still fails to offer any improvement during
load variation. The responses of ZN-PID, FSPW-PID (b = 0.6), and VSPW-PID
are depicted in Fig. 1 where hardly any improvement is observed for VSPW-PID in
comparison with FSPW-PID and ZN-PID during load rejection phase. To achieve
an optimal response during set point change and load variation, separate set point
weighting factors for proportional and derivative terms are derived in [7] using
heuristic algorithms. Toward achieving improved responses during set point change
as well as load variation simultaneously, an online dynamic set point weighting
(DSPW) technique is reported in [8, 9]. In DSPW, the dynamic set point weighting
factor bd is heuristically derived from the instantaneous process states such as error
e(k) and change of error De(k).

To further enhance the overall performance of a PID controller during transient
as well as steady-state operating phases; here, we propose a fuzzy rule-based set
point weighting mechanism (FRSPW) for conventional PID controller and the

Fig. 1 Responses of
ZN-PID, FSPW-PID, and
VSPW-PID for second-order
process
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resulting controller is named as FRSPW-PID. In the proposed FRSPW, instanta-
neous value of the weighting factor is obtained from a fuzzy rule base consisting of
twenty-five rules only. Here, the rule base is designed based on sliding mode
principle. Input variables of the fuzzy rules are considered to be error e(k) and
change of error De(k), whereas the output is defined as the set point weighting
factor b. Hence, the value of set point weighting factor varies depending on the
process operating conditions in such a manner that an overall improved process
response can be obtained from a conventional PID controller. To substantiate the
efficacy of the proposed scheme, performance of FRSPW-PID controller is eval-
uated on under-damped second-order processes in comparison with variable set
point weighting-based PID (VSPW-PID) and dynamic set point weighting-based
PID (DSPW-PID) controllers. Designing steps of the proposed FRSPW-PID are
discussed in Sect. 2, and its performance evaluation is made in Sect. 3.
Considerable overall improvement is obtained during simulation study for the
proposed scheme as estimated through a number of performance indices. At the end
conclusion is provided in Sect. 4.

2 Controller Design

Block schematic of the proposed controller under closed-loop operation is shown in
Fig. 2a. Here, the instantaneous value of the set point weighting factor is calculated
from a pre-defined fuzzy rule base consisting twenty-five rules as shown in Table 1.
This rule base is designed based on sliding mode principle; hence, no prior
knowledge about the process is necessary for its designing. Input variables of the
fuzzy rules are process error e(k) and change of error De(k) which are defined over
the common normalized domain −1 to +1 with five triangular membership func-
tions (MFs) as shown in Fig. 2b. The output variable b (weighting factor, nor-
malized) is also denoted by five MFs defined over −1 to +1 as shown in Fig. 2b. All
the triangular MFs are identical in shape having 50% overlap with their neighboring
MFs. Input scaling factors are denoted as Ge = 1 and GDe = 20 and the output
scaling factor is considered to be Gb = 1 for de-normalization of the weighting
factor bN as given by Eqs. (1)–(3). The blocks F and DF of Fig. 2a represent
fuzzification and defuzzification modules, respectively. Nature of the weighting
surface as depicted in Fig. 2c is found to be quite nonlinear in nature.

eN ¼ Ge e ð1Þ

DeN ¼ GDeDe ð2Þ

b ¼ Gb bN ð3Þ

Discrete form of fixed set point weighted PID controller at kth sampling instant is
given by

Fuzzy Rule-Based Set Point Weighting for PID Controller 799



u kð Þ ¼ kp b� yr � y kð Þf gþ Dt
Ti

Xk

i¼0

e ið Þþ Td
e kð Þ � e k � 1ð Þ

Dt

� �" #
ð4Þ

Here, b represents the fixed weighting factor, y(k) is the process output at kth
instant, kp denotes the proportional gain, Ti is the integral time, Td is the derivative
time, and Dt is the sampling interval.

In the reported dynamic set point mechanism [9], the weighting factor bd is
dynamic in nature and it is defined by the Eq. 5.
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Fig. 2 a Block diagram of the proposed FRSPW-PID controller. b MFs for input and output
variables. c Surface of weighting factor

Table 1 Fuzzy rule base for
b

De/e NB NS ZE PS PB

NB NB NB NS NS ZE

NS NB NS NS ZE PS

ZE NS NS ZE PS PS

PS NS ZE PS PS PB

PB ZE PS PS PB PB

NB negative big, NS negative small, ZE zero, PS positive small,
PB positive big
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bd kð Þ ¼ 1þ c� h� DeN kð Þ½ � ð5Þ

In Eq. (5), c is an adjustable tuning parameter and h is the normalized dead time
of the process, and DeN(k) is the normalized change of error at kth instant. But in
our proposed FRSPW-PID scheme, the weighting factor b is continuously updated
at every sample instant by the following relation

b kð Þ ¼ 0:5� ð1þ bNÞ ð6Þ

where the instantaneous value of bN is directly obtained from a fuzzy rule base as
defined in Table 1. Here, it is to mention that in contrary to the dynamic set point
weighting, process knowledge is not required for our proposed FRSPW-PID in
calculating the value of the weighting factor. Moreover, the rule base for obtaining
the weighting factor is designed based on sliding mode principle depending on the
process error e(k) and change of error De(k) which can be calculated by the fol-
lowing relations

e kð Þ ¼ yr kð Þ � y kð Þ ð7Þ

De kð Þ ¼ e kð Þ � e k � 1ð Þ: ð8Þ

The resultant weighting factor b is multiplied with the set point toward obtaining
the weighted set point for proportional action only. This rule base (Table 1) is so
designed which provides suitable weighting factor during both the transient and
steady-state operating conditions in such a manner that process oscillations can be
restricted within the acceptable limit. Here, it is to note that for designing the fuzzy
rule base it doesn’t require any prior knowledge about the concerned process.
Moreover, in case of our proposed FRSPW-PID, no additional parameter (c, h) is
required for computation of the dynamic weighting factor. The overall control
strategy for the proposed FRSPW-PID is described as follows-

• When the output is diverging in nature or in other words the process response is
moving away from the set point, both e(k) and De(k) are of similar sign, i.e.,
either negative or positive. During such circumstances, strong proportional
action is required to bring the response back to the desired value and to restrict
the further divergence of the response. Hence, the weighting factor value is so
adjusted that the magnitude of effective error gets increased under such oper-
ating conditions.

• In contrary, when the response converges toward the set point (where the sign of
e(k) and De(k) is opposite), there is a possibility of larger undershoot or over-
shoot in subsequent phases. Under such circumstances, the value of the
weighting factor is so adjusted that the proportional control action gets reduced
to restrict the probable undesired oscillation.

Fuzzy Rule-Based Set Point Weighting for PID Controller 801



3 Results

Performance of the proposed FRSPW-PID is compared with variable set point
weighting-based PID (VSPW-PID) and dynamic set point weighted PID
(DSPW-PID) controllers through simulation study for second-order linear and
second-order marginally stable processes with dead time. To have a clear com-
parison among the reported controllers, a number of performance indices—%OS
(percentage overshoot), Tp (peak time), Tr (rise time), Ts (settling time), IAE (in-
tegral absolute error), and ITAE (integral time absolute error) are evaluated for each
case separately. Mamdani-type inferencing is used with centroid method for
defuzzification. The general expression of a second-order process with dead time
can be given by

Gp sð Þ ¼ k e�Ls

as2 þ bsþ c
ð9Þ

where k is the open-loop process gain and L is the dead time.

3.1 Second-Order Linear Process

A second-order linear process can be realized by considering a = 1, b = 1 and
c = 0.2. Transfer function for the second-order linear process with open-loop gain
k = 1 and dead time L = 0.4 s is given by

Gp sð Þ ¼ e�0:4s

s2 þ sþ 0:2
: ð10Þ

Unit step input is applied as set point change and once the process reaches the
steady state, a load disturbance is applied. The overall performance indices for all
the reported controllers are listed in Table 2a. To verify the robustness of the
proposed FRSPW-PID along with VSPW-PID and DSPW-PID, process model
parameters are perturbed by a considerable amount (20%). The perturbed model is
given by Eq. (11), and corresponding performance indices are depicted in Table 2b.
Responses for both the nominal and perturbed models are shown in Fig. 3a, b,
respectively.

Gp sð Þ ¼ 1:2e�0:4s

1:2s2 þ 0:8sþ 0:24
ð11Þ
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3.2 Second-Order Marginally Stable Process

A second-order marginally stable process can be realized from Eq. (12) by con-
sidering a = 1, b = 1 and c = 0. The open-loop gain is considered to be k = 1 and
dead time L = 0.3 s.

Gp sð Þ ¼ e�0:3s

s2 þ s
ð12Þ

Table 2 a Performance analysis for nominal model given by Eq. (10). b Performance analysis for
perturbed model given by Eq. (11)

VSPW-PID DSPW-PID FRSPW-PID

a

OS% 13.10 34.80 7.30

Tp (s) 3.60 4.70 5.20

Tr (s) 2.35 2.42 2.90

Ts (s) 5.30 12.2 4.60

IAE 3.77 4.41 3.09

ITAE 66.62 53.70 40.55

b

OS% 30.20 34.60 15.30

Tp (s) 3.00 4.70 2.90

Tr (s) 2.00 2.10 2.30

Ts (s) 11.70 8.20 5.70

IAE 6.13 4.22 3.31

ITAE 130.50 53.63 48.94

Fig. 3 a Responses of nominal model given by Eq. (10). b Responses for perturbed model given
by Eq. (11)
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This particular model as given by Eq. (12) is very important for industrial
automation processes as it represents the servo position control system. Due to
location of one pole at origin, it provides highly oscillatory responses. Performance
of our proposed FRSPW-PID controller is evaluated along with the VSPW-PID and
DSPW-PID controllers under both set point change and load variation. Robustness
feature of the reported controllers are also verified with considerable perturbation in
process parameters as given by Eq. (13). Responses as shown in Fig. 4a, b along
with performance indices as listed in Table 3a, b for the nominal and perturbed
models clearly substantiate the superiority of the proposed FRSPW-PID in com-
parison with VSPW-PID and DSPW-PID.

Gp sð Þ ¼ 1:2e�0:3s

1:2s2 þ 0:8s
ð13Þ

Based on the simulation study, we can find that our proposed fuzzy rule-based
set point weighting mechanism is quite effective in providing the desired set point
response with smaller overshoot and faster settling. In addition, during load vari-
ation, it is capable to provide early recovery to regain the desired steady-state
behavior. The most important feature of this proposed weighting scheme is that it
does not require any prior knowledge about the process to be controlled. Hence, this
technique can be used for any type of closed-loop control applications toward
performance enhancement of conventional PID controllers. Number of rules in the
fuzzy rule base may be increased for achieving more smooth and preferred variation
of the weighting factor so that closed-loop responses can be further enhanced and
all such possibilities are there in the future scope.

Fig. 4 a Responses of nominal model given by Eq. (12). b Responses of perturbed model given
by Eq. (13)
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4 Conclusion

Fuzzy rule-based set point weighting scheme for PID controller is proposed here.
The instantaneous value of the set point weighting factor is provided from a fuzzy
rule base depending on the latest process operating conditions in terms of process
error and change of error. Enhancement in process response is obtained during both
the set point tracking and load rejection phases. The rule base is designed here is
based on sliding mode technique without any prior knowledge about the concerned
process. Hence, this scheme is quite effective for achieving improved responses for
any conventional PID controller employed in closed-loop control applications.
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RBF Neural Network-Based Wavelet
Packet Energy-Aided Fault Localization
on a Hybrid Transmission Line

Animesh Sarkar and Bikash Patel

Abstract This paper presents a fault localization technique based on wavelet
packet decomposition (WPD) and radial basis function neural network (RBFNN)
for a hybrid transmission line consisting of an overhead line and an underground
cable fed from both ends. The transmission line is simulated in Electromagnetic
transients program (EMTP) and only fault currents are recorded at local end of the
transmission line. Third-level WPD with mother wavelet db1 is utilized to calculate
wavelet packet energies of fault current at each node. The normalized values of
these features are fed to the RBF neural network to estimate fault location on both
overhead section and an underground cable. The algorithm is fast as only half cycle
post-fault data are sufficient and need not identify the fault sections (overhead line
or underground cable) for estimating fault location. The accuracy of fault local-
ization is very high irrespective of fault resistances, fault inception angles (FIA),
and fault types at different locations on the hybrid transmission line.

Keywords Hybrid transmission line � Feature extraction � Wavelet packet
decomposition (WPD) � Fault inception angle (FIA) � Radial basis function neural
network (RBFNN)

1 Introduction

A transmission line is an important component of electric power system, and its
protection is necessary for ensuring power system stability and minimization of
damage to the equipment due to short circuits that may occur on transmission lines.
Fast detection of faults on a transmission line enables quick isolation of the faulty
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line from service and hence protecting it from the harmful effects of faults.
Accuracy in fault localization is important for quick repair of the faulty line to
restore power supply and enhances reliability. A fault analysis technique on a
transmission line based on discrete wavelet transform (DWT) and Karen Bell
transformation (KBT) is presented in [1]. A combination of DWT and artificial
neural network (ANN) is used for detection and classification of faults on trans-
mission line [2, 3]. The authors in [4] introduce a fault analysis technique on a
UPFC compensated double circuit transmission line using wavelet transform and
fuzzy logic. Fuzzy logic-based methods require large training set for better accuracy
in fault localization if the system condition is varied widely. Support vector
machines (SVM)-based fault classification and localization techniques are presented
in [5, 6]. Wavelet transform-aided SVM-based methods for fault localization are
applied in a distribution system [7] and a transmission line [8]. Article [9] proposes
a discrete orthogonal S transform (DOST) and SVM-based transmission line pro-
tection scheme. Wavelet packet decomposition-based transmission line fault anal-
ysis techniques are presented in [10, 11].

Fault localization on a combined transmission line of overhead system and
underground cable requires quite different approach as traveling wave velocity and
characteristics impedance are different for an overhead line and underground cable.
Phasor measurement techniques [12, 13] and fuzzy interface system [14] are
applied for locating faults on a transmission line consisting of overhead conductors
and underground cable. Phasor-based method introduces error since it uses only
fundamental and harmonics components of fault voltage and current. In [15], SVM
is utilized to classify and identify the fault section in a series compensated trans-
mission line. DWT-based traveling wave method is proposed in [16] for localiza-
tion of faults on a hybrid transmission line. But this method requires data recording
at very high sampling rate for accuracy. All these techniques proposed in [12–16]
need additional algorithm for fault section identification before localizing faults.

The present article has proposed a wavelet packet decomposition (WPD) and
radial basis function neural network (RBFNN)-based fault localization method on a
hybrid transmission line irrespective of fault section identification. The wavelet
packet energy has been extracted from post-fault half cycle current signal recorded
only at one end of the transmission line and fed to RBFNN for localizing faults on
both overhead line and underground cable sections.

2 Wavelet Packet Energy

In wavelet packet decomposition (WPD), signal is passed through more filters as
compare to DWT. In DWT, approximation coefficients are decomposed at each
level by passing the signal through high- and low-pass filters. However, in WPD,
both the detail and approximation coefficients are decomposed, and hence, it pro-
vides better resolution than DWT. A three-level wavelet packet decomposition tree
is shown in Fig. 1.
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A wavelet packet function can be obtained from sequence functions satisfying
the scaling function and the wavelet function [11] and is represented by

Wj;n;k tð Þ ¼ 2�j=2Sn 2�jt � k
� � ð1Þ

where k, j, and n are time localization parameter, scale parameter, and modulation
parameter, respectively. The wavelet packet coefficients of a signal f(t) are com-
puted by taking the inner product of the signal and the particular wavelet packet
function as

Cj;n;k ¼ \f tð Þ;Wj;n;k tð Þ[ ¼
Z

f tð ÞWj;n;k tð Þdt ð2Þ

The WPD coefficients are sorted out to wavelet packet nodes representing
specific band of frequencies. Each coefficient of a wavelet packet represents the
feature of the signal. The energy of a wavelet packet node is obtained by summing
the square of coefficients in each frequency band corresponding to the node as

Ej;n ¼
XL
k¼1

C2
j;n;k ð3Þ

where k = L is the number of WPD coefficients in each node for j-level wavelet
packet decomposition with n ¼ 0; 1; 2; . . . 2 j � 1ð Þ:

3 Radial Basis Function Neural Network

Radial basis function neural networks (RBFNNs) are a feed-forward network
consisting of three layers, i.e., input layer, hidden layer, and output layer. Input
vectors are fed to the network via input layer, which communicate to one or more
hidden layer where the actual processing is done. The hidden layer consisting of a
set of radial basis functions calculates the Euclidean distance between the center
and the input vector, and then, the result is passed to the radial basis function.
RBFNN performs a nonlinear mapping from input layer to hidden layer and then

S

D1

AA2 DA2
AD2

DD2

AAA3 DAA3 ADA 3 DDA3 AAD3 DAD3 ADD3

A1

DDD3

Fig. 1 Three-level wavelet packet decomposition tree
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linear mapping from hidden layer to output layer. For an input x, the output of the
network can be represented as

di ¼ woi þ
Xh
j¼1

xjiU x� cj
�� ��; bj
� � ð4Þ

where i = 1,…, m and j = 1,…, h. woi is the biasing term, h is the number of hidden
units, xji is the weight between the jth hidden node and the ith output node, cj is the
center of the jth hidden node, bj is the real constant known as spread factor, and
U �ð Þ is the activation function. Here Gaussian radial basis function is used as
activation function represented in (5) for the jth hidden unit.

/ zj; bj
� � ¼ exp �z2j =b

2
j

� �
; zj ¼ x� cj

�� �� ð5Þ

In the present work, the normalized current energies of eight WPD frequency
bands for each phase are fed to RBFNN for fault localization. Thus, input layer of
this RBFNN has 24 inputs and the output layer has one output, i.e., fault location as
shown in Fig. 2. One of the important features of this neural network is that it
creates neurons in the hidden layer one by one until the error goal is achieved,
leading to fast convergence irrespective of selection of neurons.

4 Transmission Network Under Consideration

In the present work, a 400 kV, three phase, 50 Hz power transmission network fed
from both ends is simulated using ATP/EMTP software and the single-line diagram
of the power system is shown in Fig. 3. The length of the transmission line is
140 km, of which overhead section is 100 km and underground section is 40 km.
The transmission line is modeled using positive, negative, and zero sequence
components of transmission line resistance, inductance, and capacitance. BCTRAN
model of transformers (Tr1, Tr2, and Tr3) is used in EMTP simulation. Two
three-phase balanced load of rating of 800 MVA, 0.92 lagging power factor (load
1) and 100 MVA, 0.87 lagging power factor (load 2) are connected at the Bus 2 of
the transmission line. The voltages of the two alternators (Alt1 and Alt2) are

Hidden
Layer

Output
Layer

I2

I12

I1

Fault
LocalizationIn

pu
t

Fig. 2 Architecture of radial
basis function neural network
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considered as V1 ¼ 21\0� kV and V2 ¼ 21\ �10�ð Þ kV. Single line to ground
(SLG) and double-line fault (LL) with fault resistances (Rf ) of 0, 20, and 150 X at
different fault inception angles have been simulated. Faults have been initiated at
nine locations with 10 km apart in overhead section and at seven locations with
5 km apart in underground cable section for training. The faults have also been
created at 15 random locations, out of which nine locations are on the overhead
section and six locations are on the underground section. The fault signals are
recorded at Bus-1 for time duration of 60 ms with sampling frequency of 100 kHz.
Current waveforms at Bus-1 for SLG fault at phase A at a distance 120 km away
from Bus-1 with fault impedance 0 X and FIA = 90° are shown in the Fig. 4.

5 Feature Extraction and Fault Localization

The wavelet packet decomposition up to third-level decomposition with mother
wavelet db1 has been used for feature extraction of fault currents recorded at Bus-1.
Energies at each node of wavelet packet decomposition tree (Fig. 1) are calculated,
and these are used as fault features for localization of faults on the transmission line.
The extracted features are fed to RBF neural network designed in MATLAB for
localization of faults on the hybrid transmission line. The efficacy of the proposed
algorithm has been tested for different types of faults, fault resistances, and fault
inception angles at different locations on both overhead line and underground cable
sections. Sample results of fault localization are shown in Table 1. To obtain

Load 2

Load 1

Fault Point

Overhead
Section

Underground
Scetion

Alt 1 Alt 2
Tr 1

Tr 3

Bus 1 Bus 2

Tr 2

Fig. 3 Single-line diagram of the transmission system under consideration
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Fig. 4 Current waveform for SLG fault at 120 km, FIA 90° and fault resistance 0 X
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uniform error for all fault locations, the error of fault localization is calculated with
respect to total length of the line as given in (6).

Error ¼ Estimated fault location� Actual fault location
Total length of transmission line

� 100% ð6Þ

6 Result and Analysis

Faults on the transmission line cause power interruption to the consumers for long
duration if these are not cleared quickly. Clearance of faults largely depends on fast
and accurate localization of faults on the transmission line. The proposed algorithm
clearly justifies this aspect as the accuracy of fault localization is very high as seen
from Table 1. Fault conditions may vary depending on time of fault inception,
numbers of phases involved, and geometrical location of fault points. This algo-
rithm has been tested on a hybrid transmission line for SLG and LL faults with
different fault resistances (0, 20, and 150 X) and fault inception angles (0° and 90°)
at 15 different locations on both overhead and underground cable sections. The
accuracy of fault localization is very high irrespective of types of faults, fault
resistances, and fault inception angles. This proposed method is applicable for both
low- and high-impedance faults, and the accuracy is even better for high fault
resistance as shown in Fig. 5a, b.

7 Conclusion

This paper proposes a fault localization method using radial basis function neural
network and wavelet packet decomposition for both end fed hybrid transmission
line with an overhead line combined with an underground cable. The hybrid
transmission line is modeled and simulated in EMTP software, and fault currents at
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Fig. 5 Variation of absolute error of fault localization with fault resistances for a SLG fault with
FIA 0° b LL fault with FIA 0°
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the local end of the line are recorded with sampling frequency 100 kHz. Wavelet
packet decomposition up to third level with mother wavelet db1 is applied for
feature extraction of the fault current signals. The normalized wavelet packet
energies of fault currents are used as features and are fed to RBFNN for fault
localization. The proposed algorithm performs with high degree of accuracy irre-
spective of fault resistance, FIA, and fault types. The major advantage of this
algorithm is that this method is fast and independent of identification of fault section
for locating faults on the transmission line.
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Design of an Adaptive Calibration
Technique Using Data Fusion for Pressure
Measurement

K. V. Santhosh and Bhagya R. Navada

Abstract This paper proposes design of adaptive calibration technique to eliminate
the interference of noise in pressure measurement. Proposed paper objective is to
design a signal-conditioning technique that measures the pressure accurately, even
with variations in environmental parameters like humidity and temperature. Output
of the capacitance pressure sensor is converted to voltage using the data conversion
circuits. Distributed blackboard data fusion framework is used for creating an
adaptive calibration technique to measure pressure accurately without interference
of environmental parameters like temperature and humidity. Results of the pro-
posed measurement technique are analyzed to evaluate the performance of proposed
technique. Obtained results evidence the effective implementation of proposed
calibration technique.

Keywords Calibration � Data � Fusion � Distributed black box framework
Pressure measurement

1 Introduction

Pressure sensors constitute more than 70% of sensor market. Most of the processes
involve control of pressure as most of the hydraulic/pneumatic actuators are actu-
ated by pressure. Controllers are used to control actuator pressure. For designing a
stable controller, it is very essential to have knowledge of actual process variable.
So, measurement of accurate pressure becomes a priority task for any process
control application. Pressure measurement techniques are existing since a long time.
Some of the techniques are surveyed and discussed to analyze the behavior,
working, and characteristics.
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In [1], pressure measurement by using micro-electrical mechanical systems
(MEMSs)-based micro-nozzles. Paper [2] discusses the high-pressure measurement
technique using piezoelectric sensors. Photonic crystal fiber sensors are used for
measurement of pressure in [3], lookup table is used for calibration of sensor.
Critically refracted longitudinal and Rayleigh waves and induced on the walls of
vessels are analyzed to compute the pressure of vessel in [4]. Functional link arti-
ficial neural network-based calibration technique for capacitance pressure sensor is
reported in [5]. In [6], calibration of pressure sensors is reported to compute the
sit-to-stand timing. Multiplexed fiber Bragg gratings are used to measure pressure in
a flexible superstructure in [7]. Design of fiber optic-based pressure sensor for
residual pressure measurement is reported in [8]. In [9], high-pressure measurement
is carried on by the principle of Faraday cup electrostatic discharge; applied pressure
is measured by measuring the density of charge. Gas pressure is measured by finding
the current load of a switched capacitor in [10]. In [11], discharge evaluation of flow
process is measured by finding pressure drop across head-type flow sensor by neural
network computation. In [12], calibration of CPS is achieved using ANN. Though a
lot of techniques are reported for measurement of pressure, these concentrate only on
pressure measurement with a certain range of measurement.

By analyzing the characteristics of pressure sensors in the following papers, it is
found that [13] reports that CPS output varies with diaphragm properties. In [14],
dielectric materials effect on output of CPS is discussed. In [15], temperature effect
on CPS output is discussed. Analysis of pressure measurement sensor for variation
in flow Reynolds number variation is reported in [16]. In [17], relation of pressure
sensor output with variations in turbulent behavior of flow is reported. Analysis of
pressure sensor behavior for step input, with changes in environment behavior, is
discussed in [18]. From these papers, it is clear that the behavior of capacitance
pressure sensor varies with changes in environmental parameters of measurement
like humidity and temperature.

This paper makes an attempt to analyze the characteristics of pressure sensor
behavior for variations in temperature and humidity. Also, the paper makes an
attempt to measure pressure accurately and also makes the measurement technique
independent to environmental parameters variations. The paper makes use of the
concept of data fusion time wrapping techniques.

2 Available Technique

A. Capacitance Pressure Sensor

Capacitance pressure sensor consists of a thin diaphragm, made from elastic
material. Process pressure is applied on one side of diaphragm, and other side is
atmospheric pressure. Any change in applied pressure causes diaphragm to deflect
and thus producing a change in capacitance. Schematic of CPS is shown in Fig. 1
[19–22].
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In the proposed work, a circular diaphragm is considered. A pressure of ‘P’ is
applied to produce elasticity with a deflection ‘h’ at distance ‘r’ from diaphragm
center. Deflection ‘h’ is given by

h ¼ PW 1� q2ð Þ2
U

m ð1Þ

where

W 3(1 − q2)R4

U 16 E d3

q r/R
q Poisson ratio
E Young’s modulus
er Permittivity of dielectric material

The diaphragm movement causes a variation in capacitance to be formed across
the plates of diaphragm, which is given by (2)

C ¼
ZR
0

2pr
H � h

dr F ð2Þ

On evaluating (2) and (1), we get

C ¼ pR2�o�r
H

ffiffiffiffiffiffiffiffi
PW
UH

r !
tanh�1ðPW

UH
ÞF ð3Þ

Dielectric

Fig. 1 Capacitance pressure
sensor
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The permittivity of dielectric used in capacitor is a function of relative humidity,
which can be shown in relation (4)

�RH ¼ �: 1þ 211
t

48:P
t

:RH

� �
:10�6

� �
ð4Þ

Young’s modulus of material is also a function of temperature which is given by
(5)

Substitute in (1) and (3), we get

E tð Þ ¼ E t0ð Þ � 1þ t

200 � ln t
1100

� �	 

" #" #

ð5Þ

where

E(t) E at t °C
E(t0) E at t0 °C

Capacitance function of temperature is given by (6)

C tð Þ ¼ C t0ð Þ � 1þ a t � t0ð Þþ b t � t0ð Þ2
� �

F ð6Þ

where

C(t) C at t °C
C(t0) C at t0 °C
a, b constants

B. Data conversion circuit

555 IC is used to design a astable timer circuit to generate a train of pulses whose
frequency

f ¼ 1
ln 2ð Þ � R1 þ 2R2ð Þ � C Hz ð7Þ

Derived frequency output from timer circuit is converted to voltage using a
frequency to voltage converter (f–V)

Vout ¼ Vs � C1 � R1ð Þ � f V ð8Þ
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3 Problem Statement

In this section, CPS is analyzed to know the effect of temperature and humidity on the
characteristics. A simulation at different temperatures, like t1 = 25 °C, t2 = 50 °C,
and t3 = 75 °C, and humidity of 10%RH, 40%RH, and 70%RH is carried out for
finding the output capacitance of CPS. At each value of humidity and temperature,
CPS is subjected to variation in input pressure and corresponding output capacitance
is found.

Figures 2 and 3 show the variation of voltage considered at three different
temperatures and humidity values with changes in input pressure. From the figures,
it is clear that the output of CPS is a function of humidity and temperature. Now if
the regular calibration technique is used, it produces erroneous reading as most
calibration techniques use the mapping technique for computing pressure from the
data conversion circuit output.
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Fig. 2 CPS output voltage
versus change in pressure at
three different temperatures
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4 Problem Solution

To overcome the drawback of interference of environmental parameters like
humidity and temperature on pressure measurement, a technique is proposed using
the technique of fusion. Data fusion performs combination of data collected from
multiple sensors to offer completeness. Obtained data is fused in a form to obtain a
quality output so that appropriate decision can be taken.

In the proposed technique, data fusion is achieved using distributed black box
framework. Here, sensor data consisting of a number of transducers (T) are con-
nected to sensor supervisor. Supervisor controls the handling of sensor measure-
ments. Predefined confidence levels will be assigned for each sensor. The algorithm
used for fusion produces a value F depending on the sensor values [23–25].
Figure 4 shows the block diagram of proposed data fusion framework.

The technique of data fusion consists of the following stages: In first stage,
dynamic time wrapping is carried on to bring the sensor data to the equal weigh-
tage, further a parameter estimation using Bayesian curve fitting algorithm and
extrapolation is used to find the mapping equation to make the output of calibration
technique independent of parameter variations like humidity and temperature.

A. Dynamic time warping

Dynamic time warping (DTW) is a technique for finding any best alignment
occurring among two sequences which are function of time under some constraints.

Primary purpose of DTW is to compare the data sequence from CPS for vari-
ations in humidity and temperature (time dependent) sequences A := (a1, a2, …,
aQ) of length Q 2 N and B := (b1, b2, …, bP) of length P 2 N. These sequence are
signal is constrained over a period of time with equal intervals. In the following, the
feature space is denoted by F. Then aq, bp 2 F for p 2 [1: N] and q 2 [1: N]. To
analyze features produced by CPS for temperature and humidity variations, a,
b 2 F, a cost function is defined relating to the output to compute the magnitude of
dependencies of such function a, b on output of sensor.

c : F � F ! R� 0: ð9Þ

Fig. 4 Block diagram of
distributed black box
framework
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B. Polynomial interpolation

Polynomial interpolation of a given data is set by a polynomial. Interpolation
polynomial is in the form

p xð Þ ¼ anx
n þ an�1x

n�1 þ � � � þ a1xþ a0 ð10Þ

p interpolates the data points means that

p xið Þ ¼ yi; for all i 2 0; 1; . . .; nf g ð11Þ

C. Parameter estimation

Bayesian curve fitting is used to combine together multiple sensor observations.
For a set of input measurement pairs (yi,ui), i 2 {1, 2, …, N}, an algebraic curve
fitting the relation is computed.

D. Extrapolation

It is the process of estimating, beyond the original series, the value of the next
state on the basis of its relationship with another variable.

5 Results and Conclusions

Once the data fusion technique is carried on using distributed black box framework,
it is subjected to pressure measurement with variation in environmental parameters
like humidity and temperature. For testing, the pressure is considered in the range of

Table 1 Shows the results of
proposed technique for
various input conditions

AP in 106 Pa RH t in °C MP in 106 Pa %error

0.5 10 25 0.486 2.80

0.72 20 30 0.718 0.28

0.85 25 35 0.851 −0.12

1.2 35 40 1.232 −2.67

1.4 45 45 1.386 1.00

1.6 50 50 1.577 1.44

1.9 55 55 1.879 1.11

2.2 60 60 2.234 −1.55

1.8 70 65 1.785 0.83

2.4 80 70 2.428 −1.17

1.7 90 75 1.745 −2.65

1.5 85 70 1.548 −3.20

1.3 75 65 1.268 2.46

0.9 65 60 0.841 6.56

0.6 30 55 0.631 −5.17

AP actual pressure
MP measured pressure

Design of an Adaptive Calibration Technique … 823



0.5–2.5 Mpa, temperature between 0 and 75 °C, and humidity between 10 and 90%
RH.

Response obtained from the proposed system is for variation in test input, and
environmental parameters like humidity and temperature are shown in Table 1. Plot
of input–output characteristics of proposed technique is plot in Fig. 5 and error
graph in Fig. 6.

It is evident from Figs. 5 and 6, and Table 1, that the proposed measurement
technique has output adaptive to variations in humidity and temperature. The
percentage root mean square error obtained is 2.7%, which is considerable accurate.
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Review on Internet of Things (IoT):
Making the World Smart

Debajyoti Misra, Gautam Das and Debaprasad Das

Abstract Internet of things (IoT) is a network of objects linked to cyberspace. It
increases rapidly and reaches all around, not only limited to smartphone or home
appliances but employed in factories, business, and health care because it enhances
efficiency, reduces cost, and saves lives. Think a world where billions of objects can
feel, convey, and share information, and all interlinked over public or private
Internet protocol (IP) networks. These interrelated things have data usually gath-
ered, tested, and conformed to initiate an exercise, allowing a wealth of under-
standing for designing, managing, and judgment making. This is the world of the
Internet of things (IoT). The Internet of things (IoT) is the upcoming trend of
creation that assures to be better and makes our everyday life optimal, smarter,
which is based on having intelligence devices and smart things operating at same
time. Using Internet protocol (IP) facility, things can now be linked to the Internet,
so permitting them to be understood, guided, and managed at every time and at
every place. IoT is used in number of fields including designing smart city, con-
nected vehicle, etc. This paper presents a review on IoT and depicts key challenges
on the same field.
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1 Introduction

Numbers of research communities are potently taking technical topics which add
significantly updated content to the IoT. Nowadays, detecting, propulsion,
exchanges of information, and control become very advanced and ubiquitous. This
provides an opportunity to work in this field. The area of IoT is broad and provides
many services, such as healthcare observation, transportation facility, and logistics
department to find vehicles or packages or build the city smart. Generally, these
things ask a platform that admits device monitoring, application development, and
data management. It is apparent that the IoT comprises of vast number of objects
being interconnected to the Internet. To provide novel and emerging technical
improvement, the UK administration, in their 2015 budget, assigned £40,000,000
for research into the field of IoT [1]. IoT is the connection system between physical
entities like various components, transportation system, constructions, and other
things—fixed with electronics, software, detectors, and network connectivity that
make capable of them together with the information and exchange data [2]. It also
permits things to feel and operate remotely throughout present network framework,
generating new opening for additional direct incorporation of the real world into
automated systems and enhances perfection accurateness financial benefit. In the
instance, Internet of things is raised with smart sensing devices and actuators; the
technology develops an emerging Internet in the physical world, which also covers
new technological innovation such as sophisticated grids, automated houses, and
smart vehicle. Every object is separately identified through its particular calculating
process but is capable to work within the present Internet architecture. Specialists
on Internet of things make a calculation that the IoT will have of nearly 50 billion
components by 2020 [3].

The IoT presents a new era of how various objects make our lives easier.
Actually in IoT, the objects are having brain (they can take decision using sensors)
and they can communicate to us (utilizing wireless networks) for taking better
decisions. The Internet of things was first started its journey by the members of the
radio frequency identification development (RFID) community in the year of 1999,
and nowadays, IoT becomes compatible to the real world mostly due to the
development of mobile devices, wireless transmission, remote server, and data
analysis.

2 Application of IoT

Internet of things concerns with basic idea of things, specifically daily useable
things which are able to be read, identifiable (able to identify location, addressable)
and having ability to take command using the Internet, regardless of the commu-
nication means for example without using RFID, wireless LAN, wide area networks
(WAN), or other means. IoT-based system not only limited to daily objects like the

828 D. Misra et al.



electronic components or gadgets or the things made by higher technological
advancement such as vehicles, heart monitoring electronic devices, injectable ID
chip on livestock farming, automobiles having sensors, hi-tech DNA testing
machine for environmental pathogen or food-borne pathogen observation or a
particular operational objects which help fireman in search and saving operations
but also things that we do not think of as electronic at all—for example, food and
clothing [4] and other things like people, location of objects area, time information,
and condition of objects (Fig. 1).

IoT provides anytime, anything, and anywhere (AAA) connectivity with real
world. As per the report of Cisco Internet business solutions group, approximately
12.5 billion regular physical objects were connected to the Internet in the year 2010
and 25 billion in the year 2015 and will reach to 50 billion by 2020 (Fig. 2) because
nowadays everyone using smart devices and which is increasing every day.

Popular technology research organization Gartner, Inc. made an assumption that
there may be 20.8 billion of smart object on the IoT by 2020 [5]. Another tech-
nology market intelligence research organization named ABI Research made an
approximation that there will be nearly more than 30 billion of smart objects
connected to the IoT wirelessly by 2020 [6]. Technology experts and 83% of
frequent Internet users agreed that the smart Web or Internet-based cloud of things,

Internet of Things

National
1. Agriculture
2. Defense
3. Remote monitoring
4. School

Personal User

Consumer  Home
1.  Utensils  Appliances
2.  Entertainment
3.  Security   & Health

Community
1. Retail
2. Environment
3. Factory
4. Surveillance

Transport
1. Logistic
2. Parking
3. Emergency
4. Security

Doctor or care giver

Fig. 1 Schematic of IoT application areas based on data caption
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wearable computer devices will become ubiquitous and favorable by 2025 (A
research was done by Pew Research Internet Project [6]).

Basically, the domain of IoT is classified into five areas like body-borne smart
things, IoT-based home automation, intelligent or smart city, smart surroundings,
and smart or knowledge-based enterprise. Features or characteristics of all of these
Internet of things’ products and the corresponding solutions are different [7].

To obtain new opportunities, it requires a platform on which devices can connect
directly. So, network of such a large number devices may face various problems
related to their addressing, their privacy, security, and also adoptability with new
technology, which is also a great challenge. Present research direction is moving
ahead on this path.

3 Architecture of IoT

There is huge number of heterogeneous devices connected over the Internet; hence,
there should be an optimal-layered architecture. IoT architecture supports several
technologies. It helps to embellish in what way different technologies are associated
with one another and provide the impact, modularity, and configuration of IoT
arrangements in diversified situations. At least 30 billion objects in the Internet are
expected in 2020. The existing TCP/IP protocol which is adopted in 1980 cannot
handle such a big network of objects [8]. There is a need for open architecture that
can provide proper security and quality of service (QoS) issues and work with
existing network applications. Researchers also proposed multilayered protected
architecture. Chen et al. [9] and Yang et al. [10] reported a three-key level archi-
tecture of IoT consists of application, network, and perception layer (top to down)
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while Suo et al. [12] proposed a four-key level architecture having presentation,
middleware, network, and physical layer. Wu et al. [11] suggested a five-layered
architecture.

Xu Cheng et al. proposed a six-layered network hierarchical architecture [13].
A multilayered architecture has number of advantages such as complex systems can
be broken down into apprehensible subsystem; each layer may be analyzed and
tested independently. Such six-layer architecture is shown in Fig. 3.

A. Coding Layer

Coding layer is responsible for identification or recognition of the objects of
interest. Every device is designated with a special ID which forms and differs from
other objects [14].

B. Perception Layer

Perception layer provides physical meaning to every object connected in IoT. It
deals with data sensors network. Data sensors collect and process the information
like RFID tags, IR sensors. Actuators also perform various operations such as
acceptation of temperature, humidity, speed and location and convert into digital
signal and pass them to network layer.

C. Network Layer

Network layer accepts the effective information (digital signals) from the lower
perception layer and delivers these information to the integrated development

Fig. 3 Architecture of IOT

Review on Internet of Things (IoT): Making the World Smart 831



environment (IDE) of middleware layer using various technologies such as RFID,
Wi-Fi, WiMax, Bluetooth, Zigbee, Global system for mobile communication, 3G
using protocols like DDS, MQTT, IPv4, IPv6. This layer is also responsible for
doing other jobs like cloud computing, data management process.

D. Middleware Layer

This layer enables services based on address and names. It provides flexibility to the
individuals who write IoT application programs to act with smart devices without
examining any definite hardware platform. Moreover, it also passes the necessary
facilities to the network wire protocols [10, 11].

E. Application Layer

Application layer manages the overall facilities demanded by the customers.
According to the customer requirement, it provides services. For example, appli-
cations like smart city, smart home, and it renders information of temperature,
humidity to the customer who asks for it.

F. Business Layer

Business layer handles all the important features of IoT, its activity and services.
The main activity of this layer is to create a plan for successful operation of
business, diagrams, flowcharts, etc., on basis of the information taken from the
application layer [15].

4 Literature Review (A Comparative Analysis)

During last decades, several researches have been done based on IoT. J. Belissent in
2010 gives an idea about the smart cities which provides new opportunities and
creates new business models [16]. This paper suggests that information and com-
munication technologies (ICTs) are an important subject for making the city smart.
ICTs also help to make city services and 24 � 7 supervising more alertful, syn-
ergistic, and effective. It is reported that 70% of the world’s population, above six
billion people, will start to stay in cities and encompassing areas by 2050. So there
is a demand that cities be smart, which offer platforms that enable adequate pro-
visions of services and infrastructure to get economic growth, social, and envi-
ronmental well-being to its residents, workers, and visitors [17–20].

Atzori et al. [20] proposed a city which runs technically by the arising of IoT. It
is a revolutionary development of the recent Internet into a ubiquitous Web of
interrelated smart devices which not only gleans data from the surrounds (sensing)
and communicates with the real world but also usages present Internet protocols to
allow facilities for conveying information, analytics, and applications.

Jin et al. [21] gave a model for making a smart city through Internet of things. In
Spain, there is a smart city test bed at Santander, which is frequently used for
researches and services.
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Tinmaz E et al. presented an overall outline of existing solid waste management
(SWM) system in Corlu town. Continuous investigation on the SWM practices is
going on to develop present condition in various cities of Turkey [22].

IoT activities are achieving an impulse everywhere in the world. Europe is
achieving the main place of IoT study with the formation of IoT European research
cluster (IERC). An IoT center has formed an in Shanghai to analyze technological
improvement and its related trade standards. It reveals that the need for common
information exchange, data storage, and processing infrastructure become very
common today [9].

Pan et al. [18] shaped a smart energy building and its designs, prototype, and
experiments using IoT. The paper represents IoT conceptual framework for energy
efficiency and intelligence that can be incorporated into a building. Researchers first
gather one-year information about building energy utilization data and then prop-
erly evaluate and analyze them.

Catarinucci et al. [23] proposed a framework for automated healthcare systems.
In this work, they suggested IoT-based design for smart monitoring of patient
health condition and a special system which tracks patients, personnel, and
biomedical objects inside the hospitals and nursing institutes.

Lu et al. [24] proposed a cyber-physical system based on wireless technologies
to provide vehicle-to-vehicle connectivity. In particular, it is related to challenges
and evaluation of the modern connectionless system for automobile-to-smart
sensing device, and also automobile-to-automobile, automobile-to-Internet, plus
automobile-to-road infrastructure connectivity.

All these are few examples of previous work. These are having their advantages
and disadvantages. It is a challenge to the researchers to design IoT-based system
with an optimized result keeping the advantages of the existing designs.

5 Domain for Future Work

In this section, problems and anticipated areas of improvement are emphasized in
seven topics, namely managing huge number smart devices, design and controlling,
forming intelligence and big data, openness, toughness, safety, and privacy. These
topics are discussed primarily to find difficulties which may grow in upcoming IoT.

1. Managing huge number smart devices

It is expected that billions of diversified smart devices are on the Internet. How to
identify a particular one, authenticate access, maintain a proper environment, pro-
tect them, handle and care such huge number of devices on Internet are main
problems. Whether Internet protocol version 6 efficiently tackles this type of situ-
ation? Whether agreements such as low-power wireless personal area networks
(LoWPANs) version 6 combat such situation? Whether totally different standards
and protocols come out? There should be some innovative idea or concept related to
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the capability to introduce recent smart things, facilities, and functions for clients
without hampering the class of existing facilities.

2. Design and controlling

This is important of having a proper framework which allows smooth connection,
proper mechanism, and communications among billions or trillions of smart objects
on Internet. There should be a proper mechanism of interaction of these objects with
applications? In several occasions, objects, or group of objects necessarily remain
separate, and these are saved from other objects. At other occasions, it forms an
intelligence to share these smart objects and information. There should be effective
planning for Internet of things to take help after smartphone platform. Smartphones
provide a platform where a number of applications are readily obtainable from
application store.

3. Forming Intelligence and Big Data

In the world of IoT, huge amount of raw data is collected on regular basis. There
should be a proper mechanism which changes this unprocessed data into practical
knowledge. It often occurs in the medical field that unprocessed values of smart
sensors can be changed into relating significant actions or an individual such as
eating, low respiration, or having any indication of depression. In many cases, it is
also necessary that we have combined the sensor values with the recent past value
of particular user activities to reach at exact data assignment. In future, further study
is required to cope with such situation.

4. Openness

It can be seen that mostly sensor-based systems are closed-loop system. Nowadays,
vehicles are sending sensor information to the manufacturers. Connected vehicles
are also talking to each other to avoid collision. Similarly, physiological data of
patient should be uploaded automatically in real time to prevent any miserable
incidents. These systems ask for more openness to obtain this benefit. Remote
access of the plants or else specific products is often very useful to industry.
Though, security alarms arise, particularly whether there is some safety issue
involved. More importance should also be given in this area.

5. Robustness

Robustness is very important and a challenging issue in the field of IoT because
various kinds of networks are involved in this application. Basically, most of the
IoT applications are based on a particular area of sensing, actuation, and commu-
nication platform. To improve robustness of the system, adaptive fast frequency
hopping, forward error correction (FEC), and fast acknowledgment technology
should work suitably. More investigation is required in this field also.

6. Security

Security is a major problem of IoT as most of the devices operate wirelessly.
Generally, TCP/IP networks protect the confidentiality, integrity, and availability of
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network data. As the number of Internet-enabled devices is increasing every day, a
question arises, whether IPv6 and IPv4 are sufficient or need to be modified?

It is a challenge to protect these devices from security attacks. In order to do this,
more importance should be given in secure data aggregation, secure routing, access
control secure management, and on encryption.

7. Privacy

Trust security and privacy are the important parameters in the field of IoT. The
omnipresence characteristics and flexible interactions related to IoT will give
number opportunity and impotent facilities for individuals, however, also provide
several scopes to break privacy. To figure out the privacy problem generated by IoT
applications in future, the privacy strategies for every area must be defined and
adopted to the individual IoT application and its infrastructure.

6 Conclusions

The main target of IoT is to enhance modern life by linking sophisticated equipment
and new technologies. The article offers an outline of IoT concept, and its related
technologies, application, and future scope of research of the field. This is helpful
for new researcher who wants to gain new idea about Internet of things. At the end,
it can be concluded that prescience of the IoT is to uplift erudition in detecting,
controlling, communications, governing, and forming knowledge from huge vol-
umes of information. New research problems are coming up due to huge amount
sophisticated devices, the communication of the physical world of Internet, the
insight information of the systems, and current difficulties of confidentiality and
security. Further, cooperation between the researchers is expected to resolve the
enormous difficulties sooner at the same time to stop recreating the wheel when a
specific community cracks a problem.
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Big Data and Data Science in Engineering
Platform: A Techno-educational Research
Study in Indian Context

P. K. Paul and Anubhav Kumar

Abstract Big data management is today treated as one of the important tools that
deal large but related data sets. Complex data and traditional data processing are
also very much important and valuable for solid and healthy big data management.
Big data is useful, and today, it is implemented in most of the organizations as well
as sectors. Healthcare, education, banking and finance, information foundations,
business houses, etc., are most important and valuable place where big data is used.
Due to the importance of Big Data and Analytics it is today treated as an important
academic field international even in India also few universities have offered pro-
grams on the field. It is important and valuable for the creation of business and
strategies of IT. In this paper, bachelors and masters engineering program details
(other than Science & Management Concentration) are studied and provided which
are available in Indian universities based on study. Paper is also highlighted
regarding possible academic programs in Indian scenario based on Indian need and
International degrees available.

Keywords Data science � Big data � India � Industrial program
Universities � Data management � Analytics

1 Big Data and Its Current Uses

Today, most of the companies are also adopting big data systems for healthy and
sophisticated transformation of raw data into required information. A Data scientist
basically contributed in mixed of analytic, machine learning along with data mining
skills [1, 2]. Big data and data science normally deal with the below-mentioned
features and characteristics.
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• Big data analytics helps in industrial knowledge including contextual under-
standing for hidden solution to the business.

• It is useful in industry, government, research organizations, etc., Hence, many of
these organizations and companies may adopt a basic training in quantitative
analysis or computer programming. Big data technologies and systems today are
in use offields such as social, political, economic, legal, business, marketing [3, 4].

2 Objectives and Agendas

This is a conceptual paper and deals with the following aim and objectives (but not
limited to the)—

• To learn about the core features as well as characteristics and features of data
science and big data management.

• To dig out the latest and emerging educational programs on data science in
international universities.

• To find out the latest of data science, big data management programs in Indian
universities especially about engineering masters and bachelor programs.

• To find out the areas and modules which fall under the big data and data science
running in Indian universities.

• To learn about the challenges, opportunities of Big Data Technologies in
introducing in Universities and other Indian Higher Educational Institutes
(HEIs).

3 Methodologies Undertaken

It is a conceptual and theoretical note, and thus, several research methodologies
have been adopted. Different journals, handbook, encyclopedia, etc., in the areas of
data science, big data, analytics also have been used as secondary and primary data.
Websites, which are provided information about data science and big data, are also
been utilized. Finally, to design this proposed research work, a search strategy has
been used, i.e., ‘MTech Data Science’, ‘BTech Data Science’. Instead of data
science, the keywords and terms of ‘big data management’ are also been used. Up
to fifteen pages are used to study, and result is depicted and illustrated in next
section/s.
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4 Big Data and Data Science: What Is It and Where

As an interdisciplinary field, big data mainly deals with the processes and systems
to extract knowledge of various kinds (regardless of structured or unstructured),
and these are the persistence with few data analysis areas, viz. statistics, data
mining, and predictive, similar to knowledge discovery in databases. Apart from
these, few important are probability models, pattern recognition and learning,
visualization, machine learning, signal processing, database, data engineering,
statistical learning, data mining, predictive analytics. However, few other areas such
as data warehousing, compression of data, computer programming, artificial
intelligence high-performance computing are also important and valuable. Due to
wider applicability of data science and big data, today, most of the organization and
institutions adopted the data management benefits [5, 3]. Due to its need, many
internal universities have started programs and degrees on big data and allied
subjects. A few among them are listed as follows—

• MSc Data Science, Sheffield University, UK
• MSc Data Science, Goldsmith University of London, UK
• MSc Big Data, University of Stirling, Scotland
• MSc Data Engineering, University of Dundee, UK
• MSc Data Science, Edinburg Napier University, UK
• MSc Data Science, Kings College, London
• MSc Data Science, University of Southampton, England
• MSc Business Analytics, Imperial College, London

Due to wider job opportunities in most of the developed countries, data analytics
and related areas such as data science, big data, and analytics studies have been
started as an academic program. This study shows that UK ranks first in terms of
offering data science-related program. Importantly, UK is dedicated currently also
for doing well in healthy digital market creation in different sorts [6, 3]. A list of
institutes with program, duration, etc., have been mentioned in the below-mentioned
Table 1 availed by the prescribed and adopted research methods [3].

It is important to note that the area of Data Science is also related with and
known as few others Data Analytics, Big Data Systems, Data Systems, Informatics
Intelligence. Digital economy depends on cultivation and allied activities with
knowledge; hence, big data management will help in manipulating large datasets,
interpret and represent them into knowledge [7, 8]. In India, some of the universities
offer data science in collaboration with the industrial giants (mainly IBM, take a
look on Table 2).
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Table 1 Data science-based engineering programs in Indian universities (according to the study
adopted)

Programs University Duration Core structures

Executive MTech Data
Science

IIIT, Hyderabad 2–4 years Image and video analytics,
topics in data mining, scaling
to big data, data acquisition
and productization, data
security, data privacy,
parallel and distributed
systems, numerical linear
algebra for data analytics,
programming models for
multicore and GPU
architectures, information
retrieval, Web databases and
information systems, thick
data analysis

MTech Data Science
(Integrated and Lateral)

IIT Kanpur 5 years after
10 + 2 and 3
years after
BTech second
year

Data structure and algorithm,
mathematics for CS, data
science-tools and techniques,
Seminar-data science,
DBMS, OS, algorithms-II,
inference-I, management
decision analysis,
inference-II, optimization,
statistical analysis,
management decision
analysis, machine learning.
with electives from the CSE,
EE, economics, mathematics
and statistics department,
thesis

BTech Computer
Science and
Engineering (Big Data
Analytics)

DIT University,
Dehradun

4 years Core subjects: theory of
computation, computer
organization, computer
networks, Web technology,
information management
basics, Linux administration
and shell programming,
emerging big data, industrial
tour, enterprise app
development using IBM
tools, AI, microprocessor, dot
net, Hadoop and big data,
OOAD, project-II, distributed
computing, advance
computer architecture,
DW&DM, enterprise
reporting using IBM
Cognos BI tools, industrial
training, RDBMS, BI,

(continued)
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Table 1 (continued)

Programs University Duration Core structures

real-time systems, cyber law,
big data analytics
programming, project-III and
various electives as per need

BTech Computer
Science and
Engineering (Big Data
Analytics)

Modi
University,
Rajasthan

4 years Focus on: big data which
includes statistics, data
mining, data warehousing
and data visualization and
major program as like DIT
University, Dehradun

BTech Computer
Science and
Engineering (Big
Analytics and
Optimization)

University of
Petroleum and
Energy Studies
Dehradun

4 years DBMS, introduction to
business analytics, advance
DBMS, business process
management, software
engineering and project
management, computer
networks, statistical analysis,
Java, Web with PHP, data
mining and prediction
modeling, DW and
multidimensional modeling,
automata theory, AI, BI, OR,
embedded systems, industrial
visit, minor project-I/II,
network security, big data
analytics, Web social
analytics, major project,
summer internship, BAO and
cloud, enterprise information
architecture, business
strategy and analytics, mobile
analytics, etc.

MTech CSE (Data
Science and Analytics)

Ahmedabad
University,
Gujarat

2 years Orientation to computing and
data science program, data
structure, data analysis,
probability and statistical
inference, technical
communication, machine
learning, big data analytics,
numerical methods,
high-performance
computing, semester III and
IV with many electives,
research courses, projects

MTech CSE (Data
Engineering)

Indraprastha
Institute of
Information

2 years Data mining, database system
implementation, information
retrieval, data analytics,
introduction to spatial

(continued)
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5 Big Data Versus Indian Education: A Strategic
Management

More than 40,000 higher educational institutes include colleges, universities,
research and innovation centers, polytechnics serving India for creating manpower
and its solid development. The institutions like engineering colleges, management
colleges, architecture colleges, polytechnic colleges are basically governed and
directed by the AICTE under the MHRD. Nation is producing large number of
engineers. This study reveals that in India engineering colleges offer about 17 lakhs
seats. Regarding computing field, it is important that this field is available in large

Table 1 (continued)

Programs University Duration Core structures

Technology,
Delhi

computing, machine
learning, GPU computing,
probabilistic graphical
models, data warehousing,
cloud computing and
virtualization, collaborative
filtering, privacy in
location-based services,
semantic Web, Web
intelligence and big data
analytics, business
intelligence and data
warehousing, financial data
analytics, information
integration and data
analytics, distributed data
mining, database methods in
information retrieval (among
these 16 credit for data
analytics) apart from 30+
credit basic CSE courses and
recommended internship

MTech Data Analytics Jaypee Institute
of Information
Technology,
Noida

2 years Mathematics for data
analytics, data warehousing
and data mining, machine
learning, data analytics
laboratory, empirical
research, big data
technologies, large-scale
graph analytics, advanced
data analytics laboratory or
industrial internship–I, and
five electives third semester
full internship 40 h/week,
fourth semester full project or
dissertation 50 h/week
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number with different nomenclature such as information technology, ICT, software
engineering, information science, etc., in 4000+ engineering colleges. India holds
about 30,000 affiliated colleges in which allied field is also offered with subject of
computer science, information technology, computer applications, information
science, ICT, software engineering, etc., with the degree of BSc, MSc, BCA, MCA,
and so on. Though India has a solution for offering several programs on Bog Data
etc. in India context (Few possible programs have been proposed in Fig. 1).

Table 2 Universities offering programs in collaboration with industrial unit/s

Universities Mode and collaboration

IIIT, Hyderabad Regular degree but executive/flexible
format

IIT Kanpur Regular-traditional

DIT University, Dehradun Regular in collaboration with IBM

Modi University, Rajasthan Regular in collaboration with IBM

University of Petroleum and Energy Studies
Dehradun

Regular in collaboration with IBM

Ahmedabad University, Gujarat Regular-traditional

Indraprastha Institute of Information Technology,
Delhi

Regular-traditional

Jaypee Institute of Information Technology, Noida Regular-traditional

Fig. 1 Potential data science and big data program in Indian context
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6 Findings

• Like Data Science, few popular and important fields include business intelli-
gence, business analytics which are still treated as a practicing field or area.

• As it is a quantitative analysis of data and thus some of the methods and
statistical learning model have been included classical statistical methods.
Hence, economics and quantum analytics, mathematics students become main
input criteria.

• UK offers most of the big data analytics and data science programs with not only
MSc but also BSc program.

• In India, only a few institutes offer data science with BSc, MSc. Most of these
are privately funded while few BTech and MTech are available in IITs.

• Analytics programs are mainly available in the private institutes, and there are
huge potentialities for further development in governmental entities.

7 Concluding Suggestions

We are moving into a developed country, and thus, introducing new age programs
are essential to provide skills and knowledge as per industrial and organizational
demand. Another related nomenclature big data technologies are also gaining
popularity in some extent. Due to wider acceptability and uses, many international
universities have started programs on big data. Among the large number of insti-
tutes in India, only a few offers programs on data science and big data programs and
most of these are listed in engineering colleges and few private universities with
industry integrated way. Initially, universities may adopt specialization in the areas
of data science and analytics, etc., in the allied degrees. With the degrees such as
M.Com, MBA, MSc Mathematics, MSc Economics, MSc Actuarial Science, etc.,
big data analytics/data sciences specializations may be started. More importantly, in
India, about 5000 colleges offer MCA degree (with more than 1 lakh intake) and in
this data science major may be started. Naturally, in BCA also, same strategy may
be adopted. Industrial collaboration is very essential for the creation of solid man
power, and thus, like IBM, other potential industrial players may tied-up.
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Insight into the Cloud Computing
Programs at Bachelors Levels:
Emphasizing International Universities
and Indian Potentialities

P. K. Paul and M. P. Pradhan

Abstract With the aid of Cloud Computing, virtualization for several devices has
become possible. It is quite essential for its effective and efficient utilization. With
connectedness through Internet and similar technologies, centralization of such
information technology services has become possible to great extent. It is an
important tool for development of environment having remote access to different
domains of business, socio-economical and scientific initiatives. The attributes of
service science provided are common in many contexts. Cloud Computing is
available on different platforms, mainly private, public and hybrid. Cloud
Computing is also related to the Big Data and Data Technologies. As an academic
program, Cloud Computing is not so popular and available; but there is a poten-
tiality to offer Cloud Computing and allied subjects in India and other developing
countries.

Keywords Cloud Computing � Big Data � Universities � Emerging educational
programs � India � MSc � MTech � BTech � Industry-integrated learning

1 Introduction

The virtualization of software, hardware, applications, systems and other infor-
mation technology services is called as Cloud Computing. It is based on remote
computing. Cloud Computing is responsible for the remote information technology
and computing infrastructure available anytime and anywhere with adequate net-
work and Internet facility. Companies and institutes are no longer using separate
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hardware, software, applications for managing their business. They are using
common integrated systems either as public cloud, private cloud or hybrid Cloud
Computing. Information transfer cycle becomes easy with the adoption of Cloud
Computing [1, 2]. Large volume of data created by the business processes led to the
evolution of data management tool which successively later was adapted as a field
of study and research. Most the universities, Institute of National Importance, etc.,
do not have any full-fledged program in these fields. Though there are huge
potentialities to offer the program including as a specializations, degrees, major,
etc., in several disciplines.

2 Objectives and Agendas

As a conceptual paper, the paper is aimed at below-mentioned agenda and objec-
tives. Few major agendas are as follows:

• Learn about Cloud Computing as well as virtualization with its basic principles
and features.

• Find out main advantages of the Cloud Computing, virtualization in contem-
porary context.

• Learn about higher education systems including research in the academic and
corporate houses.

• Find out some available and possible courses in Cloud Computing and virtu-
alization in contemporary context.

• Know about the Cloud Computing and Cloud Science with emerging academic
programs started in the universities, etc., as per the method followed.

• Emphasize on challenges as well issues of Cloud Computing programs in
academia, especially in the developing countries.

3 Methodologies Undertaken

Data and sources in the areas of Cloud Computing, Big Data Management, etc.,
have been used for doing this work. The study is specially designed to find out the
latest of Bachelors program in Cloud in International Universities. The search
keyword ‘BS/BSc Cloud Computing’ has been used and up to 15 pages were
considered for research purpose. Official Web site of UGC, Government of India,
AICTE, Government of India and their link also played great role to know more
about education systems in India. Related Journals of Cloud Computing, Big Data
Management, Data Science, etc., also have been handled (national and interna-
tional) to learn more about these areas and to design programs in Indian context.
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4 Cloud Computing and Industries

Cloud Computing is a kind of virtualization for hardware, software, application and
packages anytime and anywhere availability with remote-based services. Public
cloud is come under the common and general Internet services, whereas private
cloud depends on company’s own server infrastructure. The combination of public
Cloud Computing and private Cloud Computing is called hybrid Cloud Computing
[3, 4]. In the areas of Defence, Bank and Commercial firms, hybrid services are
useful, based on need. Cloud Computing and its popularity have increased during
last few years because of its unparallel benefits. Moreover, international market of
cloud products and services is also important. Some of the developed countries like
USA, England and UK, Australia, Japan, Germany, Switzerland and many more
were involved in design and implementation of Cloud Computing programs, ini-
tially [5, 6]. This study reveals that some European and US-based universities offer
Bachelor and Master Degree with specialization of Cloud Computing and allied
subjects with focus on technological and managerial aspects (with cloud integra-
tion) such as

• Cloud and database systems.
• Strategic management of the ICT.
• Infrastructure development and ICT.
• Network informatics.
• Converged networks and energy management.
• Internet sciences and clouds, etc.

5 Cloud Computing (CC) Programs: An Overview

Internationally many industries and universities offer programmes and research
initiatives on Cloud Computing and allied areas. Among these, Microsoft
Technologies have played an important role [2, 7]. An example is MCSE-Private
Cloud. Cisco systems are another company which offers several programmed on
fields related to Cloud

• Cisco Certified Network Associate (Cloud).
• Cisco Certified Network Professional (Data Centre).
• Cisco Certified Network Professional (Cloud).
• Cisco Certified Network Professional (Data Centre).

Similarly, Cloud and Big Data-related programs of Oracle Corporation, EC
Council, etc., are also treated as important and valuable. In the developed countries,
Cloud Computing programs are also available as Bachelor’s level with Degree,
Specialization, Major and Minors. The adopted study results that UK is leading
territory to offer Cloud program at Bachelor level.
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Programs, University (Duration) Core structures

BSc Cloud Computing
University of Wales, London
(3 Year)

Computational Thinking, Computer Architecture,
Information Engineering, Internet Protocols, IP
Internetworking, Network Principles, Software
Development, Cloud Computing Technologies,
DBMS, LAN, Network OS, Web Development,
Data Centre Technologies, Data Centre
Virtualizations, WAN, Big Data

BSc Cloud Computing
Staffordshire University, Staffordshire
(4 Year)

Computer Networks, Hardware and Computer
Systems, Data Storage and Software Systems,
Virtualization, Network Security, Routing and
Switching, Virtual Computing, Professional Skills
for Networking, Converged Technologies,
Communication Technologies, Project (Program
map with CCNA, CCNP and CCNP Security
Modules of CISCO Systems)

BSc Cloud Computing
Cork Institute of Technology, Ireland
(1 Year Full Time 1.5 Year PT)

Cloud Architecture, Business Intelligence, Cloud
Computing with Python, IT Service Management,
Converged Networks, Data Centre Virtualization,
Cloud Application Development, Enterprise
Storage Systems, Network Security, Internet and
Network Services, Project, etc.

BSc Cloud Computing
University of Wolverhampton, UK (3–6
Years)

NA

BSc Software Design (Cloud
Computing)
Athlone Institute of Technology, Ireland
(4 Year)

Mathematics for Software Design, Software
Development, Agile Methodologies, Software
Development for Cloud, Databases, Web
Development, Networks, Group Project, Web
Development, Mobile Application Development,
Operating Systems and Concurrency, Software
Development, Software Engineering, Software
Development for Cloud, Server-side Web
Development, Web Development, Placement,
Computer Graphics, Networks, Management and
Organizational Behaviour, Databases, Data Mining
and Machine Learning, The Engineer in Society,
Security, Distributed Systems, Service Oriented
Architecture

BS CIS (Cloud Computing)
ECPI University, Virginia
(4 Years)

Cloud Computing Concepts, Networking II,
Routing and Switching, SAN and Disaster
Recovery, Windows Client and Server, Network
Security, Network Virtualization Fundamentals,
Network Virtualization Administration, Enterprise
Network Security

(continued)
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(continued)

Programs, University (Duration) Core structures

BSc IT (Cloud Computing)
Asia Pacific University of Technology
and Innovations, Malaysia (3 Years)

Introduction to Virtualization, Virtual Computing,
Data Centre Infrastructure, System and Network
Administration, Mobile and Wireless Technology,
Web Applications, Integrated Business Processes
with SAP ERP Systems, Computer Systems
Security, Information Storage and Management,
Internet of Things: Concepts and Applications,
Enterprise Programming for Distributed
Applications, Advanced Database Systems,
Designing and Developing Applications on Cloud
Computer Systems Management, Investigations in
Cloud Computing, Cloud Computing Project

6 Indian Education Systems and Cloud Potentialities

India holds highest number (40,000+) of higher educational institutes including
colleges and universities in the world. Among these universities, Engineering
Colleges, Management and other technical colleges are important. India holds about
6375 Engineering Colleges, apart from Applied Art and Craft Colleges [2, 8, 9].
The Architecture and Designing is also fall-under of technical institutes and at
present, total 177 (as of 2015) institutes are working nationwide. Cloud Computing
and Systems may be offered in these institutes with specialization in Cloud
Architecture, Cloud Systems Designing, etc. In its 29 States and 5 Union
Territories, most popular nomenclatures are

• Computer Science and Engineering (CSE).
• Information Technology (IT).
• Information Science and Engineering (offered mainly in Karnataka).

Cloud Computing and similar program may be offered in large number of
institutes and universities in India (refer Tables 1 and 2) with Cloud and allied
domains.

Many of the colleges offer UG and PG degree with MA/MSc/MCom nomen-
clature. Few universities are also getting tied up with the foreign universities, thus
healthy potentialities are awaiting. Institute of National Importance (INI) which is
the most apex educational institutes may also offer Cloud Computing programs in
different possible settings (refer Table 3), among the possible INI important insti-
tutes are Indian Institute of Technology (IIT), National Institute of Technology
(NIT), Indian Institute of Management (IIM), Indian Institute of Information
Technology (IIIT), Indian Institute of Engineering Science and Technology (IIEST)
[2, 10].
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7 Findings

• Cloud Computing is dedicated to provide the capacities of hardware and soft-
ware systems with remote capabilities for all kinds of establishments.

• Big Data, Data Science, Big Data Management, Data Analytics, Business
Analytics, etc., are related to the Cloud Computing and Virtualization.

• Cloud Computing, Big Data Management, etc., are offered in some leading
International Universities with Bachelor’s, Master’s and Doctoral degree as
full-fledged degree or specialization/Major.

• About 2.5 Lakh enrolments is every year offered as BSc/BTech/MTech/MSc
level. Only a few are offered Cloud Computing and allied programs out of
40,000+ potential institutes. Few Private Institutes and Universities offer Cloud
Computing Major. Some are also got tied up with leading venture like IBM.

Table 1 Universities and HEIs in India with numbers and possibilities [11, 12]

Universities Numbers Remarks

Central
Universities

46 In about 15 Departments allied programs may be offered

State
Universities

342 In most of the CS/CA Dept. Cloud and allied programs may
be offered

State Private
Universities

239 Almost, all these Universities offer professional programs and
thus Cloud, etc., may be offered

Deemed
Universities

125 Almost, all these Universities offer professional programs and
thus Cloud, etc., may be offered

Colleges
(HEIs)

33,000 In Engineering Colleges and few CS and CS Department,
Cloud specialization may be offered

Table 2 Computing and related departments with vital statistics

Streams Remarks

Computer Science and
Engineering

Offered almost all 6375 Engineering Colleges in the nation with
mostly double availability (IT + CSE) in a single institute. So it
is higher than any other Engineering disciplines (with CA) in the
nation. The domain has few Lakhs of total seats

Information Technology (IT)

Information Science and
Engineering (ISE)

Computer Applications
(CA)

Offered 1469 Colleges with MCA Degree with approximately 1
Lakh+ Seats

Computer Science (CS) The CS is offered in Universities only and not under the
Technical Fields. But close with HCI
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8 Suggestions

Cloud Computing is an emerging discipline. It has the potentialities in form of its
flexibility, cost saving, collaborative nature and adaptable in the areas of health,
medical, education, government, business, etc. In India, Computing is available in
practice and academia (i.e. degrees) but it is a fact that there are very minimum
specializations in the field of Cloud Computing in the leading universities, etc.

Engineering Engineering (Major) Computing Management

BE/BTech/ME/
MTech—Cloud
Computing and
Systems

BE/BTech/ME/MTech
—CS (Cloud
Computing)

BCA/MCA (Cloud
Computing)

BBA/MBA
(Cloud System
Management)

BE/BTech/ME/
MTech—Big Data
and Cloud Systems

BE/BTech/ME/MTech
—IT (Cloud
Computing)

BSc/MSc-IT (Cloud
Computing)

BBM/MMA
(Cloud
Computing)

BE/BTech/ME/
MTech—
Virtualization
Technology

BE/BTech/ME/MTech
—ICT (Cloud
Computing and Big
Data)

BSc/MSc-CS
(Cloud Computing
and Virtualization)

PGDM/
PGDBA
(Cloud
Computing)

Masters of Computer Application, Masters in the subjects of Information
Technology, Computer Science, Software Engineering, ICT are available without
any concentration of emerging Major like Cloud. Hence, there is a potentiality to
offer Cloud Computing and allied programs in the available degrees and programs
(refer Table 3).

9 Conclusion

In this rapidly changing society, Cloud Computing, Data Analytics, etc., play a
crucial role for effective use of computation resources and efficiently managing cost
of running business with a motive of increasing throughput and enhancing per-
formance. Most of the organizations and institutions today are moving for healthy
Information Technology implementation because of its benefits. Currently, few of
the Indian universities, industries and engineering institutes are moving towards
academic innovation with introduction of new programs. Though, it is a fact that
many universities in the developed nations are moving more academic enhance-
ment. Apart from Cloud Computing few popular and allied programs are also seen
in program listing in some of the UK and USA-based universities which may be of
great bright prospect to the Indian academic system.
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Approaches and Measures to Detect
Wormhole Attack in Wireless Sensor
Networks: A Survey

Diksha Giri, Samarjeet Borah and Ratika Pradhan

Abstract Wireless sensor networks (WSNs) contain a collection of sensor nodes.
These nodes are linked with one another and have low computational power.
Wireless sensor network is used for sending messages, data, and other important
information over a wireless link for military purpose, environmental monitoring,
Health checkups for patents, habitat monitoring, target tracking, and disaster
management. Security is most important concept in WSN while sending such
important message over wireless link. This permit attacker to penetrate the network
and carried out various possible attacks with the purpose of stealing or editing
actual data/information. In this paper, discussions are made on different techniques
available to avoid and detect wormhole attack.

Keywords Wireless sensor network � Attack � Wormhole � Security
Node

1 Introduction

Wireless sensor network (WSN) contains a set of sensor nodes. These nodes
monitor large geographical areas for modelling and forecasting environmental
applications and have characteristics such as minimum bandwidth, low energy, and
low-power consumption which is used to. In WSN, sensor nodes are deployed in
various regions where it collects data through its sensor nodes. Sensor nodes in
WSN are to perform various tasks such as signal processing, transmitting the

D. Giri (&) � S. Borah � R. Pradhan
Department of Computer Applications, Sikkim Manipal Institute
of Technology (SMIT), Majhitar, Rangpo 737136, Sikkim, India
e-mail: dikshamhs@gmail.com

S. Borah
e-mail: samarjeetborah@gmail.com

R. Pradhan
e-mail: cse_ratika@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_92

855



collected information to the base station, and verifying routes with minimal energy.
Wireless sensor networks are known to be useful in different environments such as
environmental monitoring, military applications, security, application to robotics,
and many more. This makes WSN vulnerable to many kinds of attacks. Among all
these attacks, the threatening attack is said to be wormhole attack as it uses
both in-band and out-of-band channel. Wormhole attack is categorized into
denial-of-service attack, where attacker nodes/malicious nodes are linked with each
other by high speed of channel link called wormhole link/tunnel. In wormhole
attack, there may be minimum of two attackers’ also known as malicious nodes
present in the network. The attackers monitor the network and keep the track of
wireless activities to get the information for itself. Security issues for mobile ad hoc
networks are also very important requirement because in WSN nodes are fixed, but
in MANETs [1–4], all mobile nodes are moveable. It is hard to provide security to
such nodes while they are roaming. In MANET, nodes are mobile and they com-
municate directly without any base; here intermediate nodes also act as a com-
municator between the nodes. These intermediate nodes are like routers that use
multi-hop radio channel which is linked by wireless links without any support of
preexisting communication infrastructure. Routing protocol in WSN is divided into
two main categories based on routing information update mechanism which are
pro-active or table driven and re-active or on-demand routing protocol.

The following section of the paper is organized as follows: Sect. 2 presents
security in wireless sensor network. Section 3 covers various issues related to
wormhole attack. In Sect. 4, classification for wormhole attacks is discussed.
Section 5 discusses various techniques which are used to mitigate wormhole
attacks. Section 6 explains the analysis of various techniques, and conclusion is
discussed in Sect. 7.

2 Security in Wireless Sensor Network

A WSN is a network with set of nodes which forms a temporal network without
having any stable infrastructure or centralized management. In a WSN, sensor
nodes set up routes dynamically among themselves on the basis of hop distance and
shortest path; therefore, it is referred to as an infrastructureless network. In a WSN
[5], sensor nodes which are in one another’s wireless transmission range can
directly communicate; however, nodes that are beyond the range of each other relies
on other nodes to process the messages. The security mechanisms used must be
encapsulated within routing protocols. The attacks get prevented, detected, and
responded by these security mechanisms. There are five major security goals to
maintain a reliable and secure network environment. They are mainly:
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2.1 Categories of Security Attacks

External versus internal attacks: In case of external attacks [1], the attacker tries to
cause congestion in the network. It either circulates fraudulent routing information
or interferes with the working mechanism of the nodes. Internal attacks—here the
attacking node wants to access the network normally like any other sensor nodes
and involve it in the network activities to get access to the network. There are two
major categories of security attacks in WSNs, which are called passive attacks and
active attacks.

Passive Attacks: In case of passive attacks, the day-to-day activities of the
network are generally not affected. In this case, the malicious nodes silently monitor
the data exchanged within the network but does not alter it. Here the protocol of
Security Council gets violated, and there is no secrecy. It is not that much easy to
detect passive attack as network operations do not get affected. Passive attack is
solved by using a powerful encryption method for the data packet being trans-
mitted; therefore, the attacker finds it difficult to access the useful data.

Active Attacks: An active attack affects the whole normal working system of the
network by altering or destroying the data which is transmitted in the network. An
Active attacks can be internal or external. The nodes outside the network are
responsible for external attacks. Compromised nodes within the network carry out
internal attacks. The attacker already being within the network, internal attacks are
difficult to detect and are more severe than external attacks. In active attacks,
actions such as impersonation, modification, fabrication, and replication [6] are
caused by an external node or compromised internal nodes.

Confidentiality: To secure information from being exposed by the third party. It
is difficult to maintain confidentiality since the intermediate nodes receive the
packets and the information to transmit by the nodes can be eavesdropped.

Availability: Availability to the service of the network should be open. Despite
an attack, an assurance of availability on the network should be maintained. The
routing protocol can be disrupted by the attacker on the network layer. Also, the
attacker on higher layers could bring down high-level services.

Authentication: To identify the concerned entity in order to find the origin of
the communication is what it claims to be or from. Without which an unauthorized
node can attack the sensitive information and can have unauthorized access by
interfering the operation of other nodes.

Integrity: Message in transmission cannot be altered.
Non-repudiation: Sending and receiving parties cannot deny for sending or

receiving the message (Table 1).
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3 Wormhole Attack

In [7], wormhole attacks are explained which are categorized into two main cate-
gories as follows: one type of denial-of-service attack and one or more attackers are
linked with each other by high speed of channel link also known as wormhole link
or wormhole tunnel. In wormhole attack, data packets are received by malicious
nodes at one point and get transferred to another attacker node (malicious node)
which belongs to other part of the network through a wormhole link also called
tunnel. Here the malicious nodes make the other neighbor nodes think that they are
of single hop distance nodes so that the sender nodes can transfer data through them
without hesitation.

The wormhole attack can be categorized in various ways such as in-band,
out-of-band. In-band wormhole attack—a tunnel is built by the attacker over the
previous wireless channel. This attack causes much damage as compared to the
out-of-band attack; therefore, most attacker’s launches in-band attack, whereas the
out-band works outside the wireless channel and uses the different wireless net-
works. Other classifications are open wormhole attack [8] where both malicious
nodes provide their identities, half-open wormhole attack, where only one attacker
node provides its identity on the network, another one hides itself from the network,
and closed wormhole attack where both nodes are hidden from the network
(Fig. 1).

Table 1 Various denial-of-service attacks on each layer

Layers Attack Defenses

Physical
layer

Jamming Spread-spectrum, priority messages, lower
duty cycle, region mapping, mode change.

Tampering Tamperproofing, hiding

Data link
layer

Collision Error correction coder

Exhaustion Rate limitation

Unfairness Small frames

Network
layer

Spoofed routing information
and selective forwarding

Egress filtering, authentication, monitoring

Sinkhole Redundancy checking

Sybil Authentication, monitoring, redundancy

Wormhole Authentication, probing

Hello flood Authentication, packet leashes by using
geographic and temporal info

Acknowledgment flooding Authentication bidirectional link
authentication verification

Transport
layer

Flooding Client puzzles

De-synchronization Authentication

Application
layer

Path-based DoS Authentication and anti-replay protection

Re-programming attacks
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Fig. 1 Scenario of wormhole attack—This shows the wormhole scenario where nodes are
deployed in a wireless network, and two malicious nodes (which are indicated by red color) are
also present in the networks. Normally, it takes more than one hop for a packet near the attacker
node to transmit packets, but with the false shortest path of the attacker node, the packets are
transmitted. The wormhole link shown in the figure is the link through which malicious nodes
tunnel the packets

4 Classification of Wormhole Attack

Wormhole attacks are classified into five main categories which are as follows:

• Wormhole Using Packet Encapsulation: Since data packets send between
malicious nodes are encapsulated, the hop count is not affected here. Therefore,
this type of attack is vulnerable using hop count.

• Wormhole Using Out-of-band Channel: The attacker nodes create
out-of-band high bandwidth channel link also called tunnel between the attacker
nodes to tunnel the packet.

• Wormhole Using High-power Transmission: One attacker node is placed with
high-power transmission capability. When a broadcast route request packet is
heard by this node, it rebroadcasts at a high-power level. With this, the attacker
node establishes itself in the route path.

• Wormhole Using Packet Relay: The malicious nodes send the false informa-
tion to its neighbor nodes that they are one hop distance nodes to them.

• Wormhole Using Protocol Distortion: In order to get the wormhole path to get
selected, as a routing route, the malicious node tends to affect the network traffic
by disturbing the routing protocol.
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5 Techniques to Mitigate Wormhole Attack

The following is the survey of various techniques and approaches to detect
wormhole attack in WSN.

5.1 Location and Time-Based Approaches

In this approach [9–12], nodes in the network are aware of the current position of its
neighbor node before sending the packet, the receiver node then calculates the
distance information about the source node and the total time required to traverse
the path by the packet.

Hu et al. [13] proposed a mechanism, called to be packet leashes, types of
leashes are: one is geographic leashes and other type of leashes is temporal leashes.
In geographical leash, the receiver of the packet send by the source is nearby within
a calculated distance from the source. Since the packets are traversed most at the
speed of light, in temporal leash the packet is tagged with an upper bound, which
controls the maximum travelling distance of the packet. The wormhole attack can
be prevented by these leashes, as the travel distance of the packet can be calculated.

5.2 Cluster-Based Approach

The entire network is classified into clusters where each cluster network consists of
its own cluster head (CH) and other nodes in the cluster as member nodes
(non-CH). The member nodes only send the information to the cluster head, and the
information is travelled among the nodes or outside the cluster network to the
destination via or through this cluster head. The election of cluster head is done
dynamically, and it has a job to maintain or update the routing information of the
cluster nodes.

A cluster-based method is discussed in [14, 15]. It is based on the M-Leach
protocol. Time is divided into parts of equal length called round. Each round is of
four phases: setup phases, member’s verification phase, cluster head routing phase,
and steady-state phase.

5.3 Public Key Encapsulation-Based Approach

In [6], the proposed technique is based on public key encryption. In the said paper,
all the nodes have its own public key. Message is broadcasted to all one hop
neighbors who contain source address and its own public key. The reply message
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from the receiver consists of the public key of the receiver encrypted with the public
key of the sender and the destination address.

Now when the actual data is sent, the sender encrypts the data packet with the
public key of the destination and the destination on receiving the packet decrypts
the message with its private key. To check successful delivery, 2ACK scheme is
proposed.

5.4 Moving Average (MA) Indicator-Based Approach

Chen et al. [16] proposed a method using a moving average (MA) indicator.
The MA indicator utilizes the time series of price changes to decide on a trans-
action. The phenomenon of time series information changes corresponds to the
change of the neighbor nodes in a WSN. However, it has drawbacks like
time-consuming and high-cost project, which requires various combinations of the
MA period be exhaustively examined. To eradicate these drawbacks,
quantum-inspired tabu search (QTS) algorithm is used to search for the best
combination of MA periods in each scenario in order to enhance the wormhole
detection rate and network performance.

5.5 Hop-Count Technique

Ji et al. [17] proposed a method with hop count and response delay. Here every
node calculates the average hop counts and the variance of the entire route in its
routing table and updates continuously on arrival on new routes. Probability of
current route under attack is calculated which only indicates the attack not the
attacker node itself. The mechanism based on signature works for every node in the
network that forwards the RREP which creates a signature at the end of the packet
(for that the RREP packet format is modified to provide space for signature storage
of 8 bits per node). Hence, when RREP is received by a node, firstly, it calculates
the probability of attack, and on the basis of its value, it applies the signature
testing.

5.6 Round-Trip Time (RTT) Mechanism

In [18], the method is based on round-trip time (RTT) where AOMDV is used
which is an extension of the AODV protocol. When the source nodes broadcast
RREQ packet, time is noted, and when reply is received, again time is noted. By
using these values, RTT is calculated of the established route. Average RTT is
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calculated by dividing the values with respective hop counts also called threshold
round-trip time. After comparing the threshold value with each RTT, if the total
round-trip time calculated is fewer than threshold RTT and hop count of that route
is two or more, then wormhole link is suspected to be present in that route or no
wormhole link is suspected. As the wormhole link is known to be present, the
sender sends a dummy RREQ packet through that route so that malicious node is
spotted (Table 2).

6 Analysis

Wireless sensor network is a network with big digits of sensor nodes placed in the
area. In wormhole attack, malicious nodes can create a tunnel or wormhole link
between each other, the malicious nodes can also deflect the route by sending false
information that is the neighbor node. A wormhole tunnel in a network can be
established in various ways by the attacker node to disturb the network. Placing a
malicious node in the network with routes, an attacker can have control over the

Table 2 Comparative study of various approaches

Method Advantages Research gaps

Khandare et al.
2013 [6]

Uses public key encryption
technique. Secure communication
with encryption technique is
provided

Energy consumption is high; during
2ACK scheme, acknowledgment can
le lost due to some link failure

Sharma et al.
2014 [8]

Location-based approach is used.
Both hidden and exposed wormhole
attack are detected

Energy consumption is high in case
the failure of a link occurs, as it uses
Euclidean distance formula to get the
shortest path

Parmar Amish
et al. 2016 [5]

Location-based approach—It has
minimum overhead and has
minimum end-to-end delay

Mobility of nodes is of great concern

Priya
Maidamwar
et al. 2013 [19]

Cluster-based approach—Threshold
is computed for selection of cluster
heads which changes for every round

Clusters are formed dynamically,
also the selection of CHs are still
random

Shahryar et al.
2015 [14]

Cluster-based approach—Before
sending data, the detection and
localization of wormhole attacks is
done. Uses broadcasting packets
instead of using complex encryption
or heavy computation, and it is
independent of network data

Overhead of cluster formation is high
in some cases and increases the time
of detection. The delay metric
(sending and receiving packets) in
the protocol is not optimal,
especially in large networks

Singh et al.
2014 [8]

Hybrid approach—WRHT works
against all categories of wormhole
attacks

The network must operate on
promiscuous mode; here each sensor
node listens to the packets
transferred by its own neighbor
nodes
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routing protocol. If the data packet is transferred to the neighbor nodes in some
specific modulating methods, then they are resistant to closed wormholes. To
protect the packets from attack, packet encryption technique can be used. This
encrypted data can be broadcasted or sent via multipath.

In a cluster-based network, clusters are selected dynamically. It may consist of
one or more cluster heads. Generally, a cluster head (CH) is elected based on few
parameters such as hop distance, reliability, trustworthiness. In the network, the
nearest cluster is assigned to the nodes using any clustering algorithm. The member
nodes are usually one hop distance to the cluster head, and the packets sent in a
cluster network is sent via the cluster head to the base station. All nodes can be
secured with a public key of their own, and when a packet is sent by the sender, it is
sent to the cluster head, which can encrypt the packet with the key of the sender and
send to the base station via a route or broadcasts the packet. If a wormhole node is
present in the route, it cannot decrypt the message. This can provide a secured
communication. The CH can also elect a substitute member based on parameters in
case of the death of CH. With this, wormhole can be prevented and secured
communication can be provided.

7 Conclusion

Wormhole attack is a challenging and difficult to detect; here two or more malicious
nodes are placed in the network where attackers are linked with each other in the
network and tunnel the packet through this link. This paper describes the details and
gives a survey on wormhole attacks of various approaches with its classifications
according to their underlying techniques. This paper includes efficient detection and
prevention techniques for wormhole attacks proposed by various researchers along
with the advantages and disadvantages. This survey gives a detailed idea about
wormhole attack and its impacts on the network so that users can be aware and
implement a proper detection and prevention algorithm to be on the safer side.
There are various other detection and prevention techniques for wormhole attack.
A secured communication can be assured using these detection techniques.
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Data Center Traffic Engineering:
Multipath Routing with QoS Guarantee

Ephermika Tariang and Nabajyoti Medhi

Abstract Traffic within a data center can sometime lead to congestion due to
imbalance of distribution of traffic. In this paper, a software-defined networking
(SDN) approach to traffic engineering within a data center is described. A video
traffic distribution scheme is designed based on SDN, to improve network avail-
ability by means of multipath thus achieving load balancing. In this paper, queue
bandwidth allocation (QBA) algorithm is proposed which allocates bandwidth to
video traffic and other classes of traffic. QBA uses the concept of queue in
OpenFlow (OF) 1.3 ([1] and McKeown et al. in ACM SIGCOMM Comput
Commun Rev [2]) which guarantees quality of service (QoS) by reserving band-
width on each queue for each class of traffic based on the priority of each class of
traffic which is discussed in Sect. 3. Finally, simulations are performed to show that
our proposal is significant in achieving load balancing to solve the queue con-
gestion problem as well as allocate bandwidth to each queue using QBA.

Keywords Queue bandwidth allocation (QBA) � Software-defined networking
(SDN) � OpenFlow (OF) � Quality of Service (QoS)

1 Introduction

Traffic delivered to end consumers is usually originated from a data center which
could be from anywhere across the world. So as to ensure the communication
quality, the QoS innovation has been created in conventional system which is the
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general execution of a system and is measured by error rates, bit rate, throughput,
transmission delay, and so forth. QoS is especially imperative for the activity
with extraordinary prerequisites, for example, Voice over Internet Protocol (VoIP)
and video applications. For the improvement of end-to-end traffic delivery or to
meet the delay requirements of interactive traffic (such as video traffic),
over-provisioning of network links with two to three times more than the required
bandwidth is usually adopted. However, despite the over-provisioning of the net-
work links, their performance is usually poor. To overcome this problem, it is better
to maintain the QoS of the traffic which will further improve the efficiency of the
data center network. The data centers at present are inefficient and unable to scale,
because of the difficulty of handling the QoS. With the emergence of SDN, some of
the hurdles discussed above have been lifted. In order to overcome this inefficiency,
solutions based on SDN have been provided which consist of a central control
through which queues can be built dynamically and also bandwidth can be
explicitly allocated to enable multipath routing. Taking this into consideration, the
real issue in data center traffic management is the allocation of bandwidth to the
queues in a scalable manner while maximizing the overall utilization of the network
and also keeping in mind the important metrics like QoS requirements and load
balancing.

In this paper, a fair bandwidth allocation algorithm QBA is proposed. The main
contributions to this paper are summarized as follows. Firstly, traffic is classified
into video and other types of traffic. Secondly, a QoS-guaranteed data center traffic
management model which focuses on allocation of bandwidth to the video and
other types of traffic is proposed. QoS ensures that the data is transferred in
accordance with the priority which is based on the type of data it carries and
reserves a constant network bandwidth for a particular application according to its
requirement.

2 Background and Related Work

Several QoS architectures have been explored by the Internet Engineering Task
Force (IETF) over the years. Based on these few architectures that are discussed in
this section, a new algorithm QBA is proposed.

2.1 Integrated Services

Integrated services also known as IntServ is a QoS architecture in which every
single router in the network implements IntServ, and also every application has to
make its own reservation, which uses Resource Reservation Protocol (RSVP) as the
underlying mechanism to signal it across the network. IntServ works well in
small-scale network, but for a network as large as the Internet, it is hard for all
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routers in the traffic path to support it and many states to be installed in each router.
Hence, it is hard to keep track of all of the reservations.

2.2 Differentiated Services

The idea of differentiated services or DiffServ is that it classifies traffic on IP
networks and also provides quality of service with low latency for critical network
traffic such as voice or streaming media. DiffServ is a networking architecture that
uses a 6-bit differentiated services code point (DSCP) field in the 8-bit differentiated
services field (DS field) in the IP header. In contrast to IntServ, DiffServ requires no
advance setup, no reservation, and no time-consuming end-to-end negotiation for
each flow, but how individual router deals with the DS field of the specific con-
figuration is not stipulated; therefore, it is difficult to predict end-to-end behavior.
DiffServ provides QoS in each domain. It is complicated further if a packet crosses
two or more DiffServ domains before reaching its destination. DiffServ alone does
not guarantee QoS nor does it pertain to any SLA.

2.3 OpenQoS

Nowadays, SDN has been used to implement QoS. Egilmez et al. [3, 4] proposed an
OpenFlow protocol-based controller, namely OpenQoS to achieve end-to-end QoS
for multimedia-based applications. It is extended to a distributed architecture in [5].
OpenQoS classifies the traffic into data and multimedia flows. The multimedia
flows are following the dynamic QoS-guaranteed routing algorithm, whereas the
other data flows are following the shortest routing path algorithm. Unlike another
OpenFlow-based QoS framework in [3], OpenQoS does not use the queue mech-
anisms that use OpenFlow to realize QoS guarantees for different service types.
When the traffic of certain types exceeds the threshold, it can still cause link
congestion.

2.4 MCTEQ (Multiclass Traffic Engineering
with QoS Guarantee)

MCTEQ is another SDN model to traffic engineering for communication in
inter-data center. It tries to optimize the joint-bandwidth allocation problem for
multiple classes of traffic in inter-data center communication [6]. MCTEQ handles
various classes of traffic according to their priority, keeping in mind the delay
requirements of the interactive class which has the highest priority. It has been
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discovered that MCTEQ is two times much faster than the existing proposed
models and also has the maximum network utilization. It has also been discovered
that MCTEQ handles the interactive flows much more efficiently than the existing
approaches by carefully handling the end-to-end delay.

In this paper, the concept of differentiated services is used to classify video traffic
and other data traffic and incorporated the OpenFlow queue mechanism so as to
solve the queue congestion problem and also guarantee QoS. The main QoS
parameter that is focused in this paper is bandwidth. Hence an algorithm is pro-
posed, which will ensure fairness of allocation of bandwidth to the different classes
of traffic.

3 Proposed Model

In this paper, the OpenFlow queue mechanism is introduced to solve the queue
congestion problem and promote the reliability of data communication within the
data center. The key function of traffic engineering is route optimization that
improves network performance by searching optimized routing. But for a
large-scale network with complicated structure and multipath among servers, it is
hard to improve network performance according to traditional routing protocol to
choose one route between the destination and the source; moreover, in this case it
will waste network resources. For example, we consider a session with 2 Gb/s
throughput requirement from source to destination in a network in which even the
best path can achieve a throughput at most 1.5 Gb/s. To achieve better throughput,
multiple paths can be used for packet delivery. Using another path with 0.5 Gb/s
transmission rate simultaneously will achieve total throughput of 2 Gb/s. In this
paper, the model proposed includes multipath routing which will help in load
balancing along with QoS guarantee which uses the OpenFlow concept of queues.
By this way, it is ensured that packets will be forwarded to multiple paths to avoid
traffic congestion and at the same time, promote the network performance and
reliability, to fully utilize the resources.

The controller used in this project is Ryu which is a Python-based controller.
Multipath can be achieved on RYU via select group, in order to achieve traffic
scheduling, which helps to achieve load balancing. In OpenFlow 1.3, group table is
provided, which is used for load balancing. A group table has a number of group
entries. Each flow entry points to a group which enables OpenFlow to indicate the
forwarding methods. Groups were introduced in OpenFlow 1.1 which made
complex operations on packets possible. Groups also enable flooding as well as
more complex forwarding actions such as multipath, fast reroute, and link aggre-
gation. In this paper, the following algorithm has been proposed for the allocation
of bandwidth to each queue and also for handling bursty traffic and also forwarding
traffic to two queues based on the nature of traffic. In this paper, video traffic has
been chosen as one class of traffic and other traffic types are chosen as the second
class of traffic.
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For shaping the traffic, the standard Linux packet scheduling implementation of
Hierarchical Token Bucket (HTB) [7] is used. HTB helps to control the use of the
outgoing bandwidth of a link. It allows the use of a single link to simulate several
other links to send different kinds of traffic. The division of the physical links into
simulated links has to be done from our side which can be used to decide which
class of traffic will go through which simulated link. HTB ensures that the amount
of service provided to each class is at least the minimum of the amount it requests
and the amount assigned to it. The simplest approach is shown in the picture at the
bottom.

In Fig. 1, there are two queues 0 and 1 which share the main link. Queue 0 will
be used to handle video traffic. Queue 1 on the other hand will be used to handle
other classes of traffic. For this purpose, two queues are simulated for each link
instead of a single queue. Classification of traffic can be done using DiffServ which
differentiates the packets of different traffic classes by marking the packets with
various DSCP values based on the type of traffic. With this idea in mind, traffic is
shaped by prioritizing it using the differentiated services code point (DSCP) tags.
The DSCP is a field in the IP header which has replaced the outdated 8-bit ToS
field, six of which is used for DSCP marking, and the other two are ECN bits.
DSCP is applied on per hop basis that allows each router in the path to prioritize the
traffic based on the DSCP tag. The default DSCP is 0, and this could be modified to
various DSCP values based on the traffic type.

The pseudocodes of QBA are shown in Algorithm 1. Initially, the topology is
emulated using Mininet. B is the link bandwidth or link capacity. All the node
disjoint paths of the topology are discovered by using a slight variation of the
Dijkstra’s algorithm. It is also used to store the number of paths n and the length of
each of these ith paths li. Using the length of these paths, the bandwidth is allocated
to each of the paths. The longer the path more is the bandwidth allocated to it. This
is because traffic tends to take the shortest path available. Hence, with time the
shortest path gets congested and could lead to link failure. As a result, shortest path
gets lesser bandwidth than the longer paths.

Fig. 1 Link sharing using
HTB
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Algorithm 1: QBA (Queue bandwidth allocation algorithm)
Input:

• network topology 
• Link Bandwidth - B, b video/data rate, 
• c is a constant = b/n , 
• L(u,v) set of n tuples for n paths between u and v in the form (i,li) where 
• i is the port number of ith path, li is the length of ith path between u and v. 
• Qoi bandwidth for other traffic, Qvi bandwidth for video traffic. 

Output: Allocation of bandwidth to Qvi and Qoi

1 Finding all possible node disjoint paths using slight variant of Dijkstra’s 
algorithm
2 Store number of paths - n
3 Use the algorithm to find the length of paths
4 /* Allocate bandwidth to each path based on its length */ 
5/* Longer the path more is the bandwidth */
6 for i ϵ L(u,v)
7 /* allocation of bandwidth to queue for other classes of traffic */ 
8 Qoi= B – c*li

9 /*allocation of bandwidth to queue for video classes of traffic */
10 Qvi= B-Qoi

11 Mark incoming packets with DSCP values 
12 if source is from video server:
13 mark with DSCP value 34
14 install matching action at switch to redirect to video traffic queue
15 else 
16 mark with DSCP value 26 
17 install matching action at switch to redirect to other traffic queue 
18 end if 
19 / * handling bursty traffic */ 
20 burst_limit = b /* (application traffic throughput) */ 
21 max_limit = QVi

22 burst_threshold = max_limit/2 (recommended) 
23burst_ratio = burst_threshold/burst_limit; 
24 burst_time = clock_time /burst_ratio
25/* (clock time may be any constant duration for which we want to allow 
burst traffic) * /
26 set burst time, burst threshold and burst limit for each video traffic queue 
of ith path
27end for
28 end__________________________________________________________________

Table 1 is shown as an example of how DSCP marking can be implemented.
In Table 1, two queues are installed in one link. Queue 0 handles video traffic.

Allocated bandwidth for video traffic is 1 Mbps. Whenever traffic arrives at a

870 E. Tariang and N. Medhi



switch, the switch will perform matching actions and check if the packet is gen-
erated from a video server based on its source address. If a match is found, the
packet will be marked with the DSCP value 26 which belongs to the class AF31
(Assured Forwarding with low drop probability) and directed to Queue 0. On the
other hand, the packets which do not belong to video traffic will be marked with a
DSCP value of 34 which belongs to the class AF41 (Assured Forwarding with low
drop probability) and is redirected to the Queue 1. This way the traffic is shaped
smoothly by separating the traversing queue of the video traffic from other traffic
classes thus avoiding congestion. The real problem that could arise is how to handle
traffic when it is bursty in nature. Since HTB is a hierarchical implementation of the
Token Bucket Filter algorithm, it allows burstiness of traffic up to a certain limit
called the burst limit within a stipulated time called the burst time. Hence, the
problem of handling bursty traffic is solved by using the Token Bucket idea of
limiting burstiness for a certain period of time as shown in Algorithm 1 from lines
19–26.

4 Implementation

The topology is setup using Mininet as shown in Fig. 2. For testing purpose, this
simple topology with unequal paths is taken. The controller used here is Ryu.

In this experiment, multipath load balancing is implemented by creating three
buckets in a SELECT group with different weights, which are selected in round

Table 1 DSCP-based QOS using HTB

Queue id QoS id Allocated bandwidth (Mbps) Class DSCP

0 1 1 AF31 26

1 2 9 AF41 34

Fig. 2 A simple topology to demonstrate multipath with QoS guarantee
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robin manner. The SELECT group is basically designed to achieve load balancing.
Each bucket in a group has a weight assigned to it, and upon entry into the group
each packet is sent to one bucket, depending on the selecting algorithm of the
bucket which is usually weighted round robin. The bucket weight is assigned as a
parameter to each bucket. Each bucket in the group consists of a list of actions.
Also, the queue in OpenFlow is used, for ensuring a quality of service. In this case,
two queues are created, queue 0 and queue 1, for each path each corresponding to
port 1, port 2, port 3 simultaneously. The max rate and min rate for each queue is
configured using OVS commands. For example, when switch 1 (dpid = 1) receives
packets from host 1 (in port = 1), it will distribute the flow to out ports (port 1 = 3,
port 2 = 2, and port 3 = 4) by SELECT group with a group ID 50 which is injected
at switch 1, and also according to the max rate or min rate configured. This means
that if the dpid is 1 (switch 1) and in port is 1 (from host 1), which means multipath
has to be applied to the flow thus, achieving load balancing (multipath). Depending
on the traffic class, the packets are marked with DSCP value 26 if it is coming from
a video server based whose packet is matched based on its source address and
marked with DSCP value 34 otherwise.

5 Result and Analysis

The simulation software is adopted for experiments for cost reason. The operating
system used is Linux, SDN network is built with the Mininet emulator, and
the controller Ryu is used. The experiment topology is illustrated in Fig. 1. The
topology is built using Mininet, and the controller is started alongside. In this
experiment, video traffic is used so as to achieve a more real-time result. Video
traffic is streamed from video server to host 1 using VLC media player, and the
following results were seen as shown in Fig. 3. It can be seen that traffic has been

Fig. 3 Traffic is distributed across all three paths
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distributed across the three paths thus achieving load balancing. Another set of
traffic was analyzed using Iperf which is a network testing tool that is used to
generate TCP or UDP traffic and measures the throughput of the network that is
carrying the traffic. These packets were analyzed using Wireshark which is com-
monly used for packet analyzing. The following results were obtained after suc-
cessful classification of the packets by marking them with various DSCP values.
Figure 4 shows packets before they were marked with a DSCP value.

The default DSCP value is 0. Figure 5 shows packets marked with DSCP value
26 (AF31) which indicates that it is video traffic. Figure 6 shows packets marked
with DSCP value 34 (AF41). Figure 7 shows a video streamed from source to

Fig. 4 Packets with default DSCP value 0

Fig. 5 Packets with DSCP value 26 (video traffic)
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destination without the queue implementation. It can be seen that the quality of the
video is very poor. Figure 8 shows that video quality is much smoother using queue
implementation with guaranteed bandwidth. Finally bursty traffic is generated using
Iperf tool for a given period of burst time. Any traffic other than the video traffic
which arrives at a rate of more than half of the video data rate is taken as bursty
traffic, and it is allowed to burst for a stretch of calculated burst time up to a certain
burst rate limit.

Fig. 6 Packets with DSCP value 34 (other traffic)

Fig. 7 Video streaming without queue implementation
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6 Conclusion

Multipath load balancing of traffic within a data center is achieved using the
SELECT group of Ryu controller. Also the concept of queues in OpenFlow has
guaranteed QoS by configuring the max rate and min rate for each queue and also
handling bursts within traffic. The queue congestion problem has been solved using
the proposed model. As a result, fair allocation of bandwidth to video traffic class
and other traffic classes is achieved using QBA.
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Two Identity-Based Aggregate Signature
Schemes from Pairings

Subhas Chandra Sahana, Sourav Kumar Das, Sangeeta Mashahary
and Bubu Bhuyan

Abstract An aggregate signature is a short digital signature which is the output of
aggregation process. The signature aggregation is done on k signatures of k distinct
messages from k distinct users. As the produced signature size is shorter, so it will
be efficient to use the schemes in low-bandwidth communication environment. In
this paper, we proposed two identity-based aggregate signature schemes from
bilinear pairing operations. The proposed schemes are secure against existential
forgery under adaptively chosen message and identity attack in the random oracle
model based on the assumption of intractability of the computational Diffie–
Hellman problem (CDHP). The efficiency analysis of the proposed identity-based
aggregate signature schemes with other established identity-based aggregate sig-
nature schemes is also done in this paper.
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1 Introduction

In 2003, the first aggregate signature (BGLS), proposed by Boneh et al. [1] allows
k members of a given group of potential signers to sign k different messages and all
these signatures can be aggregated into a single signature. Actually, the aggregate
signature [1] is based on the BLS [2] short signature.

As the size of aggregate signature is same as the individual signature, so we get a
compact single signature of all individual signatures. This single signature can
provide a proof to the verifier that the n players have indeed signed the original
messages. Thus, aggregate signature provides non-repudiation security service on
different messages signed by different users at the same time. Actually, there have
been many practical application of aggregate signature scheme. As we are bounded
by page limitation, only one example has been discussed. In public key infras-
tructure (PKI) of depth n, each user has been given a chain of certificate of length
n. So, the chain contains n signatures by n certificate authorities (CAs) on n distinct
certificate. If we use aggregate signature scheme, it is possible to obtain a com-
pressed aggregated certificate [3]. Specifically, the main motivation is that X.509
certificates can be shortened into a single signature by compressing n signatures. It
is also useful for compression where the signatures on many different messages are
generated by many different users [4].

It is well known that that PKI-based cryptosystem has the biggest disadvantage
related to certificate management activities. To avoid this problem, Shamir [5]
introduced the concept of identity-based cryptosystem (IBC) in 1984. In IBC, the
main advantage is that there is no need of public key distribution in the form of
certificates as user can use his unique identity information such as name, email
address by providing his own public key.

Due to various interesting practical applications and various advantages of IBC,
discussed above, it is always a hot research area to achieve an efficient Id-based
aggregate signature schemes. After the pioneering work [1, 2], many identity-based
aggregate signature schemes have been proposed. In 2004, Cheon [6] presented first
identity-based aggregate signature (IBAS). This scheme compresses the signatures
into half, while the BGLS compresses multiple signatures into one. After that work,
in 2006, Gentry and Ramzan proposed an efficient ID-based aggregate signature
which is much faster than BGLS scheme as less number of operations are involved.
In 2008, Wang [7] presented a new ID-based aggregate scheme which provides
partial aggregation. It is also more efficient than BGLS scheme. At the same time,
Wen [8] proposed a new aggregate signature with constant pairing operation
(AS-CPO) scheme, which requires only two pairings in verification. This scheme is
more efficient than BGLS as BGLS requires O(n) pairing computation where n is
the number of signers. However, many ID-based aggregate signature schemes [7, 9,
10] have been constructed from basic ID-based signature scheme.
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The rest of the paper is organized as follows. In the next section, mathematical
background of the proposed schemes has been explained. After that, the two pro-
posed schemes have been presented in the next section. In Sect. 4, the efficiency
analysis of the proposed ID-based aggregate signature schemes with other estab-
lished ID-based aggregate signature schemes has been done.

2 Mathematical Background

Bilinear Pairing: Let G1 be an additive cyclic group generated by P whose order is
a prime q and G2 be a multiplicative cyclic group of the same order q. A bilinear
pairing is a map e : G1 � G1 ! G2 with the following properties:

(a) Bilinearity: e aP; bQð Þ ¼ eðP;QÞab for all P;Q 2 G1 and all b 2 Z�
q .

(b) Non-degenerate: There exists P;Q 2 G1 such that e P;Qð Þ 6¼ 1.
(c) Computable: There is an efficient algorithm to compute P;Qð Þ, for all

P;Q 2 G1.

Additionally, the security of these proposed schemes depends on the hardness of
the following Diffiee–Hellman problem.

Computational Diffie–Hellman Problem (CDHP): For b 2R Z�
q , given

P; aP; bP, to compute abP is known as computational Diffie–Hellman problem
which is a hard problem.

3 Two Proposed ID-Based Aggregate Signature Schemes

An aggregate signature scheme consists of six algorithms. They are Setup, Extract,
Sign, Verify, AggSign, and AggVerify. The first four algorithms are for an
ordinary identity-based signature scheme, and last two algorithms are for signature
aggregation and aggregate signature verification. It works as follows. The first
proposed aggregate signature scheme is presented in Sect. 3.1, and other one is
presented in Sect. 3.2.

3.1 A Proposed ID-Based Aggregate Signature Schemes
(First One)

SETUP: Given a security parameter k; the private key generator (PKG) runs the
setup algorithm and outputs two groups G1 of prime order q and G2 of same order.
The bilinear pairing is given as e : G1 � G2 ! G2: PKG establishes the system
parameters q;G1;G2;P;Q;Ppub;Ppub2 ; e;H1;H2 where
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1. P is the generator of group G1.
2. PKG picks master key s 2 Z�

p and computes Ppub ¼ sP;Ppub2 ¼ s2P.
3. PKG also chooses two cryptographic hash functions, H1 : 0; 1f g�! G1 and

H2 : 0; 1f g�! Z�
q :

EXTRACT: Let P1;P2; . . .;Pn denote all the users to join the signing process.
The identity of Pi is denoted as IDi. For user’s identity IDi, its public key QIDi ¼
H2 IDið Þ and private key SIDi ¼ sQIDi . The user makes QIDi public and keeps SIDi

secret.
SIGN: For a message mi, user with identity IDi follows the steps below:

1. Choose a random number ri 2 Z�
q , and broadcasts Ui ¼ riP:

2. Calculate the value hi ¼ H2 mi; IDi;Uið Þ
3. Calculate the value Vi ¼ riPþ hiSIDi

4. The signature ri is then the pair Ui;Við Þ.
VERIFY:

1. The designated player (DP) computes U ¼Pn
i¼1 Ui:

2. Compute hi ¼ H2 mi; IDi;Uið Þ
3. Accept if e Ppub;Vi

� � ¼ e Ui;Ppub
� �

e Ppub2 ; hiQIDi

� �
AGGSIGN: DP computes V ¼Pn

i¼1 Vi. The aggregate signature on n different
messages m1;m2; . . .;mn given by n users P1;P2; . . .;Pn is r ¼ U;Vð Þ:

AGGVERIFY: Given aggregate signature r ¼ U;Vð Þ by aggregating party and
the list of ID;messageh i pairs IDi;mif g, the verifier verifies the aggregate signature
compute

1: hi ¼ H2 IDi;mi;Uið Þ:

2: QIDi ¼ H1 IDið Þ
3. Accept the signature r ¼ U;Vð Þ if and only if

e Ppub;V
� � ¼ e Ppub;U

� � � e Ppub2 ;
Xn

i¼1
hiQIDi

� �
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CORRECTNESS:

e Ppub;V
� � ¼ e Ppub;

Xn
i¼1

Vi

 !

¼
Yn
i¼1

e Ppub;Vi
� � ¼Yn

i¼1

e Ppub; riPþ hiSIDi

� �

¼ e Ppub;
Xn
i¼1

riPþ hiSIDið Þ
 !

¼ e Ppub;
Xn
i¼1

riPþ
Xn
i¼1

hiSIDi

 ! !

¼ e Ppub;Uþ
Xn
i¼1

hiSIDi

 !
¼ e Ppub;U
� �

e Ppub;
Xn
i¼1

hiSIDi

 !

¼ e Ppub;U
� �

e s:Ppub;
Xn
i¼1

hiQIDi

 !
¼ e Ppub;U
� �

e Ppub2 ;
Xn
i¼1

hiQIDi

 !

3.2 Another Proposed Improved Identity-Based Aggregate
Signature Scheme (Second One)

SETUP: Given a security parameter k, the private key generator (PKG) runs the
setup algorithm and outputs two group G1 of prime order q and G2 of same order.
The bilinear pairing is given as e : G1 � G1 ! G2: PKG establishes the system
parameters q;G1;G2;P;Q;Ppub;Ppub2 ; e;H1;H2 where

1. P and Q are the random generators of group G1:

2. PKG picks master key s 2 Z�
q and computes Ppub ¼ sP;Ppub2 ¼ s2P:

3. PKG also chooses two cryptographic hash functions,
H1 : 0; 1f g�! G1 and H2 : 0; 1f g�! Z�

q :

EXTRACT: Let P1;P2; . . .;Pn denote all the users to join the signing. The
identity of Pi is denoted as IDi. For user’s identity IDi, its public key QIDi ¼
H2 IDið Þ and private key sIDi ¼ sQIDi . The user makes QIDi public and keeps SIDi

secret.
SIGN: For a message mi, user with identity IDi follows the steps below:

1. Choose a random number ri 2 Z�
q and broadcasts Ui ¼ riPpub

2. Calculate the value hi ¼ H2 mi; IDi;Uið Þ
3. Calculate the value Vi ¼ riQþ hiSIDi

4. The signature ri is then the pair Ui;Við Þ
VERIFY:

1. The designated player computes U ¼Pn
i¼1
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2. Compute hi ¼ H2 mi; IDi;Uið Þ
3. Accept if e Ppub;Vi

� � ¼ e Ui;Qð Þe Ppub2 ; hiQIDi

� �
AGGSIGN: DP computes V ¼Pn

i¼1 Vi. The aggregate signature on n different
messages m1;m2; . . .;mn given by n users P1;P2; . . .;Pn is r ¼ U;Vð Þ

AGGVERIFY: Given aggregate signature r ¼ U;Vð Þ by aggregating party and
the list of ID;messageh i pairs IDi;mif g, the verifier verifies the signature by
computing the following:

1. hi ¼ H2 IDi;mi;Uð Þ
2. Accept the signature r ¼ U;Vð Þ if and only if

e Ppub;V
� � ¼ e Q;Uð Þ:e Ppub2 ;

Xn

i¼1
hiQIDi

� �

• CORRECTNESS:

e Ppub;V
� � ¼ e Ppub;

Xn

i¼1
Vi

� �
¼
Yn
i¼1

eðPpub;ViÞ

¼
Yn
i¼1

eðPpub; riQþ hiSIDiÞ

¼
Yn
i¼1

eðriPpub;QÞe sPpub; hiQIDi

� �

¼
Yn
i¼1

eðUi;QÞeðPpub2 ; hiQIDiÞ

¼ e Q;
Xn
i¼1

Ui

 !
e Ppub2;

Xn
i¼1

hiQIDi

 !

¼ e Q;Uð Þe Ppub2 ;
Xn
i¼1

hiQIDi

 !

4 Efficiency Comparison

In this section, we will compare our schemes with the schemes in Refs. [7, 9, 10] as
we have constructed these two schemes from the idea achieved from those papers.
In general, the number of pairing computations of identity-based aggregate signa-
ture schemes (IBASs) is proportional to that of signers. But, our proposed IBAS
schemes require constant number of pairing computations in aggregated signature
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verification process and are independent of the number of signers. An efficiency
comparison of our schemes with the existing established schemes is given in
Table 1. Here, DPO, DPA, DHash, and DSM denote the number of pairing operations,
point addition in G1 group, hash function, and scalar multiplications in G1 group,
respectively.

5 Conclusion

In this paper, we propose two ID-based aggregate signature schemes with constant
pairings needed in signature verification process.We observe that thefirst scheme is as
same efficient as the scheme [10]which assumed to be themost efficient IBAS scheme
until now. The security of the scheme is purely based on difficulty of solving com-
putational Diffie–Hellman problem in the random oracle model. Due to page limita-
tion, the security proof is not given in the paper. Just like all other pairing-based
cryptosystems, it is not only simple and efficient but also has a shorter signature size.
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Abstract Intrusion and intrusive activities have become a bottleneck for both
Internet and Intranet users. An intrusion detection system tries to take care of such
activities by constantly monitoring the user systems. Although there are two basic
approaches in intrusion detection, i.e., misuse detection system and anomaly
detection system, respectively, however, recent research works emphasize on
hybrid approach which tries to gather the advantage of both misuse and
anomaly-based systems. The proposed research work is based on such a hybrid
system which uses misuse detection system for known types of intrusions and
anomaly detection system for novel attacks. Frequency episode extraction method
is specifically used for misuse-based detection and chi-square test is used for
anomaly-based detection. Experiments show that the hybrid intrusion detection
system is able to consider the real-time traffic of a network as well as the standard
available data set for detecting the efficiency of the system. The proposed system
learns and trains itself by detecting known attacks from misuse detection system
and novel attacks from anomaly detection system, thereby improving the true
positive rates and diminishing false negative rates consequently.
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1 Introduction

Security of computer and its networks is at persistent risk due to the increasing
reliance on Internet and Intranet facilities. Novel solutions and techniques have
been proposed to manage the security issues. Intrusion Detection System (IDS) has
become essential software or applications which are employed to protect the net-
work from malicious activities. Due to its inherent ability to detect an intrusion
while it is actually happening, IDS has become increasingly popular in the last few
decades. An IDS tries to collect and examine the information which arrives from
both the Internet and Intranet so as to identify activities that could be ambiguous or
maliciously corrupting the computer systems [1]. There are two variations in
approaches in detecting intrusions, namely misuse detection and anomaly detection
[2]. Another improved approach is referred to as hybrid system that usually com-
bines the above two approaches to derive better results.

In misuse detection system, a set of specific signatures of well-known attacks are
stored and then eventually being mapped with the real-time activities. In order to
detect intrusion or intrusive activities, an IDS has to take into consideration a set of
pre-defined models, or ‘patterns’, denoting the behavior of normal as well as
anomalous activities. This is accomplished by monitoring the real-time network
traffic and comparing the current traffic profile with the pre-defined, known set of
anomalous and normal activities [3]. The solidarity of this detection system
becomes questionable when it is not able to detect attacks that have no pre-defined
patterns.

Anomaly detection systems such as IDES [4] have eradicated the limitations of
such systems that fail to notice the unknown attacks. According to anomaly
detection system, intrusive activities do not occur in normal circumstances and
therefore can be considered as anomalous. In order to detect such activities, there
must be a constant vigilance on the day-to-day real-time traffic and any deviation
from these daily activities can be referred to as anomalous. Both the normal and
anomalous behaviors are considered to have patterns. While the normal behavior of
the network traffic would not show the presence of any unknown, malicious file or a
program that may infect other computer and its programs, whereas the anomalous
behavior of the traffic would exhibit the presence of such malware. However, these
systems may also find it difficult to detect unknown anomalies which remain
unobserved within the day-to-day traffic. These systems may also fail to detect
intrusions in a traffic which has been considered to be normal and intrusive
activities have been overlooked or unexplored for that period.

In order to address the above issue, hybrid approach is used widely in recent
times. According to this hybrid detection approach, the well-known attacks can be
detected using misuse approach, whereas the novel attacks can be detected using
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anomaly approach. The main advantage of such approach is the high detection rate
of intrusions because the intrusion patterns that have not been noticed during the
signature detection technique will be identified as novel attacks by the anomaly
detection.

2 Related Works

Research works related to intrusion detection system using hybrid approach confirm
the improvement in detection capabilities. In [4–6], misuse, as well as anomaly
detection systems, has been used to utilize the merits of both the approaches. In [7],
anomaly detection approach enlists the dubious activities and the misuse approach
classifies them accordingly. Zhang et al. in [8] used random forest algorithm during
misuse detection. The outlier detection produced from the misuse detection is then
used for detecting unknown attacks. Similar to [8], Depren et al. in [9] used artificial
neural network (ANN) techniques and decision tree algorithm for their hybrid
model. The incremental results depicted that the system gave better performance in
comparison with individual approaches. The paper by Xiang et al. [10] proposed
tree classifiers for supervised learning and clustering techniques for unsupervised
learning. In [11], hybrid approach was pronounced using Bayesian learning net-
works for supervised and ANN for unsupervised learning, respectively. Though
their detection system was promising, it was mostly dependent on the type of
training data being used. In [12], decision trees and support vector machine were
used and had yielded a 100% accuracy using 1999KDD-CUP data set. Shon and
Moon in [13] combined two existing SVM techniques to achieve low false alarm
rate. In [14], the authors employed clustering techniques for classifying attacks.
A hybrid IDS in [15] has two neural networks, one that acts as an anomaly-based
detection for unknown attacks and the other acts as a misuse-based detection for
known attacks. In [16], ANN is used to classify the exact type of the intrusion. The
authors [17] have emphasized on SVM and combined with ant colony optimization
techniques. In [18], the authors have concentrated on C4.5 and 1-class SVM
techniques, respectively.

3 Theoretical Background

In order to build a hybrid intrusion detection system, both machine learning and
statistical techniques can be utilized. An intrusion detection system considers each
activity as a pattern and each such can be recognized through a statistical pattern
recognition system. The statistical pattern recognition system first recognizes set of
input patterns in order to extract and select them in training phase. The training
phase has the feature extraction module that tries to look for the key features from
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the input patterns. Then it classifies the patterns in classification phase by assigning
the classified key patterns against the incoming test patterns [19].

3.1 Feature Construction and Feature Selection

Feature can be considered as an attribute that uniquely represents information from
the raw input data set [19]. Features can be directly selected from the raw data set
and have the ability to represent some patterns or behavior in the data set. Normally,
the relationship between patterns and data is completely hidden. Feature extraction
is the method of extracting and finding the most useful patterns from the data set.

Feature construction is first and foremost process of finding key features from
the original data set. Though there are several algorithms for feature construction,
the most commonly used approach is the manual approach of directly counting the
number of occurrences of patterns. N-grams, association rule learning, and fre-
quency episode extraction are used for constructing features automatically. In fre-
quency episode extraction method, frequently occurring events are collected
together to form episodes. The main intention of feature construction is to consider
all possible informative features without increasing the dimensionality of data.

Feature selection is the next stage where the insignificant and repetitive features
present, are removed. According to Isabelle Guyon et al. [20], the main objective of
feature selection is to limit the storage requirement and increase the algorithmic
speed. There are two ways of feature selection—manual and automatic. The
automatic feature selection method includes filter methods, wrapper methods and
embedded methods from machine learning.

Filter feature selection methods are commonly used to assign a scoring to each
feature. Some examples of some filter methods include the chi-squared test,
information gain, and correlation coefficient scores.

In this paper, frequency episode extraction is used during feature construction
stage and chi-squared test is used during feature selection stage. Both these con-
cepts would be discussed in the next section of proposed model in length.

4 Proposed Model

The primary objective of this proposed model is to design IDS which would
constantly monitor the vulnerabilities of a system based on the files that arrive in the
system through network. The proposed model utilizes machine learning and sta-
tistical techniques for building hybrid intrusion detection system. The model looks
for virus definitions which consist of characters or string sequences obtained from
viruses in files. A virus definition may be considered worth if it consists of
sequences of text strings or bytecodes found commonly in the virus but infrequently
in benign programs [21]. The proposed IDS would check specific areas in files or
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system against the virus definitions that are stored in the database. Frequency
episode extraction method is used to construct the patterns or signatures of the
virus. According to this phenomenon, frequency episodes are collection of events
occurring frequently together [19]. For example, the episode called ‘E’ is followed
by ‘F’ several times in Fig. 1.

Episodes are partially ordered set of events [19]. The formal definition of fre-
quent episodes as given in [19] is as follows: Let I = {i1, i2, …, in} be a set of n
features called items of a system audit data. Let D = {r1, r2, …, r3} be a set of
records i this data set. Each record ri contains a subset of features in I. A frequent
episode is defined as an expression of the form:

X, Y => (Z, w), where X, Y, Z … I and w is the width of the considered time
interval.

The proposed method has utilized the real-time data set for extracting episodes.
The institutional server data for extracting the audit log reports have been used to
prepare the episodes.

Chi-square test is widely used statistical method assessing the goodness of fit
between a set of observed values and those expected theoretically. The chi-square
test checks the null hypothesis. According to the null hypothesis, if there is no
significant deviation between the expected and observed result then the virus code
may be present. If there is no such significant deviation from the expected value,
then the null hypothesis may be accepted or otherwise it would be rejected. Here,
the tokens are taken as parameters for evaluating expected and observed values.
These tokens are some repeated parts of virus codes that may be present in any of
the files coming to the system. The occurrences of these virus code parts, i.e.,
tokens in specific frequencies, would identify the existence of a virus in that file. If
there is a large deviation in observed value to that of the expected one, then the
hypothesis of the existence of the virus code in the file is rejected. Otherwise, a
small deviation would denote the hypothesis of the existence of the virus code in
the file to be accepted.

The chi-square test is defined by the hypothesis:

H0 The data has no significant deviation from the expected result
Ha The data has significant deviation from the expected result

Test Statistic:
For the chi-square goodness-of-fit computation, the test statistic is defined as

T ¼
X

ðO� EÞ=E2� �

Events: E F B C E F C E F 

Fig. 1 A sequence of events
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where

O Observed value of virus token in file
E Expected value of token in virus definition,
T Observed chi-square value

4.1 Proposed Architecture of Hybrid Intrusion
Detection System

The first and the foremost step is to compute the hash value for each file using some
hash algorithm. SHA1 algorithm is used for finding the checksum integrity of a file
as it is able to generate collision-free hash values. Once the file checksum integrity
is checked, this hash value is compared to any of the file’s hash value if being
present in the already existing database table of files. If it matches to any of the old
hash value, then it is assumed that the file already resides in the system. Otherwise,
if it does not match with any of the old hash values, then the file is to be checked for
malicious patterns with the help of frequency episode extraction method. The
chi-square test is then used for feature selection after the features have been con-
structed from frequency episode extraction. The proposed architecture of IDS
consists of two components (Fig. 2). The primary component consists of the

1999KDD 
Cup Data Set

Data 
Processing

Rule Mining

Real-Time 
Server data

Define Misuse 
Rules

Define Anomaly 
Rules

Normal traffic

Feature Construction using 
Frequency Episode Extraction

Feature Selection using
Chi-Square Analysis

Misuse 
Detected?

Anomaly 
Detected?

Alert
Ambiguous 

Traffic

No

Yes Yes

No

Fig. 2 Flow diagram of the proposed model
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construction of the 15 features from the files that are extracted from the
1999KDDCup data set and real-time institutional server. Then, the next component
uses rule mining technique by defining misuse and anomaly rules for further seg-
regation of the features. The system learns and trains itself, thereby the performance
of the proposed model gets enhanced each time and it detects a known or a novel
attack.

4.2 Algorithm

Step 1: Accept User name and Password for a Login session

While number of login attempts <=5

Do

Accept user name and password

If (user name and password matches with the valid user name and

password), then Start Session

Else, Reject Session and increment number of login attempts

Step 2: Scan the System for new or unknown file

Step 3: Generate the Hash value using SHA1 and MD5 algorithms for the file.

Step 4: If (Hash value new) Go to Step 6

Else if (Hash value of an already existing file), then

Check value with that stored in table, file_hash1

Step 5: If (old Hash value = new value) then, File not changed

Exit

Else, Go to Step 6

Step 6: Extract the tokens of the file through Frequency Episode Extraction

Step 7: Using the Features perform Chi-Square test.

Step 8: Accept the values for O, E to compute T such that

O = Observed value of virus token in file

E = Expected value of token in virus definition.

T = Observed Chi-square value,
P

((O-E)/E2)

Step 9: Accept degrees of freedom (number of observations) as n

Accept the level of significance, p as 0.05 (1-0.05 = 99.95% confidence

level)

Step 10: If the v2 table (n, p) value > T (Observed Chi-square) value

then Virus not present and Add to Database.

Else Virus may be present.

Send Alert Message for full System Scan.

Step 11: Send Alert Message for full System Scan

Step 12: Stop or End
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Fig. 3 Results of experiments depicting true positive and false negative charts
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5 Conclusion

The proposed model is developed in C# and taken input as 32-bit operating system.
Around two weeks, the experiment was conducted on all incoming files that were
approximately more than 30,000 files. All files were a mixture of virus and clean
files taken from Windows XP developer station. For training of the proposed
model, 1999KDD Cup data set was considered. The results represent that the
accuracy with respect to true positive rate has increased incrementally each day
nearing to 92.65% on the last day of experimentation Fig. 3. Similarly, the pro-
posed model shows a sharp fall in the false negative percentage to 7.35 as it learns
and trains the system each day. Therefore, the proposed system learns and trains
using machine learning techniques for detecting known attacks from misuse
detection system and novel attacks from anomaly detection system, thereby
improving the true positive rates and diminishing false negative rates consequently.
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IoT-Based Monitoring and Smart
Planning of Urban Solid Waste
Management

Krishangi Deka, Krishangi Goswami and Sagarika

Abstract The tremendous growth in the rate of urbanization in the past few dec-
ades has in turn increased the need for a stable and sustainable urban development
plan. Solid waste collection is a very complex process that involves efficient
management of the entire system, starting from the collection to the dumping of
wastes, hygienically. This paper describes the real-time monitoring and manage-
ment of waste collection system, thus, enabling us to be excused from collecting
semi-empty bins. Furthermore, the incoming data can be effective to determine the
minimum number of vehicles associated or bins to distribute. This paper hence
gains insights into the status of waste in a city and therefore contributes to a
cost-efficient, eco-friendly and more systematic way of waste collection.

Keywords Solid waste management � Internet of Things (IoT)
Smart bin � Urbanization � Sensors

1 Introduction

With the increase in population and urbanization, the state of cleanliness with
respect to the management of waste is degrading enormously. The overflow of
garbage in and around the bins and loitering of garbage create a very unruly and
unhygienic condition in the surroundings nearby. It may invoke several serious
diseases and ailments among the people nearby. It also most importantly deterio-
rates the judgment of the area. To avoid this and to enhance the cleaning, ‘smart
waste management system’ is proposed in this paper. This will help to manage the
garbage collection efficiently [1]. An efficient waste management system is a pre-
requisite for maintaining a safe and green environment. There are many tech-
nologies that are used for waste collection as well as for well-managed recycling
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[2]. Moreover, the solid waste management involves many steps: generation,
on-site handling, storage, selective sorting [3], collection, transfer, processing, and
disposal. All of these subprocesses have to be implemented within existing legal
and social regulations without harming the environment and public health. The
complexity of the context of it and procedures involved are indeed a primary
concern of local municipal authorities due to problems related to the collection,
transportation, and processing of residential solid waste today. The garbage col-
lection is manual which takes a lot of efforts and is time consuming. The type of
waste collection may be either door-to-door or indirect collection. In both cases, the
goal is to plan a system that would make smart the collection, in relation to the
existing systems [2]. Hence to achieve this goal, we design a system to optimize
this operation by reducing unnecessary cost and providing a higher-quality smart
service to the citizens. This paper gives a comprehensive description of the
application of sensors in urban environment to eradicate the existing problem.

This paper is focused on developing a smart system [4] which includes on-site
handling, storage, and transfer process using cost-efficient and quality system.
Considering all the factors, in the proposed system, the level of waste in the
dustbins, i.e., the volume, is detected with the help of ultrasonic sensor. Pressure
sensor is used to measure the weight of the dustbin. Red and green LEDs are used
to indicate filled and empty level of dustbin, respectively. When the measured value
of sensors exceeds a certain threshold value, this information with GPS location
where the dustbin is located will be sent to local server through GSM system.
Android device will fetch the information from server, about the area where dustbin
is located, by comparing coordinates, update the location, and inform the respective
vehicle to collect the waste. Microcontroller is used for interfacing the sensor
system with GSM system. This will help to manage the garbage collection effi-
ciently. Also, the concept behind this paper revolves around the Internet of Things
(IoT), which is one of the fastest growing technologies that is being recognized and
developed. IoT was initially developed as an application of mobile, home, and
embedded systems. But now, it is a platform where any device that can send or
receive data can be connected to the Internet. Once these devices are connected,
they can store and share data on the cloud which can be used for data analytics and
create meaningful solutions. Internet of Things has revolutionized the concept of
smart cities making them more comfortable and able to give intelligent responses to
different kinds of events or needs, by interactive sensing streets or active buildings
which has been able to gather environment data about the city and measure the level
of noise, traffic, crowds, temperature—literally everything [2].

As we aim at contributing toward a smart city, we have to keep in mind that the
concept of a smart city varies from city to city, county to country. When it comes to
India, for a person living in the city, the picture of a smart city contains a wish list
of infrastructure and services that describes his or her level of aspiration. [5]. The
research on smart cities has been a long ongoing survey which has already been
conducted, and many applications have already been implemented. Some examples
include: smart parking system which gives the position of a car park at any time [6];
smart agriculture system to improve agricultural and industrial production based on
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weather conditions and environmental conditions [7]; smart transport system to find
the best route considering the current traffic conditions [8]; and a lot more. These
applications can be called a step toward realization of a complete smart city.

2 Block Diagram

Microcontroller (R5F100LEA): It is a Renesas RL78 series microcontroller of 16
bits with two modes of operation: high speed at 32 MHz and low speed at
32.768 kHz. Its ROM is 64 kBs and RAM of 4 kBs. It also has an additional data
flash memory of 8 kBs. It has 32 general purpose registers of 8 bits. It has an
on-chip interrupt function key, BCD adjustment key, and reset key (Fig. 1).

Ultrasonic sensor: Ultrasonic sensors of module HC-SR04 is used for the
purpose of detecting the distance from an object (not being in direct contact with the
object) with a very high accuracy. The sensor has a basically four pins, namely
VCC, trigger (input), echo (output), and ground. Also, this module has a ranging
distance of 2–400 cm.

Force-Sensitive Resistor: SENs-09375-ROHS is the force-sensitive resistor
used in the prototype, with a 0.5″ diameter sensing area. It is a sensor used to
measure the physical pressure and weight. They are easy to use and are of low cost.
The FSR is made of two layers. The more will be the pressure value when the
pressure applied to the sensor surface is more. However, the harder the force on the
sensor, the lower will be the resistance. When no force is being applied on the
sensor surface, its resistance will be greater than 1 MX. It can sense the applied
pressure in and around the range of 100 g to 10 kg.

Light-Emitting Diode (LED): An LED is a p-n junction semiconductor diode,
which works when forward biased. It works on the principle of

Android  Google 
Map Local server

Microcontroller 

RL78

LCD

Ultrasonic 
Sensor 

Pressure Sensor 

Green LED 

GSM

Red LED 

GPS

Fig. 1 Block diagram of the smart waste management system prototype
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electroluminescence, where electrons and holes recombine to emit light in the form
of energy of photons which is equal to or slightly less than the bandgap. LEDs can
emit light of color red, yellow, orange, green, and blue. LEDs are usually small
(<1 mm2).

Liquid Crystal Display (LCD): The liquid crystal display used in building this
prototype is a 2X16(JHD-162A) flat panel display, which is a very basic module
used in various devices and circuits. LCD utilizes the property of light modulation
of crystals of liquid. In the type of LCD used in this paper, it can display 16
characters on each of the 2 lines.

Global System for Mobile Communications (GSM): GSM describes the
protocols for second-generation (2G) digital mobile networks. It is a 2G network
developed for the replacement of the first-generation (1G) analog cellular networks.
The 2G network is a digital and circuit switch network for full duplex mode.

Global Positioning System (GPS): GPS is a universally used satellite naviga-
tion system that provides with the latitude and longitude, i.e., the geolocation of a
place, and also provides with the time information to a receiver anywhere on the
earth surface wherever there is an unobstructed and uninterrupted line of sight to the
GPS satellites.

Android Google Maps: Developed by Google, Google Maps is a service that
provides with the satellite imagery of a geographical region with personalized street
maps, 360° view of streets, real-time traffic conditions and also gives the distance
and source-to-destination planning of the route by foot, car, bicycle, bus, or any
other means of transport.

Local Server: A server which is hosted locally on our own computer unlike a
remote server, which is hosted elsewhere. Local server is preferred more for the
purpose of testing such as testing out layouts, shopping cards, directory, mem-
berships. Here, we have developed our local server (Apache Tomcat server 7.0) on
Windows 10 platform.

3 Hardware Architecture

3.1 Components

See Table 1 and Fig. 2.

3.2 Circuit Diagram

In the circuit diagram of the proposed system of smart solid waste management, the
microcontroller is interfaced with the ultrasonic sensor, the pressure sensor, the
LED, LCD panel, GSM, and the GPS system. Alphanumeric LCD (ALCD) is used
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to backlight the LED cathode display information about project. The LCD used is
16�2, 2 rows and 16 columns. So in each row, we can display 16 characters. The
1-byte data line of LCD is connected to the port 7.0 and port 7.7 of the micro-
controller. The enable pin of LCD is connected to the port 0.5 of the microcon-
troller. The RS pin of the LCD is connected to port 0.6 of the microcontroller. Pin 1
of LCD is grounded, pin 2 is +5 V power supply, pin 3 is GND, pin 4 is for contrast
adjustment, and pin 5 is usually for read or write operations. Since in this system of
waste management, we are only doing write operation to the LCD, so pin 5 is GND.
Pin 15 is the backlight LED anode terminal connected to +5 V, and pin 16 is
grounded. For the GSM, its transmitter port is connected with the receiver port of
microcontroller and receiver port of GSM is connected to the transmitter port of
microcontroller. However, the receiver port of microcontroller is not being used.
The ultrasonic sensor output port and pressure sensor output port are connected to
port 5.0 and port 2.0 of the microcontroller, respectively. Also, the green and red
LED output ports are connected to ports 5.2 and 5.3 of the microcontroller,
respectively. Also, the GPS transmitter port is connected to that of the receiver port
of the microcontroller. Since the GPS only transmits the location coordinates of the
smart bin, its receiver ports are not made into any connection (Fig. 3).

Table 1 Hardware components and their specifications

Components Specifications

Microcontroller R5F-100LE (Renesas RL78)

Ultrasonic sensor HCSR-04

Force-sensitive resistor/pressure sensor SEN-09375 ROHS

GSM module MGSM-900

LCD 16X2 (JHD-162A)

LED Green and red

GPS QUESTAR G702-001UB

Fig. 2 Hardware components interfaced and mounted on a board. A green and a red LEDs,
ultrasonic sensor, and force-resistive sensor have been mounted on the dustbin surface. The
ultrasonic sensor measures the volume, whereas the force-resistive sensor measures the weight in
the dustbin
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4 Software and Analysis

4.1 Real-Time Interface

The circuit for the smart waste management system, as mentioned in the previous
section, has a smart bin equipped with sensors: an ultrasonic sensor, a pressure
sensor, and a green and a red light-emitting diodes which measure the various
parameters like volume and weight in the dustbin. The ultrasonic sensor measures
the volume in the dustbin, and the pressure sensor measures the weight in the
dustbin. Also, the system is interfaced with a GPS for determining the geographical
coordinates of the smart bin. With the continuous use of the dustbin, it gets filled
with time gradually. Every time the garbage level crosses the threshold and over-
flows after certain period of time, the sensors receive the details of the volume and
weight of the dustbin, which is displayed through the LCD panel interfaced with the
Renesas microcontroller. The interfacing of the microcontroller has been done
using IDE Renesas CubeSuite+. The data is further saved on a MySQL database on
local server and also sent as an instant message using the GSM module to the
device with the phone number entered in the hyper terminal of GSM test kit. Every
data received at real time is used and displayed by the android application interface
for better viewing of the volume and weight of the filled bin, developed by using
the IDE Eclipse. Also, the coordinates given by the GPS can be traced in and
opened using Google Maps. This allows for an efficient location analyzing system
which would allow to easily identify the details of every smart bin and hence would
make the garbage collection system much easier. This will hence help the waste
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management department to schedule and optimize the route for the collection of
solid waste every time the garbage vehicle moves around the city for garbage
collection. This helps in saving time, money, and resources of the municipality, and
work is performed in a more efficient manner. This smart bin model can be applied
to any of the smart cities around the world (Fig. 4).

4.2 Data Analysis

The smart bin system developed in this paper is designed to send the level of
garbage in dustbins across an urban city. The data sent is used to gain a lot of
insights like the volume, weight, and the location of the dustbin. The android app,
developed by the IDE ‘Eclipse,’ has a login screen for the various users to log in
through the window. In case of a new user, he can register through the registration
page which can be accessed through the login page. After the user is logged in, he/
she can access the main screen window where the details of the dustbin will be
updated. Also, the user will be able to access the location through Google Maps
using the button ‘Map,’ available below the main screen.

Moreover, the data sent by the smart bin system will also be saved in
MySQL-Front database created in a local server (Apache Tomcat Server 7.0)
developed in Windows 10. There will be two databases: one for the received data
(receiveddata) and the other for the user information (userinfo). This data will be
accessible to the concerned authorities of the garbage collection board, where they
can find the updated status of the dustbin followed by the location coordinates
provided and saved in the server. This updated status will then help them identify
the filled dustbins and clear them out at the earliest, without causing inconvenience
to the public and also reducing the number of vehicles associated with the collection
of garbage (Fig. 5).

5 Advantages

The circuit is designed with the motive of making every dustbin handy at all times
by using low-cost sensors attached in it. It, in a way, emphasizes on waste reduction
and reutilization by providing a smart technique to the residents of an urban
locality. The smart bin system can be a lot advantageous and beneficial to an urban
locality as it will stop overflowing of bins along the roadsides and localities as smart
bins can be managed at a real time. Filling and cleaning time of dustbin would be
reduced, thus making fast availability of clean and empty dustbins to people. It
would also find the shortest route by locations provided by Google Maps. Hence, it
would reduce the workforce and number of garbage collecting vehicles across the
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Fig. 4 Flowchart showing the overall design of the prototype of the smart solid waste
management
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Fig. 5 Various screens of the android app and the MySQL database: a login screen, b registration
screen, c main screen showing volume, weight, latitude, longitude, d the ‘Map’ option, e the
coordinates shown in Google Maps, f user information database, and g received data database
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region which can also be said to reduce the fuel consumption. This approach of
smart bin aims to create a clean and green environment as it would reduce foul
smell in urban areas, decrease fuel consumption, as already mentioned, and in turn
reduce pollution in the air.

6 Conclusions

In this paper, we have basically examined the waste management system in an
urban city and proposed an approach based on an Internet-of-Things platform using
the RL78 series of microcontroller (R5F100LE), interfaced with other hardware
components. This heterogeneous approach to contribute toward a smart city is made
to achieve a higher level of flexibility. The smart system basically focuses on two
aspects: Firstly, it is addressed to the government and private sectors to carry out
and implement measures to utilize the resources for an efficient system of waste
collection. Secondly, it is addressed to the public, so that they too can understand
the environment and follow up with steps like reusing, recycling, and reducing
wastes around them.

There can be numerous future works and improvements for this study. This
paper basically is designed for a prototype of the actual waste management system.
This has a scope of being developed on a much larger platform: implementing the
IoT concept on the cloud and using Google Maps API for better visualization and a
realistic approach. Also, this paper emphasizes on the cost and time factor by
reducing the number of garbage vehicles associated with garbage collection and at
the same time providing the best route for it. Therefore, future works and studies
can be made in this regard that will offer the best results in every aspect.
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Network Traffic Analysis and Packet
Sniffing Using UDP

Md Ruhul Islam, Tawal K. Koirala and Ferdousi Khatun

Abstract The size of computer network is rapidly growing, and the new generation
Internet needs more improvement to keep data transfer faster in the network. As the
Internet users are increasing, the network traffic also parallelly increasing, so high
attention is required to keep faster data transfer. For this reason, network monitoring
secures the data and the management of network traffic is very essential task in the
field of computer network. User data information is transferred through user
datagram protocol (UDP) or transmission control protocol (TCP) via various nodes
that present in the network. UDP is datagram-oriented protocol, i.e., it carries the
datagram or packet from source node to destination node. To monitor the packet or
datagram, packet sniffing is widely used; that is, a method of capturing the datagram
to analyze the network log traffic occurs in a network during communication
between various nodes that exist in the network. This paper provides a
well-developed method to monitor and analyze the network traffic using UDP that
removes the existing deficiency of traditional existing tool used for analyzing
network traffic.

Keywords Packet sniffing � UDP � Packet capture �Wireshark � Network
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1 Introduction

Due to the advanced technology, the Internet user is growing rapidly. The main two
transport layer protocols are TCP and UDP. UDP is connectionless
datagram-oriented protocol that carries the datagram over the network between
nodes [1]. As the Internet user increasing drastically, the size of network also
increasing and the traffic is spreading over the network. Thus, analyzing network
traffic is important concern in the field of computer network. For this, the packet
sniffing is widely used to analyze the network traffic related and some other issues
arise over the network [2]. Depending upon the analyzer, the network can be
analyzed at a certain time interval. This paper analyses the network traffic in
morning, afternoon, and evening sessions using Wireshark for UDP transport layer
protocol. The UDP analysis is based on UDP data flow and UDP checksum.

2 Packet Sniffer and Wireshark

The network administrator used a device to monitor the data transmitted over the
network is known as packet sniffer [3]. The packet sniffer is not only used for
monitoring the network but also used for network management to detect log traffic,
network security purposes, etc. Wireshark is tool used to analyze network packet.
The libpcap library is used by Wireshark to capture packets at low-level work [4].
This Wireshark is captured the network packet transmitted over the network and
tried to display that packet data in detail.

3 Analysis of Problem

One of the most serious and common network problems over the network is
broadcast storms. A misconfigured network device or a defective node can flood in
the network to create a network traffic. This storm amplifies itself until it completely
shuts down the network. Another threat in computer network is malware-infected
computer that can send a junk of e-mail or may attempt to replicate the computer on
the LAN. An infected computer may slow down Internet traffic. And sometimes a
single user can use so much bandwidth that it affects other users on the network [2].
So to find the cause of the problem, the network traffic has been analyzed using
Wireshark and also compared the traffic and find out what is the reason for these
problems in a network.
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4 Proposed Solution Strategy

Figure 1 shows us how the data is being captured and filtered. First while installing
this software, the data NIC will be automatically initialized. Every packet when
received by NIC then the MAC address of the received packet is first compared to
its own. If the MAC address is found same, the received packet is accepted;
otherwise, it filters the packet [5]. The set filter in Fig. 1 denotes the types of filter
for different protocols that are through from the NIC. Then after the protocols are
captured and the captured packets will be processed which means only the selected
packet will be shown. The UDP analysis is based on

• UDP data flow
• UDP checksum Graph.

5 Design Strategy for the Solution

Figure 2 shows the existing network topology of SMIT for academic block (A, B,
C, D, E). The model that is being followed in this network is hierarchical network
model.

6 Packet Counter Statistics

This shows statistics over IP, that is, all the HTTP packets. Table 1 provides us with
the number of packets to each Web site. This will help us to identify how many
requests and responses we have had. The rate in Table 1 denotes the rate on which
the request and response are being processed in milli seconds. And the percent
denotes the percentage of rate of data flow.

Initialize 
network 
interface

Close interface
Process packet

Capture Set filter

Exit

Fig. 1 How the data will be filtered and captured [2]
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Table 1 shows the filtered http request and responses in the captured data.
Methods like NOTIFY, POST, GET are HTTP requests. HTTP response packet
consists of the responses to those requests. Table 1 shows the responses are success,
error, or broken, etc.

Fig. 2 Existing network topology of SMIT for academic blocks (A, B, C, D, E) [2]

Table 1 Number of packets
to each Web site

HTTP/Packet Counter: Count Rate
(ms)

Percent
(%)

Total HTTP packets 5171 0.0016 100

HTTP request packets 4874 0.0015 94.26

NOTIFY 2466 0.008 50.59

GET 205 0.001 4.21

POST 6 0 0.12

HTTP response
packets

297 0.001 5.74

1xx: informational 0 0 0.00

2xx: success 259 0.001 87.21

200 OK 259 0.001 100

3xx: redirection 1 0 0.34

302 found 1 0 100

4xx: client error 37 0 12.46

400 bad request 37 0 100

5xx: server error 0 0 0.00

???: broken 0 0 0

Other HTTP packets 0 0 0.00
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7 HTTP Request Statistics

Figure 3 shows the request distribution of Web sites and what kind of request that
has been sent from which system and the number of times the request is being sent.

Figure 3 shows the number of url requests and the description of the url from the
host IP.

8 Implementation and Result

Wireshark software is used to capture and analyze the packet over SMIT network.
The packet sniffer makes the NIC card on the machine, and after that it enters in a
promiscuous mode. As an Ethernet NIC is made with a “filter,” it always ignores
the irrelevant traffic. If the destination MAC address differs with its own, then it
refuses those frames or packet. The sniffer turns off this filter via NIC card driver,
and NIC card goes to promiscuous mode. Generally, the NIC is used in worksta-
tions and the computer may be put into promiscuous mode. It is possible to change

Fig. 3 Distribution of Web sites
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the MAC address on NIC card. The equipment needs to observe all traffic and thus
be promiscuous.

8.1 UDP-Based Analysis

A simple connectionless transmission protocol is user datagram protocol
(UDP) with less protocol mechanism. It does not have the three-way handshaking
mechanism used by TCP, thus it is unreliable. The UDP does not guarantee of
duplicate protection or delivery ordering of packets. The UDP could potentially
increase the stability and fairness in the Internet as it lacks congestion control over
the network [6]. Data integrity is provided by UDP checksum, and port numbers are
used to address different functions at sending and receiving nodes. The Ethernet and
packet sniffer are used to monitor the network. The network adapter goes to
promiscuous mode, and the communicated data over the network is received and
recorded by the sniffer program [7].

Figure 4 shows the UDP data flow. The black line shows the overall broadcast,
and the red one shows the UDP data flow. All non-TCP packet flows follow the
same pattern as UDP packet flows. The rate of data flow for UDP is more which
means in this the applications that use UDP is being used more.

UDP packet broadcast

Total packet broadcast

Time

packets

Fig. 4 UDP data flow (color online)
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8.2 Filtering UDP Checksum

Checksum is the 16 bit 1’s complement of the 1’s complement sum of a
pseudo-header of information from the IP header, the UDP header, and the data,
padded with 0 octet at the end to make a multiple of two octets. If the checksum
calculation results in the value zero, then it should be sent as the 1’s complement.
The graph below shows the good and the bad checksum. Good checksum = 0 and
bad checksum = 1.

Figure 5 shows how many good checksum and bad checksum are present in the
UDP data flow. There is equal amount of bad checksum in one-second interval of
time which means that the packets that is being captured are faulty in other words
the packet that is captured is the packets that are not completely finalized before
sending them out.

9 Conclusion

Packet analysis and network traffic monitoring are one of the most important
concerns in the field of computer network. The monitoring is done based on UDP,
connectionless datagram-oriented protocol. The UDP data flow and UDP checksum
are analyzed. Packet sniffer is not just a hacker’s tool. It can be used for network
traffic monitoring, traffic analysis, troubleshooting, and other useful purposes.

UDP data flow
Good checksum
Bad checksum

Time(s) 

Packets

Fig. 5 UDP checksum
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Packet sniffers can capture things like passwords and usernames or other sensitive
information. Wireshark captured traffic from SMIT network. Packet sniffing is very
useful tool to analyze network traffic over UDP protocol.
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Strahler Order Classification and Analysis
of Drainage Network by Satellite Image
Processing

Ferdousi Khatun and Pratikshya Sharma

Abstract Drainage hydrographical network is one of the most salient features used
for hydrological analysis, geomorphology, Earth science, terrain analysis and still is
a research topic in the field of GIS. A drainage network generally extracted from
toposheet processing, raster image processing, and the new advanced satellite image
processing. The classification of the drainage network plays a very important role
for geographers, geologists, hydrologists, biologist, and other scientists as it reveals
the idea of the size and strength of specific stream within drainage networks. Recent
freely available satellite images provide the digital elevation data over the earth
surface is very important for faster extraction of drainage network.

Keywords DEM � Strahler order � Drainage network

1 Introduction

Water is the most important element that covers two-thirds of earth surface and
drainage network is key feature for hydrologist, geomorphologist for various anal-
yses [1]. A drainage or river network is pattern formed by river, lake, waterbodies,
and streams in a river basin or watershed. This pattern is extracted from topographic
sheet processing which is the traditional process, takes tedious time [2]. Nowadays,
new generation advanced satellite provides accurate DEM data over the earth surface
with various spatial resolution that are very useful and fastest way to extract the river
network [3]. The streams can be extracted from raster image processing, toposheet
processing, and satellite image processing. A stream network is classified for many
purposes, and it may be based on water quality, stream order, etc.
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Classification of stream network based on their order is very important to
geologist, hydrologist, geographer, and many other scientists as it reveals the idea
of the size of network and the strength of specific waterways within river network.
A stream can be classified as Strahler order, Horton order, Shreve order, Hack
order, Topological order (Fig. 1).

2 Working Procedure of Strahler Stream Order
Classification

One of the most important river classifications is Strahler order where the ordering
is based on the hierarchy of tributary instead the determination of the main channel.
The ordering follows the below rule

1. Strahler order 1 implies the stream has no tributaries or no children.
2. If a node in the network has one and only one child or one tributary with

Strahler greatest order i and the children or tributary have their order less than i,
then it orders stick around i.

3. The Strahler order is i + 1 if the node has two or more children or tributaries
with greatest order i.

Strahler’s stream ordering starts in initial links that takes order one. From there,
it proceeds downstream. While traversing, it checks every node with at least two
equal tributaries with maximum order. If such conditions fail it continue with the
greatest order, in this case if such node found, it increments the order by 1 and
continue to downstream.

3 Methodology Used

See Fig. 2.

Fig. 1 Various stream ordering example [4]
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4 Study Area and Application of Used Methodology

The study area falls between 23°00′00.00″N SE lat to 24°00′00.00″N and 87°00′
00.00″E long to 88°00′00.00″E long. The satellite image is downloaded from USGS
site. This image is captured on September 23, 2014 and updated on January 2, 2015.
The resolution of the image is 1-ARC second, i.e., 30 m. The study area covers the
southwest part or West Bengal state where part of Damodar river flows (Fig. 3).

USGS ASTER GDEM is used. The main objective of this research is to extract
the drainage pattern from DEM in MATLAB and classify it in MATLAB using
Strahler order algorithm. To read the image in MATLAB, the ASTER DEM is
converted into ASCII form. The ASCII image is read as grid form in MATLAB. As
the satellite image contains artificial sink, it is better to remove the sink for accurate
drainage network. The D8 algorithm is used to fill the image and make a
depression-less DEM. Then flow direction is calculated and flow accumulation is
generated from flow direction matrix. The stream network is generated from flow
accumulation matrix by setting the threshold value 20,000. The extracted stream
network is classified by Strahler order algorithm. The classified network is verified
with the digitize map of that area (Figs. 4 and 5).

ANALYSIS STREAM ORDER CLASSIFIACTION (Strahler Order)            

GENERATION OF DRAINAGE MAP

FLOW ACCUMULATION

FLOWDIRECTION 
IMAGE

FLOW 
ACCUMULATI
ON IMAGE

IMAGE PREPROCESSING

FILL(D8 Algorithm)

FLOW DIRECTION

FILL

SATELLITE IMAGE AS INPUT (ASTER-GDEM)

STREAM NETWORK

Fig. 2 Methodology used to extract drainage and classify stream
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5 Analysis

The classified stream order map of study area represents the extracted stream is of
first to fourth order. From the above map, it is found that the maximum flow is in
third- and fourth-order stream which is very useful for the agriculture, factory, and
many other water resource planning departments. Only two parameters are
extracted stream no and order of stream (Fig. 6).

The main application of above graph is in watershed analysis, morphological
analysis, and water resource management department.

Fig. 3 Map of study area
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Fig. 4 Drainage extraction and classification, a ASTER GDEM of study area, b fill image, c flow
direction image, d flow accumulation image, e stream network image, f classified stream network
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Fig. 5 Stream order vector map of study area
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6 Conclusion

The extraction of drainage networks can be done from contour map, raster map or
DEMs. The satellite provided DEMs is very efficient to extract the drainage net-
work in all terrain because the satellite gives the up-to-date changes happen on earth
surface like change position of river network, new waterbody feature is capture via
highly sensitive sensor present in satellite. Thus, less time required to extract the
pattern from satellite provided DEM. Stream network classification is one of the
main concern in the field of hydrology and geomorphological analysis. Strahler
order classification is mostly used and has several application areas like water
resource management department, irrigation department, geologist, biologist, and
many other scientists. The classified map can be used by the earth science, geog-
rapher for further analysis as it reveals many information like size of stream,
maximum and minimum flow in a stream, stream length.
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Digital Pen to Convert Handwritten
Trajectory to Image for Digit Recognition

Debjyoti Ghosh, Sanchi Goyal and Rohit Kumar

Abstract In this paper, we present a digital pen for handwritten digits recognition
based on acceleration in three-dimensional spaces. The digital pen consists of a
triaxial accelerometer, an 8-bit microcontroller, and a RF transmission module.
MATLAB GUI is used for signal preprocessing, noise rejection, and acceleration
equivalent voltage to image conversion. Accelerometer generates signals due to the
hand movement and transmits the data wirelessly to PC to detect the trajectory.
Then, the trajectory is converted to image.

Keywords Triaxial � Graphical user interface � Accelerometer
Preprocessing � Neural network

1 Introduction

We have designed a pen which is based on human–computer interaction
(HCI) techniques [1–3]. This pen is highly useful for blind people and it does not
require any surface to write and can be operated without any external reference. It
could sense the trajectory of hand gesture from variation in acceleration [4]. It is
difficult to track the trajectory of hand gesture as different people have different
speed and style [5, 6]. In order to overcome this problem, we have defined the
writing style in Fig. 11 and we converted the trajectory into images. Our device is
designed to convert digits from 0 to 9.

D. Ghosh (&) � S. Goyal � R. Kumar
Department of Electronics and Communication Engineering,
Sikkim Manipal Institute of Technology, Majitar, Rangpo, Sikkim, India
e-mail: debjyoti.ghosh@gmail.com

S. Goyal
e-mail: sanchi_goyal@yahoo.in

R. Kumar
e-mail: rohitkumar1190@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 462,
https://doi.org/10.1007/978-981-10-7901-6_99

923



2 Hardware Design

The designed pen has a triaxial accelerometer (MMA7260QT, Free-scale
Semiconductor) [7], a microcontroller (AT mega 8 with a 10-bit A/D converter) [8],
and a wireless ASK transmitter of 433 MHz. The user’s hand movement generates
acceleration signals which are detected by the triaxial accelerometer. The micro-
controller converts the generated analog acceleration signals to digital value via
A/D converter. The wireless transmitter transmits signals to a personal
computer (PC) for further processing. The pen-type circuit board is of dimension
15 cm � 2.5 cm � 1.5 cm as shown in Fig. 1a. For better accuracy, we have used
1.5 g accelerometer.

The schematic diagram of digital pen’s hardware is shown in Fig. 2. The
accelerometer’s sensitivity is set from −1.5 g to +1.5 g and zero bias point is
1.65 V. The output of any axis is an analog voltage proportional to the acceleration
in that axis.

The analog data from the three axes are given to the ADC of AT mega 8
(PC0-PC2). AVR ADC is a 10-bit ADC, i.e., it will give us a number between 0
and 1023 for voltage between 0 and 5 V, when we set the reference voltage at 5 V.

After ADC conversion, the data are serially sent to laptop for further processing.
All the data sensed by the accelerometer are transmitted wirelessly to a PC by an RF
transmitter at 433 MHz transmission band with 4800 bps transmission. The data
obtained from the receiver are taken into the PC via a serial to USB convertor. The
receiver at the computer end is shown in Fig. 1b. The complete circuit of trans-
mitter and receiver is shown in Figs. 3 and 4, respectively.

Fig. 1 a Digital pen,
b Receiver

924 D. Ghosh et al.



3 Trajectory Recognition Process

Acceleration acquisition, signal preprocessing, and image conversion are the main
building blocks of our proposed trajectory recognition process. This paper includes
recognition of hand gestures of digits from 0 to 9. The triaxial accelerometer detects
the acceleration of the hand movement and then the generated signals are filtered by
moving average filter for smoothness. The signals are further processed by

Fig. 2 Block diagram of the hardware of digital pen

Fig. 3 Circuit diagram of digital pen
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polynomial curve-fitting technique. The plot is then saved as image. The saved
image is cropped and resized to 7 � 5 dimensions.

3.1 Signal Preprocessing

The accelerometer generates hand movement acceleration signals which are being
fed to the microcontroller. The data are then transmitted wirelessly to the personal
computer (PC). Human hand slightly trembles while moving, which causes certain
amount of noise as shown in Fig. 5. We can see that the trajectory of zero is not
smooth but contains unwanted hand vibrations. The moving average filter and the
polynomial curve fitting are the signal processing unit to remove noise. The moving
average filter reduces the high-frequency noise of the raw data. The filter is
expressed as

y½t� ¼ 1
N

XN�1

i¼1

x½tþ i� ð1Þ

where x[t] is the input signal, y[t] is the output signal, and N is the number of points
in the average filter. Figure 6 shows output response of filter with different orders
N = 4, 8, and 10. In this paper, we set N = 8. On increasing the order of filter, the
high-frequency components are removed more precisely but there were more loss
of data as compared to lower order(N = 4). So we optimized the order N = 8.

Curve fitting is then applied to the output of moving average filter. Here, we
have used polynomial curve fitting of order 3. It further removes the unwanted

Fig. 4 Circuit diagram of receiver at computer end
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glitches of the data obtained from the moving average filter and makes it suitable
for the image conversion. We have seen that certain digits like 1, 4, and 7 requires
polynomial curve fitting of lower order, i.e., order 1 or 2, and for certain digits like
0, 3, 8, and 9, we require higher order. So, we decided to set the order at 3 for a
balanced output as shown in Fig. 7. The ‘best’ curve gives the minimum error
between the data and the fit f(x). The error is the sum of perpendicular distances of
the data points. We get least squares error in Eq. (2).

Fig. 5 x versus z plot for digit ‘0’

Fig. 6 x versus z plot for digit ‘0’ using moving average filter for a N = 4, b N = 8, and c N = 10
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err ¼
Xn
i¼1

yi � a0 þ
Xj

k¼1

akx
k

 ! !
ð2Þ

where ‘n’ is the number of data points given, ‘i’ is the index for current data point
being summed, and the polynomial order is denoted by ‘j’. To minimize Eq. (2), the
derivative with respect to each coefficient is set to zero.

@err
@a0

¼ �2
Xn
i¼1

yi � a0 þ
Xj

k¼1

akx
k

 ! !
¼ 0 ð3Þ

@err
@a1

¼ �2
Xn
i¼1

yi � a0 þ
Xj

k¼1

akxk
 ! !

x ¼ 0 ð4Þ

@err
@a2

¼ �2
Xn
i¼1

yi � a0 þ
Xj

k¼1

akx
k

 ! !
x2 ¼ 0 ð5Þ

..

.

Fig. 7 x versus z plot of curve-fitted data (N = 3) for digit ‘0’
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@err
@aj

¼ �2
Xn
i¼1

yi � a0 þ
Xj

k¼1

akx
k

 ! !
x j ¼ 0 ð6Þ

Rewriting these j + 1 equations, and put into matrix form

n
P

xi
P

x2i . . .
P

x jiP
xi
P

x2i
P

x3i . . .
P

xjþ 1
iP

x2i
P

x3i
P

x4i . . .
P

xjþ 2
i

..

. ..
.P

x ji
P

xjþ 1
i
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xjþ 2
i

P
xjþ j
i

2
666664

3
777775

a0
a1
a2
a3
..
.

aj

2
66666664

3
77777775
¼

P
yiP
xiyiP
x2i yi
� �
..
.P
x ji yi
� �

2
666664

3
777775 ð7Þ

where all summations above are over i = 1,…, n. Now, we use the Gaussian
elimination to find the coefficients.

A ¼

n
P

xi
P

x2i . . .
P

x jiP
xi
P

x2i
P

x3i . . .
P

xjþ 1
iP

x2i
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..

. ..
.

P
x ji
P

xjþ 1
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X ¼

a0
a1
a2
a3

..

.

aj

2
6666666664

3
7777777775

and B ¼

P
yiP
xiyiP
x2i yi
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ð8Þ

The above equations are linear with respect to the coefficients. So, we can
express in the form of

AX ¼ B ð9Þ

In order to find the coefficient matrix X, we use matrix inversion

X ¼ A�1B ð10Þ

The obtained smooth curve is shown in Fig. 7. To standardize the image, it has
been cropped sharp to the border of the character. The cropped and resized image of
digit ‘0’ is shown in Fig. 8. The image is then resized to 5 by 7 matrices, where all
pixel values are assigned to 1 of all 10 by 10 boxes as shown in Fig. 9. Finally, data
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stream is generated from 5 by 7 matrices to feed into neural network for further
processing.

4 MATLAB GUI

A MATLAB GUI is created to understand the processing properly [9]. Figure 10
shows our MATLAB GUI. The functioning of MATLAB GUI starts by pressing
START button which takes input from digital pen transmitting wirelessly to COM
port. The status indicator in normal state remains red; it turns yellow on pressing
START button and turns green when user transmits handwritten digits. When user
stops writing, STOP button is pressed to start image processing.

Fig. 8 a Crop limits for actual image, b Cropped and resized image for digit ‘0’

Fig. 9 Image resized to
7 � 5 to meet the network
input requirement
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5 Conclusion

The proposed handwritten digit recognition system consists of acceleration acqui-
sition and image preprocessing. The result can be further extended to text con-
version. The above result also motivates us to investigate the performance of the
device for English alphabets and alphabets of other languages. The recognition will
be even better if digits are written in the format defined in Fig. 11.
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Application of Particle Swarm
Optimization-TVAC Algorithm
in Power Flow Studies

Poulami Ghosh and Anand Kalwar

Abstract This paper presents a comparative study between particle swarm opti-
mization and particle swarm optimization time-varying acceleration coefficients
(TVAC) algorithm-based methodology for solving load flow in electrical power
systems. Load flow study provides the system status in steady state and is required
by several functions performed in power system control rooms.

Keywords Particle swarm optimization � Particle swarm optimization-TVAC
Load flow � Electrical power system � Score

1 Introduction

Particle swarm optimization is the recent method in the era of artificial intelligence
to improve the optimization level in different aspects. The novelty of the particle
swarm optimization-TVAC includes acceleration factor to converge the power flow
equations obtaining lesser amount of losses in the power system network. In the
area of artificial intelligence, computational intelligence-based algorithm has been
applied successfully to electrical power system-related problems, and particle
swarm optimization (PSO) is pointed out among these techniques. PSO algorithms
are applied for load flow study, and they are based on the behavior of birds’ flocks
searching for food [1]. PSO applications have provided good convergence prop-
erties, ease of implementation, and low computational time [2]. The novelty of this
paper is to improve the convergence property of general PSO algorithm using the
PSO-TVAC and to obtain the solution for power flow problem in power system
network.
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2 Load Flow Study in Electrical Power Systems

Load flow or power flow study is done under steady-state condition of power
system. The study is done to know the system bus voltages in order to determine
later generation necessary to supply the adjustment in the generation buses and the
power flow in system brunches. Therefore, it is possible to obtain the amount of
power demand plus the power losses in the system branches. Besides, the voltage
levels must comply with the predetermined boundaries, and overloaded operations
added to those in the stability limit must be prevented [1].

3 Particle Swarm Optimization Approach for Load Flow
Study

PSO is a meta-heuristic method, and it makes few or no assumptions initially for the
problem to be optimized and searched over the solution space following a very
effective algorithm. However, being meta-heuristic does not produce the optimal
solution every time [3]. As it is not a tangent method, irrespective of the problem
being convex or not, it can produce an optimal solution. PSO starts with a group of
randomly generated population and fitness value to evaluate the population
searching the optima with the random technique [4].

Position of the particle is influenced by velocity. Let xiðtÞ denote the position of
particle i in the search space at time step t; unless otherwise stated, t denotes dis-
crete time steps. The position of the particle is changed by adding a velocity, viðtÞ,
to the current position [1]:

xiðtþ 1Þ xiðtÞþ viðtþ 1Þ

viðtÞ ¼ viðt � 1Þþ c1r1 localbestðtÞ � xi t � 1ð Þð Þ
þ c2r2 globalbestðtÞ � xi t � 1ð Þð Þ

where c1 and c2, respectively, are learning rates for individual ability (cognitive)
and social influence (group), and r1 and r1 uniformly random numbers are dis-
tributed in the intervals 0 and 1. So the parameters c1 and c2 represent weight of
memory (position) of a particle toward memory (position) of the groups (swarm).

4 Particle Swarm Optimization-TVAC Approach
for Load Flow Study

The inertia weight (w): The concept of inertia was developed in 1998 to better
control the exploration and exploitation [5]. Inertia weight maintains the move-
ment of a particle during evaluation. For very less a value of inertia, it is prone to
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loss its knowledge of previous velocity and tend to quickly change direction. On the
other hand if w is very high and c1, c2 is low then the exploitation part of the PSO
algorithm is not so effective and thus lesser tendency of convergence. Thus, high
inertia setting near 1 facilitates global search, and lower values [0.2, 0.5] facilitate
local search. In this paper, a scheme where the inertia value decreases linearly from
0.7 to 0.2 over the iterations is applied.

Swarm size: An improvement in the optimal value with the increase in swarm
size is possible, but a large swarm size increases the functions to be calculated,
hence increasing the evaluation time. So we need to compromise between these
two. In this methodology, the accepted swarm size is 30.

The acceleration coefficients: In the proposed method of PSO-TVAC, the c1
and c2 were adopted as follows:

C1 ¼ c1i� c1fð Þ � iterationð Þ= maxiterationþ c1i,

C2 ¼ c2i� c2fð Þ � iterationð Þ= maxiterationþ c2i

where c1i, c2i, c1f, and c2f are parameter constants, iteration is the current iteration
number, maxiteration is the maximum allowable iteration [6].

The maximum velocity: It serves as a constraint to control the global explo-
ration capability of the swarm. There has been set no maximum velocity which in
turn helps in global search, i.e., exploration for the optima over a large space during
the initial stage of iterations, and as with the iterations the acceleration factor and
inertia are decreasing, it will encourage the particles to converge at the global
optima at the end of search (Fig. 1).

5 Numerical Results

In this section, the proposed methodology for load flow computation is evaluated
on the 14-bus case study. A computational procedure has been developed based on
PSO methodology and on PSO-TVAC for solving the load flow. The selected
results are best solutions over these ten runs. The obtained results of proposed
methodology for case study are compared with those obtained using a conventional
PSO-based computational method.

14-bus system case study.

Tables 1 and 2 show load flow results for 14-bus (Fig. 2) power system obtained
through the application of a PSO-based method. Tables 3 and 4 present the results
obtained with the proposed PSO-TVAC methodology.

Results:

See Figs. 3, 4, and 5.
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Fig. 1 Flowchart of the PSO-TVAC-based load flow
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Table 1 Load flow analysis (particle swarm optimization)

Bus V Angle Injection Generation LOAD

No. pu Degree MW MVAR MW MVAR MW MVAR

1 1.0600 0.0000 226.971 −12.237 226.971 −12.237 0.000 0.000

2 1.0450 −4.9471 18.305 45.886 40.005 58.586 21.700 12.700

3 1.0100 −12.8762 −94.209 16.621 −0.009 35.621 94.200 19.000

4 1.0000 −10.1953 −89.541 −18.350 −41.741 −22.250 47.800 −3.900

5 1.0116 −8.2005 −0.636 −1.519 6.964 0.081 7.600 1.600

6 1.0700 −10.7161 −11.200 23.077 0.000 30.577 11.200 7.500

7 1.0314 −12.1938 −0.033 −0.025 −0.033 −0.025 0.000 0.000

8 1.0900 −12.1933 0.005 36.266 0.005 36.266 0.000 0.000

9 1.0000 −13.2668 −41.891 −42.740 −12.391 −26.140 29.500 16.600

10 1.0121 −12.7414 −9.004 −5.806 −0.004 −0.006 9.000 5.800

11 1.0600 −10.9930 19.737 13.141 23.237 14.941 3.500 1.800

12 1.0600 −9.0190 23.187 −13.276 29.287 −11.676 6.100 1.600

13 1.0407 −11.0463 −12.802 −5.879 0.698 −0.079 13.500 5.800

14 1.0000 −13.2565 −13.772 −4.697 1.128 0.303 14.900 5.000

Total 15.116 30.463 274.116 103.963 259.000 73.500

Table 2 Line flow and losses (PSO method)

From
bus

To
bus

P (MW) Q
(MVar)

From
bus

To
bus

P (MW) Q
(MVar)

Line loss

MW MVar

1 2 155.809 −17.187 2 1 −151.571 30.126 4.238 12.940

1 5 71.162 10.680 5 1 −68.672 −0.402 2.490 10.279

2 3 74.919 5.789 3 2 −72.489 4.447 2.430 10.236

2 4 57.568 10.182 4 2 −55.750 −4.664 1.819 5.518

2 5 37.389 8.809 5 2 −63.619 −6.459 0.769 2.349

3 4 −21.720 15.062 4 3 22.179 −13.890 0.459 1.171

4 5 −83.498 0.385 5 4 84.429 2.551 0.931 2.936

4 7 17.586 −15.043 7 4 −17.586 16.138 0.000 1.095

4 9 9.924 0.267 9 4 −9.942 0.267 0.000 0.533

5 6 20.227 −24.709 6 5 −20.227 27.049 0.000 2.340

6 11 4.338 3.315 11 6 −4.314 −3.263 0.025 0.052

6 12 −8.959 8.682 12 6 9.126 −8.334 0.167 0.348

6 13 13.648 17.177 13 6 −13.370 −16.630 0.278 0.548

7 8 −0.005 −34.316 8 7 0.005 36.226 0.000 1.950

7 9 17.557 29.596 9 7 −17.557 28.371 0.000 1.225

9 10 −14.337 −8.908 10 9 14.428 9.149 0.091 0.241

9 14 −0.054 0.026 14 9 0.054 −0.026 0.000 0.000

10 11 −23.431 −14.955 11 10 24.050 16.404 0.619 1.449

12 13 14.060 −4.942 13 12 −13.623 5.337 0.437 0.395

13 14 14.191 5.413 14 13 −13.827 −4.672 0.364 0.741

Total loss 15.116 56.346

Application of Particle Swarm Optimization-TVAC Algorithm … 937



Table 3 Load flow analysis (PSO-TVAC method)

Bus V Angle Injection Generation LOAD

No. pu Degree MW MVAR MW MVAR MW MVAR

1 1.0600 0.0000 226.830 −14.417 226.830 −14.417 0.000 0.000

2 1.0450 −4.8853 18.253 35.288 39.953 47.988 21.700 12.700

3 1.0100 −12.6219 −94.229 9.604 −0.029 28.604 94.200 19.000

4 1.0118 −10.0547 −51.657 1.877 −3.857 −2.023 47.800 −3.900

5 1.0169 −8.4403 −7.896 −1.676 −0.296 −0.076 7.600 1.600

6 1.0700 −12.7462 3.094 15.173 14.294 22.673 11.200 7.500

7 1.0436 −13.2081 −2.708 4.702 −2.708 4.702 0.000 0.000

8 1.0800 −13.2081 −0.000 22.323 −0.000 22.323 0.000 0.000

9 1.0218 −14.7270 −38.428 −28.209 −8.928 −5.609 29.500 16.600

10 1.0223 −14.6607 −9.196 −5.798 −0.196 0.002 9.000 5.800

11 1.0418 −13.8188 −3.504 −1.791 −0.004 0.009 3.500 1.800

12 1.0564 −13.0722 1.291 −3.668 7.391 −2.068 6.100 1.600

13 1.0451 −13.6562 −13.500 −5.800 0.000 −0.000 13.500 5.800

14 1.0134 −15.2923 −14.900 −5.000 0.000 0.000 14.900 5.000

Total 13.450 28.607 272.450 102.107 259.000 73.500

Table 4 Line flow and losses (PSO-TVAC method)

From
bus

To
bus

P (MW) Q
(MVar)

From
bus

To
bus

P (MW) Q
(MVar)

Line loss

MW MVar

1 2 153.942 −16.748 2 1 −149.806 29.375 4.136 12.627

1 5 72.888 8.061 5 1 −70.302 2.614 2.586 10.675

2 3 73.184 5.957 3 2 −70.864 3.817 2.320 9.774

2 4 55.308 3.871 4 2 −53.672 1.093 1.636 4.963

2 5 39.567 5.105 5 2 −38.737 −2.571 0.830 2.534

3 4 −23.365 8.674 4 3 23.773 −7.632 0.408 1.041

4 5 −65.785 9.643 5 4 66.362 −7.825 0.576 1.818

4 7 28.401 −14.932 7 4 −28.401 16.989 0.000 2.057

4 9 15.626 −1.237 9 4 −15.626 2.531 0.000 1.293

5 6 34.781 −21.682 6 5 −34.781 25.498 −0.000 3.816

6 11 14.478 8.350 11 6 −14.246 −7.864 0.232 0.485

6 12 4.263 3.640 12 6 −4.229 −3.569 0.034 0.070

6 13 19.134 10.832 13 6 −18.855 −10.282 0.279 0.550

7 8 0.000 −21.570 8 7 −0.000 22.323 0.000 0.753

7 9 25.693 20.999 9 7 −25.693 −29.886 0.000 1.112

9 10 −1.431 −0.004 10 9 1.432 0.005 0.001 0.002

9 14 4.322 1.156 14 9 −4.298 −1.104 0.024 0.052

10 11 −10.627 −5.803 11 10 10.742 6.073 0.115 0.269

12 13 5.521 −0.099 13 12 −5.460 0.153 0.060 0.055

13 14 10.815 4.328 14 13 −10.602 −3.896 0.212 0.432

Total loss 13.450 54.379
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Fig. 2 IEEE 14-bus system

Fig. 3 Score versus iteration
for PSO method
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6 Conclusion

This paper presents the solutions for load flow computations for 14 bus, and the
proposed PSO-TVAC method has acceptability as score value; i.e., tolerance
obtained is better than the conventional PSO method.
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Network-Based Digital Notice Board

Saikumar Valluru, Prachi and Arun Kumar Singh

Abstract In this project, we propose advanced hi-tech wireless notice board.
Notice board is a primary thing in any institutions, organization, hospital, or public
utility places. For passing any notice, we use papers. If we observe, lots of papers
are being wasted due to this notices so we need to save papers in order to make an
eco-friendly system. We are trying to develop a digital notice board which can
overcome these problems. With this notice board, we can send our notice anytime
without wasting any resource and can make our communication more efficient. We
can handle proposed notice board with less errors and maintenance. We can replace
normal notice board with digital notice board anywhere like institutions, organi-
zation, hospital, or public utility places and can update the notice anytime. For this,
we used Raspberry Pi for wireless communication. Here we can change the news or
notice or timetable which can be displayed on notice board. Raspberry Pi will act as
server, and there will be multiple clients connected to the server, and these clients
are connected with LCD. Here server and clients are connected via router for
wireless communication. For displaying information, we need to approach server
and from server, we can send our information to particular client or multiple clients
and clients will be displaying that particular information. The goal of this paper is to
provide the access to notices and articles quickly as compared to manual notice
board. We can update text messages using centralized database anytime. The
address is assigned to each receiver and information is displayed from the main
server at the reception.
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1 Introduction

The project deals with displaying text messages sent by the user from a remote
place. A server is fixed by setting up a local server on Raspberry Pi. LCD is
attached to Raspberry Pi using GPIO pins, server will send the message to clients
and clients will process the message and display the message on LCD display. If we
want to access the particular client, then we have to give the IP address of particular
client in the server; once connection is established between and server and clients,
we can pass message to that particular client over TCP Sockets (Fig. 1).

2 Approach

• To establish a TCP/IP client–server wireless connection
• Configure server (Raspberry)
• Server: Stores the notices and replies to clients
• Configure client (Raspberry)

Fig. 1 Raspberry Pi board
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• Client: It can receive information sent by the server
• Check the message to be sent wirelessly
• Check the message status
• Interface LCD with clients.

3 Literature Survey

There does not seem to be any previous work that is aimed at publicly displayed
PowerPoint control. It seems that everyone relies solely on the fixed timers built
into PowerPoint, normal PowerPoint presentations are usually conducted in person
and can thus be controlled easily with remotes is thus no motivation for a
motion-sensing controller in this context, as far as we know, there is no previous
work that has the same our does.

A. In paper [1], it works on LED scrolling message display system for that she
uses GSM mobile phone. The system includes SMA antenna MAX 232 for
communication purpose.

B. In paper [2], the data can be sent directly to the digital monitor from an Android
phone based on Raspberry Pi card and an Android application is used to send
the information to the digital monitor.

However, our proposed project does draw aspects from many other previous
works that relate to SD card usage and wireless communication.

Our project using wireless communication provides very ideal solution for
handling the digital notice board in educational institutions; the organization uses
circulars and notice boards in order to convey the information to the students. So by
using this type of display, we overcome the problem such as we can display all the
information at time. This methodology will take added time for updating, and many
students may not be aware of the information displayed on notice boards which are
not eye-catching ones.

4 Planning

1. The literature review of digital notice board.
2. Introduction of Raspberry Pi in digital notice board.
3. Study about server and client connection.
4. Creating a network of server and client using Raspberry Pi.
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5 Block Diagram
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6 Flowchart
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7 Result

The expected outcome of this project is we will try to display any notice wirelessly
in multiple LCD screens, and we will try to access those particular LCD’s indi-
vidually and passing notice to that particular LCD.

8 Conclusion

Wireless operation provides fast transmission over long range of communication. It
saves resources and time. Data can be sent from remote location provided user is
authenticated. There is no limit of messages.

Text messages are stored in SD card and data can be seen whenever we want to
see.
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