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Abstract In video surveillance, person re-identification (re-id) is a popular tech-

nique to automatically finding whether a person has been already seen in a group of

cameras. In the recent years, availability of large-scale datasets, the deep learning-

based approaches have made significant improvement in the accuracy over the years

as compared to hand-crafted approaches. In this paper, we have distinguished the

person re-id approaches into two categories, i.e., image-based and video-based

approaches; deep learning approaches are reviewed in both categories. This paper

contains the brief survey of deep learning approaches on both image and video per-

son re-id datasets. We have also presented the current ongoing works, issues, and

future directions in large-scale datasets.

Keywords Person re-identification ⋅ Convolutional neural network ⋅ Open-world

person re-identification

1 Introduction

The definition of re-identification is introduced in [1] as follows: “To re-identify a

particular subject, then, is to identify it as numerically the same particular subject as

one encountered on a previous instance”. In video surveillance, person identification

is defined as whether the same person has been already observed at another place by

different cameras. This person re-identification task is used for the safety purpose

at public place, distributed large networks of cameras in public-parks, streets and

university campuses, etc. It is very strenuous for human to manually monitor video

surveillance systems to accurately and efficiently finding a probe or to track a person
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Fig. 1 Typical examples of pedestrians shot by different cameras. Each column corresponds to

one person. Huge variations due to the light, pose, and viewpoint changes

across a group of cameras. A person re-id system can be divided into three parts,

i.e., person detection, person tracking, and person retrieval. In this survey, person

retrieval part is defined as person re-identification. In computer vision field, matching

accurately two images of the same person under intensive appearance changes, such

as lighting, pose, occlusion, background clutter, and viewpoint, is the most challeng-

ing problems for re-id system depicted in Fig. 1. Given its significance in research

and real-world application problem, the re-id community is growing rapidly in recent

years.

Few person re-id surveys already exist [2–5]. In this survey, we mainly discuss

the vision part, which is also a focus in the computer vision community, another

difference from previous surveys is that we focus on different re-id subtasks currently

available or likely to be visible in the future, and special emphasis has been given

to deep learning methods for person re-identification and issues on very large-scale

person re-id datasets, which are currently popular topics or will be reflected in future

trends.

This paper is organized as follows: Sect. 2 introduces a brief history of person

re-id; Sect. 3 describes different kinds of deep learning approaches in image-based

person re-id systems. Section 4 presents deep learning approaches in video-based

person re-id systems. In Sect. 5, we present different open ongoing issues and future

directions on large-scale datasets. Conclusions have drawn in Sect. 6.

2 History of Person Re-id Systems

Person re-id research problem has started with multi-camera tracking in [6]. Later,

Huang and Russell [7] have proposed a Bayesian formulation to estimate the poste-

rior of predicting the appearance of objects in one camera given evidence observed

in other camera views. This appearance model combines multiple spatial-temporal

features like color, velocity, vehicle length, height, and width. More details of multi-

camera tracking are presented in [6].



Deep Convolutional Neural Network for Person Re-identification . . . 279

In 2005, Wojciech Zajdel et al. [8] have proposed a method to re-identify, wherein

a unique latent label is used for each person, and a dynamic Bayesian network is

defined to encode the probabilistic relationship between the labels and features from

the tracklets. Bayesian inference algorithm is used for determining the Id of incoming

person by computing posterior label distributions.

In 2010, authors in [9, 10] have proposed technique for multi-shot person re-

id. Color is a common feature used in both works, and in [10] authors additionally

employ a segmentation model to detect the foreground. Minimum distance among

bounding boxes in two image sets has been used for distance measurement, and

authors in [9] also use the Bhattacharyya distance for the color and generic epitome

features.

In 2014, Yi et al. [11] and Li et al. [12] have proposed a siamese neural network,

which is used to find whether a pair of input images belong to same subject. Since

then, this deep learning becomes a popular option in computer vision community for

person re-id.

3 Deep Learning-Based Person Re-identification on Image
Datasets

In 2006, Gheissari et al. [13] have proposed a method for person re-id based on using

single images. Consider a closed-world model scenario, where G is set of N images,

denoted as {gi}Ni=1 belongs to N different identities 1, 2, ...,N. For a query image q,

its identity is determined by:

i∗ = argmaxi∈1,2,...,Nsim(q, gi), (1)

where sim (, ) is a similarity function and i∗ is the identity of query image q.

In 2012, Krizhevsky et al. [14] won the ILSVRC’12 competition with a large mar-

gin by using convolutional neural network (CNN)-based deep learning model, since

then CNN-based deep learning models have been becoming popular. Two kinds of

CNN model, i.e., the classification model used in image classification [14] and object

detection [15], have been employed in the vision community. Since, these deep learn-

ing based CNN architecture requires the large number of training data. Therefore,

currently most of the CNN-based re-id methods are using the siamese model [11].

In [12], authors have proposed a CNN model to jointly handle misalignment, photo-

metric and geometric transforms, occlusions, and background clutter. In this model,

a patch matching layer is added which multiplies the convolution responses of two

images in different horizontal stripes and uses product to compute patch similarity

in similar latitude.

Improved siamese model has proposed by Ahmed et al. [16], wherein the cross-

input neighborhood dissimilarity features have computed, which are used to compare

the features from one input image to features in neighboring locations of the other
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Table 1 Statistics of image-based benchmark datasets for person re-id

Dataset Time #ID #Image #Camera Label

VIPeR [27] 2007 632 1264 2 Hand

iLIDS [28] 2009 119 476 2 Hand

GRID [29] 2009 250 1275 8 Hand

CUHK01 [30] 2012 971 3884 2 Hand

CUHK02 [31] 2013 1816 7264 10 Hand

CUHK03 [12] 2014 1467 13164 2 Hand/DPM

PRID 450S [32] 2014 450 900 2 Hand

Market-1501 [33] 2015 1501 32668 6 Hand/DPM

image. Varior et al. [17] have proposed a system based on a siamese network, which

uses long short-term memory (LSTM) modules. This module is used to store spatial

connection to enhance the discriminative ability of the deep features by sequential

access of image parts. In [18], authors have proposed a method to find effective

subtle patterns in testing of paired images fedded into the network by inserting a

gating function after each convolutional layer. In [19], siamese network has been

integrated with a soft attention-based model to adaptively focus on the important

local parts of paired input images. Cheng et al. [20] have proposed a triplet loss

function, which takes three images as input. After the first convolutional layer, each

image is partitioned into four overlapping body parts and fused with a global one in

the fully connected layer.

In [21], authors have been proposed a three-stage learning process for attribute

prediction based on an independent dataset and an attributes triplet loss function has

trained on datasets with id labels. In [22], training set consists of identities from mul-

tiple datasets and a softmax loss is used in the classification. This method provides

good accuracy on large datasets, such as PRW [23] and MARS [24] without careful

training sample selection. In [25], authors have proposed a method, wherein a single

Fisher vector [26] for each image has been constructed by using SIFT and color his-

tograms aggregation. Based on the input Fisher vectors, a fully connected network

has been build and linear discriminative analysis is used as an objective function

which provides high inter-class variance and low intra-class variance.

3.1 Accuracy on Different Datasets Over the Years

Different kinds of datasets have been released for image-based person re-id such

as VIPeR [27], GRID [29], iLIDS [28], CUHK01 [30], CUHK02 [31], CUHK03

[12], and Market-1501 [33]. The statistics about these datasets have been provided in

Table 1. From this table, we have observed that the size of datasets has been increased

over the years. As compared to earlier datasets, recent datasets, such as CUHK03
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and Market-1501, have over the 1000 subjects which is good amount for training the

deep learning models. Still, computer vision community is looking for large amount

of datasets to train the models because deep learning models fully depend on datasets

and provide good performance on larger datasets.

For the evaluation, the cumulative matching characteristics (CMC) curve and

mean average precision (mAP) are usually used in both image and video datasets for

person re-identification methods. CMC calculate the probability that a query image

appears in gallery datasets. No matter how many ground truth matches in the gallery,

only the first match is counted in the CMC calculation. If there exist multiple ground

truths in the gallery, then mean average precision (mAP) is used for evaluation, which

provides all the true matches belong in the gallery datasets to the query image.

From Table 2, we have observed that improvement in rank-1 accuracy on the dif-

ferent datasets VIPeR [27], CUHK01 [30], CUHK03 [12], PRID [32], iLIDS [28],

and Market-1501 [33] over the years. We have observed highest rank-1 accuracy on

Table 2 Rank-1 accuracy of different image-based person re-identification approaches based on

deep learning architecture on different datasets, i.e., (VIPeR, CUHK-01, CUHK-03, PRID, iLIDS,

and Market-1501)

Authors/year Evolution VIPeR

(%)

CUHK-01

(%)

CUHK-03

(%)

PRID

(%)

iLIDS

(%)

Market-

1501

(%)

D Y [34]

(2014)

CMC 28.23 – – – – –

Wei Li [12]

(2014)

CMC – 27.87 20.65 – – –

Ahmed [16]

(2015)

CMC 34.81 65.0 54.74 – – –

Shi-Zhe Chen

[35] (2016)

CMC 38.37 50.41 – – – –

Lin Wu [36]

(2016)

CMC/mAP – 71.14 64.80 – – 37.21

Xiao [22]

(2016)

CMC 38.6 66.6 75.33 64.0 64.6 –

Chi-Su [21]

(2016)

CMC/mAP 43.5 – – 22.6 – 39.4

Cheng [20]

(2016)

CMC 47.8 53.7 – 22.0 60.4 –

Hao Liu [19]

(2016)

CMC/mAP – 81.04 65.65 – – 48.24

Varior [17]

(2016)

CMC/mAP 42.4 – 57.3 – – 61.6

Varior [18]

(2016)

CMC/mAP 37.8 – 68.1 – – 65.88

Wang [37]

(2016)

CMC 35.76 71.80 52.17 – – –
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these datasets 47.8%, 81.04%, 75.33%, 64.0%, 64.6%, and 65.88% from these works

[18–20, 22], respectively. Except the VIPeR dataset, from the literature, we have

observed that deep learning methods provided new state of the art on remaining five

datasets as compared to hand-crafted person re-id systems. We have also observed

overwhelming advantage of deep learning [18, 22] on largest datasets CUHK03

and Market-1501 so far. The improvement in object detection and image classifi-

cation methods using deep learning in the next few years will also continuously

dominate person re-id community. We have also observed that rank-1 accuracy is

65.88% and mAP is 39.55% , which is quite low, on Market-1501 dataset. This

indicates that although it is relatively easy to find rank-1 accuracy, it is not trivial

to locate the hard positives and thus achieve a high recall (mAP). Therefore, there

is still much room for further improvement, especially when larger datasets are to

be released and important breakthroughs are to be expected in image-based person

re-id.

4 Deep Learning-Based Person Re-identification
on Video Datasets

In recent years, video-based person re-id has become popular due to the increased

data richness which induces more research possibilities. It shares a similar formula-

tion to image-based person re-id as Eq. 1. Video-based person re-id replaces images

q and g with two sets of bounding boxes {qi}
nq
i=1 and {gj}

ng
j=1, where nq and ng are the

number of bounding boxes within each video sequence, respectively.

The common difference between video-based and image-based person re-id is that

there are multiple images for each video sequence. Therefore, either a multi-match

strategy or a single-match strategy should be employed after video pooling. In the

previous works [9, 10], multi-match strategy has been used which requires higher

computational cost. This may lead to be problematic on large datasets. Alternatively,

a global vector has been constructed by aggregates frame-level features, which has

better scalability called as pooling-based methods. As a consequence, recent video-

based re-id methods generally use the pooling step. It can be either max/average

pooling as [24, 38] or learned by a fully connected layer [39].

In [24], authors have proposed a system which does not require to capture the

temporal information explicitly, wherein the images of subjects are used as its train-

ing samples to train a classification CNN model with softmax loss. Max pooling has

been used to aggregate the frame features which provided the competitive accuracy

on three datasets. Hence, these methods have been proven to be effective. Still, there

is room for improvement at this stage, and the person re-id community is looking to

take ideas from community of action/event recognition.

Fernando et al. [40] have proposed model which is used to capture frame features

generated over the time in a video sequence. Wang et al. [41] have proposed a model,
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wherein CNN model is embedded with a multi-level encoding layer and provides

video descriptors of different sequence lengths.

In recent works of [38, 39, 42], where appearance features such as color and

LBP are used as the starting point into recurrent neural networks to capture the time

flow between frames. In [38], authors have been proposed a model, wherein CNN is

used to extract features from consecutive video frames, after that these features are

fedded through a recurrent final layer. Max or average pooling is used to combine

features to produce an appearance feature for the video. In [42], authors have used

the similar architecture as [38] with miner difference. The special kind of recurrent

neural network, the gated recurrent unit, and an identification loss are used, which

provide loss convergence and improve the performance. Yan et al. [39] and Zheng

et al. [24] have proposed models which use the identification model to classify each

input video into their respective subjects, and hand-crafted low-level features (i.e.,

color and local binary pattern) are fed into many LSTMs. The output of these is

connected to a softmax layer. Wu et al. [43] have proposed a model to extract both

spatial-temporal and appearance features from a video. A hybrid network is build by

fusing these two types of features. From this survey, we may conclude that spatial-

temporal models and discriminative combination of appearance are efficient solution

in future video person re-id research community.

There exist many video-based person re-id datasets such as ETHZ [44], PRID-

2011 [46], 3DPES [45], iLIDS-VID [47], MARS [24]. The statistics about these

datasets have been provided in Table 3. The MARS dataset [24] was recently released

which is a large-scale video re-id dataset containing 1,261 identities in over 20,000

video sequences. From Table 4, we have observed highest Rank-1 accuracy on

iLIDS-VID and PRID-2011 datasets 58%, 70% respectively. Deep learning

Table 3 Statistics of video-based benchmark datasets for person re-id

Dataset Time #ID #Track #Bbox #Camera Label

ETHZ [44] 2007 148 148 8580 1 Hand

3DPES [45] 2011 200 1000 200 k 8 Hand

PRID-2011 [46] 2011 200 400 40 k 2 Hand

iLIDS-VID [47] 2014 300 600 44 k 2 Hand

MARS [24] 2016 1261 20715 1 M 6 DPM&GMMCP

Table 4 Rank-1 accuracy of different video-based person re-identification approaches based on

deep learning architecture on different datasets, i.e., iLIDS-VID and PRIQ-2011

Authors/year Evaluation iLIDS-VID (%) PRIQ-2011 (%)

Wu [42] CMC 46.1 69.0

Yan [39] CMC 49.3 58.2

McLaughlin [38] CMC 58 70



284 H. Chahar and N. Nain

methods are producing overwhelmingly superior accuracy in video-based person re-

id. On both the iLIDS-VID and PRID-2011 datasets, the best performing methods

are based on the convolutional neural network with optional insertion of a recurrent

neural network [38].

5 Currently Ongoing Underdeveloped Issues and Future
Directions

Annotating large-scale datasets has always been a focus in the computer vision com-

munity. This problem is even more challenging in person re-id, because apart from

drawing a bounding box of a pedestrian, one has to assign him an ID. ID assignment

is not trivial since a pedestrian may reenter the fields of view (FOV) or enter another

observation camera a long time after the pedestrians first appearance. In this survey,

we believe two alternative strategies can help bypass the data issue.

First, how to use annotations from tracking and detection datasets remains under-

explored. The second strategy is transfer learning that transfers a trained model from

the source to the target domain. Transferring CNN models to other re-id datasets can

be more difficult because the deep model provides a good fit to the source. Xiao et al.

[22] gather a number of source re-id datasets and jointly train a recognition model

for the target dataset. Hence, unsupervised transfer learning is still an open issue for

the deeply learned models.

The re-identification process can be viewed as a retrieval task, in which re-ranking

is an important step to improve the retrieval accuracy. It refers to the reordering of

the initial ranking result from which re-ranking knowledge can be discovered. For a

detailed survey of search re-ranking methods, re-ranking is still an open direction in

person re-id, while it has been extensively studied in instance retrieval.

We have observed that existing re-id works can be viewed as an identification task

described in Eq. 1. In the identification task, query subjects are assumed to exist in

the dataset and our aim is to determine the id of the query subject. On the other side,

study of open-world person re-id systems is person verification task. This verifica-

tion task is based on identification task described in Eq. 1 with one more constraint

sim(q, gi) > h, where h is the threshold. If this condition satisfies, then query sub-

ject q belongs to identity i∗; otherwise, subject q is determined as an outlier subject

which is not presented in the dataset, although i∗ is the first ranked subject in the

identification phase.

Only few works have been done on open-world person re-id systems. Zheng et al.

[48] have been designed a system which has dataset of several known subjects and

a number of probes. The aim of this work is to achieve low false target recognition

rate and high true target recognition. Liao et al. [49] have proposed a method which

has two phases, i.e., detection and identification. In the first phase, it finds whether

a probe subject is present in the dataset or not. In the second phase, it assigns an id

to the accepted probe subject.
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Open-world re-id still remains a challenging task as evidenced by the low recog-

nition rate under low false accept rate, as shown in [48, 49].

5.1 Person Re-id in Very Large Datasets

In recent years, the size of data has increased significantly in the re-id community,

which gives rise to community for use of deep learning approaches. However, it

is evident that available datasets are still far from a real-world problem. We have

observed that the largest dataset used in survey is 500 k [33], and evidence suggests

that mAP drops over 7% compared to Market-1501 with a 19 k dataset. Moreover,

in [33], approximate nearest neighbor search has used for fast retrieval with low

accuracy.

From both a research and an application perspective, person re-id in very large

datasets should be a critical direction in the future. There is also a need to design a

person re-id systems for highly crowded scenes, e.g., in a public rally or a traffic jam.

Therefore, there is a need to design an efficient method to improve both accuracy

and efficiency of the person re-id systems. We also have to design a person re-id

system which is robust and large-scale learning of descriptors and distance metrics.

As a consequence, training a global person re-id model with adaptation to various

illumination condition and camera location is a priority.

6 Conclusion

Person re-identification is gaining extensive interest in the modern scientific com-

munity. We have presented a history of person re-id systems. Then, deep learning

approaches have been discussed in both images and video-based datasets. We also

highlight some important open issues that may attract further attention from the com-

munity. They include solving the data volume issue, re-id re-ranking methods, and

open-world person re-id systems. The integration of discriminative feature learning,

detector/tracking optimization, and efficient data structures will lead to a successful

person re-identification system which we believe are necessary steps toward practical

systems.
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