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Preface

The International Conference on Computing, Analytics and Networking (ICCAN
2017) is organized by the School of Computer Engineering, KIIT University,
Bhubaneswar, India, during December 15–16, 2017. ICCAN focuses on three broad
areas of computer science, viz. computing, analytics and networking. The objective
of this international conference is to provide a platform for researchers, academi-
cians, industry personals and practitioners to interact and exchange ideas, experi-
ence and expertise in the current trends and strategies for computing, analytics and
networking.

In response to the call for submissions, ICCAN 2017 received more than 330
papers from authors of different countries. Subsequently, after a rigorous peer
review process with the help of program committee members and external
reviewers from different countries around the globe, 79 papers are accepted for
presentation and publication based on relevance to the conference theme and
quality of technical contents with an acceptance ratio of below 25%. We could not
also accommodate many promising works as we tried to ensure the highest quality.
The articles presented in this volume of the proceedings discuss the cutting-edge
technologies and recent advances in the domain of the conference. First and fore-
most are the authors whose works have made the conference a great success. We
wish to thank all the PC members for their hard work, dedication and timely
submission of the reviews without which it would have been difficult to maintain
the publication schedule.

The technical program also included invited lectures by several distinguished
personalities like Sudip Misra (Indian Institute of Technology, Kharagpur, India),
Shekhar Verma (Indian Institute of Information Technology, Allahabad) and many
more. We express our sincere thanks to all the invited speakers for accepting our
invitation to share their expertise.

Our sincere thanks to Achyuta Samanta (Founder of KISS & KIIT University),
H. K. Mohanty (Vice Chancellor, KIIT University), Sasmita Samanta (Registrar,
KIIT University) and Samaresh Mishra (Dean, School of Computer Engineering,
KIIT University) for their excellent support and encouragement in organizing this
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international event. We are indebted to the Advisory Committee members for their
constant guidance and support.

I would like to thank all the program chairs, organizing chairs, session chairs,
publicity chairs, publication chairs, track managers, organizing committee, staff of
School of Computer Engineering and all members of various committees. Our
special thanks to D. N. Dwivedy for his valuable advice and wholehearted
involvement in all activities.

We wish to acknowledge and thank all the authors for their scholarly contri-
butions to the conference, which evoked interesting discussions during the technical
sessions. Our thanks to all the technical session chairs for managing the sessions
effectively. We acknowledge the service rendered by EasyChair for efficient and
smooth handling of the activities. We sincerely thank Anil Chandy, Director, and
Harmen van Paradijs, Managing Director of Springer, for their cooperation and
constant support all through the publication process of this AISC volume.

Last but not least, we thank all the participants and people who directly or
indirectly contributed toward making ICCAN 2017 a memorable event.

Bhubaneswar, India Prasant Kumar Pattnaik
Bhubaneswar, India Siddharth Swarup Rautaray
Bhubaneswar, India Himansu Das
Srikakulam, India Janmenjoy Nayak
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Location-Independent Key Distribution
for Sensor Network Using Regular Graph

Monjul Saikia and Md. Anwar Hussain

Abstract Regular graph is the type of graph whose degree of all vertices are same,

and this property makes it very useful in design of key distribution algorithm. Keys in

wireless sensor node need to be evenly distributed for efficient storage and good con-

nectivity. In the past various methods have been proposed to overcome the problem of

key predistribution for wireless sensor network. Among these, the balanced incom-

plete block design technique from the theory of combinatorics provides a meaningful

enhancement in key predistribution. Also various improvements have been done over

this technique for especial arrangement of sensor network. Here, we use Paley graph

a class of regular graph to model our key distribution in a location-independent sen-

sor environment, where locations of sensor nodes are assumed to be unknown prior

to deployment or key distribution. Experiments were performed and presented here.

Keywords Location-independent KPS ⋅ Wireless sensor network ⋅ Graph

Strongly regular graph

1 Introduction

The process of distributing a shared key among nodes in a sensor network prior to

deployment is called key predistribution scheme. Due to high vulnerability of sensor

network towards attack, it is very much essential to use robust security mechanism

to protect sensitive data. As sensor nodes are battery operated and very low compu-

tation capable, there for high complexity algorithm cannot run by them. Therefore,

it is essential to use low complexity yet efficient algorithm to solve the purpose.
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Various key predistribution schemes have been proposed early. Special care needs

to be given during key distribution phase. Sensor nodes forward data packet through

its neighbour nodes to base station. Symmetric key encryption algorithm is used by

repeated encrypting and decrypting in each transmission and provides an efficient

security suitable to use in practice. In a random key predistribution scheme, keys are

picked from a large key pool and shuffled among nodes. Although it is simple and

easy to implement, it gives a very fair chance to share at least one key among each

node in the network [1]. Xiao et al. [2] in their paper give a survey with details of

key management schemes applicable for wireless sensor networks. Lin et al. [3] pro-

pose an efficient predeployment key scheme to transmit data securely in a wireless

sensor networks using Lagrange interpolation polynomial. Martin et al. [1] gave a

key establishment scheme for an application-oriented framework for wireless sensor

network. Blom [4] gave an optimal class of symmetric key generation systems for

wireless sensor network. Camtepe et al. [5] discuss the use of combinatorial design

theory for key distribution mechanisms for wireless sensor networks. Chakrabarti

et al. [6] propose a hybrid design of key predistribution scheme for wireless sensor

networks to improve connectivity and resilience. Chan et al. [7] gave a new ran-

dom key predistribution schemes for sensor networks. Kendall and Martin [8] intro-

duced a graph-theoretic design and analysis of key predistribution schemes. Saikia

and Hussain [9] discuss the performance analysis of expander graph-based key pre-

distribution scheme in wireless sensor network. Klonowski and Syga [10] propose

an enhancement for privacy of ad hoc systems with key predistribution. Zhao [11]

gives an analysis of connectivity of heterogeneous, secure sensor networks in their

work.

1.1 Organization of the Paper

A brief overview and work done by the researchers in the past were discussed in

Sect. 1. The remaining of the paper is organized as follows: Section 2 discusses the

properties of a regular graph an Paley graph, and Sect. 3 discusses the conversion

idea of graph to KPS and the proposed model. Section 4 gives simulation and exper-

imental results, and Sect. 5 concludes the paper.

2 Properties of Regular Graph

Simply a graph is defined as an ordered pair denoted as G = (V ,E) comprising of a

set vertices V or called nodes with a set of edges E. Graph has a numerous applica-

tions in computer science. A strongly regular graph is a type of graph having some

spacial properties as defined below.

Let V be a set of with v number of vertices, then graph G = (V ,E) is a regular

graph if degree of each vertices is k where the degree of a graph vertex v of a graph
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G is the number of edges which touches v. On the other hand, G is said to be strongly

regular if there exist integers 𝜆 and 𝜇 such that following two conditions hold:

∙ There is 𝜆 common neighbours for every two adjacent vertices and

∙ There is 𝜇 common neighbours for every two non-adjacent vertices.

In short a strongly regular graph is represented with 4-tuple srg(v, k, 𝜆, 𝜇), where

v indicates number of vertices, k indicates degree of vertices, 𝜆 indicates number of

common neighbours of adjacent vertices and 𝜇 is number of common neighbours of

non-adjacent vertices. Raj Chandra Bose first introduced this strongly regular graphs

in 1963 [12].

For a strongly regular graph, the complement is also strongly regular. For an

srg(v, k, 𝜆, 𝜇), its complement srg(v, v − k − 1, v − 2 − 2, k + 𝜇, v − 2k + 𝜆) is also

regular. The four parameters in v, k, 𝜆 and 𝜇 of an strongly regular graph are not

independent and must satisfy the relation (v − k − 1)𝜇 = k(k − 𝜆 − 1).
Paley graphs: Paley graphs are dense, undirected graphs. These are constructed

from the elements collecting from a suitable finite field and by connecting pairs of

elements. The elements are deferred by quadratic residue. Interesting properties of

Paley graphs make it useful in graph theory experiments and can be applied in many

applications. These graphs are named after the inventor Raymond Paley. These graph

are also closely related to construction of Hadamard matrices [13]. The Paley graph

of order q is a graph on q nodes, where q is a prime power and having degree k.

Definition: Let q be a prime power satisfying q = 1(mod)4, i.e. a prime congruent

to 1mod4. Let set of vertices be V = Fq and set of edges be E = {{a, b} ∶ a − b ∈
(Fq)2}. If a pair {a, b} is included in E, it is included under each of two elements.

For, a − b = −(b − a), and −1 is a square, from which it ensures that (a − b) is a

square if and only if (b − a) is a square. By definition G = (V ,E) is said to be Paley

graph of order q.

For q = 4t + 1, the parameters are v = 4t + 1, k = 2t, 𝜆 = t1, 𝜇 = t. Simple Paley

graphs therefore exist for orders 5, 9, 13, 17, 25, 29, 37, 41, 49, 53, 61, 73, 81, 89, 97,

101, 109, 113, 121, 125, 137, 149, 157, 169, . . . . Figure 1a, b shows two examples

of Paley graph with q = 5 and q = 9.

(a) Paley Graph (5, 2, 0, 1) (b) Paley Graph (9, 4, 1, 2)

Fig. 1 Examples of Paley graph
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3 Conversion of Graph to KPS Idea

Following assumptions were made prior to deployment of the network:

∙ N number of sensor nodes need to be distributed in a target area.

∙ Expected location of the sensor nodes is not known prior.

∙ k number of keys can be stored in each sensor node.

∙ A key pool containing random symmetric keys with identifier is computed earlier.

The idea of conversion of a regular graph to KPS is to assign a unique pairwise key

to every edge of G; i.e. preload each node with the set of keys which correspond to

its set of edges.

4 Simulation and Experimental Results

In our experiments, we have taken various possible combinations of Paley graph as

discussed in previous section. Some of the simulation results are as shown here.

Example 1: A Paley graph (13, 6, 2, 3) as in Fig. 2a used for distributing keys

among 13 nodes. The random placement of these nodes and their key graph is shown

in Fig. 3a.

Example 2: A Paley graph (17, 8, 3, 4) as in Fig. 2b used for distributing keys

among 17 nodes. The random placement of these nodes and their key graph is shown

in Fig. 3b.

(a) Paley Graph (13, 6, 2, 3) (b) Paley Graph (17, 8, 3, 4)

Fig. 2 Paley graph for two experiments performed
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(a) with graph in fig. 2(a) (b) with graph in fig. 2(b)

Fig. 3 Actual node placement with graph in two experiments

Key Ring Formation: Example 1: The key ring formation for an experiment with

Paley graph (13, 6, 2, 3) is as given below. Here, thirteen nodes store six keys each

and each node has degree six.

{1, 2, 3, 4, 5, 6}
{1, 7, 8, 9, 10, 11}

{7, 12, 13, 14, 15, 16}
{2, 12, 17, 18, 19, 20}
{3, 8, 17, 21, 22, 23}
{9, 13, 21, 24, 25, 26}
{14, 18, 24, 27, 28, 29}
{19, 22, 27, 30, 31, 32}
{23, 25, 30, 33, 34, 35}
{4, 2628, 33, 36, 37}
{5, 10, 29, 31, 36, 38}
{11, 15, 32, 34, 38, 39}
{6, 16, 20, 35, 37, 39}

Example 2: KPS with Paley graph (17, 8, 3, 4)—the key ring formation is as follows,

where seventeen nodes store eight keys each:

{1, 2, 3, 4, 5, 6, 7, 8}
{1, 9, 10, 11, 12, 13, 14, 15}
{2, 9, 16, 17, 18, 19, 20, 21}

{10, 16, 22, 23, 24, 25, 26, 27}
{3, 17, 22, 28, 29, 30, 31, 32}
{11, 23, 28, 33, 34, 35, 36, 37}
{18, 29, 33, 38, 39, 40, 41, 42}
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(a) KPS with Paley graph (13, 6, 2, 3) (b) KPS with Paley graph (17, 8, 3, 4)

Fig. 4 Incidence graph for KPS with Paley graph

{24, 34, 38, 43, 44, 45, 46, 47}
{4, 30, 39, 43, 48, 49, 50, 51}
{5, 12, 35, 44, 48, 52, 53, 54}
{13, 19, 40, 49, 52, 55, 56, 57}
{20, 25, 45, 53, 55, 58, 59, 60}
{26, 31, 50, 56, 58, 61, 62, 63}
{6, 32, 36, 54, 59, 61, 64, 65}
{14, 37, 41, 57, 62, 64, 66, 67}
{7, 21, 42, 46, 60, 65, 66, 68}
{8, 15, 27, 47, 5163, 67, 68}

Incidence graph for KPS with Paley graph (13, 6, 2, 3) is as shown in Fig. 4a where

black vertices indicated sensor nodes and white indicated a key. Incidence graph for

KPS with Paley graph (17, 8, 3, 4) is as shown in Fig. 4b.

Table 1 shows experiments for required number of total nodes, respective key

ring size and total possible key-pair, total actual key-pair after KPS, probability of

connectivity, maximum hop count, average hop count, average affected nodes if one

node is compromised and resilience of the network.

5 Conclusion

Paley graph is a strongly regular graph and gives advantages for special distribution

of keys in a sensor network. Thus, connectivity among nodes after deployment is

found to be very high. As in Paley graph, the number of vertices that can be picked

is restricted over finite prime field that limits in the options of number of nodes to
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Table 1 Simulation Results: (a) total number of nodes (b) ring size (c) deployment area in metre

(d) total possible pair (e) total key-pair (f) probability of connectivity (g) maximum hop count (h)

average hop count (i) average affected nodes if one node is compromised and (j) resilience

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

13 6 100 78 39 0.5 2 1.5 3 0.7692

17 8 100 136 68 0.5 2 1.5 4 0.7647

25 10 100 300 125 0.5 2 1.5 5 0.8000

29 14 100 406 203 0.5 2 1.5 7 0.7586

37 18 100 666 333 0.5 2 1.5 9 0.7567

41 20 100 820 410 0.5 2 1.5 10 0.7560

53 26 100 1378 689 0.5 2 1.5 13 0.7547

61 30 100 1830 915 0.5 2 1.5 15 0.7540

73 36 100 2628 1314 0.5 2 1.5 18 0.7534

89 44 100 3916 1958 0.5 2 1.5 22 0.7528

97 48 100 4656 2328 0.5 2 1.5 24 0.7525

101 50 100 5050 2525 0.5 2 1.5 25 0.7524

109 54 100 5886 2943 0.5 2 1.5 27 0.7522

113 56 100 6328 3164 0.5 2 1.5 28 0.7522

125 52 100 7750 3250 0.5 2 1.5 26 0.7920

137 68 100 9316 4658 0.5 2 1.5 34 0.7518

149 74 100 11026 5513 0.5 2 1.5 37 0.7516

157 78 100 12246 6123 0.5 2 1.5 39 0.7515

169 78 100 14196 6591 0.5 2 1.5 39 0.7692

be deployed over network. Connectivity, resilience and key storage requirement is

found to be very efficient. Various experiments were performed to evaluate these

matrices and presented here.
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A Trust-Based Technique for Secure
Spectrum Access in Cognitive Radio
Networks

Sumit Kar, Srinivas Sethi and Ramesh Kumar Sahoo

Abstract Cognitive radio networks (CRNs) are becoming an important part of wire-

less communications, which can improve the utilization of the limited and scarce

spectrum resources. However, the flexibility and the unique characteristics of CRN

make it vulnerable to varied types of attack. Moreover, security is a key require-

ment at every step of its functionality (spectrum sensing, spectrum analysis, spec-

trum decision and spectrum act). Numerous researches have mainly focused on to

provide security at the cognition capability (spectrum sensing, spectrum analysis and

spectrum decision) of CRN for detecting the appropriate spectrum holes. However,

after obtaining access to the spectrum hole (Spectrum Act), a Cognitive Radio (CR)
may behave maliciously to achieve own benefits or for some other reasons. Such

maliciousness can severely affect the normal activities of the whole network. There-

fore, there is a need to track and record the behaviour during the spectrum access

of a CR user, which can encourage the CR users to obey the opportunistic spectrum

access policy. In this paper, we construct a trust-based approach for secure spectrum

access in CRN. The CR nodes trust value is determined from its past activities, and

based on which, it is decided whether the CR node will get access the primary users

free spectrum or not.

Keywords Cognitive radio networks ⋅ Trust ⋅ Secure spectrum access

Malicious node detection
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1 Introduction

The growth of wireless applications has led to an increasing interest in CRN in recent

years. In conventional spectrum management (static) policy, most of the spectrum is

allocated to licensed users for their exclusive use. A survey made byFederal Commu-
nications Commission (FCC) has found that spectrum utilization varies from 15 to

85% with wide variance in time and space [1]. It concludes that most of the licensed

spectrum is largely underutilized and the spectrum shortage problem can be solved

up to some extent by efficient utilization of the fellow licensed band. Over the last

decade, cognitive radio (CR) has been evolved as a promising wireless communica-

tion paradigm to meet the spectrum demands of the increasing wireless applications

by efficient utilization of the limited radio spectrum [2].

In CRN, users can be divided into two categories: primary users (PUs) or incum-

bent users, which hold license to use a particular portion of a spectrum and secondary

users (SUs) or cognitive users, which are unlicensed users. In CRN, the SUs (unli-

censed users) can use the PUs (licensed user) free spectrum or spectrum white space

on a non-interface basis to it [2]. For which, the SU has to truthfully perform out-

of-bound sensing to find the spectrum holes and also in-band sensing to detect the

arrival of the concerned PU that has been occupied by the SU [3]. Thus, when a SU

detects the return signal of the PU in its operating channel, it has to quit the chan-

nel immediately and search for new spectrum holes nearby to avoid any interface.

However, some malicious or compromised node might disobey this basic spectrum

access policy intentionally. This leads to the violation of the basic spectrum sharing

regulations and agreements of this novel technology [4]. To ensuring proper security

from the malicious spectrum usage in CRN, the objective of this paper is to build a

trust-based mechanism. As a result, the spectrum being allocated to malicious users

can be avoided. In addition to encourage fair user, a highly trusted user gets priority

to access spectrum band.

The rest of this paper is organized as follows. Section 2 gives an overview of

related works. In Sect. 3, we define the system model of CRN. Section 4 highlights

the motivation and the major contribution of our work. The proposed trust-based

spectrum allocation is described in Sect. 5. Then in Sect. 6, performance analysis

and functionality evaluation of our proposed method are given. Section 7 concludes

this paper.

2 Related Work

In addition to improve the system performance and operational technology of CRN,

ensuring proper security is particularly an important problem that needs to be

addressed. As CRN operates in wireless media, in addition to all the traditional wire-

less communication security threats, CRN introduces significant new class of threats

due to its unique characteristics and functioning techniques [5].
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Studies in [5–7] show the details analysis of the major possible security vulnera-

bilities in CRN paradigm. While the set of security challenges in CRNs are diverse,

we focus on to ensure secure spectrum access in this paper. So that, spectrum can

only be assigned to the proper authenticated users as per their requirements and the

spectrum allocation to malicious node can be restricted. Recently, trust establishment

scheme has been proposed for a wide range of applications in wireless sensor net-
works (WSNs) [8, 9] peer-to-peer networks, ad hoc networks [10] and e-commerce

for network defence and security. In [11], the trustworthiness of each SU in CRN is

evaluated using its sensing reputation and etiquette reputation. The sensing reputa-

tion reflects the sensing report correctness of a SU during the spectrum sensing stage.

Whereas, the etiquette reputation shows how fairly a SU has obeyed the spectrum

opportunistic usage regulations during its past spectrum use. Finally, both the repu-

tation values are considered during channel allocation among the SUs. The authors

[4] proposed a principal agent-based joint spectrum sensing and access mechanism

to nullify the effect of both the rational and irrational intelligent malicious users.

A conjoint trust assessment mechanism has been proposed in [12], for secure com-

munication in CRN. In the proposed method, before allocating the spectrum to a

SU, its trust value from both the Primary User Network (PUN) and Secondary User

Network (SUN) are obtained and combined. Based on the combined trust value, the

spectrum allocation decision to the requesting SU is taken by the PUBS. A new trust

value-based spectrum allocation algorithm for cognitive wireless sensor networks

that uses the last diminisher algorithm has been proposed in [13]. The authors in

[14] proposed a trust-based authentication mechanism for secure communication in

CRN. The mechanism also includes trust update procedure when a new node joins or

leaves the network. Finally, the trust value is used as a measure during the spectrum

allocation.

3 System Model

CRNs can be deployed in three different types of architectures: infrastructure-based

(like IEEE 802.22), infrastructure-less (ad hoc) and mesh architecture [15]. In this

work, we focus on the infrastructure-based CRN architecture. Referring to Fig. 1,

in infrastructure-based architecture all the SUs are connected to the secondary user
base station (SUBS) or fusion centre (FC) and all the PUs are connected to the pri-
mary user base station (PUBS). The SUs can only communicate between themselves

through the SUBS. However, the PUBS and SUBS can able to communicate among

themselves. It is assumed that except the SUS, the PUs, PUBS and SUBS are trust-

worthy entities. Thus, in the system model, two networks exist, i.e. secondary user
network (SUN) and primary user network (PUN) as illustrated in Fig. 1. In order to

use the spectrum opportunistically, first the SUs need to sense the white spaces. If the

system relies on cooperative spectrum sensing, each SU conducts their sensing pro-

cess individually and sends their local sensing observations to the SUBS. The SUBS

takes the final decision by integrating the individual sensing observations received

from all the SUs and allocates channels to SUs. However, to access the PU’s free
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Fig. 1 CRN architecture

spectrum, a SU needs the PU’s authorization. As reported in [12], a SU’s autho-

rization can also be checked by calculating its trustworthiness. Further, after getting

permission to access, the SUs should obey the opportunistic spectrum access policy

and avoid causing harmful interference to the PU during their communication. So,

when the PU resumes transmission, the concerned SU has to quit the occupied band

immediately and search for new spectrum holes nearby.

4 Motivation and Contribution

Security techniques like cryptography and authentication are typically insufficient

to protect the network from the compromised internal members [9]. Because after

authenticated, a compromised internal member may use its privilege to achieve its

desired goal. Also, due to the limited resources and other unique characteristics of

CRN, the implementation of cryptographic mechanisms becomes more difficult. In

contrast, trust management-based mechanism can be a viable solution to identify

such malicious and compromised nodes which have been authenticated [9]. In view

of the above facts, the motivations of our work are to address the following objec-

tives:

∙ To use the licensed spectrum opportunistically, a SU needs the authorization and

trust from the original owner, i.e. the concerned PU [16]. Also after spectrum

allocation, the SU has to obey certain rules and regulations.

∙ To ensure secure communication in CRN and to reduce the probability of allocat-

ing the channels to malicious nodes, it is essential to detect the malicious nodes

that violate the opportunistic access policy.

∙ The history of earned trust during its previous spectrum usage can be an efficient

measure for the current and future spectrum allocation. Also as an incentive for

the fairness, the SU with highest trust shall get priority to access the available

spectrum.
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Motivated by the above challenges, this paper makes the following main contribu-

tions:

∙ We calculate the feedback trust value of the requesting SU in a PUN. If the calcu-

lated trust value is above or equal to 0.8, then the fellow spectrum band is assigned

to the requesting SU. If the trust value is less than 0.6, the requesting SU is marked

as a malicious one and is debarred from accessing the spectrum. Otherwise, the

PUN asks for the recommended trust from the SUBS, following the next points.

∙ For calculating the recommended trust value, we first calculate the direct trust

value of a SU with SUN, and secondly, we calculate the indirect trust value given

by the other neighbouring nodes of the concern SU.

∙ We combine both the direct and indirect trust values to get the recommended trust

value of the requesting SU. If the computed recommended trust value is above

certain threshold, then the SUBS recommends to assigning the spectrum to the

SU. Otherwise, the SUBS recommends the PUBS, not to assign the spectrum.

5 Proposed Approach

In this section, we present our proposed trust-based secure spectrum access proce-

dure in detail. When a SU requests to access a PU free spectrum after completing

the sensing process, the concern PU needs to check its authorization. In the proposed

model, the authorization of a SU can be verified by calculation of its trustworthiness

by evaluating the past behaviour and the recommendations given by other neighbour-

ing nodes. Based on the above concept, the proposed model consists of the following

two phases, i.e. trust calculation and spectrum allocation.

5.1 Trust Calculation

The trust calculation of a SU consists of the following two steps, i.e. feedback trust

calculation and recommended trust calculation

Step-I: Feedback trust calculation is based on the previous interaction history of

the concerned SU with the PUs of the PUN. Here the feedback in terms trust value

express how truthfully the SU has obeyed the opportunistic spectrum usage policy

in past. Consider a centralized collaborative CRN with K number of PUs and N

SUs. Let U= {u1, u2,… , un} denote the set of N SUs in the network. When a SU

requests to access any PU’s free band, the PUBS asks all the PUs with which the SU

has already interacted before to send its feedback trust value. Accordingly, each SU

owns a feedback table and it is kept and updated by the PUBS. Let till current time

t, there are n number of previous interactions has been completed between PUj and

SUi. Based on this, each PUj makes a feedback trust evaluation of SUi denoted by

FT(i, j), such that [0 ≤ FT(i, j) ≤ 1]. The calculation of FT(i, j) applies beta-function
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method [17] based on the previously obtained positive and negative feedback of SUi
by PUj is defined as:

FT(i, j) =
ip + 1

ip + in + 2
(1)

where ip denotes the number of positive feedback and in denotes the negative feed-

back obtained. For example, let ip = 8 and in = 2, then FT(i, j) = 0.75. After getting

all the feedbacks for SUi, the PUBS calculates the final feedback trust using the fol-

lowing equation

FTi =
∑k

j=1 FT(i, j)
p

(2)

where P = number of PUs that give the feedback. Based on the calculated feedback

trust value, the trustworthiness of the node is predicted as listed in Table 1. If the trust

level gets a place in label 1, then the SU is directly given permission to access the free

spectrum band. But if a trust level maps to level 3, then the SU is blacklisted and is

debarred from accessing the network in near future. However, if it is placed in level 2

or if there is no previous interaction history, then the PUBS asks the recommendation

from the SUBS.

Step-II: Recommended trust calculation involves two kinds of trust, i.e. direct

trust and indirect trust. The direct trust is established between the SU and the SUBS,

and the indirect trust is established between the SU and its neighbours.

Direct trust calculation refers to the behaviour/performance of a SU after its associ-

ation with the SUN. In our model, the direct trust value is determined by two different

attributes based on certain context, i.e. (i) normal joining or normal leaving the CRN

and (ii) the calculated sensing trust during the spectrum sensing stage. For the first

context, a SUs reputation is set to zero at the beginning. After authentication if a SU

joins to the network normally, its trust value is incremented by d and for abnormal

joining it is decremented by d. Similarly for each normal leaving the network, the

trust value increases by d and for each abnormal leaving it is decremented by d. Here,

d is a predefined time quantum. Thus, the first attribute TAi, i.e. the trust value of SUi
based on the first context, can be computed as follows:

TAi =
{
TAi + d for each normal joining and leaving

TAi − d for each abnormal joining and abnormal leaving

(3)

Table 1 Trust table
Level Trust range Meaning

1 0.8–1 Trusted

2 0.6–0.79 Suspicious

3 0–0.59 Malicious
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The second attribute TBi can be the trust calculated based on the sensing accuracy

during the spectrum sensing state. In this paper, we have collected the sensing trust

TBi of different SUs by referring our previous work [18]. Finally, the direct trust DTi
of SUi can be calculated as

DTi = a.TAi + b.TBi (4)

where a and b are the attribute weights for TAi and TBi, respectively, such that

a + b = 1.

Indirect trust calculation involves the trust exists between the concern SU and one-

hop neighbours of it. For which, the SUBS asks all the one-hop neighbouring nodes

to send the trust value of the concerned SU. To prevent the malicious or intentional

recommendations, the SUBS only considers the recommendation from SUs, whose

recorded direct trust value is above certain threshold 𝜇. The indirect trust value of

node SUi by node SUj at time t is measured as follows:

Ti(j) =
aij

aij + bij
(5)

where aij and bij are the number of instances of good behaviour and bad behaviour

of node i with node j within the 𝛥 time interval. The SUBS collects all the recom-

mendations from the neighbours and calculates the average of it to get the indirect

trust ITi of the concerned SUi as given below [14]:

ITi =

{
0.5 if |j| < R

∑
j∈N Tj(i)
|j|

(6)

where N = total SUs in the network, R = threshold of the minimum number of

required recommendations and |j| = total number of recommendations received.

Finally, the SUBS combines both the DTi and ITi to obtain the final recommended

trust value RTi for the requesting SUi using the following equation and send it to the

PUBS.

RTi = w1.DTi + w2.ITi (7)

where w1 and w2 are the weights given to the direct trust and the indirect trust,

respectively.

5.2 Spectrum Allocation

After getting the value of the RTi, the PUBS compares it with a specific threshold

𝜆. If it is greater than or equal to 𝜆, then the requesting SU will give permission to

access the PUs free spectrum band defined as follows:
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RTi ≥ 𝜆 the request is approved

RTi < 𝜆 the request is denied

However, if more than one SU applies to obtain access a particular PU, then the SU

having highest feedback trust FTi gets the priority to access the PU spectrum.

6 Experimental Results and Observations

In this section, we show the simulation result of our proposed approach using

MATLAB as simulation tool. We consider 5 PUs in the PUN and 40 SUs in the

SUN. The simulation parameters are listed in Table 2.

First, we obtained the feedback trust of all the 40 SUs in the network as illustrated

in Fig. 2. It is observed from Fig. 2 that SU4 and SU17 are detected as malicious and

debarred from accessing the network. Similarly SU20, SU22, SU23, SU27 and SU35 are

detected as trusted user and can access the free spectrum. However, the remaining

users are detected as suspicious and need the further verification by calculating their

recommended trust. Secondly, we calculate the recommended trust for the detected

suspicious users as shown in Fig. 3. From Fig. 3, we can see that SU1, SU2, SU3,

SU5, SU6, SU7, SU8, SU9, SU10, SU11, SU12, SU13, SU14, SU15, SU16, SU18, SU19,

SU34 are detected as malicious and their request to access the PU’s free spectrum is

not approved, whereas SU21, SU24, SU25, SU26, SU28, SU29, SU30, SU31, SU32, SU33,

SU36, SU37, SU38, SU39 and SU40 are finally detected as trusted and their request to

access the PU’s free spectrum is approved. However, if more than one SU applies to

obtain access a particular PU at the same time, then the SU having highest feedback

trust FTi gets the priority to access the PU spectrum.

Table 2 Simulation

parameters

Parameter Value

Number of PUs (K) 5

Number of SUs (N) 40

Weight factor a and b 0.5 each

d 1

R 2

Weight factor w1 0.6

Weight factor w2 0.4

𝜆 0.8
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Fig. 2 Feedback trust

Fig. 3 Recommended trust

7 Conclusions

In CRN, some malicious SU may violate the opportunistic spectrum access reg-

ulations by creating interface with PUs. Such selfishness and malicious activities

can seriously damage the normal operation of this novel technology. To encourage

the CR users to obey the opportunistic spectrum access policy and to combat mali-

cious behaviour, trust management is an essential tool. This article proposes a trust-

based approach for secure spectrum access in CRN, where feedback trust from PUN

and recommended trust from SUN are used to measure the trustworthiness of SUs.

Moreover, the sensing trust also has been included during the recommended trust
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calculation to encourage SUs to perform faithful and positive spectrum sensing. This

work thus tracks the behaviour and measures the trustworthiness of the SUs in the

entire cognitive cycle. The theoretical and simulation experimental results demon-

strate the effectiveness and feasibility of our proposed scheme. In future, our work

will focus on cross-layer defence model for CRN.
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Flow Aggregator Module for Analysing
Network Traffic

Nour Moustafa, Gideon Creech and Jill Slay

Abstract Network flow aggregation is a significant task for network analysis, which

summarises the flows and improves the performance of intrusion detection systems

(IDSs). Although there are some well-known flow analysis tools in the industry,

such as NetFlow, sFlow and IPFIX, they can only aggregate one attribute at a time

which increases networks’ overheads while running network analysis. In this paper,

to address this challenge, we propose a new flow aggregator module which provides

promising results compared with the existing tools using the UNSW-NB15 data set.

Keywords Network flow aggregation ⋅ Intrusion detection system (IDS)

Sampling techniques ⋅ Association rule mining (ARM)

1 Introduction

With the large sizes and high speeds of current networks, flow aggregation has

become necessary for various applications, such as network planning and monitor-

ing, and security management [8]. Capturing and processing network data in terms

of ‘volume’, ‘velocity’ and ‘variety’ which are increasing considerably is called the

phenomenon of ‘big data’ [13].

Network applications, in particular IDSs and flow aggregation tools (FATs), can-

not deal directly with raw packets due to the difficulty of extracting relevant fea-

tures from them. IDSs monitor network traffic to identify suspicious activities [12],

while FATs collect similar network events to effectively facilitate investigating user
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and network activities [3]. These applications have to include features for success-

fully executing their potential procedures. These features consist of a set of network

observations that should not be duplicated and reflect user and network behaviours

to improve the performances of the network applications deployed.

In an ordinary case, network flows are collected at the chokepoints, such as ingress

router and switch devices, to decrease network’s overheads. These devices have lim-

ited buffers and simple methods for aggregating flows which can collect flows by

only one attribute for a particular time, for example source/destination IP addresses

or protocols [1].

Aggregating flows using many attributes, however, could identify patterns of sev-

eral attack types and security malware, such as DoS, DDoS and flash crowds. Since

these types generate massive numbers of flows that demand careful analysis to group

similar ones using some flow identifiers (i.e. source/destination IPs and ports, and

protocols), IDSs cannot efficiently summarise and recognise abnormal instances by

aggregating a single attribute [15].

In this paper, we design a new aggregator module based on the theory of flow-

level analysis to reduce the computational resources required and address the above

limitations of existing flow tools. It consists of four main tasks: sniffing network data;

collecting them; analysing them using approaches of big data analysis; and sending

them to an IDS or FAT. The experimental analysis of this module is conducted on

the UNSW-NB15 data set
1

[11] which is the latest data set for analysing network

data and involves a wide variety of legitimate and suspicious instances.

The rest of this paper is organised as follows: Sect. 2 explains the background and

related work, the flow aggregator module is presented in Sect. 3, Sect. 4 describes

and discusses the experimental results and Sect. 5 concludes the paper.

2 Background and Related Work

Network flow analysis is a means of obtaining important information from raw pack-

ets using statistical and machine-learning algorithms [15]. Its procedures include

capturing, collecting, logging and aggregating network data for query and analysis

to produce significant features which help an IDS and FAT to summarise these data

and identify abnormal events, respectively.

There are two types of network data analysis: deep packet inspection and flow-

level analysis [8]. The first requires analysing the packet payload but takes a long

processing time and faces the data encryption problem. The second extracts sta-

tistical information from packets without analysing their actual data and takes less

processing time. Therefore, it is significant to apply a flow analysis while building

network monitoring and security applications. Popular tools for flow aggregation are

NetFlow [7], sFlow [5] and IPFIX [8] which extract flows and aggregate them using

1
The UNSW-NB15 dataset, https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/

cybersecurity/ADFA-NB15-Datasets/, February 2017.

https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-NB15-Datasets/
https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-NB15-Datasets/
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only one feature, but this study presents a new aggregator module for accumulating

more than one attribute for each specific time, identifying collaborative attacks such

as DoS and DDoS.

The most common techniques for aggregating flows are sampling ones, which

provide dynamic perceptions of network activities by inspecting packet headers.

They group packet information using diverse metrics in order to design some clusters

with data that are significant for identifying particular network problems. While the

accuracy of packet sampling depends on the sampling rate as well as the application

and periodicity of the measured criteria, some important packets are often dropped

[6]. Specifically, these techniques have a problem of data distortion as they some-

times omit relevant instances that would assist in generating patterns included in the

data collected.

To address this problem, Carela-Español et al. [2] analysed the impact of sampling

on the accuracy of network classification using machine-learning algorithms. Zhang

et al. [17] developed two methods for classifying high-rate flows that should have

short processing times, with low memory and CPU costs. Shirali-Shahreza et al.

[16] proposed a simple random sampling technique that dynamically accumulates

similar flows and relies on counting any received packets.

However, these techniques, especially simple random sampling, are only effective

for summarising network data but not for IDSs because they often omit observa-

tions which might be malicious. In our aggregator module, we use a simple random

sampling technique to summarise the network data and the association rule mining

(ARM) approach [9, 10] which efficiently correlates the most repeated observations

without losing any observations.

3 Flow Aggregator Module

The huge numbers of flows in current networks require an aggregator module that

begins by sniffing packets and then collects them in a data source to summarise

network patterns and establish an effective IDS. We suggest a new one based on

the concept of flow analysis that decreases the computational time to be a real-time

processing and tackles the above limitations of existing flow tools. Figure 1 shows

the four main components of this proposed module. Firstly, a data collector gathers

raw packets at the chokepoints of a network which are logged in a MySQL database

and can easily be used at any platform to handle structured big data.

Secondly, network flows are collected using the MySQL’s functions
2

to cluster

the data with more than one feature of the flow identifiers which addresses the lim-

its of existing tools for flow aggregation. These flow features can accumulate more

information about legitimate and suspicious activities, thereby improving the per-

formances of an IDS and summarisation techniques. If the data of the source and

2
MySQL aggregation functions, http://dev.mysql.com/doc/refman/5.7/en/group-by-functions.

html, January 2017.

http://dev.mysql.com/doc/refman/5.7/en/group-by-functions.html
http://dev.mysql.com/doc/refman/5.7/en/group-by-functions.html
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Fig. 1 New flow aggregator module

destination IP addresses are clustered, this will provide a better indication of the

number of flows occurring between the two hosts rather than on only each side. We

use the ‘count’ aggregate functions to collect all possible combinations of the flow

identifiers to extract the important features which have the characteristics of normal

and suspicious flows as follows:

∙ Select COUNT(*) as flows, srcip, dstip from network_data group by srcip, dstip;
∙ Select COUNT(*) as flows, srcip, srcport from network_data group by srcip, src-
port; and

∙ Select COUNT(*) as flows, dstip, dsport from network_data group by dstip, dsport,
srcport.

In the above queries, flows refer to the number of flows occurring between any two

features, srcip the source IP address, dstip the destination IP address, srcport the

source port address, dsport the destination port address and proto the protocol type.

Each query retrieves the number of flows occurring between the attributes. Ensuring

a set of distinct flows is difficult since many factors should be considered, for example

the fields of the datagram header, counters and timers of flows. However, developing

a dynamic aggregator module for defining distinct flows is crucial for tracking the

non-stationary properties of IP addresses.

Thirdly, the simple random sampling and ARM techniques used to select the

important network flows are discussed below. It is worth mentioning that improv-

ing the performance of an IDS demands aggregated flows without duplicating and

missing values while processing in a real network. Finally, these flows will be sent

to the IDS which can differentiate between suspicious and normal observations.
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3.1 Simple Random Sampling (SRS) Technique

This technique randomly selects a sample of a given size in which no instances are

included more than once, with all subsets of the instances given an equal probabil-

ity. Furthermore, any given pair of values has the same probability of selection as

any other, which decreases data bias and simplifies the data inspection of samples

selected from N instances [6], with each network packet having an equal probability

of being chosen. This technique randomly selects n dissimilar numbers in the range

of 1 to N and then chooses all packets with locations equal to one of these numbers.

Selecting only relevant flows is very significant for establishing an effective IDS

and precisely summarising network data, so we apply the simple random sampling

technique due to its merits [4]. Firstly, it can reduce data bias which simplifies its

analysis because, when choosing a subset of a data source, the variance between

instances in this subset is a reflection of the variances in the entire data source. Sec-

ondly, it can decrease the processing time by selecting only a partition of the data

source that could have a wide variety of patterns. However, it is difficult to specify

the number of instances inspected per time which is called a sample size.

We set the sample size of this mechanism according to the online or offline

mode/processing for monitoring a network. In the online mode, we use the sliding

window method [14] which chooses the number of flows of network traffic in each

specified time period and the aggregator module collects and analyses network flows

every 1 or 2 min. In the offline mode, we choose a particular number of instances

from a data source to be inspected at a time and the aggregator module sequentially

analyses each 100 instances.

3.2 Association Rule Mining (ARM) Technique

This is a data mining technique used to measure the correlation between two or

more attributes in a data source which determines the strongest rules governing their

attributes [9]. We propose processing large numbers of network flows based on this

technique to accumulate all possible flows, thereby tackling the problem of data dis-

tortion that occurs in sampling techniques.

To explain the ARM technique, let r = {f1, f2,… , fN} be a set of features and

D a data source involving T transactions (t1, t2,… , tN). Each transaction has a cor-

relation between attributes of tj ⊆ r. The association rule (f1 (i.e. antecedent) ⇒ f2
(i.e. precedent)) is subject to the constraints of (1) ∃tj, f1, f2 ∈ tj (2) f1 ⊆ r, f2 ⊆ r (3)

f1 ∩ f2 = 𝛷.

For its application to a data source, ARM has two measures, support (sup) and

confidence (conf ), which compute the strongest association rules that have several

patterns in the data source. The first estimates the frequency of the feature values
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which is the proportion of the association of each rule, as in Eq. (1). The second

measures the frequency of a precedent if the antecedent has already occurred, as

in Eq. (2).

sup(f1 ⇒ f2) =
|#tj|f1, f2 ∈ tj|

N
(1)

conf (f1 ⇒ f2) =
|#tj|f1, f2 ∈ tj|
|#tj|f1 ∈ tj|

(2)

The ARM technique determines all the repeated item sets and generates their

strongest rules, with the strongest in a data source (D) declared as follows: (1)

the estimated support of a rule is greater than a user-specified minimum one (i.e.

sup ≥ minsup) and (2) the estimated confidence of a rule is greater than a minimum

confidence threshold (i.e. conf ≥ minconf ).
Likewise, in the sampling technique, we choose the sample size analysed using the

ARM technique according to the online or offline mode of network data processing.

In the online mode, we apply the sliding window to select the number of flows over

network data for each particular time period. In the offline mode, we select a certain

number of instances from a data source to be processed each time.

4 Experimental Results and Discussion

As current networks send and receive huge numbers of flows, the aggregator mod-

ule is significant for building an online IDS and summarising network data. Each

sequence of flows in a network is often generated from separate activities, for exam-

ple retrieving a web page or chatting and as, while monitoring network traffic, an

IDS and summarisation techniques cannot oversee all flows, several missing packets

could have suspicious activities. Therefore, we suggest choosing observations which

do not have duplicates or missing activities. We use the simple random sampling and

ARM techniques to select those relevant observations and demonstrate their influ-

ence on the design of an effective IDS.

Table 1 presents examples of data samples taken from the UNSW-NB15 data set

for applying the two techniques. It shows information of the flow identifiers (i.e.

srcip, sport, dstip, dsport and proto) and the class labels for the observations which

clarify the impacts of these techniques. There are 10 instances, 5 normal (i.e. 0) and

5 attack (i.e. 1). We apply both techniques to demonstrate how relevant flows can be

selected.

In the SRS technique, we select half the instances that could have suitable infor-

mation about network flows, as listed in Table 2. By selecting them, important infor-

mation, including some malicious observations, is deleted. However, with large num-

bers of flows, selecting only distinct ones will enhance the performance of an IDS

because the statistical properties of the entire data source and selected samples are

quite similar, as evidenced in Figs. 2 and 3, respectively.
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Table 1 Examples of data samples for applying simple random sampling and ARM techniques

No. Srcip Sport Dstip Dsport Proto Label

1 149.171.126.14 179 175.45.176.3 33159 Tcp 0

2 175.45.176.3 22592 149.171.126.16 143 Tcp 0

3 175.45.176.2 61809 149.171.126.19 161 Udp 0

4 175.45.176.0 45235 149.171.126.16 21 Tcp 0

5 175.45.176.0 15816 149.171.126.10 5060 Udp 0

6 175.45.176.0 3716 149.171.126.15 80 Tcp 1

7 175.45.176.2 7434 149.171.126.16 80 Tcp 1

8 175.45.176.0 16495 149.171.126.10 80 Tcp 1

9 175.45.176.2 9710 149.171.126.15 32780 Udp 1

10 175.45.176.1 15982 149.171.126.14 5060 Udp 1

Table 2 Samples selected using simple random sampling technique

Srcip Sport Dstip Dsport Proto Label

175.45.176.0 16495 149.171.126.10 80 Tcp 1

175.45.176.2 61809 149.171.126.19 161 Udp 0

175.45.176.1 15982 149.171.126.14 5060 Udp 0

149.171.126.14 179 175.45.176.3 33159 Tcp 0

175.45.176.0 3716 149.171.126.15 80 Tcp 1

Fig. 2 Scatterplot matrix analysis of selected data samples



26 N. Moustafa et al.

Fig. 3 Scatterplot matrix analysis of parts of selected samples

The scatterplot matrices presented in these two figures illustrate the statistical

characteristics of the samples and their selected parts using the simple random sam-

pling technique. They indicate if there are linear correlations between multiple fea-

tures which help to identify analytical features that could have the same relationships.

The features are provided in diagonal lines from top left to bottom right and then each

is drawn against the others. The plots on the lower left-hand side are mirror images

of those on the upper right-hand side.

There are slight differences between the features in the two figures. However,

when using the simple random sampling technique, significant flows with informa-

tion about suspicious instances are sometimes removed. This technique is effective

for summarising network data to determine their patterns and active protocols, ser-

vices and source/destination IP addresses.

For the design of an effective IDS, it is better to use correlation approaches to

gather relevant observations from networks without omitting any distinct instances

[12]. The purpose of using these approaches is to accumulate all the proper flows in

a network without dropping any among the chokepoints to ensure a full analysis of

network traffic in relatively less processing time.

Using flow sampling, a subset of all received packets is selected to identify anoma-

lous events. However, this technique results in an inaccurate traffic analysis as some

suspicious instances could be neglected, and it makes protocol analysis difficult to

execute as not all protocols can be inspected.

To tackle the problem of missing flows, we use the ARM technique to select all

instances with duplicated pair values of more than one. Table 3 shows the entire item

sets appearing more than once in Table 1, and as selecting any of them reduces the

processing time of an IDS for the same activities taking place between the same two

endpoints, we use only those instances while running the IDS. This method performs
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Table 3 Examples using ARM technique to select important observations

Item sets No.

dstip =149.171.126.16, proto = tcp 2, 7

dsport = 80, proto = tcp 6, 7, 8

dsport = 5060, proto = udp 5, 10

srcip = 175.45.176.0, proto = tcp 4, 6, 8

srcip = 175.45.176.0, dstip = 149.171.126.10 5, 9

srcip = 175.45.176.2, proto = udp 3, 9

Fig. 4 Comparison of flow aggregator techniques

better than other approaches in terms of collecting instances for each specified time as

it relies on instances with frequent values. If these values are similar for consecutive

observations, only one is selected in order to improve the processing time of the IDS.

The ARM and SRS techniques are compared with the NetFlow, sFlow and IPFIX

tools in terms of processing time and extracting distinct records using the CSV files

of the UNSW-NB15 data sets to demonstrate the capability of our aggregator mod-

ule. The experimental results show that our module can generate the majority of

relevant flows with a low processing time as shown in Fig. 4.

This is because our module is designed to aggregate the flows using the five flow

identifiers but the other techniques can only aggregate via one attribute. Moreover,

we use the MySQL database to keep these flows in order to easily process by the

IDS. To conclude, we recommend using the ARM technique if we identify abnormal

instances, hence ensuring analysing all observed records. Conversely, if we monitor

the network activities such as network capacity and user events, it is better to use the

sampling technique.
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5 Conclusion

This paper discussed a proposed flow aggregator module for collecting significant

observations that occur in networks. It consists of the functions of sniffing network

traffic data, collecting them in a data source for handling and aggregating similar

data flows using the two techniques of simple random sampling and ARM for detec-

tion purposes. This module shows that, although the sampling technique is effective

for summarisation and takes less processing time, the ARM approach is better for

detection as, unlike the sampling technique, it does not lose any flow. In future, we

plan to use this module as a first step in improving the performance of an IDS.
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Chaos-based Modified Morphological
Genetic Algorithm for Software Development
Cost Estimation

Saurabh Bilgaiyan, Kunwar Aditya, Samaresh Mishra
and Madhabananda Das

Abstract We have proposed a morphological approach based on an evolutionary

learning for software development cost estimation (SDCE). The dilation–erosion

perceptron (DEP) method which is a hybrid artificial neuron is built on mathemati-

cal morphology (MM) framework. This method has its roots in the complete lattice

theory. The proposed work also presents an evolutionary learning procedure, i.e., a

chaotic modified genetic algorithm (CMGA) to construct the DEP (CMGA) model

overcoming the drawbacks arising in the morphological operator’s gradient estima-

tion in the classical learning procedure of DEP. The experimental analysis was con-

ducted on estimation of five different SDCE problems and then analyzed using three

performance measurement metrics.

Keywords Dilation–Erosion perceptron ⋅ Evolutionary learning ⋅ Genetic

algorithms ⋅ Performance measurement metrics and SDCE

1 Introduction

Software engineering is the field of study that encompasses the various phases of

software development starting from its inception phase right upto its testing, deploy-

ment, and maintenance [1]. Software Project Management (SPM) is the process

of efficiently managing the entire project development stages such as planning,
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integrating, and controlling. Planning is done even before the actual project’s devel-

opment is started and includes gathering of requirements and resources. Integrat-

ing basically corresponds to combining all the ideas and proposals made during the

planning phase to be executed for the development of the software. Controlling the

various phases to ensure their timely completion is done throughout the development

process [2, 3].

Estimation of the total software development cost is an important task to be per-

formed in the planning phase. Cost estimation is basically a prediction of finance,

time, and manpower that is to be incurred in the development of software. In the ini-

tial phases of the development, the accurate prediction of the above said parameters

is difficult because of inaccurate and incomplete presence of data and also because

of its dynamic nature [2, 4].

An accurate prediction of costs in the development of the software is an important

task. According to the Chaos Report of the Standish Group in 1994, around 16.2%

of the software was delivered on time whereas in 2012, the number went up to 39%,

because of the use of various software cost estimation techniques. The techniques

used can further be improved to get an even higher success rate [5, 6].

The hybrid perceptron which is also known as DEP uses the fundamental opera-

tors from MM on complete lattice theory. DEP has proved that it is very useful and

produces better results while solving the prediction problems [6].

In order to solve the SDCE problem, this paper presents an evolutionary morpho-

logical approach which uses the DEP with a chaotically modified evolutionary learn-

ing procedure, i.e., DEP (CMGA). To conduct an experimental analysis, datasets of

KotenGray, Kemerer, COCOMO, Albrecht, and Desharnais were used. In order to

assess the performance, an evaluation function (EF) and two performance metrics,

i.e., Prediction (PRED(x)) and Mean Magnitude of Relative Error (MMRE), were

used. Finally, the results were compared to best existing methods present in the lit-

erature.

2 Dilation–Erosion Perceptron

The dilation–erosion perceptron also known as DEP, proposed by R. de A. Arajo

et al. [6], is composed of a convex collaboration of dilation and erosion operators

from the domain of MM with the foundation in complete lattice theory.

Let q be the output of the DEP model corresponding to the input p = (p1, p2...pn)
𝜖ℝn

where p represents a real-valued input signal within a n-point moving window.

The local signal transformation rule p → q represents a translation invariant mor-

phological system given by Eqs. (1, 2 and 3):

q = 𝜆𝛼 + (1 − 𝜆)𝛽, 𝜆𝜖[0, 1] (1)
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𝛼 = 𝛿a(x) =
n⋁

j=1
(xj + aj) (2)

𝛽 = �b(x) =
n⋀

j=1
(xj + bj) (3)

where a, b 𝜖 ℝn
and 𝜆 𝜖 ℝn

and n represents the input signal dimension. The terms

a and b represent the structuring elements dilation and erosion operators from the

domain of MM.

3 Proposed CMGA Algorithm for Estimating Cost
of Traditional Software Development

This proposed work presents a CMGA-based morphological learning process to

accurately estimate the cost incurred in the development process. The proposed

approach focuses on a mathematical morphological (MM) framework-based hybrid

artificial neuron (also called dilation–erosion perceptron or DEP) with algebraic

foundations in complete lattice theory. The proposed CMPSO-DEP model was tested

on five well-known datasets of software projects with three popular performance

metrics, and the results were compared with the best existing models available in the

literature.

3.1 Population Initialization Using Chaotic Opposition-based
Learning Method

Random initialization is mostly done if no information is available about the solu-

tion. The population initialization has been done using chaotic maps owing to its

randomness and sensitivity dependence on initial condition, which is further used to

extract search space information and to increase the population diversity [7, 8].

Better initial solution can be obtained by replacing randomly initialized popula-

tion with opposition-based population initialization, which also accelerates conver-

gence speed [9]. The following steps are followed for the initialization process:

Here, xminq and xmaxq represent the minimum and maximum possible positions of

the solution (system boundary). In this method, we selected sinusoidal iterator, given

by:

cho(l+1) = sin(𝜋chol), chol𝜖[0, 1], l = 0, 1, 2...Maxl (4)

where l represents the iteration counter, and Maxl represents preset maximum num-

ber of chaotic iterations.
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Algorithm 1: Steps for Chaotic Opposition Based Population Initialization

Algorithm (COPI)

begin
(COPI) [7];

Data: Number of chaotic itereations Maxl = 300
Population size=N

Result: Initial population

for p=1 to N do
for q=1 to E do

Randomly initialize variable cho0q𝜖[0, 1];
for r=1 to Maxl do

chorq = sin(𝜋chor−1,q)
end
xpq = xminq + chorq(xmaxq − xminq)

end
end
(—Start Opposition Based Method—);

for p=1 to N do
for q=1 to E do

opxpq = xminq + xmaxq − xpq
end

end
Select N fittest individuals from (X(N) ∪ OPX(N) as initial population;

end

3.2 Proposed Evolutionary Learning Algorithm

The training process used the weight vector w = (a, b, 𝜆) where the parameters of

vector w correspond to the parameters of the DEP model. The parameters of weight

vector (for DEP model) are adjusted according to the error criterion, and this process

is continued until the CMGA converges to its final state [10]. Each ith individual

from gth generation of the population shows a candidate solution corresponding to

a weight vector, denoted by w(g)
i for the DEP model. We define a fitness function

ff (w(g)
i ) for adjusting the parameters of weight vector, given by:

ff (w(g)
i ) = 1

I

I∑

r=1
e2(r) (5)

where I represents the number of input patterns, and e(r) represents the instantaneous

error which is given by:

e(r) = d(r) − q(r) (6)

where the desired output signal is represented by d(r), and the actual model output

signal is represented by q(r) for the sample r.
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The process of CMGA (as given in Algorithm 2) starts with a random initializa-

tion of the population. Then the process selects two parents for performing crossover

and mutation operator depending upon the defined criteria. This process will gener-

ate the new offspring for the next population until the termination criteria is reached.

Finally, best individual (candidate solution) from the final population is chosen as a

solution for problem domain area. In the simulation, the size of population consists

Algorithm 2: Steps for DEP(CMGA) Algorithm

begin
DEP(MGA);

Data: Chaotically Initialize Population according to COPI algorithm

Result: Predicted Value

initialization of CMGA parameters;

initialization of stopping criteria;

g=0;

while Termination criteria is not satisfied do
g=g+1;

for i=1 to pop do
initialization of DEP parameters taking values from w(g)

i ;

for all input patterns, calculate the value of q and the instantaneous error;

use Eq. 5 to assess the individual fitness ff (w(g)
i );

end
from the population, select the parents (w(g)

p1 and w(g)
p2 )

for i=1 to 4 do
initialization of DEP parameters taking values from oci;

for all input patterns, calculate the value of q and the instantaneous error;

use Eq. 5 to assess the individual fitness ff (oci);
end
ocbest denotes the best evaluated offspring

for i=1 to 3 do
initialization of DEP parameters taking values from ocmi;

for all input patterns, calculate the value of q and the instantaneous error;

use Eq. 5 to assess the individual fitness ff (ocmi);
end
w(g)

worse is replaced by ocbest;

if random number ≤ PMs then
then w(g)

worse is replaced with the one having the smallest fitness among ocm1,

ocm2 and ocm3;

else
for i=1 to 3 do

if ff (ocmi) ≤ ff (w(g)
worse) then

then w(g)
worse is replaced by ocmi

end
end

end
end

end
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of ten individuals, i.e., Pop=10 and the maximum iterations are 10000 (stopping

criteria).

A Roulette wheel approach was used to obtain a selection of two parents (i.e.,

vector w(g)
p1 and w(g)

p2 𝜖ℝn
where p1 and p2 represent integer indexes having range

within [1, pop]) that was used for crossover operation, for exchanging information.

Here, h 𝜖 [0, 1] denotes the crossover weight (in this work, the value of h is taken

as 0.9). As the value of h tends to 1, the greater contribution from parents is observed.

max(w(g)
p1 , w(g)

p2 ) and min(w(g)
p1 , w(g)

p2 ) vectors represent the element-wise maximum and

minimum of w(g)
p1 and w(g)

p2 . The maximum possible gene value and minimum possible

gene value are represented by wmax, wmin 𝜖ℝn
. Out of the four generated offspring, the

one displaying the smallest fitness value is selected as ocbest 𝜖ℝn
which will replace

the individual having the greatest fitness value in the population, i.e., w(g)
worse with

worse 𝜖 [1, pop].

After the end of crossover process, with the mutation probability of 0.2, three new

mutated offspring (ocm1, ocm2, ocm3 𝜖ℝn
) are generated from ocbest given by [10]:

ocmi = ocbest + uivi, i = 1, 2, 3. (7)

Here, ui must satisfy the inequality wmin ≤ ocbest + ui ≤ wmax. Vector vi is in-

between [0, 1] and satisfies the conditions: Vector v1 has randomly selected nonzero

entry, v2 is randomly selected binary vector, and v3 is constant vector 1. After

generating the three mutated offspring, we will generate a random number within

[0, 1] interval. If this is smaller than probability of mutation selection, i.e., PMs,

then w(g)
worse is replaced by the mutated offspring having the minimum fitness value;

otherwise, if the fitness value of ocmi is less than that of w(g)
worse, then we replace the

latter with ocmi.

4 Performance Measures

For prediction evaluation, out of the many performance criteria available in the liter-

ature, only one performance criterion is usually employed. The mean squared error

(MSE) can be used to provide directions to the prediction model (while training pro-

cess), but it cannot be considered as a good measure for comparing different models

of prediction [11].

The first metric MMRE identifies model deviation given by Eq. 8:

MMRE = 1
N

N∑

i=1

|Actuali − Predictedi|
Actuali

(8)

Here, N represents the number of input patterns, Actuali represents desired output,

and Predictedi represents the predicted value.



Chaos-based Modified Morphological Genetic Algorithm . . . 37

PRED(x) represents the second metric which is the percentage of prediction value

falling within the range of actual value given by Eqs. 9 and 10 [6].

PRED(x) = 100
N

N∑

i=1
Pi (9)

where,

Pi =
{
1, if (MMREi) <

x
100

0, Otherwise (10)

where x = 25.

Further, the EF which is a combination of MMRE and PRED is used to provide

a more vigorous prediction model given by Eq. 11 [6].

Evalf =
PRED(25)
1 + MMRE

(11)

5 Simulations and Conclusive Studies

The proposed DEP (CMGA) algorithm was tested through MATLAB on five com-

plex real-world software development cost estimation (SDCE) problems (COCOMO,

Kemerer, Albrecht, Desharnais, and KotenGray [6]). Datasets were normalized to lie

within [0,1]. The parameters of DEP, a, b (lies within [–1,1]) and 𝜆 (lies within [0,1]),

were initialized randomly. Tables 1, 2, 3, 4, and 5 show that proposed model has

consistent global performance having an averaged improvement of around 3.1648%

regarding MRLHD and 1.9302% regarding the DEP (BP).

Table 1 Predicted result values for Albrecht dataset

Type of model PRED(25) MMRE Evalf
SVR with linear kernel [12] 58.33 0.6719 34.8884

SVR-RBF kernel [12] 66.66 0.5072 44.2277

Bagging [13] 70.83 0.4178 49.9577

SVR-RBF using GA [12] 70.42 0.4465 48.6830

SVR-linear using GA [12] 56.25 0.6628 33.8285

MRL [14] 70.83 0.4087 50.2804

MRLHD [14] 75.00 0.3810 54.3085

DEP (BP) [15] 75.00 0.3699 54.7485

DEP (CMGA) 77.08 0.3492 57.1301
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Table 2 Predicted result values for Kemerer dataset

Type of model PRED(25) MMRE Evalf
SVR with linear kernel [12] 60.00 0.4608 41.0734

SVR-RBF kernel [12] 60.00 0.4439 41.5541

Bagging [13] 60.00 0.4297 41.9668

SVR-RBF using GA [12] 66.67 0.3695 48.6820

SVR-linear using GA [12] 60.00 0.4373 41.7449

MRL [14] 66.67 0.3014 51.2294

MRLHD [14] 73.33 0.2779 57.3832

DEP (BP) [15] 73.33 0.2619 58.1108

DEP (CMGA) 74.89 0.2478 60.0176

Table 3 Predicted result values for KotenGray dataset

Model of type PRED(25) MMRE Evalf
SVR with linear kernel [12] 88.24 0.1133 79.2599

SVR-RBF kernel [12] 88.24 0.1108 79.4382

Bagging [13] 94.12 0.1001 85.5559

SVR-RBF using GA [12] 94.12 0.0947 85.9779

SVR-linear using GA [12] 94.12 0.0895 86.3883

MRL [14] 94.12 0.0710 87.8805

MRLHD [14] 94.12 0.0689 88.0531

DEP (BP) [15] 94.12 0.0572 89.0276

DEP (CMGA) 94.33 0.0509 89.7611

Table 4 Predicted result values for COCOMO dataset

Type of model PRED(25) MMRE Evalf
SVR with linear kernel [12] 81.82 0.1573 70.6990

SVR-RBF kernel [12] 72.73 0.1802 61.6251

Bagging [13] 72.73 0.1754 61.8768

SVR-RBF using GA [12] 72.73 0.1729 62.0087

SVR-linear using GA [12] 81.82 0.1481 71.2656

MRL [14] 81.82 0.1436 71.5460

MRLHD [14] 90.90 0.1298 80.4567

DEP (BP) [15] 90.90 0.1127 81.6932

DEP (CMGA) 91.00 0.1033 82.4798
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Table 5 Predicted result values for Desharnais dataset

Type of model PRED(25) MMRE Evalf
SVR with linear kernel [12] 55.00 0.4829 37.0895

SVR-RBF kernel [12] 60.00 0.4543 41.2570

Bagging [13] 65.00 0.4076 46.1779

SVR-RBF using GA [12] 80.00 0.3302 60.1413

SVR-linear using GA [12] 80.00 0.3154 61.8180

MRL [14] 85.00 0.1509 73.8552

MRLHD [14] 90.00 0.0981 81.9597

DEP (BP) [15] 90.00 0.0835 83.0641

DEP (CMGA) 90.00 0.0809 83.2639

6 Conclusion

This paper presented an evolutionary learning process based on MM to solve the

SDCE problem. Proposed model’s performance was measured using performance

metrics such as PRED(25) and MMRE. Also, an EF was used to generate a global

indicator of the performance. Five databases such as Albrecht, Desharnais, Kemerer,

COCOMO, and KotenGray were used to carry out experimental validation of the

proposed model, to check its robustness by comparing with results previously found

in the literature. The proposed model has shown consistent global performance

with an averaged improvement of around 3.1648% regarding MRLHD and 1.9302%

regarding the DEP (BP). As future work, we shall implement the proposed model to

other datasets and in other software engineering problems.
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An Efficient Block Phase Correlation
Approach for CMFD System

Badal Soni, Pradip K. Das and Dalton Meitei Thounaojam

Abstract Copy–move forgery is the most basic technique to alter an image. In this

method, one region of an image is copied and pasted into another location of the same

image, with an attempt to cover a potentially important feature or duplicate some fea-

tures. As the copied part resides in the same image, its important properties, such as

noise, brightness, texture, are compatible with rest of the image making its detection

very difficult. The existing techniques for detecting copy–move forgery suffer from

the computational time problem. In this paper, an efficient block-based copy–move

forgery detection algorithm is present that reduces the processing time in identifying

the duplicated regions in an image. Proposed method is tested on CoMoFoD dataset.

Experimental results show the ability of the proposed method to accurately detect

the tampered regions as well as reducing the time complexity.

Keywords Copy–move ⋅ Forgery ⋅ Phase correlation ⋅ DFT

1 Introduction

The most extensive way to circulate a message in today’s world is through digi-

tal image. Images can be used as proof against various crimes and as evidence for

various other purposes. But with the advancement of computer technology, vari-

ous image-editing software tools have been developed with the help of which an

image can be easily tampered to change the information carried by it. Hence, it

is very essential to protect the authenticity of an image. As forgers develop more
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sophisticated forgeries, researchers must keep up to design more advanced ways of

detecting these forgeries. Copy–move forgery is an potential tampering technique.

In [1], a method for CMFD, based on principle component analysis (PCA), is

given. The fixed size overlapping blocks division is performed on image after that

PCA of these blocks is calculated to yield a reduced dimensional representation. In

[2], a SVD-based method to detect the tempered regions is given. In this, singular

value features of the image are extracted using SVD and sort using lexicographic

sorting. For block similarity matching, the features are first transformed into a kd-

tree and then similar blocks are found using Euclidean distance. In [3], a block-based

copy–move forgery detection technique based upon discrete cosine transform (DCT)

is given. In this paper, forgery detection is performed by shift vectors analysis of

the sorted DCT coefficients. In [4], a method which is an improved version of DCT

method is given. This method removes the limitations of DCT-based block matching

algorithm by changing the structure of matching algorithm. In similarity matching,

all the feature row vectors are not considered instead the characteristics of DCT coef-

ficients are utilized to set a more stronger criterion to establish similarity. In [5] for

efficient detection, robust features are extracted from the circular blocks. For each

block, four features are extracted and used for finding similar blocks. Feature vectors’

dimension is low which means that the method has a low computational complex-

ity. Paper [6] proposed a method that increases the efficiency of DCT method for

detection of copy–move forgery in complex and smooth image. Images are divided

into two categories: complex and smooth. For smooth images, small size block is

considered. While for complex images, large block size is considered. This method

can detect forgery in compressed JPEG formats, blur Gaussian, and additive white

Gaussian noises. However, it is not robust to geometrical operations. In [7], dis-

crete wavelet transform-based copy–move forgery detection technique is given. In

this technique, 2-D DWT is initially applied on the tampered image and block divi-

sion is performed by using approximate coefficients of DWT. Matching is performed

by calculating distance between all block pairs. It seems that the given algorithm is

not suitable for forgery detection in case of geometric transformation attacks. In [8],

dyadic wavelet transform (DyWT) is used. In this method, image blocks are sorted

and matching between block pairs is performed. Decision of forgery depends upon

the matching threshold which is obtained experimentally. DyWT is shift invariant

therefore leads to optimal results as compared to DWT. Key point-based methods

are divided into two categories. They are SIFT [9] and SURF based. A generalized

2NN procedure for SIFT descriptors matching is proposed in [10] for CMFD. In

[11], SURF descriptors are extracted from image and extracted SURF descriptors

are matched for forgery detection. In [12], image is divided into blocks and Gabor

feature descriptor of each block is calculated. These Gabor descriptors are used for

matching of blocks and forgery decision. It is reported that proposed method under-

performed when the forged region has undergone by different geometric transforma-

tions.

In this paper, an efficient copy–move forgery detection approach is given. In this

approach, tampered image is first divided into fixed size overlapping blocks after

that low contrast blocks are eliminated for the further processing. Phase correlation
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is computed between the sorted blocks for deciding the forgery present in the image.

The paper is organized as Sect. 1 address existing work. Proposed methodology is

given in Sect. 2. Experimental results and discussions of proposed method are given

in Sect. 3. Conclusions and future scope are given in Sect. 4.

2 Proposed Methodology

Block diagram of proposed method is given in Fig. 1. Proposed method consists of

following step:

2.1 RGB to Grayscale Conversion

The proposed method is applied on gray images. So the tampered colored image is

converted to gray scale in the preprocessing step.

2.2 Overlapping Blocks Division

In this algorithm, tampered image is divided into overlapping blocks. The block size

is used in 8 × 8 and 16 × 16. Overlapping blocks are created by sliding over the

Fig. 1 Flowchart of proposed algorithm
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original image one pixel at a time across the rows and columns. The number of

overlapping blocks obtained for an image of m × n dimensions is (m − b + 1) × (n −
b + 1) where size of the block is b × b. All the overlapping created blocks are stored

in a matrix for further processing.

2.3 Eliminating Low Contrast Blocks

Contrast may be defined as a ratio between the darkest spots and the brightest spots

of an image. In the proposed method, the overlapped blocks which are low in con-

trast are excluded. This is because in a given image, forgery is mainly performed on

portions of high contrast region like a human character or an object with respect to

the background where the contrast is typically high. Low contrast regions include

uniform regions like sky, water, and any other object where the color is uniformly

distributed. By excluding the low contrast blocks, the number of blocks are reduced

drastically. In the proposed method, the Michelson contrast is used since we are look-

ing for uniform regions. The threshold value is set to 0.5. The Michelson contrast is

given in Eq. 1

Wm =
Lmax − Lmin
Lmax + Lmin

(1)

where Lmax and Lmin represent highest and lowest pixel values. It is used mainly when

both the dark and the bright features are equivalent.

2.4 Lexicographical Sorting

Lexicographical sorting is basically defined as the natural sorting technique or sort-

ing based on alphabetical order. In the proposed algorithm, lexicographical sorting

enables us to sort based on the first-pixel value of the b × b block.

2.5 Dimension Reduction of Blocks Matrix

Blocks matrix dimension is reducing by considering only half of the columns in the

given matching blocks. This reduces the time by a great extent without decreasing

the accuracy as it can be assumed that the first half of each of the successive blocks

is a match then the remaining half of blocks will also match. Thus, if the over-

lapping blocks matrix have a dimension of [(m − b + 1) × (n − b + 1)] × [(b × b)],
where [(m − b + 1) × (n − b + 1)] is the number of rows and [(b × b)] is the num-

ber of columns. The dimension of the modified blocks matrix will be [(m − b + 1) ×
(n − b + 1)] × [(b2∕2)].
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2.6 Block Matching using Phase Correlation

Phase correlation analysis is used for blocks matching in the given forged image.

There are various other ways for matching like the most popular one is the similarity

matching using Euclidean distance. Phase correlation provides a simple and clear

evaluation of matching for two blocks or images. The correlation between the two

images produces an image with top intensities at locations where the two images

match the most. Correlation is done by gliding one image over the other and taking

the outcome of the products of the corresponding samples at each point. The idea

behind correlation is that the resulting image will have the greatest value at the point

where the images of hills and bottoms match up. Phase correlation (PC) is performed

in frequency domain using the fast Fourier transform. The ratio PC between two

blocks B1 and B2 is calculated by using Eq. 2

PC =
FT(B1) ∗ conj(FT(B2))

||FT(B1) ∗ conj(FT(B2))||
(2)

Here FT is the fast Fourier transform and conj is the complex conjugate. Fourier

transform is given in Eq. 3 and Inverse Fourier transform is given in Eq. 4. The max-

imum phase correlation is the maximum value of all the values of PC.

X[k] =
n−1∑

n=0
x[n]e−

2𝜋njk
N (3)

x[n] = 1
N

N−1∑

k=0
X[k]e

2𝜋njk
N (4)

In the proposed method, the phase correlation for the block corresponding to the row

i with the block corresponding to i + 1 rows is calculated. If the calculated maximum

phase correlation value exceeds a predefined threshold value 𝜒 , then store the coor-

dinates of the corresponding ith block and the (i + 1)th block in a coordinate record

cell.

2.7 Storing of Match Blocks Coordinate

Matching is performed using phase correlation of the coordinates of the two suc-

cessive blocks B1 and B2. If matching is found between the successive blocks, then

blocks coordinate are stored in an array for further processing.
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2.8 Display Forgery

The coordinates obtained from the previous step are the match block coordinates.

Using these coordinates, forgery is localized in the tampered image by coloring the

match region of image.

Algorithm 1 CMFD based on Block Phase correlation

1: procedure START(Input tampered image)

2: Convert image to gray scale

3: Parameters: Blocksize, Contrast threshhold

4: A ← Overlapping blocks

5: B ← x,y coordinates of overlapping blocks

6: C ← Exclude Low Contrast (A)

7: A_sort ← Sort matrix C lexicographically

8: D ← A_sort/2

9: for i = 1 to size of D do
10:

11: PC ← FT(D(i))×conj(FT(D(i+1))
||FT(D(i))×conj(FT(D(i+1)))||

12: ⊳ using Equation 2

13: P ← IFFT(PC)

14: if max(P) >= 𝜒 then
15: CoorRec ← coordinates of matched rows

16: i ← i + 1
17: for i = 1 to size of CoorRec do
18: ImgOut ← Forged regions using CoorRec

19: end for
20: end for
21: Localized the forgery in Image by coloring the match regions
22: end procedure

3 Experimental Results and Discussions

The proposed methodology is improved the accuracy as well as reduced the time

complexity. In implementation, we used a HP laptop, Intel Core i5-3230M (2.60

GHz), Memory 4 GB. The dataset used for the testing purpose is CoMoFoD [13].

CoMoFoD is the standard image dataset used for forgery detection purpose. It has

260 image sets, in which 200 sets for small size 512 × 512 images and 60 sets for

large size 3000 × 2000 images. Both small and large image categories consist of

images undergone through translation, rotation, and scaling transformations. Per-

formance analysis of proposed forgery detection technique is done by calculating

detection error rates at image level. False positive rate (FPR), is the number of orig-

inal images detected as forged. True positive rate (TPR) is the number of images

correctly detected as forged. Figure 2 shows the input forged images from CoMo-

FoD dataset and corresponding forged regions. Table 1 shows the processing time of

different images with block size 8 × 8 and 16 × 16.



An Efficient Block Phase Correlation Approach . . . 47

Coin 1 Coin 2 Coin 3

Detection Coin 1 Detection Coin 2 Detection Coin 3

Pigeon Stone Car

Detection Pigeon Detection Stone Detection Car

Fig. 2 Tampered images from CoMoFoD dataset and corresponding forgery detection results
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Table 1 Processing time of proposed system in CoMoFoD dataset images

Sl. no. Image Average processing

time (in sec) for block

size 8 × 8

Average processing

time (in sec) for block

size 16 × 16
1 Coin_1 18.869 13.243

2 Coin_2 24.385 15.139

3 Coin_3 28.889 26.735

4 Pigeon 11.743 11.341

5 Stone 20.217 17.691

6 Car 16.969 14.399

Table 2 TPR and FPR of the proposed system for CoMoFoD database with different block size

Sl. no. Block size TPR (%) FPR (%)

1 4 × 4 94.8 6.4

2 8 × 8 97.8 8.4

3 12 × 12 98.6 12.6

4 16 × 16 99.4 18.2

Experimental results show that system is achieving high TPR and FPR for large

block size (Table 2). For our experiment, we consider the block size 8 × 8.

4 Conclusions and Future Work

Copy–move forgery detection is one of the emerging problems in the field of digital

image forensics. In this paper, an efficient copy–move forgery detection approach is

given which is based upon the calculation of block phase correlation for deciding

the forgery present in the image. It is observed from experimental results that the

proposed algorithm achieves improvement in terms of computation time. The results

of the proposed method are based upon the block size and matching thresholds value.

The proposed model works well for almost all dimension of images. It can also be

extended to detect multiple forgery presents in images.
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Automated Validation of DNSSEC

Kollapalli Ramesh Babu and Vineet Padmanabhan

Abstract Nowadays, the usage of Internet and network-based services has become

common. Some of the services are very critical and require robust security to avoid

intolerable consequences. As we all know, to provide such services, a robust cryp-

tographic technique-based security protocol must be used. The designing of such a

secure protocol is always a challenging task. The complexity of security protocols is

getting high day by day, due to their functionalities and type of services that they pro-

vide to protect the resources from unauthorized accesses. As the complexity grows,

it becomes very difficult and tedious task to verify its correctness manually. There-

fore, we need some automatic mechanism to verify and validate the correctness of a

given security protocol. The problem that we addressed in this paper is validation of

the security protocol DNSSEC using automated verification tool called AVISPA.

Keywords Cryptographic techniques ⋅ DNSSEC ⋅ AVISPA

1 Introduction

Nowadays, the usage of online services specifically e-commerce services, online

banking, online trading, online payments, etc., is getting more and more. In order to

provide such services in a smooth and fair manner, one should use a highly sophis-

ticated security protocols. The designing of highly secure protocols is always daunt-

ing, because the past experience with the usage of security protocols clearly shows

that a large number of logical flaws are present in published or deployed security

protocols.
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One simple example is the well-known protocol called Needham–Schroeder [1]

that was proved as correct by using BAN logic [2]. But after seventeen years, G. Lowe

detected a flaw by using Casper/FDR [3] tool. The same flaw was not detected in the

original proof by using BAN logic because of wrong assumptions on the intruder

model. However, missing of detection/identification of a flaw clearly indicates that

we should never underestimate the complexity of protocol analysis. This example

illustrates the importance of an automatic verification tool in assessing the security

of such cryptographic protocols.

The main objective of applying automated validation tools to security protocols

is to detect the logical flaws which are subtle and hard to find. And also to detect a

strategy or technique by which the protocol can be attacked.

Rest of the paper is organized as follows: In Sect. 2, we have discussed briefly

about DNS and DNSEC protocols. In Sect. 3, we have discussed AVISPA architec-

ture and its specification language HLPSL. In Sect. 4, we have discussed overview

of DNSSEC protocol specification process. In Sect. 5, we have discussed validation

of DNSSEC using AVISPA. In Sect. 6, we have presented the results. In Sect. 7, we

have provided conclusion.

2 DNS and DNSSEC

Every system that is connected to computer network, specifically Internet, is assigned

with a unique address called Internet Protocol Address (IP address), to identify and

access it. These addresses are numericals, as a human being we feel easy to remember

names instead of numericals. To overcome the difficulty and to make it convenient for

accessing of any system connected to network, a service is provided by the Internet

and name of that service is Domain Name System (DNS)[4, 5]. DNS maps a

given domain name to an IP address and vice versa.

When DNS service is not functioning according to expectations, then it leads

to very serious unwanted consequences, depending on the types of failures. Some

consequences are simple and typical like making a service unaccessable such as a

Web site is not reachable, and some are very dangerous like redirecting to wrong

Web site, which may collect our confidential data such as passwords, credit/debit

pin numbers, and bank account details that may lead to huge financial loss.

In order to avoid such situations, Domain Name System Security Extensions

(DNSSEC) [6, 7] was designed. DNSSEC protocol provides two types of secu-

rity services: One is data integrity and another is data authentication. Data integrity

means ensuring of received data is the same as that of the sent one. Data authentica-

tion means ensuring of the genuinity of a sender server.

DNSSEC protects DNS by adding four records and using chain of trust tech-

nique [7]. The four records that are added by DNSSEC are namely DNS Public Key

(DNSKEY) record that holds signing public key of a zone, Resource Record Signa-

ture (RRSIG) record that holds digital signatures of DNS replies, Delegation Signer

(DS) record that holds the hash value of a child zone’s DNSKEY, and Next Secure
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(NSEC) record that holds next valid name in the zone file and also it used to provide

proof of nonexistence of a given name within a zone.

DNS basically works in client–server scenario and send/receive data in the form

of Resource Records (RRs) [8]. DNS server creates public key and private key pair

and publishes the public key in the zone. A client that is DNSSEC-enabled can get

a zone’s public key. Once client learns/aware zone’s public key, then it can authen-

ticate that zone’s signed data. DNSSEC-enabled client authenticates zone informa-

tion by forming an authentication chain (chain of trust) from a newly learned public

key back to a previously known authentication public key, which in turn must have

been learned and verified previously. An alternating sequence of DNS public key

(DNSKEY) RRsets and Delegation Signer (DS) RRsets forms a chain of trust [8].

In next section, we discuss AVISPA and its specification language HLPSL.

3 AVISPA and HLPSL

Automated Validation of Internet Security Protocols and Applications (AVISPA)

[9, 10] is an automatic formal validation tool used to verify correctness of security

properties of Internet security protocols. AVISPA uses a high-level protocol spec-

ification language (HLPSL) [11, 12] to write a protocol specification. HLPSL is

a simple, expressive, and intuitive language to model a protocol for AVISPA. The

general structure of HLPSL specification is shown below.

Structure of a HLPSL specification.

BasicRole_definition+
CompositionRole_definition?
EnvironmentRole_definition?

Goal_declaration?

HLPSL is basically a role-based language, which means each participant in a

security protocol is represented as one role in HLPSL specification, including the

environment in which the protocol is going to execute. In general, any HLPSL spec-

ification of a protocol consists of one more basic role definitions, followed by the

definition of composite role where we combine one or more basic roles together so

that they get executed together, usually parallel. Followed by the definition of envi-

ronment role where we instantiate composition role to create one or more sessions.

Finally, we specify security parameters as goals that we want to verify by the tool.

Now, we discuss the architecture of AVISPA tool which is shown in Fig. 1.

AVISPA tool accepts input specification in HLPSL and translates HLPSL spec-

ifications into Intermediate Format (IF). IF is an intermediate step where the rules

are rewritten such that it will be more comfortable/convenient to further processing
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Fig. 1 Architecture of

AVISPA tool

it by back-end analyzers. The IF of a protocol is executed over finite number of

times or entirely if no loop exist. Finally, the execution may end up with either

an identification of an attack on a given protocol or the protocol is proved as safe

over a given number of sessions. AVISPA currently supports four back-end analyzers

called On-the-Fly Model-Checker (OFMC), SAT-based Model-Checker (SATMC),

Constraint-Logic-based Attack Searcher (CL-AtSe) and Tree Automata based on

Automatic Approximations for the Analysis of Security Protocols (TA4SP) to check

the correctness of the given protocol. AVISPA uses Dolev-Yao (DY) channels for

sending and receiving of messages between the participants of security protocol,

where the presence of intruder is also considered to account. AVISPA tool is aimed

at countering two types of attacks—one is theman-in-the-middle attack and the other

one is replay attack.

Before writing actual DNSSEC protocol specification using HLPSL to verify

with the AVISPA tool, it is always suggested to represent the protocol using Alice -

Bob (A - B) notion. Representation of a protocol using (A - B) notion will help us

in getting clarity and better understanding of a protocol in terms of representation

of messages exchanged between principles. Therefore in next section, we discuss

(A - B) notion of DNSSEC protocol.
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4 An Overview of DNSSEC Specification Process

The DNSSEC protocol representation using (A - B) notion is as shown below.

Alice - Bob (A - B) Notation:

1. C -> S: DNS_req

2. S -> C: DNS_res, RRSIG, DNSKEY(S)

3. C "verify" if H(DNS_res) == {RRSIG}_DNSKY then

go to Step 4.

else discard DNS_res and exit.

4. C -> R: DS_req

5. R -> C: DS_res, RRSIG, DNSKEY(R)

6. C "verify" if H(DS_res) == {RRSIG}_DNSKEY then

go to step 7.

else discard DS_res and exit

7. C "verify" if H(DNSKEY(S)) == (DS_res) then

accept DNS_res.

else discard DNS_res and exit.

In the above representation, we have used the following notion: Client(C),

Server(S), and Root(R). Here in step 1, client sends DNS request (DNSreq) to the

server. In step 2, after receiving DNS request from client (here we are not showing

the receiving of the message, which we are assuming it as implicit, because server

will send a response only after receiving a request from client), server sends DNS

response (DNSres) signature of the response (RRSIG) and public key of the server

(DNSKEY) to client. In step 3, after receiving these three (DNSres, RRSIG, and

DNSKEY(S)) records, client verifies integrity of DNSres (i.e., checking whether the

DNS response gets modified during transit or not). Here, integrity checking is car-

ried out by computing hash value for DNSres and compared it with decrypted RRSIG

value using public key of server (DNSKEY(S)). If both match, then client believes

thatDNSres did not get modified during transit, therefore the client accepts theDNSres
and continues with step 4. Else, DNSres gets modified during transit, therefore the

client discards DNSres and exits the process.

In step 4, client sends DS request (DSreq) to root server. In step 5, after receiving

DSreq from client, server at root sends DS response (DSres), signature of the response

(RRSIG), and public key (DNSKEY) of root server to client. In step 6, after receiving

these three (DSres, RRSIG, and DNSKEY(R)) records, client verifies the integrity

of DSres. Here, integrity checking process is similar to step 3. If DSres did not get

modified during transit, then client accepts the DNSres and continues to step 7. Else,

client discards DSres and exits the process. In step 7, we verify the public key sent by

the server (DNSKEY(S)) and the hash value of the public key of server (DSres) sent

by the root. If both match, then client accepts and trustsDNSres sent by the server else

client discards the DNSres and exits the process. Every client believes root, therefore

no need to verify data sent by root.
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In steps 3 and 6, we verified data integrity property, and in step 7, we verified

data origin authentication property of DNSSEC protocol.

After understanding of DNSSEC protocol clearly, in next section, we discuss

HLPSL specification of DNSSEC protocol.

5 Validating DNSSEC Using AVISPA

Each participant in DNSSEC protocol is represented as one role in HLPSL. Here,

we have defined one role for client, one for server, and one for root. After defining

the basic roles, then we defined the composition role to combine the client, server,

and root together and execute parallelly. After that we define the environment role

to start the session between the roles combined in composition role and also to start

execution of a program. Finally, we define the goals of the protocol that we want to

validate using AVISPA tool.

DNSSEC Protocol Specification in HLPSL
Role of Client

role client( C, S, R : agent,

Kc, Kr, Ks : public_key,

DNS_req, DNS_res,

DS_req, DS_res : text,

SND, RCV : channel(dy))

played_by C def=

local

State : nat,

H : hash_func,

Ns, Nr : text,

R1, R2 : text,

RRSIG1, RRSIG : text,

DNSKeyMap : (agent.public_key) set

init

State:=0 /\ DNSKeyMap:={(C.Kc),(R.Kr)}

transition

1. State = 0 /\ RCV(start) =|>

State’:=1 /\ SND(S.DNS_req)

2. State = 1 /\ RCV(C.DNS_res) /\ RCV(C.Ks)

/\ RCV(C.{H(DNS_res)}_inv(Ks))

=|> State’:=2 /\ SND(R.DS_req)
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/\ request(C,S,c_s_ks,inv(Ks))

3. State = 2 /\ RCV(C.DS_res) /\ RCV(C.Kr)

/\ RCV(C.{H(DS_res)}_inv(Kr))

=|> State’:=3 /\ request(C,R,c_r_kr,inv(Kr))

end role

Similarly, server, root, environment, and composition roles are defined. Finally,

we have defined goal section as shown below.

Goal Section

goal

authentication_on c_r_kr

authentication_on c_s_ks

end goal

environment()

6 Results

We have obtained the following results, when the DNSSEC protocol specification is

validated using AVISPA tool. Here, we are displaying few of them.

Results of DNSSEC Protocol with On-the-Fly Model-Checker
(OFMC) as Back-End Analyzer

Figure 2 shows execution summary of OFMC. It is clear from figure that the given

specification is SAFE (it means no attack is possible under specified constraints) and

specified goals are fulfilled. We can also see the execution statistics like parse time,

search time, number of nodes visited, and depth.

Figure 3a shows sequence of interactions between client, server, and root. First,

client sends DNS request to server. Server sends a DNS response to client. In order to

authenticate DNS response, client sends DS request to root. Root sends DS response

to client. Now, client make uses DS response to authenticate DNS response from

server.

Figure 3b is similar to Fig. 3a, except that communication between client and

server, client and root will pass through intruder. Result shows that even in the pres-

ence of intruder, communication did not get disturbed and we got the same results.
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Fig. 2 OFMC summary analysis of DNSSEC protocol with single session

(a) Without intruder. (b) With intruder.

Fig. 3 OFMC analysis of DNSSEC protocol with single session

7 Conclusion

The complexity of designing and implementing the security protocols is becoming a

challenge day to day. As the complexity grows, the manual verification of correctness

of a security protocol becomes too difficult. Therefore, we need automation tools to

check whether all specified security goals are fulfilled or not and also to verify the

existence of vulnerabilities which can be further exploited to breach the security

goals. In this paper, we presented the usage of an automation tool called AVISPA to

validate the DNSSEC protocol.
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Optimal Clustering in Weibull Distributed
WSNs Based on Realistic Energy Dissipation
Model

Vinay Kumar, Sadanand Yadav, Vishal Kumar, Joydeep Sengupta,
Rajeev Tripathi and Sudarshan Tiwari

Abstract In this paper, a realistic energy consumption model of sensor node has

been provided by considering eleven key energy consumption sources, some of

which are ignored by contemporary energy consumption models. Clustering is a

technique by which we can reduce energy consumption of networks. Optimizing the

number of clusters improves the scalability of system, reduces the system collisions

and delays. To this end, we proposed a realistic energy consumption model of a sen-

sor node, by using that, provided an analytical expression for finding the optimal

number of clusters in a Weibull distributed WSNs.

Keywords Energy efficiency ⋅ Wireless sensor networks ⋅ Optimal cluster size

Weibull distribution

1 Introduction

The development of power efficient and inexpensive multi-functional sensors has

gained a global-level attention in recent years. The high density of sensor nodes
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provides better coverage and connectivity and increases the probability of packet

collision and overheads. As a consequence, scalability became a challenging prob-

lem in WSNs’ design as the node density increases. To support high scalability,

bandwidth reuse and betterment of data aggregation, nodes are often grouped into

sparsely coinciding subsets called clusters. Optimal clustering is a method of forming

clusters such that the total energy consumption needed to gather network informa-

tion is minimized as compared with the other existing clustering patterns. Forming

optimal number of clusters in sensing field improves energy efficiency, latency, net-

work lifetime, and scalability. In this paper, we are using classical sensing model for

BS to analyze the system purpose [1, 2].

1.1 Motivation and Contributions

Halgamuge et al. [3] proposed an energy dissipation model for sensor node. Authors

have included possible sources of energy consumption that are excluded in previous

energy models, i.e., transmit energy, sensor logging, sensor sensing, and actuation.

In [4], Navid et al. provided an analytical expression for optimal number of clusters

that minimizes the total energy expenditure in network. In this, sensor node follows

the uniform and random distribution. Vinay kumar et al. [2] proposed a model in

which nodes follow random and uniform distribution. In this, BS follows tunable

Elfes sensing model. Energy consumption model of node considered only transmitter

and receiver energies. Vinay kumar et al. [1] have proposed a model in which nodes

follow Gaussian random distribution. In this, BS follows classical sensing model and

energy consumption of nodes only considered transmitter and receiver energy. Main

contribution of this paper is to develop realistic energy dissipation model of sensor

node. Moreover, we have also provided analytical expression for optimal number of

cluster using Weibull distribution when BS at center. In Sect. 2, proposed model has

been describe. In Sect. 3, analytical formulation of optimal cluster based on realis-

tic energy dissipation model of sensor node has been derived. Sect. 4 discusses the

performance evaluation. Section 5 presents the conclusion of the work.

2 Proposed Realistic Energy Dissipation Model and
Optimal Clustering Using Weibull Distribution

In this section, we have described the realistic energy dissipation model of sensor

node and derived the analytical models for optimal clustering using Weibull dis-

tributed WSNs. Precise prediction of sensor network lifetime calls for a realistic

energy consumption model of sensor node. Various attempts have been made to

model the energy consumption of sensor node. We list out several energy models and

point out the energy consumption sources that were not considered in those models

which are shown in Table 1. Figure 1a shows energy consumption model of sensor

nodes, and Fig. 1b shows taxonomy of components which consume energy in sensor

node.
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Table 1 Energy consumption sources considered by various energy models

Energy source Heinzelman

et al. [6]

Millie et al.

[7]

Zhu et al.

[8]

Halgamuge

et al. [3]

Proposed

model

Communication Transmitter Yes Yes Yes Yes Yes

Receiver Yes Yes Yes Yes Yes

Coding No No No No Yes

Processing Logging No Yes Yes Yes Yes

Micro-

controller

No Yes Yes Yes Yes

Data

compression

No No No No Yes

Sensing Transducer

(Passive)

No No No No Yes

Signal

conditioning

No No Yes Yes Yes

A/D converter No No Yes Yes Yes

Actuation No No No Yes Yes

Transient No Yes No Yes Yes

2.1 Energy Consumption in Sensing Unit

Sensor sensing consumes power during conversion of non-electrical signals to elec-

trical signals by transducer, signal conditioning, and analog-to-digital conversion

(ADC) process. An active transducer either generates or amplifies an electrical sig-

nal directly in response to the physical parameter and it does not need for its opera-

tion any external power source; hence the power consumed by the active transducer

is zero [5]. A passive transducer on contrary to the above requires an external power

source for its operation. The energy consumed by a passive transducer is given by

Eq. (1) [5].

EPT = i2extZequT = Etransduc (1)

where iext is the current supplied by the external source, Zequ is the equivalent

impedance of the transducer circuit, and T is the time taken by the whole process.

2.1.1 Energy Consumption in Signal Conditioning and
Analog-to-Digital (A/D) Conversion

In the signal conditioning stage, noises are removed and filtering is done and it is

carried by operational amplifiers (op-amps) [9]. Op-amps are used for the amplifi-

cation of the signal. So energy required by the signal conditioning unit is given by

Eq. (2)

ESCE = V2
outZequiT (2)
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Fig. 1 a Realistic energy dissipation model of a sensor node. b Taxonomy of components which

consumes energy in a sensor node

where Vout = AVVIn, VIn is I/P voltage,AV = (−R2
R1

) is voltage gain of the operational

amplifier (op-amp) in inverting mode and in non-inverting mode voltage gain isAV =
(1 + R2

R1
) and R2 is the feedback resistance, R1 is the input resistance, Zequi is the total

output impedance of the op-amp, T is the time taken by the whole process.

An ADC requires a sampling circuit which samples the analog signal and converts

it into a digital signal. Energy consumed by ADC for a given resolution (N), for a time

duration T, can be written as EADC = 24NT22N [5]. So the total energy consumed by

the sensing unit is given by Eq. (3)

Esensen = Etranduc + ESCE + EADC × p (3)

where ‘p’ is the number of bits.
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2.2 Energy Consumed in Processing of Signal

In this subsection, we discuss energy consumed by a node during logging, micro-

controller processing, and data compression.

2.2.1 Sensor Logging

Sources of sensor power consumption for reading p bit data packet, and writing this

data in memory energy consumption of sensor logging of a sensor node per round is

given by Eq. (4) [3].

Eloggn(p) = Ewrite + Eread =
pV
8
(Iwrite + Iread) (4)

where Ewrite,Eread are energy consumed to write data and to read p bit packet data,

Iwrite and Iread are currents to write and read l byte data.

2.2.2 Micro-Controllers Processing

In micro-controller, the energy is majorly consumed by aggregation and process-

ing operations. It is attributed by two factors: Energy lost in switching (denoted by

Eswitch) and energy lost due to leakage currents (denoted by Eleak). Total energy con-

sumed by the sensor node for data processing/data aggregation of p bit packet, per

round is given as follows [3]:

Epro(p,CL) = pCLCavgV2 + pV(I0e
V

𝜂pVt )(
CL

f
) (5)

where CL is the clock cycle count per task, Cavg is the switched average capacitance

per cycle, I0 is the leakage current, np is a processor dependant constant, Vt is thermal

voltage, f is sensor frequency, and V is the supply voltage to sensor.

2.2.3 Data Compression

The energy consumption in data compression unit [10] for p bits is given by equa-

tion, Ecomp = R
(

R
r

)
𝛼

Ecomp
b × p, where R data rate measured in bits per second, r is

compression ratio, Ecomp
b is an energy cost to compress one unit of sensed data by the

data compressor, 𝛼 is a constant and it is algorithm dependent. The total energy con-

sumed by processing unit is given by equation Eprocess = Eloggn × p + Epro(p,CL) +
Ecomp(p).
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2.2.4 Transient Energy

Processing and transceiver unit supports active, sleep, and ideal modes of operation.

Transition between different operating modes takes significant energy consumption.

Upon reading a busy tone of the channel, a wakes up for a duration of TA and then

sleeps for TS (assuming TS ⩾ TA). The duty cycle of the sensor node, cN can be

written as, cN = TtranON+TA+TtranOFF
TtranON+TA+TtranOFF+TS

[3], where TtranON and TtranOFF are the respective

time durations required for sleep to ideal and ideal to sleep transitions. The total

energy dissipated from the sensor node per round is calculated by Eq. (6)

Etransn = TAVsup(cNIA + IS(1 − cN)) (6)

where IS and IA are currents for sleep and active modes, respectively, and Vsup is the

supply voltage.

2.3 Energy Consumed by Processing Unit

In this section, we discuss energy consumed by coding process and energy consumed

during data transmission and reception. The energy required for coding of data is

approximately proportional to the coding bit rate Rc [11]. The energy consumption

of encoding in one frame is given as below:

Ef = E0 + ErRc + Ec (7)

where E0 is miscellaneous energy overheads, Er is linear factor constant, and Ec is

energy consumption of parametric coding.

2.3.1 Radio Transmission and Receiving

Energy consumption of radio is the sum of transmitter and receiver energy and given

by Eq. (8)

Ec = ETx(p, d) + ERx(p) (8)

ETx(p, d) = pEelec + p𝜖ampdn (9)

ERx(p) = pEelec (10)

Equations (9) and (10) represent the energy spent to run the transmitter or the receiver

circuitry to transmit or receive a data packet of one bit, and 𝜖amp is the energy dis-

sipated the transmission amplifier to convey one bit of data packet to the receiver

node at a distance of 1 m, d is inter-distance of transmitter and receiver nodes,
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and n is path loss exponent. Values of n is 2 for free space model and n is 4 for multi-

path model. Total energy consumed in a sensor node during one round is given by the

Eq. (11).

ETN = EPN + ESCE + EADC(p) + Elogg(p) + EPro(p,CL) + EComp(p) + Ecpo

+ ETrans + Ec + +ETx(p, d) + ERx(p) (11)

3 Analytical Formulation of Optimal Cluster Based
on Realistic Energy Dissipation Model of Sensor Node

In this section, we try to find the energy consumption according to the proposed

energy model. Consider that N number of sensor nodes are distributed in M ×M
region. Network is divided into h number of clusters. Each cluster has

N
h

sensors.

Hence, there will be one cluster head and (N
h
− 1) nodes in each cluster. The sensor

nodes transmit data to their respective CH. Then CH will forward the data to the

sink node. Here, we assume that cluster nodes do not perform data processing, data

compression, and coding. These processes are performed only by CH. Hence, total

energy consumption of a sensor node i in cluster j per round is given by Eq. (12)

Ei,j = p(Esensen + Eloggn + Etransn(p) + Eelec(p) + EampdntoCH (12)

where dntoch is distance between ith node and cluster head in cluster, Esensen is the sens-

ing energy, Eloggn is logging energy, Etransn is transient energy, Eelec is the electronics

energy. In the same manner, the total energy consumption of cluster head CHj per

round is by Eq. (13)

ECH(j) = p(Esensech + Eloggch + Eproch + Ecomp + Ef + Etransch(p) + Eelec+
Eampd4toBS (13)

The total energy consumption of jth cluster CHj per round is given by Eq. (14)

Etot = ECH(j) +
h∑
i=1

[E(i, j)] (14)

Total energy consumed in a cluster head for transmission between cluster head and

sink consider multi-path fading, i.e., n = 4 and Eamp = Emp

Ehead(j) = p(Esensech + Eloggch + Eproch + Ecomp + Ef + Etransch(p) + Eelec+
Eampd4toBS (15)
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Total Energy consumption in a sensor node for transmission between cluster head

and node consider free space fading, i.e., n = 2 and Eamp = Efs

Enode = p(Esensech + Eloggch + Etranssn(p) + Eelec + Efa
M2

6h
(16)

Energy consumption in a cluster (Table 2)

Ecluster = Ehead +
(N
h
− 1

)
Enode ≈ Ehead +

(N
h

)
Enode (17)

Total energy consumption in network

Etotal = hEcluster (18)

To find optimum value of h for which energy is minimum put derivative of energy

with respect to h equal to zero. Optimum value of h is given by Eq. (19)

hopt =
√

N
6
M

√
Efs

Da
(19)

where Da =
(
Esensech + Eloggch + Etranssn + Eampd4

)

3.1 Optimal Cluster for Weibull Distributed Sensor Network

The sensor node distribution has a wide range of shapes and scales among various

deployment environments. In this paper, the classical Weibull distribution is used to

model the sensor node lifetime. In this model, we take the sensing field as a circular-

shaped (radius R = M). In our model, we put the BS considered to be at the center

of the sensing field. In this case, the probability density function is given by Eq. (20)

[15].

f (x) =
⎧
⎪⎨⎪⎩

𝛽

𝛼

(
x
a

)
𝛽−1

e
(
− x

a

)
𝛽

for 0 ≤ x ≤ M
2

0 Otherwise

(20)

3.1.1 Calculation of Expected Value of d𝟐toBS and d𝟒toBS

To evaluate the expected distance d2toBS from the center to the overall area of the

sensing field, we integrate d2toBS = x2 + y2 to pdf f (x) in the interval of [−M
2
,

M
2
] and
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Table 2 Simulation parameters [3, 7, 12–14]

C avg Average

capacitance

switched per

cycle

22 pF CL Clock cycle

count per task

0.97 × 106

np Processor

dependant

constant

21.26 V Sensor supply

voltage

2.7 V

Eelec Energy

dissipation:

electronics

50 nJ/bit f Sensor

frequency

191.42 MHz

Emp Energy

dissipation

multi-path

fading

0.0013 pJ/bit/m4 I0 Leakage

current

1.196 mA

TtranON Time duration

sleep idle

2450µs Vt Thermal

voltage

0.2 V

TtranOFF Time duration

idle sleep

250µs p Transmit

packet size

1 kb

Tsens Time duration

sensor node

sensing

0.5 mS IA Current in

wakeup mode

8 mA

Isens Current

sensing

activity

25 mA IS Current in

sleeping

mode

1µA

Iwrite Current flash

writing 1 byte

data

18.4 mA TA Active time 1 ms

Iread Current flash

reading 1 byte

data

6.2 mA TS Sleeping time 299 ms

Twrite Time duration

flash writing

12.9 ms M Dimension of

sensing field

100 m

Tread Time duration

flash reading

565µS Ef Energy

consumed in

coding

3.5 pJ/bit

Efs Energy

dissipation

free space

fading

7 nJ/bit/m2 N Number of

nodes

100

Ecomp Energy

consumed in

compression

2.181835 ×
10−4∕bit



70 V. Kumar et al.

Ta
bl
e
3

A
v
e
r
a
g
e

v
a
lu

e
o
f
d2 to

BS
,
d4 to

BS
fo

r
W

e
ib

u
ll

d
is

tr
ib

u
te

d
W

S
N

s

A
v
e
r
a
g
e

v
a
lu

e
o
f
d2 to

BS

(
𝛽
∕𝛼

)
1
5
0

1
6
0

1
7
0

1
8
0

1
9
0

2
0
0

2
1
0

2
2
0

2
3
0

2
4
0

2
5
0

1
0
.1

1
4
M

3
0
.1

0
6
M

3
0
.1

0
0
M

3
0
.9

4
2
M

3
0
.8

9
1
M

3
0
.8

4
5
M

3
0
.8

0
4
M

3
0
.7

6
6
M

3
0
.7

3
2
M

3
0
.7

0
1
M

3
0
.6

7
2
M

3

3
0
.1

7
2
M

3
0
.1

4
2
M

3
0
.1

1
8
M

3
0
.1

0
0
M

3
0
.8

5
0
M

3
0
.7

2
9
M

3
0
.6

2
9
M

3
0
.5

4
7
M

3
0
.4

7
9
M

3
0
.4

2
1
M

3
0
.3

7
3
M

3

5
0
.2

1
5
M

3
0
.1

5
6
M

3
0
.1

1
5
M

3
0
.0

8
6
M

3
0
.0

6
6
M

3
0
.0

5
1
M

3
0
.0

4
0
M

3
0
.0

3
1
M

3
0
.0

2
5
M

3
0
.0

2
0
M

3
0
.0

1
6
M

3

A
v
e
r
a
g
e

v
a
lu

e
o
f
d4 to

BS
(
𝛽
∕𝛼

)
1
5
0

1
6
0

1
7
0

1
8
0

1
9
0

2
0
0

2
1
0

2
2
0

2
3
0

2
4
0

2
5
0

1
2
.6

7
M

4
2
.4

9
M

4
2
.3

4
M

4
2
.2

0
M

4
2
.0

8
M

4
1
.9

7
M

4
1
.8

8
M

4
1
.7

9
M

4
1
.7

1
M

4
1
.6

3
M

4
1
.5

7
M

4

3
0
.4

7
6
M

4
0
.3

9
2
M

4
0
.3

2
7
M

4
0
.2

7
5
M

4
0
.2

3
4
M

4
0
.2

0
0
M

4
0
.1

7
3
M

4
0
.1

5
0
M

4
1
.3

2
M

4
1
.1

6
M

4
1
.0

2
M

4

5
0
.0

6
3
M

4
0
.0

4
5
M

4
0
.0

3
3
M

4
0
.0

2
5
M

4
0
.0

1
9
M

4
0
.0

1
5
M

4
0
.0

1
1
M

4
0
.0

0
9
M

4
0
.0

0
7
M

4
0
.0

0
6
M

4
0
.0

0
4
M

4



Optimal Clustering in Weibull Distributed WSNs . . . 71

0 50 100 150 200 250 300
0.064

0.066

0.068

0.07

0.072

0.074

0.076

0.078

Dimension of sensing field

To
ta

l e
ne

rg
y 

co
ns

um
pt

io
n 

(J
) h=1

h=2
h=3
h=4
h=5

(a) Total energy consumption vs
sensing field dimension (Realistic
energy dissipation model)

0 50 100 150 200 250
0

2

4

6

8

10

12

Number of nodes

To
ta

l n
um

be
r o

f c
lu

st
er

M=50
M=100
M=150
M=200
M=250

(b) Total number of cluster vs number
of nodes (Realistic energy dissipation
model)

0 50 100 150 200 250
0

1

2

3

4

5

6

7

8

9

10

Dimension of sensing field

O
pt

im
al

 n
um

be
r o

f c
lu

st
er

N=50
N=100
N=150
N=200
N=250

(c) Optimal number of cluster vs 
dimension of sensing field
(Realistic energy dissipation model) 

1 2 3 4 5 6 7 8 9 10
0.077

0.078

0.079

0.08

0.081

0.082

0.083

0.084

0.085

Number of cluster 

To
ta

l e
ne

rg
y 

co
ns

um
pt

io
n 

(J
)

M=50
M=100
M=150
M=200
M=250

(d) Total energy consumption vs
number of cluster (Realistic energy
dissipation model)

0 50 100 150 200 250 300
0

0.5

1

1.5

2

2.5

3

3.5

Dimension of sensing field

To
ta

l e
ne

rg
y 

co
ns

um
ed

 in
 (m

J)

h=1
h=2
h=3
h=4
h=5

(e) Total energy consumption vs

dimension of sensing field for Weibull

distribution

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

Number of clusters

To
ta

l e
ne

rg
y 

co
ns

um
ed

 in
 m

J

M=50
M=100
M=150
M=200
M=250

(f) Total energy consumption vs number

of cluster for Weibull distribution

Fig. 2 Total energy consumption and optimal number of cluster plot for realistic energy dissipation

model and Weibull distribution



72 V. Kumar et al.

to evaluate the expected distance d4toBS from the center to the overall area of the

sensing field, we integrate d4toBS = (x2 + y2)4 to pdf f (x) in the interval of [−M
2
,

M
2
].

The values for all combination of 𝛼 which varies from 1 to 5 and 𝛽 which varies from

150 to 250 are shown in Table 3.

4 Performance Evaluation

Figure 2a shows the variation of the total energy consumed with respect to the dimen-

sions of sensing field for different values of cluster count. From the above figure, it

can be observed that when the number of clusters varies from 1 to 5 for sensing field

dimensions [50–300], then the energy consumption will be more when the number

of clusters is more than 5. When sensing dimension is less than 100, the energy con-

sumption is lowest for the number of clusters equal to 2. When the area dimension is

greater than 100, the energy consumption is lowest for the number of clusters equal

to 4. Hence, we can say that the optimal number of clusters is equal to 2 when area

dimension is less than 100. Figure 2b shows a relation between the optimal number

of clusters and the number of nodes for different dimensions of sensing field. From

the above graph, it is observed that there is a linear variation in number of clusters

with total number of nodes. This is because as the total number of nodes increase

there will be need of more cluster heads to collect and process data locally from

sensor nodes.

Figure 2c shows a relation between optimal number of clusters and dimension of

sensing field for different number of sensor node. As the dimension of sensing field

and number of nodes increases, the number of clusters also increases uniformly. So

we can say that the maximum number of clusters is obtained for a given number

of sensor nodes with a dimension of sensing field of 250. From Fig. 2d, it can be

seen that for a given area of sensing field, as the number of clusters increases the

total energy consumption decreases. Figure 2e shows graphs between total energy

consumed and area of sensing field for a Weibull distribution. From the above graph,

it can be seen that for a given optimal cluster count, as the dimension of sensing

field increases more energy is consumed. Figure 2f shows an exponential decay of

consumed energy with a linear increase of the number of clusters in a given sensing

field. A list of values of all the parameters used in the current work can be seen in

Table 2.

5 Conclusion

In this paper, we proposed a new and realistic energy dissipation model for sensor

nodes. With the help of the proposed model, the lifetime of wireless sensor network

can be measured more accurately as compared with a simple energy consumption
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model. We also analyzed the performance of Weibull distribution of sensor nodes

in terms of total energy consumption of network. Moreover, we showed that the

optimal number of clusters is a very crucial parameter to measure the performance

of network.
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An Empirical Analysis of Articles
on Sentiment Analysis

Vishal Vyas and V. Uma

Abstract Expression of a thought is not only important for an individual but there

is a necessity for an automated system to get an opinion from it. Sentiment analysis

(SA) or opinion mining (OM) is used to identify the sentiment/opinion of the speaker.

Web 2.0 provides us various platforms such as Twitter, Facebook where we comment

or post to express our happiness, anger, disbelief, sadness, etc. For SA of text, com-

putationally it is required to know the concepts and technologies being used in the

field of SA. This article gives brief knowledge about the techniques used in SA by

categorizing various articles over the past four years. This article also explains the

preprocessing steps, various application programmable interface (API), and avail-

able datasets for a better understanding of SA. This article is concluded with a future

work which needs a separate attention of researchers to improve the performance of

sentiment analysis.

Keywords Text mining ⋅ Sentiment analysis ⋅ Ontology ⋅ Machine learning

1 Introduction

For a human being mostly it is very easy to sense the sentiment in the text using

their trained mind. Humans have trained their mind by learning through experiences.

An inexperienced person always demands an opinion from others while trying new

things. An automated system that can correctly identify the polarity is the need of the

hour. Although there is a huge advancement in field of natural language processing

(NLP) and machine learning (ML), automated systems still have not achieved 100%
accuracy in dealing with sarcasm or finding the polarity of the text. With the advance-
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ment in the field of NLP and ML in the last decade, there is a growing need for sen-

timent analysis systems in order to help humans in getting accurate opinion which

could subsequently help them in decision-making. Sentiment analysis (SA) is a field

where we try to get the point of view, belief, and intensity toward entities such as

organizations, manufactured items, creatures, occasion, and their elements by using

ML [1], NLP and many other ontology-based mining algorithms. Sentiment analysis

is a task that is becoming increasingly important for many companies because of the

emergence of social media sites such as Facebook, Twitter, e-commerce Web sites,

and the other trillions of them. Business organizations track tweets about their prod-

ucts to know about the people’s demand and to modernize their impact over time,

whereas politicians use them to track their campaign by looking around comments

on the social media Web sites. With the comments and feedbacks on the Internet, it

is necessary to have an automated system that can make sense out of them. Opinions

are important both at personal and professional level. Either we ask for opinion or

we get influenced by the advertisement that business organizations put on Internet

after huge research. The existing approaches to deduce sentiments from the posts,

reviews, tweets, and forums which are available in social media Web sites can be

summarized in points stated below:

1. Text to analyze in the social media is unstructured in nature. While working in

the noisy environment, the identification of the sentiment from the text is not an

easy task. Forming a quintuple [2] reduces the noisy labels but in the presence

of sarcasm and smaller sentences the formation of quintuple becomes difficult.

The creation of emoticon vocabulary [3] is the other way to tackle the noise in

the text. The vocabulary is used to train the ML classifiers such as support vector

machine (SVM), Naive Bayes (NB), maximum entropy (MaxEnt). The trained

SVM classifier has a high accuracy in analyzing the sentiment from the text.

2. To improve the sentiment classification accuracy, various approaches such as

feature-based model and the tree kernel-based model, n-gram and lexicon fea-

tures have been combined with machine learning methods [4].

3. Ontology can be defined as an explicit formal specification of concepts which

is machine readable [5]. SA using ontology is done in two phases. (a) Creating a

domain ontology which includes formal concepts analysis and ontology learning.

(b) Analysis of the sentiment as per the concepts of ontology. The course of SA

consists of classification process at different level, namely document-level senti-

ment analysis, sentence-level sentiment analysis, aspect-based sentiment analy-

sis, and comparative-based sentiment analysis. In document-level sentiment anal-

ysis, whole document is considered as single information unit and classified as

positive, negative, or neutral sentiment polarity. Sentence-level sentiment analy-

sis considers each sentence as one information unit. In aspect-based sentiment

analysis, classification of sentiment is with respect to particular aspect/entity

and in comparative-based sentiment analysis, rather than having a direct opin-

ion about a product, text have comparative opinions. The sole purpose of this

survey is to cover the techniques for SA which comprises of machine learn-

ing techniques for automatic learning of patterns in data and ontology for better
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visualization of data to determine sentiment. Over the years, much research work

have been carried out in the field of machine learning. In the age of Semantic Web,

there is a need to explore ontology and machine learning together to analyze and

classify the sentiments. This survey follows the pattern of [1] for the analysis of

articles but the perspective here is an empirical categorization of articles by con-

sidering different techniques for SA. This survey is beneficial for researchers in

the field of SA in various ways. Firstly, categorization of articles is done based

on the approaches used for SA. Secondly, in-brief explanation of essential steps

involved prior to SA is provided. Thirdly, the year-wise categorization of recent

articles is presented on the basis of concepts and techniques, dataset, and data

resources. Finally, the categorization of articles is analyzed with the help of bar

charts and future work is discussed which needs a separate attention of researchers

to improve sentiment analysis.

2 Sentiment Analysis Using Various Approaches

Approaches used for SA are machine learning and lexicon based. When two or more

approaches are combined then it becomes a hybrid approach. Various algorithms

which are also known as the types of machine learning are supervised and unsu-

pervised machine learning algorithms. Lexicon-based approach contains dictionary-

based approach (DBA) and corpus-based approach. Ontology building is a series of

process and Web 2.0 empowers us with ontology creation for SA. Mukherjee and

Joshi [6], Weichselbraun et al. [7], and Penalver-Martinez et al. [8] show that using

ontologies it is possible to achieve tasks of SA. Table 1 categorizes various articles

based on the approaches used in SA. Third column in this table specifies the task

performed in the article. The table shows that the same task can be achieved using

different approaches.

3 Preliminary Steps Involved in Sentiment Analysis

SA is performed in stages and it is better to call it as multifaceted problem [19].

The ample availability of heterogeneous online resources gives rise to the first step

required for SA, which is data acquisition. The analysis approaches change with the

various forms of data or multimedia data. Application programming interface (API)

provided by microblogging sites such as Twitter, Facebook makes it easy for col-

lecting public data, whereas few other sources are available which provide domain-

oriented (movie, car, etc.) datasets. Available APIs and datasets for public use are

discussed in Table 2.

Preprocessing is the second step before actual analysis starts. The data acquired

from various data resources in the first step is in raw form which requires formatting.

Various techniques involved in preprocessing are highlighted in Table 3.
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Table 1 Approaches for sentiment analysis

References Approach Task

Blair-Goldensohn et al. [9] Supervised machine learning Binary classification of text

Lu et al. [10] Supervised machine learning 5-star rating

Jakob and Gurevych [11] Supervised machine learning Opinion mining

Titov and McDonald [12] Unsupervised machine

learning

Aspect detection

Lakkaraju et al. [13] Unsupervised machine

learning

Aspect detection

Wang et al. [14] Unsupervised machine

learning

Aspect rating prediction

Popescu and Etzioni [15] Hybrid method Aspect detection

Raju et al. [16] Hybrid method Aspect detection

Mukherjee and Joshi [6] Ontology Binary classification of text

Weichselbraun et al. [7] Ontology Binary classification of text

Penalver-Martinez et al. [8] Ontology Binary classification of text

Moghaddam and Ester [17] Dictionary-based approach

(DBA)

Binary classification of text

Zhu et al. [18] Dictionary-based approach

(DBA)

Aspect sentiment analysis

Table 2 Articles using different API/Datasets for SA

References Name API/Datasets Purpose

Kumar et al. [20] Twitter REST API To extract profile

information

Khan et al. [21],

Kontopoulos et al. [22]

Twitter4J API Extract streaming

tweets

Ortigosa et al. [23], Li

and Xu [24]

Facebook Graph API Extract posts

Cruz et al. [25] TBOD DATASET Reviews

Kouloumpis et al. [26] EMOT DATASET Tweets and emoticons

Table 3 Steps involved in preprocessing of text for SA

Steps Description

TOKENIZATION Breaks sentence into meaningful tokens

STOPWORD REMOVAL Removing stopword

STEMMING Brings word to its root form

POS TAGGING Recognizes different part of speech in the text

FEATURE EXTRACTION Tackles the extreme noise in data captured
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4 Literature Survey and Categorization of Articles

The survey is done with the aim to know the various concepts and technologies being

used for SA. For this purpose, seventeen articles are summarized in Table 4. Table 4

contains five columns, where the first and second columns have the details regarding

the survey papers and the year of publications, respectively. Third column shows the

various concepts and technologies used in different articles. Fourth column specifies

the domain of the data used for SA. Fifth column specifies the well-known datasets

used in different articles.

Table 4 Categorization of articles

References Year Concept and

technology

Type of data Data set/Data

source

Penalver-Martinez

et al. [8]

2014 Ontology, DBA Movie review SWN

Bravo-Marquez

et al. [27]

2014 Logistic regression Microblog Ten dictionaries

Mukherjee and

Joshi [6]

2014 Ontology, DBA Product review SWN, GI, OL

Mukherjee and

Joshi [30]

2014 DBA Movie review WN

Cambria et al. [31] 2014 DBA Global domain CN, DBPedia, WN

Poria et al. [32] 2014 Ontology, DBA Global domain AffectiveSpace

Poria et al. [33] 2014 Ontology, DBA Global domain SN 3, WNA

Weichselbraun et al.

[7]

2014 Ontology, DBA Product review WN, CN

Krishnamoorthy

[34]

2015 SVM Product review Amazon review

datasets

Nakov et al. [35] 2016 NN Tweets Twitter API

Saif et al. [36] 2016 Lexicon-based

senticircle

Tweets STS-Gold

Wang and Cardie

[37]

2016 SVM, RBF Kernal Conversation Wikipedia talk

Palomino et al. [38] 2016 Qualitative method Nature health Twitter API,

Alchemy API

Poria et al. [29] 2016 MKL, CNN Video MOUD,

ICT-MMMO

Poria et al. [39] 2017 Chi-square Health Health media

collaboration

Ali et al. [40] 2017 Fuzzy ontology Tweets, reviews REST-API

Giatsoglou et al.

[28]

2017 LBA Tweets Twitter API
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Fig. 1 Percentage and

number of articles analyzing

various text domains over the

past 4 years

Fig. 2 Percentage and

number of articles based on

the approaches used over the

past 4 years

Figure 1 shows that using product reviews and social media nearly 43% arti-

cles published in 2014, whereas [8, 27, 28] represent usage of microblogs for SA.

Penalver-Martinez et al. [8] analyzed tweets using REST-API which is a publicly

available dataset. Analysis of audio–video is done by Poria et al. [29] in 2016 using

MKL and CNN.

Figure 2 shows nearly 80% of articles published in 2014 considered ontology

approach for SA. Machine learning algorithm remains the best approach for SA in

past 4 years. 60% of articles in 2014 and 20% in 2017 considered lexicon-based

approach as a best way for SA.

5 Conclusion

Over the years, researchers have focused on the binary classification of the text by

collecting posts from social networking Web sites, reviews from e-commerce Web

sites, etc. Problem arises when it comes to conditional sentence. It is hard to identify

the sentiment expressed by conditional sentence such as “If I find his address, I will
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send her an invitation.” Narayanan et al. [41] proposed an approach for the above-

said problem. Using SVM classifier, they have achieved 75.6% and 66% accuracy for

binary and ternary classification, respectively. High accuracy in the case of condi-

tional sentences is to be achieved. Our future work will include comparing semantic

and hybrid approaches to identify which will perform better when analyzing condi-

tional sentences to identify the technique that will perform better.
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Opportunistic Routing Protocol
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Abstract Data routing is an essential operation in working of a MANET. Many

researchers have proposed novel routing protocols for MANET. Working of the rout-

ing protocols differs with each other. Each routing protocol follows a set of rules

and has different characteristics. Various network simulators are popularly used to

test performance and working of the novel routing protocols. However, there is a

need to formally verify working of any novel routing protocol and to statistically

validate experimental results collected from simulation. Our last research contribu-

tion proposed a novel trust-based opportunistic routing protocol, viz. ORPSN. This

paper presents formal verification of ORPSN protocol using analytical proofs. The

paper gives analytical proofs about optimality of the algorithm and loop freedom.

The paper uses t-test to validate experimental results and observations. It compares

performance of ORPSN and CORMAN opportunistic routing protocols in various

test conditions. After statistical validation of experimental results, it is observed that

performance of ORPSN is significantly better than CORMAN.
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1 Introduction and Motivation

Mobile ad hoc network (MANET) is infrastructure less, peer-to-peer wireless net-

work. Data routing is as essential task in any network. In MANET, each node acts as

packet router. MANET routing protocols conventionally assume that all participat-

ing nodes are honest and cooperative. A packet sent by the source node successfully

reaches to the destination only if all nodes on the path forward that packet. It is practi-

cally infeasible to consider that all participating nodes in an open MANET are honest

and cooperative. Non-cooperation of a node with other nodes causes disruption to

the network service. Such selfish behaviour by the participating nodes degrades the

performance of network to great extent [1, 2].

In opportunistic routing (OR) protocol, a route towards the destination is selected

dynamically by making use of broadcast nature of the wireless communication

[3]. As discussed above, OR protocols also assume that nodes participating in the

network operations are honest and cooperative. We observed that OR protocol per-

formance degrades significantly if selfish nodes are participating in the network

operations. To overcome this problem, we proposed a novel trusted OR protocol,

viz. opportunistic routing in presence of selfish nodes (ORPSN) [4]. The ORPSN

overcomes presence of selfish nodes in the network by using trustworthy candidates

nodes for packet forwarding. The ORPSN paper [4] gives details about working of

algorithm, mathematical modelling and experimental results.

A protocol is nothing but set of rules required for exchanging a message between

nodes in a network. Each routing protocol follows a different set of rules. The char-

acteristics of opportunistic routing protocols are different than traditional MANET

routing protocols. There is a need to verify if the ORPSN protocol is working as

per standard expectations. This includes steps to ensure that routing protocol is error

free, loop-free, absolute and functionally correct [5, 6].

The performance a routing protocol depends on various parameters such as

node density, node movement speed, percentage of selfish nodes in the network.

In [4], working and performance of ORPSN are tested using NS2 [7] simulator tool.

The paper used various test conditions to compare performance of CORMAN and

ORPSN by taking a large number of observations. There is a need to statistically val-

idate experimental results to check if performance of ORPSN is significantly better

than CORMAN.

Thus for any novel routing protocol, there is a need to verify that protocol works as

per the expectations. Also it is needed to validate the experimental results obtained

using simulator. This paper addresses these two issues, viz. verifying working of

ORPSN protocol and validating experimental results of the ORPSN. The research

contributions of this paper are as follows:

1. Analytical proofs related with working of ORPSN are presented. The proof ver-

ifies optimality of the ORPSN algorithm and its loop freedom.

2. t-test is used to verify validity of the statistical results and observations which

are obtained using simulation. This verified that the performance of ORPSN
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protocol is better than CORMAN in presence of selfish nodes under different

test conditions.

The paper is organized as follows: Section 2 presents literature survey on oppor-

tunistic routing and verification of routing protocols. Section 3 gives an overview

of ORPSN protocol. Section 4 presents various analytical proofs related to working

ORPSN protocol. Section 5 gives validation of experimental results to compare per-

formance of the ORPSN and CORMAN. The last section presents conclusion of the

proposed research work and gives directions for future research work.

2 Related Work

ExOR [8] is considered as the first opportunistic routing protocol. Chakchouk et al.

[9] is a literature survey on opportunistic routing protocol. The paper discusses evo-

lution of routing paradigm and applications of OR in different areas. The paper clas-

sifies OR protocols as probabilistic, link state aware, optimization-based, cross-layer

and geographical routing protocols. Patel et al. [10] reviewed existing opportunis-

tic routing protocols in wireless sensor networks. The paper described components

of opportunistic routing, viz. coordination method and candidate selection. SOAR

(Simple Opportunistic Adaptive Routing) [11], PRIOR (Prioritized Forwarding for

Opportunistic Routing) [12], EOpR [13] are few more examples of opportunistic

routing protocols.

Thorat et al. [14] discussed various issues in designing a trust-based routing pro-

tocol. Salehi et al. [15] and MCOR [16] are examples of trust-based opportunistic

routing protocols. These protocols build trust model depending on a node’s packet

forwarding behaviour. The derived trust values are used to choose cooperative nodes

as packet forwarders.

Formal verification has become an increasingly important technique towards

establishing the correctness of any protocol [5]. Bhargavan et al. [17] proved prop-

erties of routing protocol using automated reasoning methods. The authors discuss

possibility and need of verification of routing protocols. Bourke et al. [18] provided

automated proof of AODV protocol. De Renesse et al. [19], demonstrated formal

verification of ad hoc routing protocol using SPIN tool.

Vamsi et al. [20] used Sequential Hypothesis Testing (SHT) to detect malicious

node which affect entire network with Sybil attack. The authors collected experimen-

tal results using NS2 simulator. They concluded that SHT is robust method against

detection of Sybil attack. Ho et al. [21] used sequential hypothesis testing to detect

replica attack. Here, Sequential Probability Ratio Test (SPRT) process is considered

to take decision about false positive and negative rate to overcome against replica

cluster detection problem.
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3 Overview of ORPSN Opportunistic Routing Protocol

This research work does verification and validation of ORPSN [4] opportunistic rout-

ing protocol. The protocol is a representative example of trust-based opportunistic

routing. Though discussion in the paper is in the context of ORPSN, with few vari-

ations the concepts can be applied to other opportunistic routing protocols. A brief

overview of ORPSN working is given below.

ORPSN extends functionality of CORMAN [22] opportunistic routing protocol

using trust to overcome selfish nodes in the network. Here, packets are forwarded

in form of batches with the help of nodes that are close to the destination. Each

packet consists of a forwarding list which contains identities of candidate nodes;

these candidate nodes are selected for transferring a packet from source node to the

destination. At the initial stage, source generates a forwarding list. Each time when

packets are forwarded towards the destination, intermediate nodes may update the

forwarding list after taking into consideration instantaneous conditions.

ORPSN uses a novel metric, viz. path goodness to prioritize the available candi-

date nodes to forward packet towards a particular destination.Path goodness depends

on two components, viz. path trust and closeness of the node towards the destination.

A node’s trustworthiness is calculated based on past packet forwarding behaviour of

that node. For this, behaviour of the node is passively monitored. Path trust depends

on trustworthiness of nodes which are lying on the path. Here, it is equivalent to trust-

worthiness of most untrustworthy node on the path. ORPSN calculates the closeness

between any node and the destination in the form of Estimated Transmission Count

(ETX).

ORPSN chooses two best candidate, nodes, viz. Next Expected Forwarder (NXF)

and Second Best Forwarder (SBF) for forwarding each packet towards the destina-

tion. The NXF takes first chance to forward a packet; if it fails then SBF does for-

warding. Experimental results given in [4] observed that ORPSN increases network

throughput in the presence of selfish nodes.

4 Verification of ORPSN Protocol

This section gives various analytical proofs related to working of ORPSN protocol.

An analytical proof uses algebraic methods to design proofs of the theorems. Struc-

ture of analytical proof is simple. Here it is necessary to ensure that given proofs do

not go beyond the assumptions of the research work [23].

Theorem 1 Let NLi contain neighbour nodes of i having ETX less than i for the des-
tination d. Using ORPSN, node i chooses node j which is part of NLi as NXF using
path goodness (PG) metric. For any other node k which is part of NLi following state-
ment holds true: PGi,d,k ≤ PGi,d,j where PGi,d,k = path goodness for path from i to d

via k.



Verification and Validation of Trust-Based Opportunistic . . . 89

Proof Let’s consider an exceptional case: NLi contains only one node, viz. j. In this

case node i does not have any choice other than choosing j as NXF. Then above

theorem is true.

If NLi contains more than one nodes, viz. {j, k, l, m, n, ...}, then the ORPSN chooses

node j as NXF. If there exist node k which has better path goodness than node j, this

contradicts with the ORPSN algorithm, which ensures the node with maximum path
goodness is chosen as NXF. Hence above theorem is true.

Theorem 2 If Ri is the trusted cooperative route from node i to d chosen by ORPSN
having optimal path goodness, and m is any intermediate node on the route, then
sub-route from m to d denoted by Rm also have optimal path goodness among all
routes to the destination d.

Proof This is proven by contradiction. Suppose, R′
m is route with optimal path good-

ness from node m to d, hence PGR′
m
≥ PG(Rm). So, the path goodness of newly

formed route from node i to d, which consists of the sub-route R′
m from m to d is

optimum. However, this contradicts with the assumption that Ri is the route with

optimal path. Therefore, above theorem is true.

Theorem 3 The ORPSN algorithm gives an optimal solution.

Proof This is proven by contradiction. Suppose ORPSN identifies Ri as optimal

route from node i to reach destination d. Assuming that the optimal route is R′
i

instead of Ri, so PGR′
i
≥ PGRi

. Now as Ri is not having optimal path goodness
route from node i to d, there exists at least one node m in R′

i meeting the condi-

tion: PGR′
m
≥ PGRm

.

As per Theorem 2, above claim is not possible as it contradicts with the assumption

that all sub-routes of Ri are optimum. Therefore, above theorem is true.

Theorem 4 The ORPSN algorithm is loop-free.

Proof This is again proven by contradiction. Let’s assume that (i, j, k, l, i) is the loop

present in the route as shown in Fig. 1. As ORPSN does not select any selfish node

in the route, all nodes in the loop are trusted. Above loop is directed, and each

node in the loop has the corresponding path goodness with respect to node d, viz.

PG∗
i ,PG

∗
j ,PG

∗
k ,PG

∗
l .

Following inequality is obtained from Theorem 1: PG∗
i < PG∗

j < PG∗
k < PG∗

l . As

node i calculates the path goodness of its route to d, viz. PG∗
i , every node in the

Fig. 1 An example of a loop existing in network
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route has influence on the PG∗
i . Let PG′

l be the path goodness of the route from l to

d due to existence of the loop. As PG∗
i > PG∗

j , if node j is deleted then PG∗
i can be

updated with PG′

i . Hence it is observed that PG′

l > PG∗
l . This leads to a contradic-

tion with the assumption that PG∗
l is the optimal path goodness between node l and

node d. Therefore, ORPSN algorithm is loop-free.

5 Validating Experimental Results

ORPSN paper discussed experimental set-up and collected observations in details.

Statistical validation of the experimental results using hypothesis testing is presented

here. Hypothesis testing is a formal process which helps to evaluate a statistical

hypotheses [24]. Here, IBM SPSS version 20.0 [25] is used for statistical analysis of

the results. It helps to check whether difference between performance of CORMAN

and ORPSN protocols is statically significant.

ORPSN addresses presence of selfish nodes and its impacts on opportunistic rout-

ing. As selfish nodes perform packet dropping attack, the packet delivery ratio is

the most significant measurement parameter. Null hypothesis considered is—mean

packet delivery ratios obtained by CORMAN and ORPSN are same. In other words,

there is no statically significant difference between performance of ORPSN and

CORMAN. Thus, ORPSN does not improve the performance in presence of self-

ish nodes. The alternative hypothesis is “mean packet delivery ratio for ORPSN is

higher than CORMAN”. In other words, ORPSN performance is significantly higher

than CORMAN.

In the validation work, significance level (𝛼) considered is 0.05. If significance

value is less than or equal to 0.05, it indicates to have strong evidence against the

null hypothesis. In that case alternative hypothesis is accepted. The 0.05 significance

level indicates 5% chances of rejecting a null hypothesis when it is true.

The research work compares two mean values which are continuous in the nature.

The population standard deviation is unknown. In this case results may be interesting

in any direction, i.e. either CORMAN performance dominates ORPSN or vice versa.

Hence two-tail t-test with paired samples is useful. The formula for two-tail t-test is

given in Eq. 1.

t = x1 − x2√
s12
n1

+ s22
n2

(1)

Here The n1 and n2 are number of values in each set. The x1 and x2 are means of

values, with S1 and S2 standard deviations.

ORPSN used three test conditions for testing performance of CORMAN and

ORPSN. These test conditions are: varying dimensions, selfish nodes and speed of

the nodes. The experimental set-up used six different values for grid dimensions;

and for each dimension, the experiment was repeated 20 times. Thus, total 120
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Table 1 Protocol performance in different test conditions

Sr. Test condition Protocol Mean Std. deviation Std. error

1 Varying

dimension

CORMAN 71.68 15.48 1.41

ORPSN 76.07 13.35 1.21

2 Varying

selfish nodes

CORMAN 61.72 16.54 1.51

ORPSN 66.40 15.09 1.37

3 Varying speed CORMAN 53.03 14.80 1.35

ORPSN 60.24 14.04 1.28

Table 2 Paired different between performance of protocols

Sr. Test

condi-

tion

Paired difference t df P

M SD SE 95% CI

L U

1 Varying

dimen-

sion

−4.3914 7.2207 0.6591 −5.6966 −3.0862 6.662 119 0.000

2 Varying

selfish

nodes

−4.6789 8.2932 0.7570 −6.1779 −3.1798 −6.180 199 0.000

3 Varying

speed

−7.2296 9.3670 0.8550 8.9228 −5.5365 −8.455 119 0.000

observations have been made available by varying grid dimensions. In similar way

for varying selfish nodes and speed, there are 120 observations each. The values of

mean (M) and standard deviation (SD), standard error (SE) for individual protocols,

viz. CORMAN and ORPSN for various test conditions are given in Table 1.

Table 2 gives details about paired differences between CORMAN and ORPSN. It

gives details about lower (L) and upper (U) values for 95% CI, t value, significance

(p) and N = 120.

In above table, values for p are significantly less than 0.05. Thus, difference

between performances of the CORMAN and ORPSN is statistically significant.

Therefore, the null hypothesis is rejected and there is acceptance to alternative

hypothesis. Thus, mean packet delivery ratio for ORPSN protocol is higher than

CORMAN in all test conditions.
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6 Conclusion and Scope for Future Work

Verifying working of a routing protocol and validating experimental results is a cru-

cial task. The research work verified working of ORPSN routing protocol using ana-

lytical proofs. It is found that ORPSN is loop-free and chooses candidate nodes in

optimal way. Performance of routing protocols varies according to different scenarios

and network settings. Research work applied t-test to statistically validate the perfor-

mance of ORPSN protocol. It is observed that packet delivery ratio of ORPSN is

significantly better than CORMAN in different test conditions. The research work

can be further extended to verify working of other newly proposed routing proto-

cols. The protocols can be further verified using automated model checking tools

like SPIN and HOL.
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Adaptive MAC Protocol in Wireless Sensor
Networks for Disaster Detection

Anshu Katiyar, Jitendra Kumar and Pabitra Mohan Khilar

Abstract The real-time applications of wireless sensor networks (WSNs) make it

as a vast area of emerging research. An energy efficient and reliable medium access

control (MAC) protocol plays an important role to monitor a natural disaster such

as volcano eruptions. Area of interest is to handle the emergency situation when

the vibrations from earth surpass a threshold value, reliable and immediate deliv-

ery of data is required. To fulfill these dynamic scenarios, Adaptive MAC protocol

(A-MAC) is used to give QoS services in normal as well as emergency situations.

A-MAC protocol uses the standard IEEE 802.15.4 protocol in normal traffic, while in

emergency traffic it uses IEEE 802.15.4 protocol with different backoff mechanism.

In the emergency traffic, this mechanism is able to give better results as compared to

standard mechanism.

Keywords IEEE 802.15.4 ⋅ Adaptive MAC ⋅ Variable traffic ⋅ Disaster

detection ⋅ Energy consumption

1 Introduction

WSNs are very useful in telecommunication fields as they are capable of storing

and processing the data using less energy and hardware. The efficient use of WSNs

is challenging. WSNs are designed to store the data correctly, to process the data

efficiently, and to monitor the environment. These networks consist of some sensor

nodes. These sensor nodes are very simple with respect to hardware and software

and follow the alarm-driven model which makes it perfect for real-time applications.
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Such type of sensor nodes are used in many applications such as healthcare mon-

itoring [1], disaster detection, temperature monitoring, machine surveillance, and

soil moisture checking [2]. For disaster detection such as earthquake monitoring and

volcano eruption monitoring, sensor networks are very useful. These sensors can be

used to detect the vibrations of the earth by locating it to the disaster-prone area.

In this paper, we proposed an Adaptive MAC protocol (A-MAC) which follows

the baseline of IEEE 802.15.4 MAC protocol as it is a low power and efficient MAC

protocol used for wireless personal area networks (WPANs). This A-MAC is capa-

ble of transmitting the data to the base station and handling two types of traffic pat-

terns: (i) normal traffic and (ii) emergency traffic. When the vibrations from earth are

exceed the threshold value, then it generates emergency traffic and this information

should be delivered with certain Quality of Service (QoS) parameters immediately.

Otherwise, the normal traffic is generated. The performance of the proposed proto-

col is represented in terms of generic parameters such as delay, power consumption,

and packet delivery ratio. In normal traffic, the protocol broadcasts the beacon pack-

ets to synchronize with other sensor nodes, while in emergency traffic it broadcasts

the alarm packets to inform others. At that time, the normal backoff mechanism is

preempted and the modified backoff mechanism is opted to deliver the data.

2 Related Work

Fei et al. [3] described the role of MAC protocol in the real-time communication. In

the work, different categories of MAC protocol are discussed and pros and cons

of different categories also elaborated. Nadeem et al. [4] described the applica-

tions of wireless sensors networks with respect to healthcare monitoring. The work

showed the use of body area sensor network (BASN) in activity analyzing, posture

guessing, military surveillance, etc. Koubaa et al. [5, 6] proposed an approach to

improve the performance of IEEE 802.15.4 MAC protocol by varying the backoff

time and change the value of parameters to calculate the backoff period. Du et al. [7]

explained the detailed working of IEEE 802.15.4. and proposed two hardware mod-

els to implement it, which is able to take different parameters of superframe order

(SO) and beacon order (BO). Samal et al. [8] proposed a HC-MAC protocol in the

healthcare networks. This protocol is able to handle the variable type of health data.

Ko et al. [9] described the effect of different ranges for backoff period in IEEE

802.15.4. It showed that backoff delay can be reduced by lowering the standard range

of backoff exponent (BE) that is three by default.

3 Proposed Work

In this paper, we proposed a novel disaster detection MAC protocol to guarantee a

QoS with respect to emergency traffic without affecting the normal traffic. The base
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line of this protocol is IEEE 802.15.4 [10], slotted CSMA/CA-based approach. Two

types of packets are used to provide synchronization among nodes, beacon packets,

and alarm packets.

3.1 System Model and Assumption

In the proposed system model, all nodes are directly connected to the head of respec-

tive cluster and form a star topology, and head nodes are connected to the base sta-

tion, so the base station acts as a sink node for all the nodes. The sensor nodes are

placed in the disaster-prone area, and they are connected by the cluster heads. Most of

the time these sensor nodes are having normal traffic but sometimes when the vibra-

tions from the earth increase its intensity and crossed some threshold, sensor nodes

are having emergency traffic. At that time, it should consume less energy because

sensor nodes are having less power and it should also transmit the data as quickly as

possible. Figure 1 presents the system model of A-MAC protocol.

3.2 Proposed A-MAC

At first, all the nodes broadcast their location to the head nodes. The head nodes

broadcast the beacon packets to synchronize the nodes in their communication range.

The proposed A-MAC protocol uses the same backoff mechanism of the standard

IEEE 802.15.4 in normal traffic and different backoff mechanism for emergency

traffic, which is described in following parts:

Fig. 1 Disaster detection sensor network
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3.2.1 Backoff Mechanism in IEEE 802.15.4

IEEE 802.15.4 works on the mechanism of CSMA/CA for medium access. This

mechanism adopts a binary exponential backoff (BEB) algorithm to avoid the colli-

sions and control the channel access. Whenever nodes are contending the medium

and a collision occur, nodes have to wait for a randomly chosen backoff period.

After this period only they can contend again. However, this mechanism depends

on parameters. These parameters are (i) initial value of contention window (CWinit),

(ii) minimum backoff exponent (macMinBE), (iii) maximum number of backoffs

(macMaxCSMABackoffs), (iv) maximum backoff exponent (aMaxBE). The default

values of these parameters are shown as: macMinBE = 3, aMaxBE = 5, macMaxC-

SMABackoffs = 4, aMaxframeRetries = 3.

Initially, the values are fixed asCWinit = 2, NB = 0 (number of backoffs), and BE =

3 (backoff exponent). While nodes are transferring the data and if a collision occurs,

then each node has to wait for a random amount of time between [0, (2BE − 1)], after

this time node can transmit the data. For a particular node, if the backoff period

is over, then the algorithm performs the first clear channel assessment (CCA), if

the channel is idle during that, then it performs second CCA, if the channel is still

idle, then the node can transmit the data immediately; otherwise, in the middle of

any assessment if the channel is busy, then at that time the value of BE and NB is

incremented by one and node has to wait randomly during that time; meanwhile, if

the value of BE reaches to limit (5) or the number of backoffs reaches to max (4), then

the algorithm returns as failure and discard the packet; otherwise, node can transmit

the data after waiting random backoff period accordingly. For the same frame after

failure, nodes can try for three times only after that they have to contend for next

frame.

3.2.2 Modified Backoff Mechanism in IEEE 802.15.4

The standard backoff mechanism depends on the static nature of the networks, and

it does not take the real art of communication into consideration which includes

dynamic aspect. The range for backoff period should consider the dynamic changes.

If the backoff period is large, then it leads to higher delay for transmission and reflects

inefficient utilization and energy consumption, whereas if the backoff period is too

small, then it reflects high collisions, which also degrades the performance of the

network. So the range for backoff period should be chosen according to the real sce-

nario of communication; that is, if the probability of collision is high, then backoff

period should be high to avoid collisions; when the probability of collision is low,

then backoff periods should be low in order to better utilization of channel. Let the

probability of collision is denoted by p(c), this probability of collision for kth updat-

ing period can be calculated as Eq. 1.

P(c) = NCK

NSK
(1)
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Table 1 Simulator parameters

Simulator NS2.35

Channel type Channel/Wireless channel

Antenna Antenna/Omni Antenna

Simulation area 100m × 1000m

Mobile nodes 30, 60, 90, 12, 01, 50, 180

Traffic sources CBR (UDP)

Packet size 800 Bytes

Simulation time 300 s

Data rate 250 kbps

where NCk
and NSk are the numbers of collisions and the number attempts to send

data of kth updating period.

Now the backoff period will take the probability of collision into the considera-

tion. Let the backoff period is denoted as BT, and in order to efficient delivery of

data the backoff period should be chosen according to Eq. 2.

BT ∈ [0,P(c) ∗ (2BE − 1)] (2)

So now the backoff period depends on the probability of collision; if the probabil-

ity of collision is high, then the large backoff period is chosen in order to avoid a

collision, and if the probability of collision is low, then the small backoff period is

chosen in order to better resource utilization. If the collision occurs during data trans-

mission, then nodes have to wait a random amount of time according to the Eq. 2.

If during CCA again collision occurs, then the probability of collision get changes

which also reflect the different range for backoff period.

4 Performance Analysis

The simulation for the proposed A-MAC protocol is performed in NS-2.35.
1

The

head nodes are fixed as 18 nodes, and all nodes are having equal transmission range.

The capacity of the channel is fixed as 300 kbps. All the parameters used in the

simulation are shown in Table 1.

In our simulation, first, we evaluate the effect of the simulation time in seconds

of A-MAC protocol. We vary the range from 50 to 300 s.

Figure 2 represents the graph between the simulation time and PDR. When the

time increases, the PDR of nodes also increases because more number of nodes able

to take part to transmit the data. Emergency data shows better PDR as compare to nor-

1
http://www.isi.edu/nsnam/ns/.

http://www.isi.edu/nsnam/ns/
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Fig. 2 PDR versus Time

Fig. 3 End to end delay versus time

mal data as it uses modified backoff scheme. The packet loss decreases with increase

in time. The A-MAC protocol is able to achieve almost 100.

Figure 3 represents the graph between average end to end delay and time in sec-

onds. By simulation, it is clear that emergency data shows the less delay compare

to normal data as it has high PDR also. Figure 4 represents the average energy con-

sumed by the node with time. It is clear that initially, energy consumption is high;

however, it decreases with time because of delivery of a high number of packets.

Except for this emergency traffic is able to reduce the energy consumption by choos-

ing a better range of backoff time.
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Fig. 4 Energy consumption per node versus time

Fig. 5 PDR versus number of nodes

Secondly, we observe the behavior of the proposed algorithm with respect to num-

ber of nodes. We take the range from 30 to 180 sensor nodes.

Figure 5 represents the PDR with the increasing number of nodes. As we increase

the number of nodes, the PDR decreases but still able to transfer more than 80% of the

packets. Figure 6 represents the graph of end to end delay with respect to increasing

number of nodes. As the number of nodes increases, the average end to end delay

among nodes also increases. Emergency traffic shows less delay as it reduces the

number of failures during transmission. Figure 7 shows the graph between energy

consumption and number of nodes. Energy consumption per node increases as the

network grows. Emergency traffic consumes less energy comparatively.
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Fig. 6 End to end delay versus number of nodes

Fig. 7 Energy consumption per node versus number of nodes

5 Conclusion

This paper shows the real art of communication by representing variable data traffic

with respect to disaster detection. We proposed a energy efficient protocol, which is

able to choose a better range as backoff period when the emergency situation occurs

and giving better performance. The system architecture involves the head nodes and

the common nodes. Head nodes are transferring the information to the base station.
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The simulation results show that the proposed protocol is able to give good PDR,

more than 80% in all the cases and consuming less power, so it ensures a reliable

and energy efficient delivery of data.
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Dynamic Security Risk Assessment in Cloud
Computing Using IAG

Gopi Puppala and Syam Kumar Pasupuleti

Abstract Cloud computing is one of the most emerging technologies because of

its benefits. However, cloud security is one of the major issues that attracting lot of

research. In cloud computing environment, cloud users may have privilege to install

their own applications, Particularly in Infrastructure as a Service (IaaS) clouds pro-

vide privileges to users to install applications on their virtual machines (VMs), so

users may install vulnerable applications. In this case, identifying zombie’s exploita-

tion attack is difficult. Many attack graph-based solutions were proposed to detect

compromised VMs, but they focus only on static attack scenario. In this paper, we

propose a dynamic risk assessment system by incorporating Bayes theorem into

attack graph model, namely improved attack graph (IAG) to assess the dynamic

risks and decide appropriate countermeasure based on IAG analytical models. The

effectiveness and efficiency of the propose system are demonstrated in security and

performance analysis, respectively.

Keywords Cloud computing ⋅ DDoS attack ⋅ Vulnerability ⋅ Attack graph ⋅ Risk

management ⋅ Bayesian theorem
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1 Introduction

Cloud computing is one of the most prominent computing models in IT industry.

Particularly, all characteristics of other computing models (distributed, grid, and

ubiquitous computing) are comprised in cloud computing. Especially, on-demand

elasticity and rapid elasticity are the most desirable features of cloud computing

attracting organizations toward cloud computing. However, cloud security is one of

the major concerns, and lot of research is taking place.

Currently, considerable amount of research is taking place to address above cloud

security threats. Chung et al. [2] introduced a Network Intrusion Detection and Coun-

termeasure Selection (NICE) in Virtual Network Systems to detect the compromised

VM and resolve by countermeasure. In NICE implementation, they incorporate ana-

lytical attack graph model with intrusion detection system (IDS) processes. NICE

has two main phases: in first phase, NICE decides whether or not to put a virtual

machine in network inspection state based on severity of identified vulnerabilities

and in second phase, deep packet inspection is applied. However, NICE focuses on

static risk assessment strategy; i.e., it uses local conditional probability only to assess

the security risk.

In this paper, we proposed a dynamic security risk assessment and risk mitigation

strategy to address above problems. In our scheme, we use an improved attack graph

(IAG) model to detect DDoS attacks and countermeasure selection to counter the

attack. The contributions of our work in this paper are presented as follows:

∙ we built the improved attack graph, which is a collection of all possible attack

paths where vulnerabilities are nodes and conditions are edges.

∙ By using Common Vulnerability Scoring System [3] (CVSS), we initialize base

score for each node in the attack graph. Once the attacker exploits a node in any

attack path, we dynamically calculate likelihood probability of exploiting the other

nodes in that attack path toward target node by using Baye’s theorem of conditional

probability.

∙ If the exploitation probability of any node exceeds the threshold probability value

then we choose an optimum countermeasure from a pool of countermeasures to

counter the attack.

∙ Through security analysis and performance analysis, we prove security and per-

formance of the system.

“The rest of the paper is organized as follows: Sect. 2 describes the related work,

Sect. 3 explains the proposed method, Sect. 4 analyze the security of our scheme,

Sect. 5 analyze the performance of our scheme and Sect. 6 gives Conclusion”.
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2 Related Work

In this related work, we presented literature of research areas related to zombie detec-

tion and prevention, intrusion detection system and alert correlation, attack graph

construction, security metrics and analysis, and Bayesian attack graph. Considerable

amount of research has been taking place in the area of detecting zombie systems.

Duan et al. [4] followed an approach called SPOT to detect compromised machines

which are serving as spam zombies. This approach basically scans the outgoing

messages sequentially to identify compromised hosts. Bot-Hunter [5] assumes that

a malware detection process can be divided into number of stages which helps in

associating intrusion alarms due to incoming traffic with outgoing communication

patterns. Using the above facts, they identified compromised hosts. Bot-Sniffer [6]

detects zombies by exploiting compromised machine’s uniform behavior character-

istics (spatial, temporal). In this approach, they grouped flows based on server con-

nections and they identified zombies by searching for alike behavior in the flow. For

detection of suspicious events in network, firewall and IDS are used. But they have

limitations in their implementation such as large volumes of raw alerts from IDS

and false alarms. Sadoddin et al. [7] stated that alert correlation gives a comprehen-

sive view of a attack. In a network, series of exploits can be represented using attack

graph. An atomic attack is a series of exploits which makes a system state unde-

sirable. Many automation tools are available for attack graph construction. Sheyner

et al. [8] implemented a model by incorporating modified symbolic model checking

NuSMV [9] and Binary Decision Diagrams (BDDs), though it generates all possi-

ble attack paths, scalability is an issue in this model. P. Amman et al. [10] in their

work they considered the principle of monotonicity, according to monotonicity prin-

ciple attacker need not to backtrack. Therefore, this model generates incisive and

scalable attack graphs for encoding attack trees. MulVAL is another tool to gener-

ate attack graphs, proposed by Ou et al. [11]. MulVAL follows logic programming,

and to model and analyze the network, it uses datalog language. Because of poly-

nomial number of facts in the system, the termination of attack graph construction

process is appropriate. There are many standardized security metrics available such

as Common Vulnerability Scoring System (CVSS) [3] and Common Weakness Scor-

ing System (CWSS) [12], where CVSS deals with ranking the known vulnerabili-

ties and CWSS deals with software weaknesses. The above metrics form the basis

to find ways to assign numerical scores to know vulnerabilities stored in National

Vulnerability Database (NVD) [13]. Network security metrics have garnered a lot

of attention. In [14], Markov model proposed time and effort required by potential

adversaries as a security metric. Apart from them, other metrics are lengths of short-

est path attacks, etc. In subsequent work [15], number of shortest paths is used as a

metric; in [16], the easiest path among sequence of attacks used by attackers in an

attack tree is considered as a security metric. Another work [17] considers arithmetic

mean of all attack path lengths as a security metric.
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3 Proposed Method

In order to address DoS and DDoS attacks in cloud, we propose a dynamic security

risk assessment system using IAG. The propose system consists of attack graph con-

struction, risk assessment, and countermeasure selection. These phases are explained

in detail in the following sections.

3.1 Attack Graph Construction

In this section, we describe the attack graph construction for given sample network

in Fig. 1. Attack graph provides the logical representation for the information such as

number of vulnerable virtual machines present in the network, relationship between

the vulnerabilities of different VMs, all possible ways by which an attacker can enter

and reach the target. An attack graph consists of number of paths, each path illustrates

a way in which the network can be put in an unsafe state by an attacker. We give

description about the procedure for attack construction based on the property AG

(¬unsafe). It takes set of states Qr and transaction relation between the states T,

set of initial states Q0, and a safety property p as input, and it constructs the attack

graph. The set of states Qr reachable from the initial states will be discovered in

first step. In second step, it determines another set of reachable states Qunsafe which

reach unsafe sates. An iterative algorithm obtained from a fix-point characterization

of the attack graph operator [18] is used to determine the set of states Qunsafe. Let

T be the transaction relation of the model, i.e.,(q, q}) ∈ T if and only if there exists

a transition from q to q. We get a transition relation Tp
that confine edges of attack

graph by limiting the domain and range of T to Qunsafe. Therefore, the attack graph

(Qunsafe,Tp
,Qp

0,Q
p
s ), where Qunsafe and Tp

represent set of nodes and set of edges of

the graph, respectively. Qp
0 = Q0 ∩ Qunsafe is the set of initial states, and Qp

s = {q|q ∈
Qunsafe ∧ unsafe ∈ L(q)} is the set of success states.

3.2 Dynamic Security Risk Assessment

In this section, we assess the dynamic risk based on the IAG. In IAG, all exter-

nal nodes represent main sources of threats with their effect on other attributes of

network. A few of these attributes acts as precondition for an exploit. These pre-

conditions put network in a favorable state for subsequent exploits when an attacker

executes them successfully.

Figure 1 shows our test network, from which we can take a sample attack scenario

and constructed a simple IAG showed in Fig. 2 for our security risk assessment.
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Fig. 1 Test network

Fig. 2 Sample attack scenario
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The probability of success of those attack node will become one, leading to re-

evaluation of risk level estimations. Successor of the attack node with probability 1

will be updated by forward propagation. The initial assumptions on all prior prob-

abilities during static risk assessment will be corrected with backward propagation.

The updated unconditional probabilities are known as posterior probabilities. Given

a set of attacks s′

i for which we have evidence of exploit, the probability of success for

those attack nodes is now 1. Thus, we need to determine the probability of success

for the attack nodes that are affected by s′

i , i.e., the set of sj ∈ {S − s′

i}. We compute

the posterior probability, Pr(sj|s
′

i) using Bayes theorem given Eq. (1):

Pr(sj|s
′

i) =
[Pr(s′

i|sj) × Pr(sj)]
Pr(s′

i)
(1)

where Pr(sj) and Pr(s′

i) are the prior unconditional probabilities of the correspond-

ing nodes. The conditional probability of joint occurrence of s′

i given the states of sj
is denoted by Pr(s′

i|sj). If we have evidence of goal state, i.e., F being compromised,

we can compute its effect on Node D probability by using Eq. (2) as follows:

Pr(D|F) = [Pr(F|D) × Pr(D)
Pr(F)

Where,

Pr(F|D) =
∑

E∈T ,F
[Pr(F|D,E = T) × Pr(E)]

= (1.00 × 0.49)T + (1.00 × 0.51)F
Pr(F|D) = 1

Pr(D) = 0.50
Pr(F) = 0.61

Therefore,
Pr(D|F) = 0.82

(2)

In the similarly way, we compute the posterior probabilities of remaining nodes.

Here, the unconditional probability for the D was initially 0.50. After the happening

attack incident at F, D’s posterior probability increased to 0.82. After computing

posterior probabilities for all the nodes in network, based on this probability score

network administrator figures out the most vulnerable nodes which attacker may

target to exploit. The administrator selects the nodes which have posterior probability

value greater than threshold to apply optimal countermeasure.
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3.3 Counter Measure Selection

Algorithm: Counter Measure Selection
Input: Alert,G(E,V),C

Output: Optimal counter measure

1 Let VAlert = Source node of the Alert

2 if Distance_to_Goal(VAlert) >threshold then
3 Update_BAG;

4 return;

5 end
6 Let P = Descendant(VAlert) ∪ VAlert
7 Set Pr(VAlert) = 1
8 Calculate _Risk _Prob(P)

9 Let benefit[|P|, |C|] = 𝜙

10 for each p ∈ P do
11 for each c ∈ C do
12 if c.condition(t) then
13 Pr(p)=Pr(p) * (1- c.effectiveness);

14 Calculate _Risk _Prob(Descendant(t));
15 benefit[t, c] = ΔPr(goal_node);
16 end
17 end
18 end
19 Let ROI[|P|, |C|] = 𝜙

20 for each p ∈ P do
21 for each c ∈ C do
22 ROI[t,c]=

benifit[t,c]
cost.c+intrusiveness

23 end
24 end
25 Update _BAG

26 return Select _Optimal _C(ROI)

In this section, we define the way to choose the optimal countermeasure for the

attack scenario that we considered in previous section. Attack graph G, alert, and a

set of countermeasures C are taken as input by the procedure listed in Table 1.

This procedure begins with determination of node vAlert that relates to generated

alert. Before choosing a countermeasure, we measure the distance from vAlert to the

Goalnode. We update the alert correlation graph ACG to keep track of alerts, but no

need to perform countermeasure when measured distance is higher than the thresh-

old value. Set of all nodes P, which reachable from source node vAlert (including

source node), is determined. We set the vAlert probability as 1, because after attacker

performing action only the alert has raised. Now, we compute the new probabilities

for all the child nodes which belong to set P. Now, ∀ p ∈ P the countermeasures in

C which can be applied are chosen and new set of probabilities are computed based

on the gravity of chosen countermeasure. We compute benefit of applied counter-



112 G. Puppala and S. K. Pasupuleti

measure based on the change in Goal node probability. For each benefit of applied

countermeasure, we compute the ReturnofInvestment(ROI). We choose the optimal

countermeasure, when we apply that on a node gives minimum value of ROI.

4 Security Analysis

In this section, we analyze the security of our system against various attacks in cloud

in order to determine the effectiveness of proposed risk assessment system. In this

experiment,we have taken a test network showed in Fig. 1. A sample attack graph for

the test network is showed in Fig. 2., initially, with a probability measure for success-

ful exploitation of each node, node is shown in that attack graph without any coun-

termeasures. In the following sections, we discussed about different attack scenarios

and attacker capabilities with respect to his/her position in the virtual network. We

listed set of some possible countermeasures in Table 1, whenever we encountered a

evidence in IAG, i.e., Pr(Si = 1), our proposed framework will select a optimal coun-

termeasure from a pool of countermeasures by using the Algorithm 2 to counter an

attack.

4.1 Attack Model 1

In attack1, the attacker is an insider to the virtual network. As such they might be

having user access privileges and install and run any vulnerable applications, might

be able to do authentication bypass with an easy effort, and might be having a chance

to know decent information about vulnerabilities in virtual nodes. As this kind of

attacker knows the authentication procedure, there is a chance for him/her to add

zombie nodes as legitimate nodes to the existing virtual network. The main motive

here is to compromise a virtual system. In this scenario, using least privileged service

accounts to run processes and access resources is an optimal countermeasure.

4.2 Attack Model 2

In attack2, the attacker does not have the same capability as the previous attack

model. As such, he/she will not able to compromise a virtual node. But by making

use of the known vulnerability information, he/she can send and run malicious code

remotely on any virtual node, by that attacker can get root level access privileges

or considerable information about open ports. Once attacker comes to know about

open ports information it will leads to network topology leakage. In this scenario,

BlockPort is an optimal countermeasure.



Dynamic Security Risk Assessment in Cloud Computing Using IAG 113

4.3 Attack Model 3

The attacker in this scenario is an outsider and he/she is nor more concern about

virtual node compromising, rather he/she is interested in disrupt available services

and as suck jam communication frequencies, overload virtual nodes with suspicious

message packets and so on. In this scenario, most tempting attack will destroy the

virtual nodes. For this kind of scenarios, DeepPacketInspection is an optimal coun-

termeasure. By inspecting the packets deeply, compromised nodes and target/Goal

node can be identified and mitigation can be done by Traffic isolation.

5 Performance Analysis

In performance analysis, we analyze the performance of our dynamic risk assess-

ment scheme. We implemented our proposed scheme on top of OpenStack open

source cloud platform. Openstack allows customers to load and manage various

server instances of Windows/Linux platforms.

We conducted the experiments on a local cloud platform that built on OpenStack

newton 2.13.0 and created a test environment using Linux machine having Intel i7

Quad-Core CPUSs with a clock speed of 3.0 GHz and each has 16GB of RAM and

64-bit Ubuntu 16.04. This machine is connected via a Gigabit switch to an OpenStack

cloud platform having 2 VLANs connecting two cloud servers, each one having a

set of VMs. The architecture of the OpenStack Neutron network is shown in Fig. 2.

The connectivity between the nodes is presented in Table 1, which includes virtual

machines across two cloud servers and configured each Virtual Machine as a target

node to create a IAG.

In our proposed system, attack graph construction, dynamic security risk

assessment, and countermeasure selection are the prime concerns. Performance

of proposed model depends on the performance of individual process. For attack

graph construction, we incorporated extended MulVAL tool, this MulVAL reasoning

engine takes a set of Datalog tuples (Host1, Host2, Protocol_P, and Port number)
as input. These datalog tuples give information about the pattern of communication

between the nodes in cloud network. We experimented many times with different

number of hosts in the two cloud servers connected through 2 VLANs connected

using different topologies. Essentially, we checked scalability of a model by increas-

ing number of nodes exponentially. In Fig. 3, we compared the CPU utilization for

attack graph construction of our proposed model with NICE [2].

Figure 3a shows that CPU utilization of our scheme is lower than existing scheme

[2]. After the attack graph is constructed for a cloud network, security risk assess-

ment for that attack graph gives a security measure value at every node that repre-

sents the level of a network security at that particular node. In this paper, we used

the probability of exploiting an vulnerability as security measure. Computational

cost of risk depends on the number of VMs in the network, number of vulnera-
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Table 1 List of

countermeasures
Countermeasure list

No. Countermeasure Intrusiveness Cost

1 Traffic

redirection

3 3

2 Traffic isolation 4 2

3 Deep packet

inspection

3 3

4 Creating

filtering rules

1 2

5 MAC address

change

2 1

6 IP address

change

2 1

7 Block port 4 1

8 Software patch 5 4

9 Quarantine 5 2

(a) Attack graph construction (b) Security Risk Assessment

Fig. 3 a Attack graph construction. b Security risk assessment

bilities in each VM, and the relationship between VMs. Now, we measure the CPU

utilization for dynamic risk assessment. Figure 3b illustrates the comparison of com-

putational cost for security risk assessment between our model and NICE [2], and

it shows that our scheme will take less CPU time than NICE [2]. Because we used

Bayesian network-based attack graph that assigns the probabilities to exploits while

later assigns probabilities to edges.

After security risk assessment process cloud network administrator able to find

out most vulnerable nodes in the network, so that when an attack starts he can counter

the attack by applying a countermeasures at most vulnerable nodes. By executing

procedure countermeasure, an optimal countermeasure will be selected and applied.
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We listed the countermeasures along with their cost in Table 2, which are applicable

to cloud network.

6 Conclusion

In this paper, we address the problem of assessing the risk and choosing a counter-

measure in cloud networking environment. One of the important contributions of

our solution is the usage of IAG modeling technique to perform attack prediction,

detection, and countermeasure selection. We have presented formal definitions for

attack graph and performance measure for this solution model. We also presented

that usage of a IAG helps to understand the casual relationship between precondi-

tions, vulnerability exploitation, and post conditions. We have shown how the IAG

can be used to amend likelihoods of various outcomes possible as a result of the

cause-consequences relationships in the event of attack incidents.
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Time-Efficient Advent for Diagnosing Flaws
in Hadoop on the Big Sensor Type Data

Mehta Jaldhi Jagdishchandra and Bhargavi R. Upadhyay

Abstract Hadoop is a MapReduce-based distributed processing framework used

in the area of big data analytics in every organizations. Big sensor data is difficult

to manage with the traditional data management tools. Thus, Hadoop challenges to

manage it in high scalable amount in a time-efficient manner. In this paper, for fast

detection of flaws in big sensor data sets, a different type of approach in diagnosing

flaws with the time efficiency is used. Due to the wireless transfer of data across

the nodes in a wireless sensor networks, there can be loss of data which will result

in wrong interpretation of data at the nodes. The proposed approach of this paper

is to form a group of sensors as a cluster. If any sensor detects violations, then the

energy of that sensor has to be compared with the other sensors. The sensor having

the highest energy will become the cluster head, and it will send the sensed data to

the data center. The data center then diagnoses the flaw with respect to the sensed

data in the big sensor data.

Keywords HDFS ⋅ Hadoop ⋅ MapReduce ⋅ Big sensor data

1 Introduction

In the current situation, sensor networks is in a boom with their different applications

in many areas such as industrial, commercial, and environmental fields. Usually,

sensor network comprises of various nodes which monitors a particular region and

extract the data about its surroundings.
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Wireless sensor networks comprises the specially dispersed and the self-regulated

sensors which can coordinate with each other and monitor the conditions of the

environment constituting the sound, temperature, pressure, and motion. Each node

of the sensor network is loaded with the radio transceivers or few of the other wire-

less devices with minute microcontroller, and the source of energy of these nodes is

mostly from cells or batteries. The nodes in the network cooperate with each other

and deploy themselves accordingly in a random manner.

There are three responsibilities of a node in the sensor network, that is, sens-

ing, processing, and transferring the data. The most common applications of sensor

networks are fire sensors, bomb sensors, earthquake sensors, camera sensor, etc.

Therefore, sensors can be very much useful in several areas such as health care,

defense services and also the environment services. These sensors generate consid-

erable amount of data which can be used for a specific application or a related field,

which affects the other unused services. Thus, massive amount of services gets waste.

Now for accelerating the creation of services, we need to incorporate the sensors with

the help of boundless services by distributing each others’ valuable data.

An innovation in wireless communication has directed to the growth of the smart

sensors. These sensors facilitate to sensing, processing, and transferring the data

through wireless connection. The group of massive number of these sensors are

called wireless sensor network (WSN). In sensor networks, the purpose of sensor

nodes is to diagnose events or environmental changes by sensing, processing, and

transferring data to the interested user.

In this proposed paper, we are trying to aim the sensor transmission for cluster-

based WSNs (CWSNs) where the clusters are fashioned dynamically and in periodic

manner. In CWSNs, each cluster has cluster head (CH) which gathers the data from

the leaf nodes (non-CH sensor nodes) and then directs the combined data to the data

center (base center). Signature must be generated for the each sensor using a secured

hash function SHA256. When the sensor sends the information to the data center,

then the signature gets verified. When any intruder sensor gets into the cluster and

pretend to be an actual sensor and the data sends to data center, then the signature

verification gets failed and thus the false data shall not be sent to the data center.

Primarily, cluster of sensors should be classified and henceforth gathered the data

by WSNs. WSNs play a vital role in improving the supervision and communication

of a person with his physical environment. Wireless sensor networks have impro-

vised itself with Hadoop and created an established system. Wireless sensor net-

works have become troublesome issue with Hadoop while implementing in real-time

application.

2 Literature Survey

Chi Yang et al. [1] proposed the different advent of diagnosing flaws with the com-

plete potential of Cloud platform in sensor networks. The proposed advent is based

on the scalable topology which is on sensor networks, and many diagnosing tasks
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can be directed in limited temporal or spatial data blocks instead of the big data set.

This paper diagnoses the errors using Cloud.

Javier Solobera [2] describes in his article about the products developed by

Libelium which aim to provide the capability of alert management and provide the

early warning alarms. This product is implemented in North Spain region covering

the 210 ha area.

Kechar Bouabdellah et al. [3] proposed an analytical learning using a real exper-

imental approach of two forest fire detection methods (Canadian and Korean). With

the study of both the approach, they conclude that the Canadian approach is

appropriate.

In [4], they proposed integrating the tools of big data for the storage, gathering

and analysis of data generated by WSN that monitors air contamination levels in city.

Subhash Chandra et al. [5] proposed the optimal approach to improve the per-

formance of Hadoop framework. The different clustering approaches of Hadoop are

used. K-medoids clustering algorithms have been developed giving the better and

efficient result in Hadoop with the multinode environment.

In-Yong Jung et al. [6] presented management system which is based on Hadoop

using MapReduce and distributed file system. This paper describes efficient ways

for managing the big data sets and multiple nodes. Apart from this, the Hadoop-

based distributed sensor node management system also provides the flexibility of

re-configuring the configurations and data format of the sensor nodes.

Parth Gohil et al. [7] proposed about the Hadoop file system and improved the

handling of small files in Hadoop. The combining of small file is done with the help

of MapReduce model.

Maneesha V. Ramesh [8] discusses the real-time implementation of WSN for

detecting landslides and development of algorithms for efficient data collection and

data aggregation.

Sethuraman Rao et al. [9] discuss the disasters that happens due to fires and gas

leaks in a building via WSN. An algorithm is also proposed for detecting fires and

gas leaks using WSN with minimum number of ZigBee nodes.

S. Saravanan et al. [10] analyzed the Web log files of NASA which results the

number of hits the Web site gets in each webpage, total number of hits the Web site

gets in each hour using Hadoop and takes less response time to produce accurate

results.

P. K. Rahul et al. [11] discuss the security issues in Hadoop framework and imple-

ment novel authentication framework for clients. The framework will use the differ-

ent functions such as public and private key cryptography, hashing functions, and

random number generator for each client, and the new key will authenticate all the

clients and services.

Sabrina Boubiche et al. [12] presented the study on integrating big data tools for

collecting, storing, and studying the data generated by WSNs.

In the above papers, different technologies were used with sensors networks

to monitor the environmental changes. As the nodes in the sensor networks are

continuously monitoring and sending the data, lot of data is generated. At times,

processing such massive amount of data becomes time-consuming due to which
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Fig. 1 Data flow diagram

there can be some delay in conveying the messages. To overcome the issue of such

big sensor data, the Hadoop framework has been collaborated with the wireless sen-

sor networks. This combination of Hadoop with wireless sensor networks will be

able to process large amount of data, which will keep us timely updated.

3 Proposed Design

According to the proposed design, the flaw detection system is deployed on the

network topology and most of the process of diagnosis can be performed on the

restricted or spatial blocks of data instead of processing the whole data set. Hence,

the diagnosis and the process of the location can be hastened up in the dramatic

manner. And thus, detection and responsibilities of the location can be distributed

to the Hadoop platform for using it in appropriate manner in large amount. Using

Hadoop platform, it is demonstrated that this proposed design does debases the time

for the diagnosing of flaw and the location in the big data sets which is regulated by

the network of large-scale type with the acceptable flaw in diagnosing the precision

arrived.

The paper focuses in detecting the flaws with large amount of data, scalability,

and the location of the flaw where it has happened from the sensors of the network.

The data flow diagram for the MapReduce of this proposed system is shown in the

Fig. 1.
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4 Implementation

Basically, while implementing on the real-time scenario, it will be more efficient

with Hadoop. Currently, this is implemented on virtual machine using 8 GB RAM

size. The implementation details are as follows:

4.1 Sensors

All three respective sensors do regulate those sets of data and progress to the server

of the data. Cluster head only send the set of data to the respective server of data.

Cluster head dynamically amends reckoned on the status of energy. It selects the

cluster head basically for sending the respective data set to the HDFS.

4.2 Servers

Receive all the sets of data especially from the sensors. Upload the set of the data

into the directory of HDFS. To find out how the XML found especially for the flaw

of injection.

4.3 HDFS

Reserves set of data regulated by the respective sensor node. If map does calls map-

ping for the respective sets of the data. Mapper part herein discovers out where actu-

ally appeared in the respective set of data. If set of data consist of any flaws it results

in accumulation of flaws in reducer part. We need to discover the location of the

flaw in the set of data. Mapper herein works to conveniently ease out the flaw in the

respective data sets.

For diagnosing the error in the sensed data from the sensor, we need to maintain

a certain threshold for all the generated data. Hereby, we consider the following

threshold value for the data sensed as shown in the Table 1.

Figure 2 shows information of all attributes in the big sensor data sets.

In this approach, we are finding out the errors in the sensed data as well as local-

izing it. And finally graph will be plotted based on the time taken by the Hadoop to

find out the error from the data set.
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Table 1 Attribute’s information

No. Attributes Attribute information Values

1 X X-axis coordinates within the map of Montesinho

park

1–9

2 Y Y-axis coordinates within the map of Montesinho

park

2–9

3 Month Month of year “Jan”–“Dec”

4 Day Day of week “Mon”–“Sun”

5 FFMC Fine fuel moisture code from fire weather index 18.7–96.20

6 DMC Duff moisture code from fire weather index 1.1–291.3

7 DC Drought code from fire weather index 7.9–860.6

8 ISI Initial spread index from fire weather index 0.0–56.10

9 Temp Temperature in celsius degrees 2.2–33.30

10 RH Relative humidity in percentage 15.0–100

11 Wind Wind speed in km/h 0.40–9.40

12 Rain Outside rain in mm/m2
0.0–6.4

13 Area The burned area of forest (ha) 0.00–1090.84

Fig. 2 Attribute information of big sensor data
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Table 2 Duration for detecting errors

No. No. of errors Time (s)

1 1 102.8

2 5 278.7

3 10 400.7

4 20 412.5

5 25 504.4

Fig. 3 Graph of duration for detecting errors

5 Results

Results shows time efficiency for the detection of errors in the Table 2.

Graph shows the time duration for detecting errors using Hadoop in the Fig. 3.

In the previous approaches, diagnosing the flaws in the sensor data was a bit time-

consuming. In the proposed system, for detecting 1 error takes 102.8 s, 5 errors it

takes 278.8 s, 10 errors it takes 400.7 s, and so on. From the results, we can observe

that the proposed system is very much time efficient and therefore we can con-

clude that the combination of Hadoop with wireless sensor networks provides better

results.

6 Conclusion and Future Works

We herein ascertain that for diagnosing flaws in big data sets, which does bring

efficient results rather than the traditional methods or tools with the utilization of

MapReduce. The management of database can be easily managed through Hadoop
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and also it is more time efficient. In this paper, the diagnosis of flaws in data and

locating flaws in nodes are proposed. The improvement in finding errors at large

scale can be future direction.
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Anomaly Detection System Using Beta
Mixture Models and Outlier Detection

Nour Moustafa, Gideon Creech and Jill Slay

Abstract An intrusion detection system (IDS) plays a significant role in recognis-

ing suspicious activities in hosts or networks, even though this system still has the

challenge of producing high false positive rates with the degradation of its perfor-

mance. This paper suggests a new beta mixture technique (BMM-ADS) using the

principle of anomaly detection. This establishes a profile from the normal data and

considers any deviation from this profile as an anomaly. The experimental outcomes

show that the BMM-ADS technique provides a higher detection rate and lower false

rate than three recent techniques on the UNSW-NB15 data set.

Keywords Intrusion detection system (IDS) ⋅ Anomaly detection system (ADS)

Beta mixture model (BMM) ⋅ Outlier detection

1 Introduction

An intrusion detection system (IDS) has become an essential application to defend

against cyber attackers. The methodologies of IDS can be categorised into misuse-

based, anomaly-based or hybrid of the previous two [2, 16]. On the one hand, a

misuse-based IDS monitors the activities of hosts or networks to match observed

instances with a well-known blacklist in which includes the existing signatures of

known attacks. Though this method provides higher detection rates (DR) and lower

false positive rates (FPR), it cannot detect new attacks (i.e. zero-day attacks). Addi-

tionally, it demands a huge effort to regularly update its blacklist with the new rules of
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suspicious activities [3]. An anomaly-based IDS, on the other hand, constructs a pro-

file from legitimate data and detects any variation from the profile as an anomaly.

This method can identify existing and zero-day attacks, so it will be better than

misuse–based if its potential procedures are successfully designed. However, con-

structing a normal profile is very difficult due to the difficulty of involving all possi-

ble patterns of normal data [11].

Therefore, we propose constructing a normal profile using statistical models, in

particular a beta mixture model (BMM) for several reasons [4, 8, 15]. Firstly, statis-

tical models can simply determine potential properties of network patterns for both

features and vectors [14]. Secondly, mixture models can precisely fit Gaussian and

non-Gaussian data with specifying data edges. This means that any data outside of

these edges will be handled as outliers/anomalies. Thirdly, a BMM can be designed

by scaling data edges between a finite range ([x, y], x, y ∈ R) in order to control data

boundaries within this range.

In this paper, we suggest an anomaly-based IDS based on the theory of beta mix-

ture models in order to establish a profile from normal data. To recognise suspi-

cions observations, we propose a decision-making method for detecting existing and

new attacks using a baseline of the lower-upper interquartile range (IQR) [17]. This

method measures the lower and upper boundaries of the normal profile and treats any

observation outside of this range as an anomaly. The proposed BMM-ADS technique

is evaluated on the UNSW-NB15 data set
1

[13], providing a higher DR and lower

FPR than three compelling techniques.

The rest of this paper is organised as follows. Section 2 explains the background

and related studies to the IDS technology. The new anomaly detection system based

on the beta mixture model is explained in Sect. 3. The experimental results and dis-

cussions are provided in Sect. 4. Finally, we summarise the paper.

2 Background and Previous Work

An intrusion detection system (IDS) is a mechanism for monitoring host or network

activities to recognise possible threats by estimating their vulnerabilities of Confi-

dentiality, Integrity and Availability (CIA) principles [12, 15, 16, 20]. There are two

kinds of IDSs depending on the data source: a host-based IDS inspects the activities

of a computer system by accumulating information which take place in a client sys-

tem, whereas a network-based IDS monitors network traffic to define network attacks

that happen throughout that network [15].

An anomaly-based IDS (ADS) is a type of IDS for monitoring events that happen

in a host or network to recognise possible threats. A classic ADS comprises three

components of a data source, data pre-processing and decision-making method. The

data source involves data gathered from host traces or network traffic, while the data

1
“The UNSW-NB15 data set”, https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/

cybersecurity/ADFA-NB15-Datasets/, January 2017.

https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-NB15-Datasets/
https://www.unsw.adfa.edu.au/australian-centre-for-cyber-security/cybersecurity/ADFA-NB15-Datasets/
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pre-processing includes the construction of attributes from the data that are then

sent to the detection method, which is utilised for identifying malicious activities

[3, 11]. This technique establishes a profile from legitimate patterns and considers

the variations from this profile as attacks [15]. Nevertheless, identifying the bound-

aries of such a profile and the method of recognising outliers is still challenging

[2, 4, 11, 14].

Several studies have been conducted to address this challenge. For example, Greg-

gio [5] developed ADS based on the Gaussian Mixture Model. The mixture compo-

nent was specified by estimating the parameters of the normal data and handling any

data outside of this range as anomalies. Tan et al. [20] suggested a multivariate cor-

relation technique for establishing a DoS identification mechanism using a triangular

method of the lower correlation matrix used for estimating the correlation between

attributes in order to help in identifying malicious instances.

Fan et al. [7] proposed a Bayesian inference method for designing a network col-

laboration framework for data via gathering feedback from distributed nodes and

modelled by a beta distribution to classify the error rates for different ADS tech-

niques. Singh et al. [19] suggested a distributed ADS based on the random forest

algorithm for identifying botnets from a large-scale network. Fortunati et al. [6] pro-

posed a statistical ADS using a generalised version of the inequality for random

observation. The results of this technique slightly improved the accuracy detection

using the KDD99 data set.

Most of the studies above enhanced the detection rate because they used a partic-

ular baseline/threshold in the classification stage that would be either a binary value,

which is 1 for attack and 0 for normal, or static value that did not estimate from real

network environments. Nevertheless, the results were often biased towards normal

observations that provided high FPRs [9]. In our recent work [15], we developed

a Geometric Area Analysis mechanism using trapezoidal area estimation for each

instance calculated from the BMM parameters for network attributes and the dis-

tances between instances, but this paper proposes estimating the baseline from the

processed network data with flexible inference overlays using a BMM-ADS in order

to improve the DR and decrease the FPR.

3 Beta Mixture Model-ADS

The mixture technique is a robust probabilistic model for representing a subset mul-

tivariate data that demonstrates the whole data set. The beta mixture model (BMM)

precisely fits the bounded property data with less complexity than the Gaussian mix-

ture model (GMM) [10]. However, the GMM can model any random distribution

with appropriate mixture components. There are some components do not correctly

characterise boundaries when testing data are bounded or semi-bounded [4].

The features of network data cannot accurately fit a normal distribution because

they do not fit its unbounded and symmetric edges (i.e.] − ∞,∞[) [14]. As in the
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data sets of NSLKDD
2

and UNSW-NB15, their features can be represented in a

semi-bounded range of [0,N], such that N denotes an asymmetric number. A beta

distribution can fit data in a more elastic form than a normal distribution and models

arbitrary features that have a finite range of ([x, y], x, y ∈ R), such as [0, 1]. Conse-

quently, we use BMM for building the normal profile of ADS [8, 10].

A beta distribution’s probability density function (PDF) is calculated by

Beta(x; 𝜐, 𝜔) = 1
beta(𝜐, 𝜔)

x𝜐−𝜔(1 − x)𝜔−1, 𝜐, 𝜔 > 0 (1)

such that x is the random variables/attributes, beta(𝜐, 𝜔) is the beta function,

beta(𝜐, 𝜔) = Γ(𝜐)Γ(𝜔)∕Γ(𝜐 + 𝜔), 𝜐 and 𝜔 refer to the shaped parameters that model

the beta distribution, and Γ(.) denotes the gamma function Γ(c) = ∫ ∞
0 exp(−t)tc−1dt.

In our new BMM-ADS technique, a BMM is used for estimating the network

feature’s PDFs. It is noted that network features are independent [20], while multi-

variate attributes are dependent in many situations. Nonetheless, for any attribute (x)

containing L values, the dependence between values x1,… ., xL is indicated using a

mixture technique even if each component can design observations with independent

attributes. We declare the PDF multivariate BMM for some observations as

f (x;𝜋, v, 𝜔) =
I∑

i=1
ΠiBeta(X, vi, 𝜔i)

=
I∑

i=1
Πi

L∏

l=1
Beta(xl, vli, 𝜔li) (2)

where I indicates component number (X = {x1, ..., xL},
∏

= {Π1, ..,ΠI},

𝜐 = {𝜐1, ..., 𝜐I}, 𝜔 = {𝜔1, ..., 𝜔I}), Πi refers to the mixing component (where∑I
i=1 Πi = 1, 0 < 𝜋 < 1), {𝜐i, 𝜔i} are the parameter instances of the ith mixture com-

ponent, Beta(X; 𝜐i, 𝜔i) is the component parameters, and {𝜐lI ,…, 𝜔lI} indicate the

beta parameters for attribute xl.
To explain the BMM, given two random variables (x1 and x2), their parameters are

computed using the EM technique, as detailed in [10]. Figure 1 shows an example for

modelling two variables by BMM, where parameters of x1(𝜋, v, 𝜔) be (0.55, 30, 10)

and parameters of x2 be (0.45, 10, 30). We estimate the BMM parameters for the data

set features in order to construct a normal profile, which has a wide range of PDFs

that could represent the entire observations of normal behaviours.

The learning process of BMM is a significant task for estimating the parameters

and selecting the number of components (M). We use the maximum likelihood sug-

gested in [10] to estimate the parameters of the finite BMM and choose the number

of components.

2
“NSLKDD data set”, https://web.archive.org/web/20150205070216/, http://nsl.cs.unb.ca/NSL-

KDD/, January 2017.

https://web.archive.org/web/20150205070216/
http://nsl.cs.unb.ca/NSL-KDD/
http://nsl.cs.unb.ca/NSL-KDD/
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Fig. 1 BMM for two

random variables

In this study, we suggest a new BMM-ADS technique for recognising anomaly

instances. In the training phase of the technique, we establish the legitimate profile

using BMM parameters, PDFs and a lower-upper IQR baseline for learning legiti-

mate network data, whereas the abnormal instances which are outside of the baseline

are considered as suspicious instances in the testing phase, as detailed in the follow-

ing two sections.

3.1 Training phase

The BMM-ADS technique has to learn using purely legitimate observations in order

to make sure that the technique can correctly detect malicious ones. Given a set of

normal observations (rnormal1∶n ) in which each vector consists of a set of features, where

rnormal1∶n = {x1, x2,…, xD}normal, the legitimate profile involves only statistical measures

from rnormal1∶n . They involve the estimated parameters (𝜋, v, 𝜔) of the BMM to calculate

the PDF of the beta distribution (Beta(x;𝜋, v, 𝜔)) for each vector in the training set.

Algorithm 1 presents the suggested process for establishing a legitimate profile

(pro) using the parameters of the BMM estimated for all the legitimate instances

rnormal1∶n using the equations proposed in [10], and then the PDFs of the features (x1∶D)

are computed using Eq. 2. After that, IQR is calculated by subtracting the first quar-

tile from the third quartile of the PDFs to specify a baseline for identifying suspicious

observations in the testing phase. Quartiles can divide a range of data into contiguous

intervals with equal probabilities [17].
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Algorithm 1 Normal profile construction of normal instances

Input: normal observations (rnormal1∶n )

Output: normal profile (pro)

1: for each record i in (rnormal1∶n ) do
2: calculate the parameters (𝜋i, v,i , 𝜔i) of the BMM as in [14]

3: calculate the PDFs using equation 2 using the parameters of Step 2

4: end for
5: calculate lower = quartile(PDFs, 1)
6: calculate upper = quartile(PDFs, 3)
7: calculate IQR = upper − lower
8: pro ← {(𝜋i, v,i , 𝜔i), (lower, upper, IQR)}
* return pro

3.2 Testing Phase and Attack Detection

For testing each observed record, the Beta PDF (PDFtesting
) of each instance (rtesting)

is calculated using the same parameters of the normal profile (pro). Algorithm 2

describes the steps in the testing phase and decision-making method for recognising

the Beta PDFs of the malicious records, with step 1 describing the PDF of each

observed instance using the normal parameters (𝜋i, v,i , 𝜔i).

Algorithm 2 Testing phase and decision-making method

input : observed record (rtesting), pro

output : normal or attack

1: calculate the PDFtesting
using equation 2 using the parameters (𝜋i, v,i , 𝜔i)

2: if (PDFtesting
< (lower–w ∗ (IQR)) || (PDFtesting

> (upper + w ∗ (IQR)) then
3: return attack

4: else
5: return normal

6: end if

Steps 2 to 6 explain the steps of the decision-making method. The IQR is the

length of the box in the box-and-whisker plot, specifying outliers as values that locate

more than 1.5 the length of the box from either end of the box. In more detail, the IQR

of the normal instances is calculated for identifying the anomalies of any observed

record (rtesting) in the testing phase which is treated as any instance located below

(lower–w ∗ (IQR)) or above (upper + w ∗ (IQR)), such that w refers to the interval

values between 1.5 and 3 [17]. The decision of detection depends on considering any

PDFtesting
falling outside of this range as a malicious record, otherwise normal.
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4 Empirical Results and Discussion

4.1 Evaluation Criteria

Multiple experiments were conduced on the UNSW-NB15 data set in order to

appraise the performance of the BMM-ADS technique using the metrics of accu-

racy, DR, FPR and ROC curves, defined as in the following points.

∙ The accuracy is the proportion of all legitimate and malicious observations cor-

rectly categorised, that is,

accuracy = (TP + TN)
(TP + TN + FP + FN)

(3)

∙ The detection rate (DR) is the proportion of correctly identified malicious obser-

vations, that is,

DR = TP
(TP + FN)

(4)

∙ The false positive rate (FPR) is the proportion of incorrectly identified malicious

observations, that is,

FPR = FP
(FP + TN)

(5)

where TP (true positive) refers to the number of actual malicious observations cate-

gorised as attacks, TN (true negative) indicates the number of actual normal records

categorised as normal, FP (false positive) means the number of actual normal records

categorised as attacks, and FN (false negative) refers to the number of actual mali-

cious observations categorised as normal.

4.2 Description of Pre-processing Stage

The UNSW-NB15 data set was used for evaluating the effectiveness of the proposed

BMM-ADS technique, which has a collection of recent normal and attack observa-

tions. Its size is nearly 100 GBs extracted 2,540,044 records, which are kept in four

CSV files. Each record includes 47 attributes and its label. It includes ten different

classes, one legitimate and nine kinds of malicious events. A part of the data set is

prepared for training and testing NIDS techniques in [14]. The proposed technique

was assessed using eight features selected from the UNSW-NB15 using the principal

component analysis technique listed in Table 1.
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Table 1 Feature selected from UNSW-NB15 data set

Data set Selected features

UNSW-NB15 ct_dst_sport_ltm, tcprtt, dwin,

ct_src_dport_ltm, ct_dst_src_ltm, ct_dst_ltm,

smean, service

In order to carry out the experiments, arbitrary samples are selected from the

UNSW-NB15 data set with sizes vary between 50,000 and 200,000. In each one,

legitimate instances were approximately 55–65% of the total size, with some used to

create the legitimate profile and the testing set.

5 Empirical Results

The performance of the BMM-ADS mechanism was evaluated using the overall

accuracy, DR and FPR on the feature adopted from the UNSW-NB15 data set,

demonstrated in Table 2. Furthermore, the ROC curves which represent the rela-

tionship between the DRs and FPRs with different w values are presented in (Fig. 2).

The DR and accuracy increased from 82.4% to 92.7% and 84.2% and 93.4%, respec-

tively; however, the FPR decreased from 10.3% to 5.9 % while the w value increased

from 1.5 to 3.

Table 3 shows that the proposed mechanism identified observation types of the

UNSW-NB15 data set with normal DRs fluctuating between 83.4% and 94.0% when

the w value increased from 1.5 to 3. Likewise, the DRs of the malicious kinds

increased gradually from an average of 35.7% to an average of 89.6%.

Some attack types achieved higher DRs within the gradual increase of the w value,

while others do not produce high DRs due to the small similarities between malicious

and legitimate observations. Since the UNSW-NB15 data set is similar to real net-

works with broad variations of legitimate and malicious patterns, applying a feature

reduction method could make a clear difference between these patterns, improving

the performance of the proposed technique. We observe that the variances of the

selected feature are close, leading an overlap the PDFs of the attacks in normal ones.

Table 2 Performance of features selected from UNSW-NB15 data set

w value DR (%) Accuracy (%) FPR (%)

1.5 82.4 84.2 10.3

2 84.5 86.3 8.8

2.5 90.5 91.5 7.2

3 92.7 93.4 5.9
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Fig. 2 ROC curves of UNSW-NB15 data set with w values

Table 3 Comparison of DRs (%) on UNSW-NB15 data set

w values

Record type 1.5 (%) 2 (%) 2.5 (%) 3 (%)

Normal 81.2 85.4 90.5 93.4

DoS 82.6 85.3 86.1 89.6

Backdoor 55.3 61.2 62.3 63.8

Exploits 60.2 67.1 73.6 79.4

Analysis 72.6 71.2 77.1 83.4

Generic 80.5 86.3 86.3 86.3

Fuzzers 42.4 50.1 50.8 52.8

Shellcode 42.2 44.3 47.2 48.7

Reconnaissance 50.8 54.2 54.2 55.6

Worms 35.7 40.3 42.2 47.8

We compare our proposed technique with three recent techniques, namely Multi-

variate Correlation Analysis (MCA) [20], Artificial Immune System (AIS) [18] and

Filter-based Support Vector Machine (FSVM) [1] on the UNSW-NB15 data set. As

listed in Table 4, the findings obviously show the superiority of our mechanism in

terms of detection and false positive rates. This is because our technique is designed

to model the normal data with a flexible shape, which includes a wide range of nor-

mal PDFs, and the decision method of IQR can therefore find the outliers from the

profile as anomalies.

The MCA technique depends on only finding correlations between features with

the Gaussian mixture model to recognise the DoS attacks, which sometimes can-

not specify accurate edges between normal and attack PDFs. The other two tech-

niques rely on learning normal and abnormal data in the training stage, which is the
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Table 4 Comparison of performance of four techniques

Technique DR (%) FPR (%)

MCA [20] 88.3 11.6

AIS [18] 83.5 15.7

FSVM [1] 90.4 8.5

BMM-ADS 92.7 5.9

principle of rule-based. Such techniques demand a huge number of instances to

be properly learned which makes it in online learning. Although these techniques

reflected a higher performance evaluation on the outdated KDD99 data set or its

improved version NSLKDD, our technique outperforms them in terms of DRs and

FPRs. This is an indication that our technique can achieve better than these mecha-

nisms on real network data, as it is hard to receive all security events and malware

at the same time from different nodes.

6 Conclusion

This paper covers a proposed anomaly detection system based on the beta mixture

model for establishing a profile from normal network data. In order to recognise

malicious observations, we suggest the lower-upper interquartile threshold as a base-

line of legitimate profile and any variations from this threshold are considered as

an attack. The experimental results showed the higher performance evaluation of

this technique and its superiority compared with three recent mechanisms. In future,

we are planning to investigate feature reduction methods to find clear differences

between selected features, further improving the performance of these techniques.

References

1. Ambusaidi, M.A., He, X., Nanda, P., Tan, Z.: Building an intrusion detection system using a

filter-based feature selection algorithm. IEEE transactions on computers 65(10), 2986–2998

(2016)

2. Bhuyan, M.H., Bhattacharyya, D.K., Kalita, J.K.: Network anomaly detection: methods, sys-

tems and tools. IEEE communications surveys & tutorials 16(1), 303–336 (2014)

3. Creech, G., Hu, J.: A semantic approach to host-based intrusion detection systems using con-

tiguousand discontiguous system call patterns. IEEE Transactions on Computers 63(4), 807–

819 (2014)

4. Escobar, M.D., West, M.: Bayesian density estimation and inference using mixtures. Journal

of the american statistical association 90(430), 577–588 (1995)

5. Fan, W., Bouguila, N., Ziou, D.: Unsupervised anomaly intrusion detection via localized

bayesian feature selection. In: Data Mining (ICDM), 2011 IEEE 11th International Confer-

ence on, pp. 1032–1037. IEEE (2011)



Anomaly Detection System Using Beta Mixture Models and Outlier Detection 135

6. Fortunati, S., Gini, F., Greco, M.S., Farina, A., Graziano, A., Giompapa, S.: An improvement

of the state-of-the-art covariance-based methods for statistical anomaly detection algorithms.

Signal, Image and Video Processing 10(4), 687–694 (2016)

7. Fung, C.J., Zhu, Q., Boutaba, R., Ba, T., et al.: Bayesian decision aggregation in collaborative

intrusion detection networks. In: Network Operations and Management Symposium (NOMS),

2010 IEEE, pp. 349–356. IEEE (2010)

8. Gupta, A.K., Nadarajah, S.: Handbook of beta distribution and its applications. CRC press

(2004)

9. Gyanchandani, M., Rana, J., Yadav, R.: Taxonomy of anomaly based intrusion detection sys-

tem: a review. International Journal of Scientific and Research Publications 2(12), 1–13 (2012)

10. Ma, Z., Leijon, A.: Beta mixture models and the application to image classification. In: Image

Processing (ICIP), 2009 16th IEEE International Conference on, pp. 2045–2048. IEEE (2009)

11. Moustafa, N., Slay, J.: A hybrid feature selection for network intrusion detection systems: Cen-

tral points (2015)

12. Moustafa, N., Slay, J.: The significant features of the unsw-nb15 and the kdd99 data sets for

network intrusion detection systems. In: Building Analysis Datasets and Gathering Experi-

ence Returns for Security (BADGERS), 2015 4th International Workshop on, pp. 25–31. IEEE

(2015)

13. Moustafa, N., Slay, J.: Unsw-nb15: a comprehensive data set for network intrusion detection

systems (unsw-nb15 network data set). In: Military Communications and Information Systems

Conference (MilCIS), 2015, pp. 1–6. IEEE (2015)

14. Moustafa, N., Slay, J.: The evaluation of network anomaly detection systems: Statistical analy-

sis of the unsw-nb15 data set and the comparison with the kdd99 data set. Information Security

Journal: A Global Perspective 25(1-3), 18–31 (2016)

15. Moustafa, N., Slay, J., Creech, G.: Novel geometric area analysis technique for anomaly detec-

tion using trapezoidal area estimation on large-scale networks. IEEE Transactions on Big Data

PP(99), 1–1 (2017). 10.1109/TBDATA.2017.2715166

16. Pontarelli, S., Bianchi, G., Teofili, S.: Traffic-aware design of a high-speed fpga network intru-

sion detection system. IEEE Transactions on Computers 62(11), 2322–2334 (2013)

17. Rousseeuw, P.J., Hubert, M.: Robust statistics for outlier detection. Wiley Interdisciplinary

Reviews: Data Mining and Knowledge Discovery 1(1), 73–79 (2011)

18. Saurabh, P., Verma, B.: An efficient proactive artificial immune system based anomaly detec-

tion and prevention system. Expert Systems with Applications 60, 311–320 (2016)

19. Singh, K., Guntuku, S.C., Thakur, A., Hota, C.: Big data analytics framework for peer-to-peer

botnet detection using random forests. Information Sciences 278, 488–497 (2014)

20. Tan, Z., Jamdagni, A., He, X., Nanda, P., Liu, R.P.: A system for denial-of-service attack detec-

tion based on multivariate correlation analysis. IEEE transactions on parallel and distributed

systems 25(2), 447–456 (2014)



Optimization of Handoff Latency Using
Efficient Spectrum Sensing for CR System

Rohini S. Kale and J. B. Helonde

Abstract Cognitive radio (CR) is a new technology in wireless communications.
Presently, we are facing spectrum scarcity problem. CR gives solution to spectrum
scarcity problem. The idea behind cognitive radio is the utilization of unused fre-
quency bands of primary or licensed users (PU) by secondary or unlicensed users
(SU). This unused frequency band is called white spaces or spectrum hole. This
scenario needs the demand of cognitive radio. Spectrum sensing is the main task in
CR. Proposed systemhas used energy detectionmethod for spectrum sensing by using
new threshold formulations. Novel algorithm for optimized handoff decision using
fuzzy logic and artificial neural network and proactive strategy is used for channel
allocation. The proposed system saves the power and optimized handoff delay.

Keywords Cognitive radio ⋅ Threshold ⋅ RSS ⋅ Bit rate ⋅ CPE
Fuzzy logic ⋅ ANN ⋅ Handoff ⋅ Idle to busy ratio ⋅ SSC

1 Introduction

Today we have spectrum scarcity problem, so available spectrum should be used
intelligently. CR technology will enable the users to determine spectrum sensing,
spectrum management, spectrum sharing, and spectrum mobility. Spectrum sens-
ing, spectrum analysis, and spectrum decision are the main steps of the cognitive
cycle [1, 2]. Identifying the utilized spectrum is called spectrum sensing. The
success of CR depends on efficient spectrum sensing. The complexity of the energy
detection method is low and sensing accuracy depends upon selection threshold
level [3]. Interfaces suggested by IEEE 1900.6 standards. Store sensed information
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uses data archive interface. Cognitive engine interface is used to utilize cognitive
capabilities. This interface also carries out the implementation of spectrum access
policies. Get sensing information sensor interface is used. A spectrum sensing
mechanism to detect the possible presence of incumbent users such as analog TV,
Digital TV, and low power licensed users such as wireless microphones is sup-
ported by wireless regional area network (WRAN) standard IEEE 802.22 [3, 4].
Wireless regional area network (WRAN) working group is developing a point to
multipoint fixed wireless access network standard intended to operate worldwide in
the unused segments of the terrestrial TV broadcast bands. WRAN cell radius lies
between 17.1 < R < 32.4 km. WRAN BS power 36 dBm EIRP [5]. Proposed
system has increased the accuracy of the signal detection. Fuzzy logic controller
(FLC) used with parameters bit rate (BR) and received signal strength (RSS). BR
has taken randomly, and RSS has calculated from distance formula. The patterns of
FLC are trained by neural network (NN). If handoff decision is ‘Y’ (yes) then other
FLC operated with the inputs minimum number of handoff (p1), and maximum idle
to the busy ratio (p2). WRAN cell is divided in the microcell. This WRAN cell is
divided into seven clusters, i.e., 49 microcells. In this paper, a novel system has
been proposed that gives optimized handoff latency. The paper is organized as
follows: Sect. 2 explains related work, Sect. 3 proposed system model, Sect. 4
simulation results, and Sect. 5 concludes the paper.

2 Related Work

J. Eric Salt et al. [3] analyze the energy detector that is commonly used to detect the
presence of unknown information-bearing signals. The algorithm simply compares
the energy (or power) in a sliding window to a threshold definition of white spaces
[6, 7]. The unutilized frequency spectrum in the licensed band is called white
spaces. New networking paradigm is called dynamic spectrum access (DSA) [8].
Spectrum sensing scheme is able to achieve higher throughput and lower delay [9].
Implementation issues of the MRSS techniques [1, 10, 11]. The effects of in phase
(I) and quadrature (Q) gain and phase mismatch are explained using various
modulation types. They conclude that the quadrature-phase voltage controlled
oscillator (VCO) should be optimized to keep I/Q phase orthogonal. IEEE 802.22 is
the first worldwide standard based on the cognitive radio technology [12]. The
optimization of delay in proactive decision spectrum handoff by target channel
sequence selection scheme which can realize the minimum probability of spectrum
handoff failure and obtained a desirable expected number of handshake trials till
success [5]. Qualitative comparison of various handoff strategies with regard to
handoff, these are no handoff, pure reactive, pure proactive, and hybrid handoff, and
he suggested adaptive multiple handoff strategies approach to achieve optimal
performance in dynamic spectrum environment. He focused on decentralized
architecture [2, 4, 5, 10, 11, 13, 14]. With the consideration of above-related work,
the optimized handoff is must in any CR system. Spectrum sensed properly means
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detection probability is 100%. Our modified threshold formula gives detection of a
signal from 20 to −20 dB. Novel system has considered fuzzy logic and ANN [5,
9–11, 13–15], for handoff decision in CR network [16]. Nobody has carried such
work before as per my knowledge.

3 Proposed System Model

The proposed system model is shown in Fig. 1. The system model is based on
following assumptions.

(1) A microcell is a geographical representation of an area divided into small cells.
Group of such seven cells forms a cluster.

(2) Cognitive radio operates in TV UHF band (Tf) ranging from 470 to 890 MHz
with 6 MHz bandwidth (i.e., 70 channels).

(3) All CPEs are stationary and equipped with the self-intelligence system.
(4) The data archive stores the result of sensing and updates it periodically. Dis-

tributed sensing is done by BS and CPE. The proposed system architecture is
shown in Fig. 2.

(A) System Input: System input is restricted to geographical location, number of
channels, microcell which is given in Eqs. (1), (2), and the requirement
microcell is given in Eq. (3).

G = Gif gj1≤ i≤Rf g. ð1Þ

C= r, loc, chj Mcf gj1≤ i≤ 7f g. ð2Þ

Fig. 1 Proposed system
model
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Mc = Id, r, loc, ncep,RSS,BRf g. ð3Þ

where

G = Geographical area, C = cell
R = rational number, Mc = microcell
RSS = received signal strength
BR = bit rate, r = radius
Loc = GPS location

Users: User is an asset of primary and secondary users is given in Eq. (4).

U = Puf g, Suf gf g. ð4Þ

CPEs have self-intelligence. CPEs are updated with their values like RSS, BR, and
channel in use, present frequency in use, previous channel, and frequency. For
calculation of received signal strength, Eq. (5) is used.

RSS=P0− 10n log10
d1
d0

. ð5Þ

d0 = 10 reference distance
d1 = CPE distance from base station
P0 = minimum power = 10 assumed
n = path loss = 2 assumed
d1 ≥ d0
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Fig. 2 Proposed system architecture
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(B) System Process

(i) Efficient Spectrum Sensing

Efficient spectrum sensing, threshold for presence and absence of the primary user
is clear from Eqs. (6) and (7).

YsðtÞ= nðtÞ . . . < λn . . .H0 . . .PUabsent. ð6Þ

YsðtÞ= sðtÞ+ nðtÞ . . . > λn . . .H1 . . .PUpresent. ð7Þ

Comparing energy of the signal with a new threshold and decide PU present or
not, we derived new threshold formula as Eq. (8).

λn =10 log½Q− 1ðpfaÞð
ffiffiffiffiffiffi
2N

p
+NÞ�

ffiffiffiffiffiffiffiffi
σ

100

r� �2

ξ ð8Þ

where ξ = multiplication factor.
False detection of PU gives unnecessary handoff. Approximately 96.06% of the

average receiving energy or 110.75% of the average transmitting energy is con-
sumed by the single spectrum handoff. We have modified this formula, as Eq. (9)
without Q inverse function, independent of pfa, and independent of number of
samples. This formulation also gives accurate PU detection from SNR = 20 to
−20 dB. Modification factor (mf) has a specific value is given in Eq. (10).

λm =30+10 log10ð2πmf σÞ ð9Þ

mf =0.005ðSNRÞ+0.48. ð10Þ

(ii) Handoff Decision

For quick decision related to handoff, we have use Fuzzy logic and neural network.
Figure 3 gives FLC for handoff decision.

Parameters for training are (1) SSC (2) BR (3) RSS. A fuzzy set is a very
convenient method to represent a form of uncertainty. It is simple, low complexity
implementation and quick spectrum mobility [17]. Fuzzy logic makes use of fuzzy
logic controllers (FLC). FLC has been designed to qualitatively determine whether
a spectrum handoff should be realized or not. Linguistic variables are considered in
terms of three fuzzy sets, respectively, ‘Low,’ ‘Medium,’ and ‘High.’ The term set

Fig. 3 FLC for handoff
decision
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the output linguistic variables consists of two fuzzy sets ‘Y,’ ‘N.’ Table 1 gives
fuzzy rules for handoff decision. The original parameters are normalized in the scale
of 0–1, by using normalization equation. ‘Low’ means linguistic value lies between
‘0’–‘2.5,’ and its pattern is ‘0000.’ ‘Medium’ means its value lies between
‘2.5’–‘7.5,’ and its pattern is ‘0101.’ ‘High’ means its value lies between ‘7.5’–‘1.’

Membership Function:
Figures 4, 5, and 6 give triangular membership function for SSC, BR, and RSS,
respectively.

μf x, a, b, cð Þ =
0 if x< a

ðx− aÞ ̸ðb− aÞ if a≤ x≤ b

ðc− xÞ ̸ðc− bÞ if b≤ x≤ c

1 if x> c

8>>><
>>>:

.
ð10Þ

P1 = xjx∈R, 1≤ x≤ 100f g ð11Þ

P2 = xjx∈R, 5≤ x≤ 70f g ð12Þ

P3 = xjx∈R, − 95≤ x≤ − 10f g ð13Þ

P1, P2, and P3 are rational values of SSC, BR, and RSS, which is given in
Eqs. (11), (12), and (13). Normalize P1, P2, P3, 0–1

P1 SSC= P1− 10ð Þ ̸90
P2 BR= P2− 5ð Þ ̸65
P3 RSS= ð P3− − 95ð Þð Þ ̸ − 10− − 95ð Þð Þ

Training the patterns generated by FLC ANN is used.

Table 1 Fuzzy rules for
FLC2

Fuzzy rule If Then
p1 p2 Channel allocation

1 L H B
2 H H C
3 H M C
4 M H C
5 M M C
6 L M C
7 M L N
8 H L N
9 L L N
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(iii) Spectrum Handoff Process

Efficient spectrum sense with 100% detection probability. Proposed system has
used proactive handoff strategy, so handoff delay is very low. Figure 7 shows
spectrum handoff process. As shown in Fig. 8, handoff decision is ‘N’ transmission
of CPE or SU is continuous on the same channel. When handoff decision is ‘Y’
then FLC2 is used to search backup channel. For new channel detection, parameters
used are minimum handoff (p1) and maximum idle to the busy ratio (p2). Three
linguistic variables are considered, respectively, ‘Low,’ ‘Medium,’ and ‘High.’ The
term set the output linguistic variables consists of three fuzzy sets ‘B,’ ‘C,’ and ‘N.’

Table 1 gives backup and candidate channel with consideration of minimum
handoff and maximum idle to busy ratio.

Number of channels = N, Current channel = M.

Fig. 4 SSC membership
function

Fig. 5 BR membership
function

Fig. 6 RSS membership
function
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Assigned channel (Bk) is a set of channels given in Eq. (14); it should have
minimum handoff and idle to busy ratio maximum as per Eq. (15).

Bk =Bk ∈ 1, 2, 3, . . . .Nf gMk=1M ≤N ð14Þ

Fc = Fk then Hd = ‘Y’
p1 = Handoff, p2 = ibratio
Optimized Handoff Channel = ϑ

ϑ= argminp1 and argmaxp2 . . . ϑ∈N ð15Þ

4 Simulation Results

(A) System Input
(i) Cell Information: Channels allocated randomly consecutive ten for each

cell.

Fig. 7 Handoff process

Fig. 8 FLC for optimized handoff latency
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(ii) CPE Information: All CPEs have self-intelligence. CPE inflation will get as
shown in Fig. 9.

(iii) PU Traffic and Other Data Input: the traffic of PU using Poisson
distribution.

(B) System Process
(i) Efficient Spectrum Sensing

New formulation for the threshold is derived with rigorous analysis of SNR, pfa,
and multiplication factor.

(ii) Handoff Decision

Fuzzy rules are generated using parameters SSC, BR, and RSS. The pattern gen-
erated through fuzzy rule is of 12 bit. For 100% training, 10000 iterations are required.

(iii) Channel Allocation with Optimized Handoff Latency

Handoff decision given by FLC1 is ‘N’ then data transmission of CPE is con-
tinued as before. If handoff decision is ‘Y’, then FLC2 will work. FLC2 will work
on two parameters. These parameters are a minimum handoff and maximum idle to
busy ratio. An overall system with all interfaces is shown in Fig. 9.

5 Conclusion

In frequency domain analysis, the accuracy of proposed new threshold formulation
is of 96.56%. SNR and pfa analysis show proposed formulation that gives stable
system. The proposed new algorithm gives handoff decision in the cognitive radio

Fig. 9 System graphical user interface (GUI)
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network. In this system, each microcell contains different CPEs with each CPE
being well trained by using fuzzy logic and ANN. By extensive testing for different
randomly generated patterns, we have concluded that this novel algorithm of
spectrum handoff gives low complexity and reduced execution time. This proposed
algorithm has obtained 100% accuracy, precision, and sensitivity. A novel algo-
rithm gives optimized handoff latency. Our future work will be the real-time
implementation of the system.
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Performance Comparison of Deep VM
Workload Prediction Approaches
for Cloud

Yashwant Singh Patel and Rajiv Misra

Abstract With the exponential growth of distributed devices, the era of cloud
computing is continued to expand and the systems are required to be more and more
energy-efficient with time. The virtualization in cloud manages a large-scale
grid-of-servers to efficiently process the demands while optimizing power con-
sumption and energy efficiency. However, to ensure the overall performance, it is
critical to predict and extract the high-level features of the future virtual machines
(VMs). To predict its load deeply, this paper investigates the methods of a revo-
lutionary machine-learning technique, i.e., deep learning. It extracts the multiple
correlation among VMs based on its past workload trace and predicts their future
workload with high accuracy. The VM workload prediction helps the decision
makers for capacity planning and to apply the suitable VM placement and migration
technique with a more robust scaling decision. The effectiveness of deep learning
approaches is extensively evaluated using real workload traces of PlanetLab and
optimized with selection of model, granularity of training data, number of layers,
activation functions, epochs, batch size, the type of optimizer, etc.

Keywords Cloud computing ⋅ Deep learning ⋅ Energy efficiency
Physical machine (PM) ⋅ Virtual machine (VM) ⋅ Workload prediction

1 Introduction

Billions of smart devices, i.e., sensors and smart phones that compose the cyber
physical systems (CPS) and Internet of things (IoT), will continuously generate
huge amount of data than any individual Web application. The digital universe
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resides escalating in a computing cloud, higher than terra firma of huge hardware
data centers connected to billions of distributed devices, all monitored and con-
trolled by intelligent softwares [1]. Cloud computing is undoubtedly a fine approach
to address these staggering requirements. To address the data boom caused by the
devices like IoT requires fully controlled cloud services. The cloud service provi-
ders have to guarantee the levels of interoperability, portability, and manageability
that are almost far away to achieve with the current solutions. Service providers
help the companies to select suitable communication hardware and software to
support cloud protocols as well as secure remote upgrades. To offer fully managed
private, public, and hybrid cloud solutions from a simple development to
resource-intensive applications, the cloud infrastructure and platform technologies
have to ensure elastic scalability and high-throughput event processing services. To
achieve this, the companies have designed open-source distributed database sys-
tems for accumulating, processing, and managing large amount of data across
commodity clusters and servers. In order to extract the knowledge from the col-
lected data and to feed users of smart city applications, such system follows a
typical three-layer architecture. Firstly, the collection layer is responsible to collect
data from individual devices and send it to the gateways. In the transmission layer,
data is moved from gateways to distributed cloud platforms. At last, at the pro-
cessing layer data is convoluted in the platform of cloud where the knowledge is
extracted and makes available to applications [2]. During such complex process,
cloud has promised the vision of computing resources and advances the faster
network with lower latency. As the services of cloud computing become well-liked,
more and more data centers persisted to be deployed around the globe to remotely
deliver the computational power over the Internet. Such data centers acquired a
larger fraction of the planet’s computing resources. During its management, the
service providers will definitely suffered from critical business challenges such as
security, privacy, interoperability, portability, reliability, availability, bandwidth
cost, performance, cost management, complexity of building cloud, and its envi-
ronmental impact. But, the major worries while providing the light-speed transfer of
data are the increased carbon emissions due to servers. In this reference,
energy-efficient management of data center resources is a critical and challenging
task while considering operational costs as well as CO2 emissions to the sur-
roundings. In a data center, the long-term operation of servers will not only wear
out the equipment, but will also carry the problems of high temperature and energy
consumption [3]. A recent report on power consumption of server farms is of
evidence that the electricity consumed by servers around the globe accounts to 3%
of the global electricity production and about 2% of total greenhouse gas emissions.

Virtual machine (VM)-based distributed and scalable on-demand resource
allocation techniques, load balancing approaches, and energy-performance
trade-offs while reducing cost and power consumption at the large-scale data
centers are the need of time. VM allocation methods try to deploy multiple
heterogeneous VMs on each physical machine (PM). In case of high overload
situation, i.e., higher than specified threshold of CPU utilization, more VMs are
reallocated from one operating PM to another to avoid the violation of service-level
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agreement (SLA) [4] while the under-utilization, i.e., lower than specified threshold
of CPU utilization, will scale down the performance. During such live migration,
the overall performance of running applications inside the VM can be impacted
negatively [5]. Therefore, by predicting the future workload of VM will not only
enhance the overall utilization of resources but also minimize the problem of energy
consumption. The prediction of the workload will help the decision makers for
capacity planning and applying suitable VM placement as well as migration
technique as depicted in Fig. 1 [6].

In this work, we present multi-layer neural networks or popularly known deep
learning models to predict the VM workload based on its past workload traces.
Deep learning, however, is become a new era of machine learning. It has mod-
ernized the machine learning to another level of creating algorithms and to make the
system much better analyzer. In recent years, deep learning has reignited the grand
challenges of artificial intelligence and become a third boom of AI. It helped the
researchers to identify ordinary characteristics of certain objects from the massive
amounts of data. The proposed deep learning models will learn the inherent cor-
related features of VMs workload trace and more effectively predict the workload of
future VMs. The predicted load information will be transferred to workload ana-
lyzer and then given to the decision-making modeler. It will generate a decision
plan of VM management and provide it to performance modeler, and then, the
allocation and migration plan choice will be transferred to application provisioner.
The application provisioner will receive the accepted user request and apply the
suitable VM placement strategy to map the VM to physical servers. In case of
overloading, the best migration plans will be selected.

The rest part of this paper is structured as follows: Sect. 2 describes recent
works. Section 3 presents performance modeling for utilization-aware workload
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Fig. 1 Utilization-aware workload prediction framework in cloud
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prediction. Section 4 elaborates different deep learning techniques for workload
prediction. Simulation design and performance evaluations are described in Sect. 5.
Finally, the conclusion and future works are discussed in Sect. 6.

2 Background and Related Works

Dynamic VM consolidation approaches are widely known for improving resource
utilization and maintain energy efficiency in data centers. In literature, various
strategies of VM consolidation have been presented. Bobroff et al. [7] proposed a
dynamic server consolidation method for a given workload. In their work, they
have integrated bin-packing heuristics and time series-based forecasting to reduce
the amount of physical capacity needed to support a specific rate of service-level
agreement (SLA) violations. Secron et al. [8] used a threshold value assumption to
prevent CPUs from reaching 100 percent utilization that may lead to performance
degradation. Beloglazov and Buyya [5] applied a statistical analysis of the historical
data and used two thresholds, i.e., upper and lower thresholds. They have divided
the VM consolidation technique into detection of (i) host under-load situation, i.e.,
lower than specified threshold of CPU utilization; (ii) host overload situation, i.e.,
higher than specified threshold of CPU utilization; followed by (iii) VM selection,
i.e., to pick best VMs for migration; (iv) VM placement; and (v) balancing of
workload among physical machines, i.e., servers. Therefore, it is superior to predict
the future workload rather than monitoring the current workload and applying the
migration techniques. Prediction of workload will facilitate the decision maker to
plan and deal with the capacity of resources. Such advance load prediction will not
only improve the performance of overall system but also make it energy-efficient.

In the field of VM workload prediction, numerous approaches have been pro-
posed. Dorian and Freisleben [9] proposed artificial neural networks (ANNs)-based
distributed resource allocation approach to find best VM allocations while opti-
mizing utility function. Bitirgen et al. [10] used ANN-based model to support
online model training by predicting the performance. In their work, they have
considered resource allocation at the multiprocessor chip level. Zhen et al. [11]
presented an exponentially weighted moving average (EWMA) approach for
short-term prediction of CPU load. Kousiouris et al. [12] proposed a GA-based
approach based on the artificial neural networks (ANNs) for workload prediction.
Calheiros et al. [13] proposed a proactive method for dynamic provisioning of
resources. It is based on autoregressive integrated moving average (ARIMA) model
that employs linear prediction structure and predicts future workload by using
real-world traces. Fahimeh et al. [14] proposed k-nearest neighbor regression-based
model to predict the future utilization of resources. Their utilization
prediction-aware best fit decreasing (UP-BFD) method optimizes the VM place-
ment by considering present and upcoming resource requirements. Feng et al. [15]
proposed a deep belief network (DBN) that contains multiple-layered restricted
Boltzmann machines (RBMs) and a regression layer to predict the workload of
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future VM. Authors have evaluated its performance with the existing literature
work such as EWMA and ARIMA method. All of these existing approaches have
used a linear prediction model and implemented a very low dimension structure.
These approaches give low performance when long-time workload prediction is
required and inherent VM features required to be extracted in complex cloud net-
work. To resolve these issues, this work applies and investigates deep learning
techniques to identify inherent correlation of VMs from the massive amounts of
workload trace and predict the future workload of VMs.

3 Performance Modeling for Utilization-Aware Prediction

Let X(t) be the set of all past CPU utilization trace as the time intervals of every 5 min
and Y(t) be the CPU utilization at the next time (t + 1). To predict the CPU utilization
at (t + 1), the past information ofCPUutilization at previous time intervals (t – 1) and
(t – 2) will be used. This problem can be modeled as a regression problem, where the
input time values are (t – 2), (t – 1), t is given, and the predicted output value is
(t + 1). The mean absolute error can be calculated by Eq. (1):

MeanAbsolute Error =
1
n
∑
n

i=1

xai− x
p
i

�
�

�
�

xai
ð1Þ

where n is the prediction intervals, xai is the actual CPU utilization value, and xpi is
the predicted CPU utilization value.

The performance modeler will use this predicted CPU utilization for allocation or
migration of VM at the destination host with the following constraints of Eq. (2) [14]:

PUcpu VMð Þ+CUcpu PMð Þ≤THcpuXTUcpu PMð Þ ð2Þ

where PUcpu(VM) is a predicted CPU utilization of VM, CUcpu(PM) is the current
CPU utilization of PM, THcpu is the threshold value, and TUcpu(PM) is the total
CPU utilization of PM. If the Eq. (2) is satisfied, the VM placement can be per-
formed at destination PM and the status of PM will be updated as shown in Eq. (3):

TUcpu PMð Þ=PUcpu VMð Þ+CUcpu PMð Þ ð3Þ

During the case of hot spot mitigation or VM migration, the new PMs are
required to be searched (or) the idle PMs are to be switched in active state. The
violation can be formulated by Eq. (4):

PUcpu VMð Þ+CUcpu PMð Þ≥THcpuXTUcpu PMð Þ ð4Þ
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Overall CPU load of PM denoted by Lcpu (PM) can be calculated by Eq. (5):

Lcpu PMð Þ=
CUcpu PMð Þ
TUcpu PMð Þ

ð5Þ

where CUcpu(PM) is the current CPU load of PM, and TUcpu(PM) is the total CPU
load of PM. Threshold values of PM can be defined though Eq. (6):

THLcpu PMð Þ≤TUcpu PMð Þ≤THUcpu PMð Þ ð6Þ

where THLcpu (PM) denotes lower threshold value of PM, and THUcpu (PM) de-
notes upper threshold value of PM.

Case of host under-load situation, i.e., lower than specified threshold of CPU
utilization, is shown in Eq. (7):

TUcpu PMð Þ≤THLcpu PMð Þ ð7Þ

This is also called the case of cold spot; if it is satisfied, then there is a need of
VM migration so that the PM can be switched off or switched to sleep state and rest
PM can be utilized. It will reduce the number of active PMs and improve the degree
of energy efficiency.

Case of host overload situation, i.e., higher than specified threshold of CPU
utilization, is shown in Eq. (8):

TUcpu PMð Þ≥THUcpu PMð Þ ð8Þ

This is also called the case of hot spot; if it is satisfied, then there is a need of
VM migration so that the unnecessary SLA violation can be avoided and other PMs
will be searched to satisfy the increased demand of particular VM.

4 Deep Learning-Based Workload Prediction Techniques

The existing workload prediction approaches apply the statistical analysis of the
workload trace, i.e., CPU, memory, disk, and bandwidth and predict the future
workload by identifying variations in workload trace. To deeply analyze the
workload variations, the depth of layers in a neural network becomes a critical
factor and gave birth to “deep learning—a revolutionary machine-learning tech-
nique.” The problem of workload prediction is assumed to be a time series-based
regression problem and solved with powerful deep learning approaches. The input
of these models is workload trace of VMs recorded in different time intervals, and
output is predicted load of future VMs. These approaches apply the technique of
unsupervised learning, where only a little knowledge of resources is provided.
Accuracy of prediction can be improved with the number of hidden layers, epochs,
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batch size, activation functions, and type of optimizer. Different deep learning
models that are used in this work are discussed as follows:

4.1 Recurrent Neural Network (RNN) Model

Recurrent neural networks (RNN) [16, 17] are known to be a complement set of
classical neural networks, i.e., feed-forward network. It removes the constraint of
passing the information in forward manner and improves the model by providing at
least one feed-backward edge.

4.2 Long Short-Term Memory (LSTM) Network Model

LSTM model was proposed by Hochreiter et al. in 1997 [18], Wang and Raj [17]. It
tries to contest the vanishing gradient problem with the help of gates and an
explicitly defined memory cell. Each neuron has three gates, i.e., input, output, and
forget, along with memory cell. The input gate decides that how much information
of the previous layer is required to be stored in the cell. The output layer decides
how much of cell state to be known by the next layer, and the forget gate is for
erasing the few content of previous layer. LSTM has been widely applied in several
real-world problems.

4.3 Boltzmann Machine Model

It is also known as a hidden unit version of Hopfield network. It is a fully connected
network made by hidden and visible units. In this model, few neurons are marked as
input while others are hidden. It initiates with random weights and learns through
contrastive divergence. The process of training and running is similar to Hopfield. It
is inspired from physics where the rise in temperature causes the state transfer. The
energy function of Boltzmann machine can be represented by Eq. (9):

E v, hð Þ= − ∑
i
vibi − ∑

k
hkbk −

1
2
∑
i, j
vivjwi, j −

1
2
∑
i, k

vihkwi, k −
1
2
∑
k, l

hkhlwk, l ð9Þ

where v defines visible units, h defines hidden units, w defines weights, and b is for
bias. The global temperature value controls the activation; if it is minimized, then
the energy of the cells decreases. The right temperature to the network achieves an
equilibrium state [17].
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4.4 Convolution Neural Network (CNN) Model

CNN is also known as LeNet. It is based on traditional multiple layer perceptrons. It
was proposed by LeCun et al. in 1998 [19]. It applies convolution and sub-sampling
operation alternatively on input data by using different computational units in
convolutional and sub-sampling layers. After this, the data represented in higher
layers fed to a fully connected network and complete the task.

5 Simulation Design and Performance Evaluation

5.1 Simulation Design

To evaluate the efficiency of deep learning approaches, a real workload trace of
PlanetLab [20, 21] is used. It is a widely popular open platform that contains the
CPU utilization of over 1000 VMs. This data is collected in every five minutes and
stored in different files. For one VM, there are total 288 observations per day [22].

5.2 Performance Evaluation

In this work, the input of model is the CPU utilization of VMs and output is future
CPU utilization. The data set is divided into two parts, i.e., training set and test set.
The training set includes the CPU utilization of VMs recorded in 7 days, and
remaining is kept for test set. For single VM workload prediction, there are total
2880 time intervals out of which 70% is used for training and 30% is used for test.
Then, the deep learning models are trained with different sizes and features as
shown in Table 1 and tested with unknown data set. The performance of deep
learning models, i.e., multi-layer NN, convolutional NN, recurrent NN, Boltzmann,
and LSTM NN for single VM workload prediction during long time intervals of
testing data, is represented in Fig. 2. It can be observed that the predicted utilization
of CPU by LSTM network is too close to actual workload, while the convolutional
network gives low performance in comparison with other techniques.

Table 1 Experimental configuration

Layers Epochs Batch size Activation function Loss function Optimizer

3 50 10 Relu, SoftMax MSE SGD
5 100 50 Relu, SoftMax MSE Adam
10 150 100 Relu, SoftMax MSE Adamax

156 Y. S. Patel and R. Misra



Overall analysis of mean absolute error for single VM is represented in Fig. 3.
The deep learning models are also depended on the amount of training data. As
much as we increase the amount of training data, it will improve the accuracy of
prediction. In case of multiple VMs, we have selected 10 continuously running
VMs and plotted its average mean absolute error in Fig. 4. The LSTM network
model gives minimum average mean absolute error and performs better than other
deep learning models. It is advantageous in the case of multiple VM workload
prediction during long time intervals. These deep learning models are beneficial
during VM management and help the decision makers to pre-plan the VM place-
ment and migration strategies. The overall performance of deep learning models
can be arranged as:
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6 Conclusion and Future Works

In this work, we have presented different utilization-aware prediction models of
deep learning approaches. It extracts the high-level features from the workload trace
of past VMs and predicts their future workload with high accuracy. The prediction
of the workload can help the decision makers to estimate the overall capacity and to
apply the suitable VM placement as well as migration technique. The proposed
framework will support the prediction of large-scale data intensive systems for
distributed decision making such as hot spot mitigation, cold spot mitigation,
threshold violation, and SLA violation. The accuracy of deep learning approaches is
evaluated using real workload traces and shown with the help of experimental
results. The results are promising and show that the LSTM-based networks improve
the performance of workload prediction while convolutional NN gives low per-
formance. Deep learning approaches are suitable for long-term prediction of
workloads. The performance of the deep learning approaches can be improved
further by increasing size of training data and depth of the model. This will help the
model to find more correlation between workload patterns and determine the load
with dynamic requirements. In future, we will try to investigate more robust and
efficient approaches of workload estimation while coordinating with multi-tier
applications and multi-tier VMs running on heterogeneous PMs in real cloud
platform.
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A New Neural Network-Based IDS
for Cloud Computing

Priyanka Joshi, Ritu Prasad, Pradeep Mewada and Praneet Saurabh

Abstract Services provided by cloud computing are the very fascinating as it
offers of free access or paid access to the buyers. This paradigm facilitates a verity
of facets to the users. Being such an interesting concept and having so many
beneficial features, the cloud also suffers from several security risks. This results in
creating a lot of challenges at the time of implementation. Since, cloud services are
not confined to limited boundaries therefore chances of misadventure leading to
compromise is immense. Intrusion detection system (IDS) within the cloud envi-
ronment is an interesting idea and this paper presents “A neural network-based
intrusion detection system for cloud computing (NN-IDS)”. It discusses the various
integrated methods that provide detection in cloud environment and also takes
prevention measures for the malignant functions found within the cloud. Experi-
mental results show that NN-IDS performs much better than existing work and
shows significant improvement in accuracy and precision.
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1 Introduction

With the emergence of the Internet and increasing rate of IT trends, concept of
cloud has become the very beneficial aspect for users [1]. Cloud computing offers a
way of achieving services of computing for which there is no requirement of having
the expert knowledge of the various technologies and as per the business point of
view, the cloud computing may provide various latest types of services for the users
and also for the organization easily, which can provide the large scale and various
services to the users in order to speed up the innovation and also helps in the better
process of decision-making [2]. Various users handle humongous amount of data
and in this paradigm, users are basically dependent on the services on the Internet
for any type of business or personal communication also for performing various
activities related to sending or storing of data [3]. This paradigm has also introduced
new aspect of software development along with their deployment with various
resources [4]. Consequently, it lowers the development, implementation, and
deployment cost [5].

Cloud demonstrates four types of deployment schemes that are found and rep-
resented as the private cloud, public cloud, community cloud and, finally, the
hybrid cloud [6]. These schemes offer lot of flexibility and add efficiency to the
users. But somehow this open and flexible architecture becomes vulnerable for
attacks [7]. Intrusion detection system (IDS) is not a new concept, indeed it is an
appealing concept that monitors the incoming packets analyses them and then filter
out the potential attacks while letting go the legitimate packets [8]. Since cloud is a
distributed concept, it is more prone of attacks; therefore, IDS becomes crucial
concept for making computing in cloud environment secure [9]. Lately, it has also
been seen that IDS in many cases fails to detect new and novel attacks, thus
lowering the detection rate; therefore, a lot of attention is paid in development of
IDS that must have the potential to successfully filter out the potential attacks more
proficiently and correctly [10].

A multilayer perceptron (MLP) is a type of artificial neural network with min-
imum three layers of neurons, namely an input layer, one or more hidden layers,
and an output layer. Entry layer is not taken into consideration as a “actual” layer.
Neurons within the enter layer actually distribute the additives of an input pattern
vector to neurons inside the hidden layer without any other processing [11]. This
paper proposes a neural network-based intrusion detection system for cloud com-
puting (NN-IDS) that incorporates the neural network concepts to design and
develop an IDS that can successfully filter out the new attacks in order to instill trust
in the system. Rest of the paper is organized in the following manner; Sect. 2
presents the related work while Sect. 3 introduces the proposed work. Section 4
explains the results and analysis while Sect. 5 concludes the paper.
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2 Related Work

This section describes the various concepts of cloud computing, intrusion detection,
and neural networks. Cloud computing is the next Web-based computing that
provides straightforward and customizable services to the users for accessing or to
figure with numerous cloud applications [12]. Cloud computing is the next Internet
technology primarily based on Internet which offers easy and flexible software,
hardware, or services. Cloud computing gives a lot of flexibility that saves lot of
time and brings ease by using connecting the cloud application using Internet [13].
Security in cloud computing is the major concern that needs to be addressed. If
security measures are not provided properly for data operations and transmissions,
then data is at high risk [14]. Since cloud computing provides the flair for a
bunch of users to access the stored information, there is a chance of get-
ting high data risk [15]. Significant security measures need to be enforced after
identifying prominent security challenge which can lead to solutions for such
challenges. Securing cloud is very important as if these are not properly taken care
will evntually lead in creating security vulnerabilities [16]. Therefore, this paradigm
needs most powerful safety options by working out security understandings that
should have the potential to deal with these challenges. Intrusion detection system
(IDS) is a type of software or the hardware element which monitors process to
identify potential attacks [17]. Due to this fact, IDS is one of the fastest growing
technologies to impart security. IDS works on mainly three aspects: monitoring,
analyzing, and then making decision about any packet. IDS can be divided in two
categories such as signature-based IDS and anomaly-based IDS. Signature-based
IDS detects known attacks through matching signature in pre-stored attack signa-
ture base. Signatures are the well-formatted patterns found in the attack. Thus, they
are limited to detecting known attacks. Anomaly-based IDS stores the behavior of
previous events and constructs a model to predict the behavior of the incoming
events [18]. These systems are able to detect both known as well as an unknown
attack, however produce high false alarm and high computational cost. The IDS
service may raise the alarm if it encounters an attack automatically since the process
of analysis is automatically [19].

Popovi and Hocenski mentioned concerning the security problems, necessities,
and challenges that are faced by cloud service providers throughout cloud engi-
neering [4]. Behl explores the safety problems regarding the cloud atmosphere. This
paper mentioned concerning existing security approaches to secure the cloud
infrastructure and applications and their drawbacks [5]. Sabahi [20] discussed about
the security problems, responsibility, and accessibility for cloud computing. This
paper also planned a possible resolution for few security problems [6]. In another
work, Mohamed et al. [21] bestowed the information security model of cloud
computing supported the study of cloud design. They conjointly enforced the
knowledge to develop a security paradigm for cloud computing. Later on, Wentao
[22] introduced some cloud computing systems and analyzes cloud computing
security issues and its strategy in step with the cloud computing ideas [8].
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Mathisen [23] mentioned concerning a number of the key security problems that
cloud computing will witness in future and put forward some potential solutions for
the same. Also, Sondhiya and Shreevastav [11] analyzed the maximum use of
neural networks and its learning abilities that have been defined in order to cate-
gorize the intrusions. They also stated about the soft computing approach like MLP
algorithm for identifying the unknown found attack over the network within the
cloud. Mathew in his work described the problems that are found within the
architecture of the cloud [12] by highlighting various types of threats that create
issues within the cloud infrastructure extended in [16]. Recently bio-inspired
advances [24] also gained attention in realizing different goals on this domain [25–
27]. Next section presents the proposed “A neural network-based intrusion detec-
tion system” for cloud to overcome the threat perception.

3 Proposed Method

This section presents the proposed “A neural network-based intrusion detection
system (NN-IDS).” The proposed NN-IDS is meant for securing the cloud envi-
ronment. Major steps in NN-IDS are generation of desired dataset and classify the
dataset. The flowchart of proposed NN-IDS is described in Fig. 1 followed by the
algorithm given below.

In the beginning data, cleaning is done and dataset is categorized into two and the
first belongs to the normal category while another belongs to attack category. Now,
dataset is divided into training set and test set; then, proper classifier is used for the
identification of legitimate or attack pattern. Under training phase, the classifier gets
trained and becomes ready for the testing of any new attack in testing. Testing phase
uses confusion matrix for the analysis of the performance of the proposed NN-IDS.

// read dataset X having three classes normal, known attack, and unknown attack. 
// having n number of record. X having X.data for data and X.class having classes
1. Start
2. For i=1 to n
3. {
4. If X.class!=normal
5. {
6. data(i)=X.data(i)
7. }
8. }
9. Data.train, Data.test = Divide(data)
10. trainModel = Train.MultilayerPerceptronClassifier (data.train, classes.train)
11. predictedClass = Test. MultilayerPerceptronClassifier (trainModel, data.test)
12. conf = confutionMatrix(predictedClass,  data.test)
13. Accuracy=sum(conf(i, i))/sum(conf(i, j)) for every I, j=1,2;
14. End

Algorithm for NN-IDS 
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4 Result Analysis

This section discusses the different experiments conducted on the developed
NN-IDS for cloud under different scenarios to validate its efficiency. Kyoto dataset
has been used for both training set and test set for all the experiments, and then,
comparison has been drawn with the current state of the art. Results are calculated
on accuracy and precision.

(i) Accuracy: It is a parameter that is used to find the efficiency of the work. This
will show the effectiveness of the classification of the true positive and true
negative given in Eq. (1).

Accuracy=
True Positives +TrueNegative

TP+TN+FP+FN
ð1Þ

Start

Remove the normal data from the dataset

Divide the data for train and test

Create confusion matrix

Calculate accuracy

Stop

Preprocess dataset

Multilayer perceptron classifier 

Fig. 1 Flowchart of NN-IDS
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(ii) Precision: It is a description of random errors, a measure of statistical vari-
ability stated in Eq. (2). Precision attribute specifies the characteristics of
features in great detail and is important to realize, however, that precision data
no matter how carefully measured may be inaccurate.

Precision =
Number of True Positives

Numbeof True Positives + False Positives
ð2Þ

Experiments are conducted in order to determine the accuracy of the developed
IDS with neural network for cloud, and then, comparisons are drawn with J48
algorithm for the same test condition. In the experiments, both the J48 and neural
network-based IDS are trained and tested using Kyoto dataset. In the experimen-
tation, training set is composed of various training set of packets while test dataset
is composed of several of dataset. Below are the findings of the experiments.

In experimental result, Table 1 along with Fig. 2 shows the evaluation of the
accuracy and percentage improvement of accuracy in proposed NN-IDS over J48,
when compared. In the experiments, both J48 and NN-IDS were trained with 10%
of the dataset, and in the next subsequent experiments, it was increased from 10% to
20%, 30%, …, 60%. This change in training set size also reflects the efficiency of
the developed NN-IDS as it performs well even trained with low training set size.
Results in Table 1 and Fig. 2 state that NN-IDS achieves 0.9631% accuracy against
0.9565% of J48 when both the systems were trained with 10% of dataset. Accuracy
of both the systems increases with increase in size of dataset and NN-IDS reports
0.9643 accuracy while J48 reports 0.92340% accuracy when trained with 60% of
dataset. With these results, it is evident that the proposed NN-IDS achieves higher
accuracy than the J48 algorithm and these are visible in percentage increase of
accuracy.

Next experiment is conducted in order to determine the precision of the devel-
oped IDS with neural network for cloud, and then, comparisons are drawn with J48

Table 1 Accuracy of
existing and NN-IDS

Training
set (%)

J48 (%) NN-IDS (%) % Improvement

10 0.9565 0.9631 0.066
20 0.9526 0.9664 0.138
30 0.9491 0.9596 0.105
40 0.9419 0.9665 0.246
50 0.9324 0.9654 0.333

60 0.9234 0.9643 0.409
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algorithm for the same test condition. In the experiments, both the J48 and neural
network-based IDS are trained and tested using Kyoto dataset. In the experimen-
tation, training set is composed of various training set of packets while test dataset
is composed of various dataset. Below are the findings of the experiments.

In experimental result, Table 2 along with Fig. 3 shows the evaluation of the
precision and percentage improvement of precision in proposed NN-IDS over J48,
when compared. In the experiments, both J48 and NN-IDS were trained with 10%
of the dataset, and in the next subsequent experiments, it was increased from 10% to
20%, 30%, …, 60%. This change in training set size also reflects the efficiency of
the developed NN-IDS as it performs well even trained with low training set size.
Results in Table 2 and Fig. 3 state that NN-IDS achieves 0.9796% precision against
0.9463% of J48 when both the systems were trained with 10% of dataset. Precision
of both the systems increases with increase in size of dataset and NN-IDS reports
0.9613% precision while J48 reports 0.9566% precision when trained with 60% of
dataset. With these results, it is evident that the proposed NN-IDS achieves higher
precision than the J48 algorithm and these are visible in percentage increase of
precision.
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Fig. 2 Accuracy comparison between J48 and NN-IDS

Table 2 Precision of J48 and
NN-IDS

Training
set (%)

J48 (%) NN-IDS (%) % Improvement

10 0.9463 0.9796 0.033
20 0.9546 0.9678 0.132
30 0.9705 0.9943 0.208
40 0.9419 0.9665 0.336
50 0.9633 0.9718 0.455

60 0.9566 0.9613 0.477
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5 Conclusion

This paper highlighted that there are several types of attacks are there within the
layered protection of the cloud environment and which is also distract from having
the trust in between cloud users and their providers which also consists of the some
illegal type of access, loss of data, bad services utilizations, etc., within cloud, and
some types of hackers or attacks are also present. In quest to overcome this situ-
ation, this paper proposed “A neural network-based intrusion detection system
(NN-IDS) for cloud environment.” The proposed NN-IDS integrated methods
provide detection in cloud environment and also take prevention measures for the
malignant functions found within the cloud. Experimental results show that
NN-IDS performs much better than existing work and shows significant
improvement in accuracy and precision.
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Designing of an Orchestration Mechanism
for the Efficient Web-Services
Composition

Reena Gupta, Raj Kamal and Ugrasen Suman

Abstract Service-oriented architecture (SOA) is an emerging paradigm to build
complex applications and business processes. SOA is described by the interactions
between the loosely coupled, coarse-grained, and autonomous services. The inter-
actions take place in a distributed environment. The services need interoperability
for the heterogeneous applications and complex business processes. Web-services
composition (WSC) is thus an important aspect of applications and processes. Two
major approaches for the WSCs are orchestration and choreography. The orches-
tration offers number of advantages over choreography during the WSC. The paper
gives a literature review of different approaches and of the tools, which are available
for Web-services orchestration (WSO). The paper describes a comparison of earlier
WSO approaches taking into account different benchmarks and identifies the needs
of the improvements. The paper suggests an orchestration-based improved
approach during the WSC and needed steps for that.

Keywords Service-oriented architecture ⋅ Web-services ⋅ Web-services
composition ⋅ Orchestration ⋅ Choreography ⋅ Dynamic

1 Introduction

Service-oriented architecture (SOA) is an architectural way used for designing
complex distributed systems. It is a way to organize and utilize the distributed
capabilities. SOA services are interoperable in distributed environment. With the
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advent of WWW services, interoperability is required on the Web. Various standard
languages, the format of interfaces and protocols supports interoperability among
the Web-services. These are Xtensible Markup Language (XML), Hyper Text
Transfer Protocol (HTTP), Web-Services Description Language (WSDL), Simple
Object Access Protocol (SOAP), and Universal Description, Discovery and
Integration (UDDI) [1].

The current researches in Web-services include many challenging areas starting
from service publication to service mining. The most vital among them is WSC.
A single atomic service has limited functionality. Therefore, WSC is required to
design a complex business process. Quality of Service (QoS), which is a
non-functional property of a Web-service, plays an important role in composition
[2]. XML-based approaches provide a way to compose such Web-services either
through orchestration or choreography.

1.1 Two Approaches: Orchestration and Choreography

Web-services orchestration (WSO) and Web-services choreography (WSCh) are
two approaches for coordination and orderly execution of services.

WSO: One central controller (CC) enables orderly execution of services. The
services do not directly interact with each other. They pass messages and com-
municate via this CC only [3]. CC invokes a service, which responds and com-
municates with the CC. Orchestration functionalities for the executable business
processes use the XML-based Business Process Execution Language (BPEL).
BPEL includes sequencing of process activity, message correlation, failure recov-
ery, and relationship between process roles [4].

WSCh: There is no CC and services can directly interact with each other. Each
service involved in a composition knows with whom it takes to interact [3].
Choreography works for multiparty collaboration with the help of XML-based
Web-Services Choreography Interface (WSChI) [4, 5]. The interfaces provide
dynamic collaboration, message correlation, sequencing rules, and exception han-
dling during the transactions [5].

WSO has following advantages over WSCh when composing the Web-services
to execute business process [3, 4]:

• The coordination among component Web-services centrally manages through a
CC.

• Web-services are unaware that they are participating in creating a larger busi-
ness process.

• Alternate solution is available in case of a Web-service fault.
• Design and execution of choreography models are more complex and chal-

lenging than orchestration.
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• The process of orchestration is well defined and understood while choreography
is an open-research challenge.

The organization of the paper is as follows. Section 2 describes a literature
review for orchestration-based existing approaches and summarizes them based on
various benchmarks. Section 3 gives a discussion and identifies issues for WSO.
Section 4 gives a design and explains suggested approach and sequences required.
Section 5 concludes the results.

2 Comparison of the Orchestration-Based Approaches

Various approaches [6–20] have been adopted for orchestration-based WSC. Liu
et al. [6] analyzed service domain features on a Web-service optimal composition. It
improves the optimization strategies based on artificial bee colony and uses
improved artificial bee colony algorithm (S-ABCSC). Chitra and Guptha [7] pro-
posed a tree-based strategy for a QoS-aware service composition. The proposed
work also analyzed the parameters such as server maximum capacity, server’s
current load. This provided the alternative services with improved response times.

Mohamed et al. [8] suggested a clonal selection algorithm-based solution for the
semantic WSC. The solution used the QoS attributes and semantic similarity. They
compared with a genetic algorithm-based solution. Yu et al. [9] proposed a QoS
optimization technique for data-intensive Web-services. Proposed approach con-
sidered a parallel structure for the composition. It also introduced a Benefit Ratio of
Composite Services (BROCS) model. That balanced the throughput and cost. It
calculated the degree of parallelism based on the proposed BROCS model.

Mohamed et al. [10] designed an adaptive replication framework for orches-
tration enabled WSC. The framework improved the Web-service availability in case
of failure or load balancing. Arul and Prakash [11] introduced a fault-handling
strategy for orchestration-based WSC using WS-BPEL. A separate fault-handling
module identifies the fault and handles that during composition of the business
process.

Zhao et al. [12] proposed a hybrid-service selection algorithm for WSC. Their
proposed approach was based on the combination of clonal selection algorithm and
particle swarm optimization algorithm. Further, proposed algorithm compared with
the genetic algorithm-based solution CoDiGA and particle swarm optimization-based
solution iPSOA. Their comparative study showed that hybrid approach gives better
performance. Liu et al. [13] proposed a branch and bound-based algorithm to resolve
QoS-aware service composition problem. A universal QoS model was used for
solution. A flexible constraint satisfaction framework was also developed.

Baird et al. [14] designed a flexible and self-adaptable workflow with the help of
BPEL. Next-generation Workflow Toolkit (NeWT) supported runtime flexibility to
BPEL. Lin et al. [15] proposed a relaxable QoS-based service selection algorithm
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(RQSS) for a dynamic composition. The QoS attributes such as execution time,
reliability, availability, reputation, and price-based service selection lead to a
dynamic and flexible solution. WS-BPEL was used to demonstrate the RQSS with
the implementation of a framework.

Wu et al. [16] gave a solution for the large-scale WSC. Firstly, the solution
converts multi-dimensional QoS model into single objective multi-constraints
problem. Then the Genetic Algorithm Embedded Local Searching (GAELS) solves
the composition problem. Wu and Wang [17] proposed a Web-service global
selection algorithm, which used a multi-objective genetic algorithm. The proposed
algorithm also overcomes the limitations of local selection.

Bin et al. [18] proposed a model, which supports semantic data-links and QoS.
The model provides efficient composition with End-to-End QoS. The approach uses
greedy algorithm for optimal selection. Wang et al. [19] proposed an improved
particle swarm optimization algorithm (iPSOA) for QoS-aware service selection
and proposed a detailed strategy. Haung et al. [20] suggested single QoS-based
service discovery and QoS-based optimization. The integrated programming and
multiple criteria decision making approaches enable the discovery and
optimization.

Various benchmarks taken in the literature are degree of dynamicity, QoS
support, functional user preferences, compositional structure, fault handling, time
complexity calculation, and testing over large dataset.

A comparison based on the benchmarks identifies the various approaches for
WSOs. Table 1 gives the results of the comparison.

3 Discussion and the Issues for Web-Services
Orchestration

WSC deploys various approaches, technologies, and tools. Although earlier studies
provide good solutions for the WSCs, several gaps exist that need to be addressed.
These gaps include the efficient dynamic composition, user’s functional prefer-
ences, QoS support, compositional structure, efficient fault handling, reduced time
complexity, and testing on the large datasets.

3.1 Efficient Dynamic Composition

Dynamic behavior during the composition leads to a faster composition, greater
user interaction, and provides the results efficiently. Flexibility also achieves with
the dynamic composition. Manual selection of services does not produce better
results in the absence of automation. The literature review showed that many
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approaches are available to automate the composition process but some approaches
[9–12, 15, 16, 18, 19] did not consider in degree of dynamicity.

3.2 User’s Functional Preferences

The major problems, which associate with the automation, are selection and veri-
fication of a candidate service, which closely relate to the user requirements. Degree
of dynamism increases with the selection of appropriate approach that is best suited
to the user’s requirement and produces more efficient results, which earlier available
approaches [6, 9, 10, 12, 13, 17, 19] did not took into account.

3.3 QoS Support

The QoS deals with the non-functional properties of a particular service. The con-
siderations of QoS parameters are important during the dynamic composition of
Web-services. Most of the researchers considered the QoS parameters with their
approaches toprovidedynamic features.Currentmajor researches [8, 9, 12, 14, 16–20]
in thefield ofQoS are limited to the availability, response time, throughput, reputation,
reliability, and execution cost of Web-services. The need exists to further take into
account the advanced attributes.

3.4 Composing of Structure

Orchestration mechanism considers four basic structures when composing the
Web-services: sequential, parallel, conditional, and loop. A hybrid structure, that is, a
combinationof these four basic structures is needed in the complexbusiness processes.
An efficient composition is thus required. Earlier approaches [6, 8, 9, 14–19] need to
modify for consideration of hybrid compositions.

3.5 Efficient Fault Handling

Fault can arise in a Web-service at any stage of dynamic composition and can
degrade the performance of the composition process. A reliable composition pro-
cess should handle different kind of faults such as logic fault and network fault.
Most of the currently available approaches [6–9, 12, 13, 16–20] need to incorporate
a fault-handling module. Results more efficiently produced when providing relia-
bility at the component as well as composition level.
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3.6 Reducing Time Complexity

A measure of effectiveness of an approach is time complexity calculation. Most of
the reviewed approaches [6–12, 14, 16, 17, 19] needed to consider time complexity
calculation and those who calculated [13, 15, 18, 20] did not produce the efficiently.
Searching for a large number of Web-services can increase time complexity badly.
There should be some filtering mechanism to reduce search time complexity
effectively.

3.7 Testing on the Large Datasets

Some composition processes work well for less number of Web-services. Results
can fluctuate when test is applied on large number of datasets and services.
Although most of the research work supported testing over large dataset yet, few of
them needs to scale up the datasets for testing [6, 14, 15, 19]. Therefore, testing
should be applied on the large dataset in order to produce the accurate results.

4 Proposed Orchestration Model

4.1 Functional Description of Modules

Figure 1 shows the proposed orchestration model that considers identified issues.
The functional description of various modules defined in model is following:

Services UDDI Registry Module: Initially, all the atomic candidate services get
registered in UDDI. Service interaction then takes place via this UDDI registry
module only.

User Request Module: This module resolves an issue of user’s functional
preferences through designing of the user interfaces. A user places their runtime
functional service request using the GUIs.

Functional Matchmaking Module: This module considers an issue of reduced
time complexity by providing a Web-service filtration technique. Multiple service
providers can have multiple functionally identical services. Searching for a user
request for all the services will increase time complexity. The technique reduces
searching process and leads to reduction in search time complexity. This module
also achieves component level reliability through calculation of trust rate for each
service provider. Functional preferences will be searched only for the trustworthy
service provider’s services.

Optimal Web-Service Selection Module: This module considers an issue of
QoS support by enabling multiple QoS attributes. Multiple qualified services can
fulfill user’s functional requirements. This module calculates QoS attributes for
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each qualified service and dynamically selects one optimum service for user
request. The major QoS considered are response time, throughput, availability,
reliability, and execution cost for the Web-services and one additional parameter
trust rate for service providers.

Dynamic Web-Services Composition Module: This module gives a solution of
defined issues of efficient dynamic composition by using hybrid orchestration, a
compositional structure by supporting all compositional structures, and efficient
fault handling using composition-level reliability. The module adopts a dynamic

Fig. 1 Web-services orchestration model
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orchestration mechanism for the WSCs and models a hybrid orchestration. A fault
can arise in an atomic Web-service during composition process. A fault-handling
module provides best alternate solution at this level to achieve composition-level
reliability.

Testing Module: This module solves an issue of testing on large dataset by
applying the approach in a specific business domain. Defined orchestration-based
composition technique applies and tests using a large dataset business application of
Electronic Supply Chain Management System (e-SCMS) in order to show the
efficiency of the approach.

User Reply Module: User receives the requested composite service.

4.2 Sequential Steps for Orchestration Actions

Sequences of steps and orchestrator actions flow from the start to result in a final
WSC in the SOA for the complex service business processes are as follows:

Step 1: Efficient dynamic composition

Action: An orchestrator will compose dynamically selected services of various
tasks through an optimal Web-service selection module for e-SCMS at this step. An
orchestrator used at this step is hybrid in nature. The hybrid orchestrator uses the
concept of global optimization. Global optimization ensures that locally optimized
atomic services selected using optimal module guarantees for the optimization of
composite service at the global level.

Step 2: Composition structure

Action: The basic composition structures are sequential, parallel, conditional, and
loop. A complex business process of e-SCMS can use any one these structures or
combination of all depends on the nature of their tasks. Therefore, hybrid orches-
tration that is, combination of all basic composition structures is used at this step.

Step 3: Efficient fault handling

Action: The process of dynamic composition may fail if any atomic Web-service of
any task of e-SCM fails to perform its functionality due to any kind of fault. The
hybrid orchestrator will handle the fault efficiently by providing a fault-handling
module at the composition level. The module will detect and recover faulty service
by selecting alternate optimum service. The selected optimum service will be
replaced by the faulty service and orchestrator will continue with the composition
process. The user will receive an orchestrated composite service.
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5 Conclusion

The major challenge in the present era of changing demand in WSC is to meet the
customer satisfaction without any interruption. Dynamic and reliable WSC con-
siders bridging the gap between these two fundamental requirements.

Present study highlights the advantages of orchestration. Although earlier
researches provide the good solutions for the WSCs, several gaps exist that need to
be addressed. These gaps include, for examples, the efficient dynamic composition,
user’s functional preferences, QoS support, and compositional structure, efficient
fault handling, reduced time complexity, and testing on the large datasets.

A WSO model proposes sequences of steps and orchestrator actions for a WSC
in the SOA for a complex service business processes. The model addresses the
needed consideration during the WSCs.
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Influence of Parameters in Multiple
Sequence Alignment Methods
for Protein Sequences

P. Manikandan and D. Ramyachitra

Abstract Protein sequence alignment is necessary to specify functions to unknown
proteins. The alignment of protein sequences is used to determine the relatedness of
organisms. Constructing a perfect multiple sequence alignment (MSA) for protein/
DNA sequences without having similarity is a difficult task in computational
biology. Nucleotide and amino acid sequence are ordered with feasible alignment,
and minimal quantity of gap values is treated by multiple sequence alignment that
expresses to the evolutionary, structural, and functional relationships between the
protein/DNA sequences. This research work compares the various multiple
sequence alignments such as Artificial Bee Colony (ABC), Bacterial Foraging
Optimization (BFO), and online MSA tools, namely T-Coffee, Clustal Omega, and
Muscle to predict the best method for aligning the sequences. The parameters such
as single and double shift for ABC algorithm and swim length for BFO algorithm
have been analyzed using 19% gap penalty values. The experiments were examined
on different protein sequences, and the final result proves that the BFO algorithm
obtains better significant results as compared with the other methods.

Keywords Multiple sequence alignment ⋅ Artificial bee colony
Bacterial foraging optimization ⋅ T-Coffee ⋅ Clustal Omega ⋅ Muscle

1 Introduction

In computational biology, the multiple sequence alignment plays a fundamental
problem to determine the relatedness between the organisms. And also the MSA
is used to predict the similar proteins from different organisms to regulate the
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relationship [1]. For alignment of at least three protein/DNA sequences of equal
length, multiple sequence alignment is utilized [2]. Applications of MSA include
structure prediction, phylogenetic tree construction, sequence homology, functional
site prediction, critical residue identification and so on. Several approaches have
appeared to resolve the problem of multiple sequence alignment (MSA) including
dynamic programing, progressive, iterative, stochastic, and the combinations
between the approaches. In later years different techniques have been put into
illuminate the inconvenience of multiple sequence alignment includes, ClustalW
[3], Clustal-X [4], Match-Box [5], DIALIGN [6], T-Coffee [7], MUSCLE [2] and
Clustal Omega [8], are based on the methodologies of progressive and iterative. To
handle huge number of sequences, stochastic technique can be applied. The
well-known approach of this technique is Gibbs sampling [9]. The optimization and
evolutionary algorithms are also used to solve the MSA problems such as genetic
algorithm [10], GAPM [11], MSA-GA [12], SAGA [13], ant colony optimization
(ACO) [14], particle swarm optimization (PSO) [15, 16], artificial bee colony
(ABC) [17], and genetic algorithm with ant colony optimization (GA-ACO) [18].
The remaining section of this research work is formulated as follows: The Sect. 2
explains the framework of MSA for the existing algorithms, Sect. 3 emphasizes the
experimental outcomes for the benchmark databases, and finally, Sect. 4 spotlights
the conclusion and gives the scope for further enhancement.

2 Methodology

In this research work, the existing algorithms such as ABC, BFO and online MSA
tools, namely T-Coffee, Muscle, and Clustal Omega are compared to predict the
best algorithm for multiple sequence alignment problems. Classically, the Sum of
Pairs (SP) and Total Column Score (TCS) performance measures are used to find
the optimal solution for the MSA problem. The multi-objective functions such as
similarity, Non-Gap Percentage (NGP), and Gap Penalty (GP) are calculated for the
existing algorithms such as ABC and BFO techniques. According to the objectives,
the values of similarity and NGP have been maximized and the GP value is minimal
for predicting the best optimal algorithm for MSA.

2.1 Optimization Techniques

This research work compares two optimization techniques such as ABC and BFO
algorithms. And besides the performance measures have been compared with
several online tools.
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2.1.1 Artificial Bee Colony Algorithm

The swarm-based evolutionary algorithm named artificial bee colony algorithm is
created by [19], and it is impelled by the clever actions of the honey bees. In ABC
algorithm, the colony of bees is recognized as the population of entity, in which we
get three cases of bees such as employed, onlooker, and watch [20]. The initial case
of colony bees is employed to an exact food resource, and the second case of
onlooker colony bees has stayed in the colony of bees and inspecting the hop of the
employed colony bees with the aim of developing those food resources with huge
quantity of nectar and lastly, the scout colony bees is in the direction of penetrating
other food resources when a food resource turn out to be bushed.

2.1.2 Bacterial Foraging Optimization Algorithm

The BFO technique has several advantages concerning its local minima, route of
the bacteria progress, attractant and repellent, randomness, swarming, etc. [21]. The
parameters of BFO algorithm are optimized to characterize the location of bacteria.
The parameters used in BFO algorithm are chemotaxis, swarming, reproduction,
and elimination—dispersal. All the parameters in BFO algorithm are iterated when
the greatest amount of elimination dispersal was achieved [22].

Algorithm 1: Pseudo code for the Bacterial Foraging Optimization (BFO) algorithm

Aligning sequences s1, s2,….sn

Step 1: Elimination and Dispersal-k=k+1
Step 2: Bacteria Reproduction-m=m+1
Step 3: Chemotaxis phase-l=l+1
      i) For d=s1, s2,….sn take  chemotaxis step for all bacterium ‘d’
      ii) Compute the fitness function 
      iii) Tumble and move the bacterium using swim phase
Step 4: Continue the chemotaxis step up to the end of all the bacterium
Step 5: Reproduction Phase
Step 6: Increment the reproduction step 
Step 7:  Eliminate and Dispersal Phase

The prediction of best position of gaps in MSA problems is a complicated problem
in bioinformatics. Hence, the bacteria will hold the location of these gap values in
every sequences of the dataset. The amount of dimensions for the bacteria will be
identical to the amount of gap values required to be included to the protein/DNA
sequences. The pseudocode of the bacterial foraging optimization algorithm is
shown in Algorithm 1.
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3 Experimental Results

In this research work, the algorithms are tested with the well-known benchmark
datasets for analyzing the performance of the algorithms based on the effectiveness.
In summation, the execution of the algorithms has been assessed by comparing the
optimization techniques, namely artificial bee colony, bacterial foraging optimiza-
tion, and existing online tools, namely T-Coffee, Muscle, and Clustal Omega.

3.1 Performance Measures

This research focuses on the performance measures such as the ratio of pairs
correctly aligned namely sum of pairs (SP), the ratio of the columns correctly
aligned namely total column score (TCS). The datasets that can be utilized for
multiple sequence alignment are collected from different benchmark databases.
Nine different datasets with specific enzyme are chosen. Based on the existing
literature, 100 individuals are used as primary population range. The datasets used
in this research work are reported in the Table 1.

Figures 1, 2, and 3 show the average result values for 19% of gap value and 300
numbers of generations. In this study, two types of trial outcomes are acquired,
where the initial outcome is to compute the objective functions value such as
similarity, GP and NGP for ABC and BFO. The subsequent one is to calculate the
performance measure values such as SP and TCS. The algorithms have been carried
out for 15 times as well as the average values are shown. For the optimization
algorithms, different gap penalty values have been used to evaluate the functioning
of the algorithms. The result shown in Figs. 1, 2, and 3 suggests that the BFO
algorithm performs better than the ABC algorithm by using 19% gap penalty value.

Table 1 Datasets utilized in this experiment

Dataset Classification Total
sequence

Shortest
sequence
length

Longest
sequence
length

Alignment
length

1AU7 Binding
protein

9 54 130 155

1NDH Electron
transport

11 71 270 321

1H3G Hydrolase 28 79 597 710
1SER Ligase 6 265 504 600
4ENL Lyase 7 343 436 519
1DJN Oxidoreductase 23 98 729 868
1BRU Sereine 5 219 229 273
1OHV Transferase 18 97 461 549
1B35 Virus 4 220 282 336
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The experiment is carried out using different parameter values for the optimization
algorithms. In ABC algorithm, single and double shift parameters have been used
for analyzing the performance of the algorithm. For the BFO algorithm, forward
and backward shift parameter values of swim length have been used. Also for all
the parameter values, the algorithms have been executed for different iterations such
as 5, 10, 15, 20, and 25%.

In initial iterations, the performance values cannot achieve better results such
that the similarity and non-gap percentage value achieve lower results and the gap
penalty achieves higher values. In later iterations, the gap penalty values lead to
negative results. Better results have been achieved in 10% iteration with single shift
parameter for ABC algorithm and forward shift parameter in BFO algorithm as the
results shown in Figs. 1, 2, and 3. From the results, it is recognized that the bacterial
foraging optimization (BFO) method accomplishes superior results than the ABC,
for each multi-objective values. For all the MSA datasets, the BFO method gives
more expert values for the similarity, GP, and NGP values. It is also established that
the variable gap penalty value is better than the values attained by using an affine
gap for similarity and NGP values.

The performance measures such as the SP and TCS are compared for the
existing algorithms such as ABC and BFO and also compared with online tools.
Figures 4 and 5 show the performance outcomes of the SP and TCS values at 19%.
From the figures, it is accomplished that the BFO method attains superior perfor-
mance values for all datasets with respect to SP and TCS.
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Every performance measure value is oscillated during the first four runs of the
research. In the afterward runs, consistency values were observed for the perfor-
mance measures. The final stage yields the statistical significance of the BFO
algorithm which is calculated using the Wilcoxon matched-pair signed-rank test for
every pair of techniques by utilizing significant confidence level of 5%
(P-value < 0.05). Each entry in the Table 2 consists of P-value allocated by Wil-
coxon matched-pair signed-rank test for the divergence between the pair of meth-
ods. The upper right corner of the matrix is attained from SP score, and the lower
left corner is obtained from TCS score.

4 Conclusion and Future Enhancement

In the modern universe, MSA problems are an open problem for the researchers
involved in the field of computational biology. The goal of this study is to evaluate
the optimization algorithms such as ABC and BFO and discovering the ways to
additional progress its performance to accomplish finest solution. After careful
study of the existing algorithms, this study suggests that the BFO algorithm can be
enhanced to perform MSA and express the outcome toward a finest result. The
multi-objective technique is applied to resolve the MSA crisis which minimizes the
value of GP and maximizes the similarity, NGP, which goes to the Pareto—optimal
result. The statistical implication is computed to evaluate the significance of the
algorithms. From the experimental analysis, it is exposed that the BFO algorithm
does better than the other algorithm in terms of all multi-objectives and perfor-
mance measures. In future, the BFO algorithm can be blended or run with addi-
tional evolutionary algorithm to acquire the finest outcomes. Several objective
functions might be initiated to find most tremendous outcomes of MSA.

Acknowledgements The authors are thankful to the DST, New Delhi, India (Grant Number:
DST/INSPIRE Fellowship/2015/IF150093) for the financial grant under INSPIRE Fellowship
scheme for this work.

Table 2 Statistical significance of the existing algorithms for the protein sequence dataset

T-Coffee Clustal Omega MUSCLE ABC BFO

T-Coffee 0.139 0.097 0.008 0.008
Clustal Omega 0.028 0.173 0.008 0.008
MUSCLE 0.086 0.021 0.008 0.008
ABC 0.008 0.008 0.008 0.008
BFO 0.008 0.008 0.008 0.011
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Analyzing Cloud Computing Security
Issues and Challenges

Neeti Mehra, Shalu Aggarwal, Ankita Shokeen and Deepa Bura

Abstract Cloud computing is the model of computing based on Internet. This is
used for completing the computer’s need by providing necessary data and computer
resources. Most of the companies use cloud computing for avoiding the purchasing
cost of servers. Therefore, it becomes essential to study various issues associated
with cloud computing. One of major issues that industries face is security issue. In
this paper, we aim to study various key attributes of cloud computing, important
characteristics of cloud model. Further, the paper discusses security issues, limi-
tations of existing approach, and possible solutions associated with cloud com-
puting approach.

Keywords Cloud computing ⋅ Security issues ⋅ Services over Internet

1 Introduction

Cloud computing is referred to as delivery of services over Web. It is a technology
which provides extra resources to the industries. Most of the companies use cloud
computing for avoiding the purchasing cost of servers. In 2009, cloud computing
became more popular because it provided high capability of storage ability for data
which in turn reduced the cost of computer resources and increased the performance
of computers. It is a platform over which the communication is done between the
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clients and server application by using Internet. This process involves abstraction
between the resources of computers and their low-level structure. The existence of
this platform is not physical; however, it is logical. The platform is based on the
concept of virtualization. Cloud computing is also known as big storage platform
that is shared by many users. Most of the companies adopted this platform due to
the benefits like high level of manageability, reduced cost of hardware, full uti-
lization of resources, improved flexibility. It was examined that 76% of institutes
used cloud computing for storing their records in cloud and 35% of institutes have
1TB of data which was uploaded to the cloud and 43% of high level of institutes
solved the problem of cloud computing by using some existing technologies [1].
For emphasizing the concept of cloud computing, paper discusses various issues
and challenges associated with cloud computing.

2 Related Work

For representing the Internet as a metaphor in network diagrams, the term of cloud
was made [2]. The Internet-based computing services are provided by the cloud
computing. By using the existing technologies of cloud computing such as grid
computing and virtualization, the technical meaning of Internet is increased and
distributed among the computing technology. During the interaction of systems,
applications, and end users, the virtualization hides the complexity of cloud com-
puting by providing characteristics of resources. With the help of grid computing,
the users can access the computers and data without the knowledge of operating
system, locations, and account administration. The cloud computing has its own
distinct characteristics and also shares some of the characteristics with grid com-
puting and virtualization [3]. Application service provision (ASP) provides the
numerous definitions of cloud computing that are used for the business over the
Internet in the IT models [4]. HP provided the definition of cloud computing as
“Everything as a Service” [5], whereas Microsoft provided the importance of cloud
computing of the end user and also give the value of cloud computing [6].
T-Systems define the cloud computing according to their bandwidths, software, and
infrastructure or utility also under the condition of services. These components are
used according to the needs of users, availability and the security of cloud com-
puting between the end-to-end service level agreements (SLAs), and the dependent
services of users [7]. The National Institute of Standards and Technology (NIST)
said, the cloud computing is a model that shred the resources’ according to the
demand of users [8]. According to the IT executives, the security of cloud com-
puting is collecting from 263 IT professional by discussing the questions related to
the cloud computing and executives also worried about the security [9]. Nowadays,
the use of cloud computing has become the first priority by the customer in the
technical field [10].
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3 Assets and Liabilities of Cloud

Though many business enterprises are shifting its data on the cloud to get the
benefits of less cost and less maintenance, cloud computing comes with certain
liabilities as threats also as shown below in Fig. 1:

1. Cost Savings: With cloud computing, no in-house application or server storage
is required, substantial capital costs can be saved. According to M. Armbrust
study, to finish computations faster, “cost associativity” of cloud computing can
be used by the organizations that perform batch analytics that uses 1000 EC2
machines for 1 h instead of using 1 machine for 1000 h [11].

2. Manageability: Enhanced and simplified IT management with maintenance
capabilities are provided by cloud computing through service level agreement.
As the service providers maintain all resources, updates and maintenance of IT
infrastructure are eliminated.

3. Disaster Recovery: All size of businesses, small or big, invests in vigorous
disaster recovery. As expressed by Aberdeen group, to implement cloud-based
backup and recovery solutions, small businesses are twice of larger companies,
that rolls up a third party expertise as part of deal, avoid large investment and
saves time. Gharat in 2015 gave some mechanisms that were used during
disaster recovery techniques so that back up the data can be recovered by some
mechanisms [12]. Some of the backup sites explained were: Hot backup site,
Cool backup site, Warm backup site.

4. Reliability and Flexibility: As compared to in-house IT infrastructure, cloud
computing provides much more reliable services. Sultan in 2011 described that
to manage the company’s projects and to make it reliable and flexible, a soft-
ware named Scrum Wall was developed which used a Microsoft Animation
Technology called Silverlight. This software attracted customer’s interest which
encouraged them to use Windows Azure in order to make it a hosted service [2].

5. A3 services: Cloud gives A3 (Anywhere, Anytime, Anyplace) services. Cloud
offers services which can be availed anytime, which adds on to the benefits of
cloud computing.

Fig. 1 Assets and liabilities of cloud computing

Analyzing Cloud Computing Security Issues and Challenges 195



One of the major bottlenecks in cloud computing is bandwidth problem faced by
organizations who switched from local networked applications to cloud-based
applications in addition to the concern about attacks on the cloud infrastructure
which may creep in after shifting the valuable data on cloud.

4 Challenges in Cloud Computing

As discussed cloud computing suffers from several issues such as connection,
security and organizations enjoying its benefits also face certain challenges as well.
Figure 2 shows some of the challenges that business enterprises encounter:

1. Migration of Virtual Machine (VMM): Virtualization provides several benefits
by enabling Virtual Machine Migration. Currently, during the detection of
workload hotspots and initiating a migration, there is a lack of agility in
response to sudden workload changes. Voorslyus et al. have performed a model
that is used to analyze the negative impact, when the application is running in
virtual machine during the migration and designed benchmark architecture for
reducing the effect of migration in virtual machine [13].

2. Authentication and Identity Management: By using different identity tokens and
negotiation protocols, interoperability drawbacks arise in Identity Management
(IDM). Gopalakrishnan et al. introduced a openID mechanisms to overcome the
authentication problem in the cloud [14]. Nuñez et al. give the Federated
Identity Management (FIM) that is used for reducing the negative impact of
identity and authentication management problem in cloud [15].

3. Trust Management and Policy Integration: The challenges such as policy
evaluation management, semantic heterogeneity, and secure interoperability
should be addressed by cloud’s policy integration tasks. Takabi et al. proposed
the semantic-based policy management framework that is used for solving the
policy integration problem in cloud computing [16]. Vaquero et al. tells us about
the virtual TPM that are developed by IBM at the time of facing that challenge
[17].

4. Secure-Service Management: Security is major concern in cloud computing,
mainly service providers use Web Services Description language, but this

Fig. 2 Challenges in cloud computing
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language also does not fulfill the security requirements of customers. Sabahi
et al. tells us about the use of virtual machines that helps to overcome this
problem by using ARP spoofing [18].

5. Privacy and Data Protection: All security solutions must be embedded by
privacy-protection mechanisms. Sasse et al. explained the privacy penetration
testing for the protection of data in cloud [19]. Squicciarini et al. introduced the
auditing or monitoring techniques for resolving the protection problem. Wood
et al. discussed that US Safe Harbor Privacy protocol is also used for the data
protection in cloud [20].

6. Organizational Security Management: If this issue is not properly addressed, it
becomes a major issue. Fears can also be raised by depending on external
entities about disaster recovery plans and timely responses to security incidents.
Kretzschmar et al. presented the organizational security policy and interoper-
ability challenges based on cloud for managing the organizational security [21].

7. Security: Security solutions vary from cryptographic techniques, public key
infrastructure (PKI) to use of multiple cloud providers, that leads to improve-
ment of virtual machine support. Wang et al. discussed the client data privacy
policy for the security of cloud [22].

5 Cloud Computing Threats and Their Effects

This section discusses various threats and their issues faced in cloud computing
environment (Table 1).

In 2013, CLOUD SECURITY ALLIANCE (CSA) reported nine major threats of
security based on the cloud computing, which are discussed below:

1. Data Breaches—Most of the organization that store their data in cloud, lost
their sensitive information and data to their competitor organization. Chou et al.
surveyed data breaches involved the malicious attack up to the 37% [23].
Srinivasan et al. by the malicious attack, data breaches are increased up to 26%
in the cloud [24].

2. Data Loss—The data of any customer will be loosed by some natural hazards
like earthquake and fire. Information can be shared between different equipment
in cloud such that the problem of data can be solved and the cloud computing
gives the dependable data storage center for the users [25].

3. Account or Service Traffic Hijacking—For avoiding this major security
problem of data, the individuals and the authorities protected their data refer-
ences and password and sharing them only between the users and services.
Some other techniques are also used for protecting the data.

4. Insecure Interfaces and APIs—It is important to secure the software interfaces
and APIs by using encryption key of data and authentication.
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Table 1 Cloud computing threats and their effects

Threats Effect Limitations Solutions

Data breaches The data lost
automatically, if the
user lost their
encryption key of that
data

If and only if workload
is parallelizable, then
compute power is
elastic. Data is
replicated and stored at
untrusted host

One can craft an
encryption policy and
enforce it. We can
perform vulnerability
assessments

Data loss Due to the problem of
security, user lost their
personal data

One can never get back
the data that is once lost.
And data blows up in
processing

Data can be prevented
by end-to-end
encryption

Account or
service
hijacking

It occurs when one of
the users accesses
another user’s data
password and their
information of account

It may lead the client to
redirect to illegitimate
Website

It can be controlled by
adopting security
policies and strong
authentication

Insecure
interfaces and
APIs

Used API and software
interfaces to protect the
data between users and
the providers

It allows unauthorized
access to services and
improper use of API’s
would often result in
clear-text
authentication, Tx of
content, improper
authorizations and many
more

It can be controlled and
protected by ensuring
strong authentication
and encrypted
transmission

Denial of
service

System resources
became slowdown by
attackers, that is why
response time became
slow and the users only
wait for their work

It overwhelms the
victim resources and
makes it difficult rather
impossible for the
legitimate users to use
them

One can provide control
and monitoring system
on offered services

Malicious
insider

It contained all the data
and references when the
security has not well
managed

It can manipulate data
and can destroy the
whole infrastructure.
Systems are at greater
risk that depends on
Cloud service provider
for security

Can provide
transparency to
management and breach
notification can be used

Abuse of
cloud services

Sharing the servers
makes easy release of
key for attackers

These types of threats
are challenging to
address. Due to large
traffic between sites,
attackers take advantage
of this

Registration and
authentication should be
stronger

(continued)
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5. Denial of Service (DOS)—The problem of Denial of service (DOS) is increased
day by day due to the effective characteristics of cloud computing. The vul-
nerability of DOS exists across all the platform of SDN [26].

6. Malicious Insiders—People who have authorized access to an organization’s
network system or data can be a threat to an organization and are known as
malicious insider. Rocha et al. suggested to use cryptographic techniques for
protecting the data from unauthorized users in the cloud [27].

7. Abuse of Cloud Services—Cloud computing shares the resources between
many users, that is why the organization does not purchase any resources and
also reduced the maintaining cost of resources.

8. Insufficient Due Diligence—Without the knowledge of cloud computing, many
organizations purchased the platform of cloud and suffered from many problems
of security risks.

9. Shared Technology Vulnerability—Most of the components like
CPU CACHES, GPUs are not capable for multi-tenant and these components do
not offer the isolation for multiple deployments.

5.1 Possible Solutions

Many technologies, concept, application, and methods are used for protecting the
cloud infrastructure and the servers of cloud. The four-layered framework is needed
for securing the cloud. The first layer of framework is used for securing the layer of
virtual machine in cloud. Second framework layer is used for the storage of data.
This layer is used to build up the virtual storage system. The fourth and last layer is
used for connecting the solution of both software and hardware in first layer of
framework to control the problem of cloud.

Table 1 (continued)

Threats Effect Limitations Solutions

Insufficient
due diligence

Many authorities
adopted the cloud
services, but they are
unknown for the
problem of security and
the knowledge of cloud

If a company’s
development team lacks
familiarity with cloud
technologies,
architectural and
infrastructural issues
can arise

CSA can remind
organization that they
must perform due
diligence so that they
understand the risk

Shared
technology
vulnerabilities

By sharing the platform
of cloud and software, a
single user does not
impact for another
tenant

An error in a single
integral component, it
can destroy the entire
environment to potential
breach and compromise

Strong authentication
and can inspect
vulnerability and
configuration
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For public security of cloud, some tricks are used at the time when security
solution transferred from the services to the users.

Verify the Access Control—Apply the data in correct manner and then checked
and control the data by service providers of cloud, at the time when the cloud user
used that data. Consumer implements that data and the service of cloud protect the
data from unauthorized users.

Control the Consumer Access Devices—The devices that are used by users must
be secure. By the security, it is possible to secure the loss of devices and maintain
the functioning and features of the devices by the cloud computing users.

Monitor the Data Access—Cloud providers monitored that whom, when, and
what the data is used.

6 Conclusion

In this paper, we discussed about security threats include network security, appli-
cation security, data security. The main agenda is to safely store and handle data
that is not managed by the owner of the data. By reading this paper, we conclude
that the security issues associated with cloud computing should be handled properly
and cannot be taken for granted. The security of the data should be perfectly
verified and encrypted. One of the major security issues with the cloud computing
model is distribution of services. The cloud suppliers need to educate their
customers that they are providing them with suitable security measures that will
help to secure the data of their customer and also help in gaining confidence for
their service. There is one way through which they can attain this, is through the use
of third-party auditors or listeners. The new security abilities required to be
advanced and more developed, whereas the older security abilities required be
modifying or altering completely to be able to perform or work with the clouds
architecture. Plugging in security technology which already exists will not work as
this new delivery model brings new changes to the way in which one can utilize and
access computer resources. There are many other security challenges which include
security outlook of virtualization. We believe that because of several complications
and difficulties of the cloud, it will be difficult to attain end-to-end security.
However, the challenges we face is to ensure safer performance even if some parts
of cloud fail. For most of the software, we not only need information assurance but
also mission assurance. Therefore, raising trust applications from the untrusted
constituents will be a major or main aspect with respect to the cloud security.
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An Online Review-Based Hotel Selection
Process Using Intuitionistic Fuzzy TOPSIS
Method

Saikat Pahari, Dhrubajyoti Ghosh and Anita Pal

Abstract Nowadays, online review on tourism Web site to select hotels has a great
impact on hotel industry. According to existing studies, it is highly likely that the
decisions of tourists will be modified after browsing the online reviews given by
other tourists on tourism Web site. How to utilize the online reviews on tourism
Web site to select hotels and help tourists is a problem to be investigated. Online
reviews of one hotel have been given by different previous tourists with respect to
different criteria; hence, each tourist can be treated as a decision maker. The
problem of selecting hotels based on these online reviews on tourism Web site is a
multicriteria decision-making (MCDM) problem. TOPSIS is a widely used method
for MCDM problem. We have used this method combined with intuitionistic fuzzy
set to choose a suitable hotel. Finally, a numerical example with a case study of
TripAdvisor.com is conducted for hotel selection to illustrate the function of
intuitionistic fuzzy TOPSIS method.
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1 Introduction

With the advancement of information technology, people are getting help from
Internet almost all situations in their daily life [1]. Tourists are also following the
same. When a tourist wants to go for a tour, they would make a plan beforehand
[2, 3]. For this, they browse online reviews to select a particular hotel. However,
online reviews given by other tourists have both positive and negative impacts on
choosing hotels [4]. While choosing a hotel, a huge number of reviews may
increase the difficulty in the process of choosing the appropriate hotels [5, 6]. Then
how to select hotels on a tourism Web site based on online reviews would be a
question worthy of study. This is because (a) several decision makers participate
and give their opinions, (b) decision-making process is multidimensional, and
(c) the requirement for effectively modeling imprecision is inherent in the
decision-making process. On the other hand, hotels are also greatly affected by the
reviews of the previous tourists. So, for successful dealing with the hotel selection
problem, structured approaches are desirable.

Online reviews have become significantly important in the process of making
decision, especially when consumers are unable to judge a product or service by
themselves. Chatterjee [7] found that reviews of online affect the decisions of
consumers who read them. Gretzel et al. [8] found that tourists would plan their
trips four or more months in advance. Also, they enjoy this process of browsing the
reviews on the Web site, which was an important part of planning their trips. Ngai
et al. [9] proposed a hotel advisory system (HAS) using fuzzy logic to help tourists
in selecting hotel. As several criteria are considered and several decision makers are
giving remarks in the decision process, so it can be considered as multicriteria
decision-making (MCDM) method. Various MCDM approaches are considered to
choose optimal alternative [10–14]. Hung et al. [15] proposed a decision-making
trial and evaluation laboratory (DEMATEL) to evaluate and develop expert services
of marketing which is a hybrid MCDM model. Peng et al. [16] proposed an MCDM
method based on fuzzy preference ranking organization method for enrichment
evaluations (PROMETHEE) to rank alternative products based on online customer
reviews of products. Zhang et al. [17] used social information for tourists on
TripAdvisor.com for restaurant decision support model.

The main challenge to work with online review data is as follows:

1. Dataset is not normalized; for example, number of users who have given
reviews are different for different hotels (alternatives).

2. Users are opting for different options (criteria) for different hotels.
3. Different decision group contain different number of users (decision makers) for

different hotels.

In our paper, we have used a multicriteria group decision-making model based
on intuitionistic fuzzy TOPSIS method based on online reviews for hotel selection
problem. Each decision-making group includes many decision makers (users). The
importance of the decision-making group and the impact of criteria on alternatives
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(hotels) provided by decision makers are complicated to accurately express by crisp
data in the process of hotel selection. Intuitionistic fuzzy sets introduced by Ata-
nassov [18] can precisely deal these issues, and hence, it is used for various
decision-making problems under a hesitant situation. Aggregation of user opinions
to form a group opinion is very important for proper assessment method. Hence,
IFWA operator is used to combine all decision makers’ opinion to form a group
opinion for rating the importance of criteria and the alternatives. One widely used
method to solve multicriteria decision problem is TOPSIS method which considers
both ideal and negative-ideal solution. When TOPSIS is combined with intuition-
istic fuzzy set, then the result is expected to be more accurate.

This paper is organized as follows. Section 2 presents proposed intuitionistic
fuzzy TOPSIS model. In Sect. 3, a numerical example with a case study of Trip
Advisor is established. Finally, Sect. 4 ends with the conclusion of this paper.

2 Intuitionistic Fuzzy TOPSIS Method for Hotel Selection
Based on Online Review

Online reviews are given by past tourists who have already stayed in a particular
hotel for some time. Based on the experience, they give their opinion. Users of any
online system are of various categories such as family, friends, couples. They are
decision-making groups. Users of a group give a rating in linguistic term for various
criteria such as food quality, room service, location. We have assumed that all
group will give reviews for a common set of criteria.

Let the set of alternatives (hotels) be denoted as A = {A1, A2, …, Am} and set of
criteria denoted as X = {X1, X2, …, Xn}, and then, the proposed TOPSIS method
combined with intuitionistic fuzzy set is described below:

Step 1: Cumulated intuitionistic fuzzy rating matrix for each linguistic term for any
decision-making group for rating the alternatives is determined.

Say nki is number of user of ith linguistic term in any decision-making group k;
giving decision in any of t number of linguistic options, then weight of
decision-making group k is obtained by

wkm =
nk, i

∑t
i=1 nk, i

ð1Þ

Let μj,ϑj
� �

be IFN for any linguistic value used for rating the alternatives. Then,
the cumulated IFN fw for each decision-making group is obtained by using intu-
itionistic fuzzy-weighted averaging operator [19].

fw μj, ϑj
� �

= 1− ∏
t

k=1
1− μ kð Þ

ij

� �wk

, ∏
t

k=1
v kð Þ
ij

� �wk
� �

ð2Þ
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Step 2: Decision makers’ weights are determined as follows.
Let there are l decision-making group. Linguistic terms expressed in intuitionistic
fuzzy numbers are used to denote the importance of the decision group.

Say Dk = πk, vk , μk½ � be an intuitionistic fuzzy number for a rating of kth decision
group. Then, the weight of kth decision group can be obtained as:

λk =
μk + πk

μk
μk + vk,

� �� �

∑l
k=1 μk + πk

μk
μk + vk,

� �� � and ∑
l

k=1
λk =1 ð3Þ

Step 3: Obtain intuitionistic fuzzy-cumulated decision matrix based on the opinions
of decision group.

Say RðkÞ = rðkÞij

� �
mxn

be an intuitionistic fuzzy decision matrix of each decision

maker. Let λ= λ1, λ2, λ3 . . . λl be the weight of each assessment maker and
∑l

k=1 λk =1. As we are considering group decision process, so all the individual
decision opinions need to be merged into a group opinion to construct cumulated
intuitionistic fuzzy decision matrix. For that, we use IFWA operator, proposed by

Xu [20]. RðkÞ = rðkÞij

� �
mxn

, where

rij = IFWA rð1Þij , rð2Þij , . . . , rðlÞij
� �

= 1− ∏
l

k=1
1− μðkÞij

� �λk
, ∏

l

k =1
vðkÞij

� �λk
, ∏

l

k=1
1− μðkÞij

� �λk
− ∏

l

k=1
vðkÞij

� �λk
� 	

,
ð4Þ

where rij = μAi xj
� �

, vAi xj
� �

, πAi xj
� �

The cumulated intuitionistic fuzzy decision matrix R is denoted as:

μA1 x1ð Þ, vA1 x1ð Þ, πA1 x1ð Þð Þ μA1 x2ð Þ, vA1 x2ð Þ, πA1 x2ð Þð Þ . . . μA1 xnð Þ, vA1 xnð Þ, πA1 xnð Þð Þ
μA2 x1ð Þ, vA2 x1ð Þ, πA2 x1ð Þð Þ μA2 x2ð Þ, vA2 x2ð Þ, πA2 x2ð Þð Þ . . . μA2 xnð Þ, vA2 xnð Þ, πA1 xnð Þð Þ

⋅
⋅

μAm x1ð Þ, vAm x1ð Þ, πAm x1ð Þð Þ μAm x2ð Þ, vAm x2ð Þ, πAm x2ð Þð Þ . . . μAm xnð Þ, vAm xnð Þ, πAm xnð Þð Þ

2
66664

3
77775

Step 4: Criteria weights can be determined as follows.

Generally, different criteria have different importance. Let W ðkÞ
j = μðkÞj , vðkÞj , πðkÞj

h i
be

IFN for the criteria xj by kth decision group. Then, the criteria weights can be
calculated using IFWA operator:
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wj = IFWA wð1Þ
j ,wð2Þ

j , . . . , wðlÞ
j

� �

= 1− ∏
l

k=1
1− μðkÞj

� �λk
, ∏

l

k=1
vðkÞj

� �λk
, ∏

l

k=1
1− μðkÞj

� �λk
− ∏

l

k=1
vðkÞj

� �λk
� 	

,
ð5Þ

where wj = μj, vj, πj
� �

Step 5: Let R′ be the cumulated weighted intuitionistic fuzzy decision matrix which
is formed according to following definition [18].

R⊗W = fx, μAiðxÞ ⋅ μwðxÞ, vA1ðxÞ + vwðxÞ − vA1ðxÞ ⋅ vwðxÞÞ ð6Þ

And

πAi.wðxÞ=1− vAiðxÞ− vwðxÞ− μAiðxÞ . μwðxÞ+ vAiðxÞ ⋅ vwðxÞ ð7Þ

Step 6: Now intuitionistic fuzzy positive-ideal solution A* and intuitionistic fuzzy
negative-ideal solution A− is obtained.

Let j1 and j2 be profit and cost criteria, respectively.

A* = μA*w xj
� �

, vA*w xj
� �

and A− = μA−w xj
� �

, vA−w xj
� � ð8Þ

where

μA*w xj
� �

= ððmax μAi*w xj
� �

j∈ j1Þ, ðmin μAi*w xj
� �

j∈ j2ÞÞ ð9Þ

vA*w xj
� �

= ððmin vAi*w xj
� �

j∈ j1Þ, ðmax vAi*w xj
� �

j∈ j2ÞÞ ð10Þ

μA−w xj
� �

= ððmax μAi−w xj
� �

j∈ j1Þ, ðmax μAi−w xj
� �

j∈ j2ÞÞ ð11Þ

vA−w xj
� �

= ððmax vAi−w xj
� �

j∈ j1Þ, ðmax vAi−w xj
� �

j∈ j2ÞÞ ð12Þ

Step 7: Positive- and negative-idle solutions are calculated using normalized
Euclidean distance [21].

S* =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2n

∑ μAiw xj
� �

− μA*w xj
� �� �2 + vAiw xj

� �
− vA*w xj

� �� �2 + πAiw xj
� �

− πA*w xj
� �� �2h ir

ð13Þ

S− =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2n

∑ μAiw xj
� �

− μA−w xj
� �� �2 + vAiw xj

� �
− vA−w xj

� �� �2 + πAiw xj
� �

− πA*w xj
� �� �2h ir

ð14Þ
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Step 8: The overall performance index of an alternative Ai is calculated as

Ci* =
Si−

Si* + Si−
where 0≤Ci* ≤ 1 ð15Þ

Step 9: All the alternatives now can be ranked according to downward order of Ci.

3 Numerical Example with Case Study

One of the world’s leading tourism communities is TripAdvisor.com with more
than 300 million guest reviews. The visitors of TripAdvisor.com include both
unregistered and registered users. The users are of five categories—family, couple,
solo, business, and friends. We call each one a decision-making group. Users give
their reviews and rating for various criteria such as geographical position, food
quality, room quality, services, cost. Reviews are of five categories such as
excellent, good, average, poor, and terrible. Figure 1 shows a snapshot of
TripAdvisor.com for particular hotel showing linguistic rating, criteria, and
decision-making group.

We consider four criteria as follows:

X1: Geographical Location X2: Facilities X3: Food quality X4: Price

We have taken three hotels for numerical analysis and raking purpose.
Procedure for the selection of hotels based on online reviews contains the fol-

lowing steps:

Step 1: Determine the aggregated intuitionistic fuzzy rating matrix.
First find the weight of each linguistic term for a particular group using Eq. (1).
Table 1 shows weight matrix. Then, aggregated intuitionistic fuzzy rating matrix is
obtained using Eq. (2) and Table 4, and the result is shown in Table 2 .
Step 2: Decision maker’s weights are determined.
Rating of each decision-making group and criteria using linguistic terms are given
in Table 3, and importance and obtained weight of each group is shown in Table 5.
Equation (3) is used to find the weights.
Step 3: Cumulated intuitionistic fuzzy decision matrix R based on the decision
group’s opinions using Eq. (4) for three alternatives is as follows:
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X1 X2 X3 X4

R=

A1

A2

A3

ð0.76, 0.22, 0.02Þ ð0.80, 0.16, 0.03Þ ð0.73, 0.22, 0.06Þ ð0.74, 0.21, 0.05Þ
ð0.78, 0.18, 0.04Þ ð0.81, 0.16, 0.03Þ ð0.77, 0.18, 0.05Þ ð0.79, 0.17, 0.04Þ
ð0.69, 0.23, 0.08Þ ð0.67, 0.25, 0.07Þ ð0.73, 0.23, 0.06Þ ð0.71, 0.25, 0.04Þ

2
64

3
75

Step 4: Weights of the criteria using Eq. (5) are shown below (use Table 6):

W X1, X2, X3, X4ð Þ =

0.77, 0.20, 0.03ð Þ
0.80, 0.18, 0.02ð Þ
0.70, 0.23, 0.07ð Þ
ð0.60, 0.31, 0.09

2
664

3
775
T

Fig. 1 A snapshot of reviews given by users on TripAdvisor.com
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Table 2 Aggregated intuitionistic fuzzy number for rating the alternatives

Criteria Hotels IFNs of decision-making groups
Family Couple Solo Business Friends

X1 Alt1 (0.84, 0.14) (0.80, 0.16) (0.00, 1.00) (0.90, 0.10) (0.80, 0.17)
Alt2 (0.79, 0.17) (0.78, 0.17) (0.75, 0.20) (0.79, 0.17) (0.79, 0.17)
Alt3 (0.68, 0.22) (0.69, 0.23) (0.78, 0.20) (0.20, 0.40) (0.84, 0.14)

X2 Alt1 (0.78, 0.18) (0.83, 0.14) (0.80, 0.17) (0.81, 0.16) (0.80, 0.16)
Alt2 (0.81, 0.16) (0.77, 0.19) (0.83, 0.15) (0.86, 0.13) (0.79, 0.17)
Alt3 (0.71, 0.23) (0.70, 0.22) (0.65, 0.28) (0.56, 0.33) (0.60, 0.32)

X3 Alt1 (0.71, 0.21) (0.77, 0.19) (0.71, 0.24) (0.68, 0.26) (0.72, 0.24)
Alt2 (0.80, 0.17) (0.75, 0.19) (0.74, 0.20) (0.79, 0.16) (0.76, 0.19)
Alt3 (0.73, 0.22) (0.70, 0.25) (0.70, 0.24) (0.81, 0.17) (0.70, 0.22)

X4 Alt1 (0.74, 0.21) (0.79, 0.17) (0.69, 0.25) (0.69, 0.25) (0.79, 0.18)
Alt2 (0.81, 0.16) (0.80, 0.16) (0.69, 0.25) (0.86, 0.13) (0.80, 0.16)
Alt3 (0.80, 0.16) (0.80, 0.17) (0.00, 1.00) (0.76, 0.20) (0.81, 0.17)

Table 3 Linguistic terms
and corresponding IFNs for
rating decision groups and
criteria

Linguistic terms IFNs

Very important (0.85, 0.15)
Important (0.75, 0.2)
Medium (0.5, 0.35)
Unimportant (0.3, 0.6)

Very unimportant (0.15, 0.85)

Table 4 Linguistic for rating
the alternatives

Linguistic terms IFNs

Excellent (0.9, 0.1)
Very good (0.75, 0.2)
Average (0.5, 0.4)
Poor (0.4, 0.5)

Terrible (0.2, 0.7)
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Step 5: Cumulated weighted intuitionistic fuzzy decision matrix R′ is formed
according to Eqs. (6) and (7) and shown as follows:

X1 X2 X3 X4

A1

A2

A3

ð0.579, 0.374, 0.047Þ ð0.642, 0.311, 0.048Þ ð0.507, 0.400, 0.094Þ ð0.446, 0.453, 0.100Þ
ð0.597, 0.314, 0.062Þ ð0.646, 0.311, 0.043Þ ð0.537, 0.373, 0.090Þ ð0.476, 0.429, 0.095Þ
ð0.526, 0.383, 0.091Þ ð0.537, 0.385, 0.075Þ ð0.506, 0.406, 0.088Þ ð0.426, 0.483, 0.091Þ

2
64

3
75

Step 6: Now intuitionistic fuzzy positive-ideal solution A* and intuitionistic fuzzy
negative-ideal solution A− can be obtained by using geographical location, facil-
ities, and food quality which are benefit criteria and price be cost criteria; then using
Eqs. (8–12), we find

A* =
0.597, 0.314, 0.062ð Þ, 0.646, 0.311, 0.043ð Þ
0.537, 0.373, 0.090ð Þ, 0.426, 0.483, 0.091ð Þ

� �
A− =

0.526, 0.383, 0.091ð Þ, 0.537, 0.385, 0.075ð Þ
0.506, 0.406, 0.088ð Þ, 0.476, 0.429, 0.095ð Þ

� �

Step 7: The positive- and negative-idle solution is calculated using Eqs. (13, 14),
and overall performance index of an alternative Ai is calculated using Eq. (15) as
shown below:

Alternatives S* S− Ci*

A1 0.0777043 0.1512361 0.6605916
A2 0.0321029 1.6143423 0.9805017
A3 0.1770174 1.5647394 0.8983685

Table 5 Importance of decision-making groups and weights

Families Couples Solo Business Friends

Linguistic
terms

Very
important

Important Very
important

Medium Very
unimportant

Weights 0.313 0.291 0.22 0.121 0.055

Table 6 Weights of criteria

Criteria Families Couples Solo Business Friends

X1 Very
important

Important Medium Very
important

Important

X2 Important Very
important

Important Very
important

Important

X3 Important Important Medium Important Medium
X4 Medium Medium Very

important
Unimportant Medium
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Step 8: As per the performance index, alternatives are ranked according to
descending order of Ci* as A2 > A3 > A1. So second hotel becomes the most
appropriate for selection.

4 Conclusion and Future Work

In this paper, we have proposed an intuitionistic fuzzy TOPSIS approach to conduct
the ranking of hotel on the basis of online reviews to assist tourists finding hotels on
TripAdvisor.com. Although the reliability of TOPSIS method is proved, other
decision-making approaches should be compared with the proposed method in
future research. In addition, only linguistic rating has been taken into account, but
there are some users who provide text reviews for some criteria. Now how to
include text reviews into dataset of linguistic rating is a major challenge, which is
necessary to study in future.
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A Layered Approach to Network Intrusion
Detection Using Rule Learning Classifiers
with Nature-Inspired Feature Selection

Ashalata Panigrahi and Manas Ranjan Patra

Abstract Intrusion detection systems are meant to provide secured network
computing environment by protecting against attackers. The challenge in building
an intrusion detection model is to deal with unbalanced intrusion datasets, i.e., when
one class is represented by a small number of examples (minority class). Most of
the time it is observed that the performance of the classification techniques
somehow becomes biased toward the majority class due to unequal class distri-
bution. In this work, a layered approach has been proposed to detect network
intrusions with the help of certain rule learning classifiers. Each layer is designed to
detect an attack type by employing certain nature-inspired search techniques such
as ant search, genetic search, and PSO. The performance of the model has been
evaluated in terms of accuracy, efficiency, detection rate, and false alarm rate.

Keywords Layered approach to intrusion detection ⋅ Rule-based classifier
Ant search ⋅ Genetic search ⋅ Particle swarm optimization

1 Introduction

Pervasiveness of Internet and growing dependence on Web-based applications has
greatly influenced the present-day computing world. At the same time, the number
of security breaches leading to misuse of network resources has also increased
alarmingly. Malicious attackers constantly try to bypass the security provisions of a
computer network and sometimes succeed in accessing important network
resources. Therefore, protecting against such attackers has become a major concern
for organizations. One of the ways to achieve this is to build effective intrusion
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detection systems (IDS) which can monitor the behavior of the network users and
raise alerts whenever any suspicious behavior is observed. A typical intrusion
detection system has certain capabilities such as analyzing activities around a
network system, identify patterns of typical attacks, analyze suspicious activity
patterns, and track usage policy violations. Certain types of attacks occur very
frequently, and others may be less frequent or very rare. On the basis of this, attacks
can be categorized into majority and minority classes. The attack type User-to-Root
(U2R) belongs to minority or rare class of attacks. The minority attacks are more
dangerous than the majority ones because of the difficulty in detecting such attacks
at an early stage. In most cases, intrusion detection systems cannot detect U2R
attacks within a permissible accuracy level. In this paper, a novel layered approach
has been proposed by combining three nature-inspired search algorithms such as ant
search, genetic search, and particle swarm optimization (PSO) search along with the
rule learning algorithms, viz. decision table, ripple down rule learner (RIDOR),
non-nested generalized exemplars (NNGE), JRip, decision table/naïve bayes
(DTNB). The objective of this hybrid approach is to improve upon the detection
accuracy for different attack categories, especially U2R attacks. The proposed
layered model is presented in Sect. 2, and a brief outline of the rule-based classi-
fication techniques applied in our work is presented in Sect. 3. Finally, details of the
experiments conducted with analysis of results are presented in Sect. 4. Section 5
sums up the work with concluding remarks.

2 Proposed Layered Model

The proposed model consists of four layers of processing (Fig. 1) such that each
layer is capable of dealing with a specific type of attack. The aim of the proposed
model is to apply the rule learning classifiers to build an intrusion detection model
which is capable of achieving high accuracy, low false alarm rate, and reduced
computation time to detect anomalous activities. The four layers of the model
correspond to four different types of network attacks such as Denial-of-Service
(DOS), Probe, Remote-to-Local (R2L), and User-to-Root (U2R).

3 Rule-Based Classification Algorithms

Here, we present five rule-based classifiers that are used in the proposed model.

3.1 Decision Table (DT)

The DT classifiers [1] fall into two types, viz. DT majority (DTM) and DT
local (DTL). Further, DTM comprises a schema (features set) and a body
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(labeled instances set). Given a set of unlabeled instances, a decision table classifier
looks close matches in the decision table for those features in the schema. One can
find many matching instances in the table. If no instances are found, the majority
class of the DTM is identified; otherwise, the majority class of all matching
instances is identified. In order to develop a DTM, one has to decide on the features
to be considered for the induction algorithm.

3.2 Ripple Down Rule Learner (RIDOR)

RIDOR is a rule learning mechanism. It can generate exceptions by identifying
default rules. Exceptions are produced by reducing errors incrementally through an
iterative process. Here, a rule can be linked with other rules with exceptions. One
can build a new rule that has effect on its parent rules in a given context. Such new

Fig. 1 A layered model for IDS
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rules can be inserted into the list [2]. Here, the rules are neither deleted nor modified
but are only patched locally [3].

3.3 Non-nested Generalized Exemplars (NNGE)

Here, exemplars are combined to form generalization [4] and each time a new example
is added to the database by joining it to its nearest neighbor within the same class.
NNGE neither allows nesting nor overlapping of hyper-rectangles. It prevents over-
lapping by ensuring that no negative examples are included during generalization.

Here, new examples are classified by finding the nearest neighbors in the
exemplar database by applying the Euclidean distance function, D(T, H) as in Eq. 1:

DðT, HÞ=WH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i=1
Wi

dðTi−HiÞ
Tmaxi− Tmini

� �2
s

ð1Þ

where T = (T1, T2,…,Tm) are the training instances, H is an exemplar, WH is the
exemplar weight, and Wi is the feature weight. Ti

min and Ti
max are the range of

values for the training set which correspond to the ith attribute.

3.4 JRip

There are four phases in JRip algorithm [5, 6], viz. growth, pruning, optimization,
and selection. A sequence of individual rules produces in the growth phase by
adding predicates until a stopping criterion is satisfied by the rules. Then each rule
is optimized by adding attributes to the original rule or by generating new rules
using the first and second phases. In the final phase, the promising rules are picked
up while the remaining rules are ignored.

3.5 Decision Table/Naïve Bayes (DTNB) Classifier

Here, at each point during the search operation, the classifier divides the features
into two disjoint subsets corresponding to DT and NB [7]. The overall class
probability is generated by combining the individual class probability of DT and
NB as in Eq. 2.

Q ðyjXÞ= α×QDTðyjXAÞ×QNB ðyjXBÞ ̸QðyÞ ð2Þ
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where QDT(yXA) and QNB (yXB) are the estimates of class probabilities w.r.t. DT
and NB, Q(y) is the prior probability of the class, and α is a normalization constant.

4 Experimentation and Result Analysis

4.1 Dataset

We have conducted our experiments using the NSL-KDD dataset which is widely
used by researchers to conduct such experiments [8]. It consists of 41 attributes
along with one class label. After removal of redundant data, there remain 125973
records in the dataset out of which 67343 represent normal and 58630 represent
attack data. There are 24 different types of attacks represented in the dataset
which fall into four main categories, viz. Denial-of-Service (DOS), Probe,
Remote-to-Local (R2L), and User-to-Root (U2R). In this dataset, U2R belongs to
the minority class and the rest belong to the majority class.

4.2 Feature Selection

The nature-inspired search methods, namely ant search, genetic search, and particle
swarm optimization search are applied to select relevant features. Each of the four
layers of our model (Fig. 1), namely DOS, Probe, R2L, and U2R selects specific
features based on the type of attack as described in Table 1.

4.3 Performance Measurement

The performance of an intrusion detection system can be determined by its capa-
bility to predict attacks as accurately as possible. Essentially, IDS try to distinguish
between an attack data and a normal data. Here, a confusion matrix has been built to
measure the performance of different classifiers as expressed in Eqs. 3, 4, 5, and 6.
A confusion matrix is a tabular representation of false positives (FP), false negatives
(FN), true positives (TP), and true negatives (TN).

Accuracy=
TP+TN
P+N

ð3Þ

Efficiency =
TN
N

ð4Þ
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Detection Rate =
TP

TP+FN
ð5Þ

False Alarm Rate =
FP

TN +FP
ð6Þ

Table 1 Selected features at each layer

Feature
selection
method

Attack
category

Number of
features
selected

Selected features

Ant search DOS 10 Pro_type, Service, Flag, Src_bytes, Land,
Logg_in, Sev_coun, Sa_srv_rt, Di_srv_rt,
Dst_h_co

Probes 9 Flag, Src_bytes, Count, Rer_rt, Dst_h_co,
Ds_ho_s, Ds_rate, Ds_p_rt, Ds_d_h_rt

R2L 8 Src_bytes. Dst_bytes, Urgent, Num_f_cr,
Rer_rt, Sr_di_ho, Dst_h_co, Ds_h_r

U2R 7 Flag, Src_bytes, Dst_bytes, Num_f_cr,
Dst_h_co, Ds_ho_s, Ds_rate

Genetic
search

DOS 10 Pro_type, Service, Flag, Src_bytes, Land,
Num_com, Sev_coun, Sa_srv_rt, Di_srv_rt,
Dst_h_co

Probes 20 Service, Src_bytes, Urgent, Logg_in, R_shell,
Num_f_cr, Is_ho_lg, Count, Se_se_rt, Rer_rt,
Sa_srv_rt, Sr_di_ho, Ds_ho_sr, Ds_ho_s,
Ds_Rate, Ds_p_rt, Ds_d_h_rt, D_h_sr, Ds_hrr,
D_hsrr

R2L 18 Pro_type, Flag, Src_bytes, Dst_bytes,
N_f_login, R_shell, Num_f_cr, Nu_ac_fl,
Is_gu_lg, Ser_rate, Sr_rr_rt, Sr_di_ho,
Ds_ho_sr, Ds_ho_s, D_h_sr, Ds_h_r, Ds_hrr,
D_hsrr

U2R 7 Pro_type, Src_bytes, Logg_in, Num_f_cr,
R_shell, Ds_ho_s, Ds_p_rt

PSO search DOS 10 Pro_type, Service, Flag, Src_bytes, Dst_bytes,
Land, Sev_coun, Sa_srv_rt, Di_srv_rt,
Dst_h_co

Probes 8 Flag, Src_bytes, N_f_login, Sev_coun,
Dst_h_co, Ds_rate, Ds_p_rt, Ds_d_h_rt

R2L 10 Flag, Src_bytes. Dst_bytes, Urgent, N_f_login,
Sr_rr_rt, Ds_ho_sr, D_h_sr, Ds_h_r

U2R 5 Pro_type, Src_bytes, N_shell, Dst_h_co,
Ds_ho_s
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4.4 Result Analysis

Experiments were conducted by applying possible combinations of five classifiers,
viz. decision table, ripple down rule learner, non-nested generalized exemplars,
JRip, and decision table/naïve bayes with three search algorithms, viz. ant search,
genetic search, particle swarm optimization search on the NSL-KDD dataset.
Performance of each classifier was computed using the tenfold cross-validation
technique. A comparison of performance of the five classifiers with different feature
selection methods is presented in Tables 2, 3, and 4.

It can be observed from the tables that the degree of accuracy, efficiency,
detection rate, and false alarm rate achieved in case of DOS attack is much better
than the other attack types. Moreover, the result with respect to U2R, which is a rare
attack type, is quite encouraging while using DTNB as the classifier and PSO as the
feature reduction method.

Table 2 Performance of rule-based classifiers with ant search feature selection

Classifiers Attack
category

Accuracy
(%)

Efficiency
(%)

Detection rate
(%)

False alarm
rate (%)

Decision
table

DOS 99.9978 99.9978 100 0.0022
Probe 99.2622 99.2925 99.1942 0.7074
R2L 98.6935 99.2908 25 0.7092
U2R 71.1538 40.9091 93.3333 59.0909

RIDOR DOS 99.9978 99.9978 100 0.0022
Probe 99.7769 99.789 99.7499 0.211
R2L 99.0955 99.7974 12.5 0.2026
U2R 75 50 93.3333 50

NNGE DOS 100 100 100 0
Probe 99.674 99.8014 99.3887 0.1986
R2L 99.4975 99.7974 62.5 0.2026
U2R 86.5384 81.8182 90 18.1818

JRip DOS 99.9956 100 99.7908 0
Probe 99.7769 99.7518 99.8333 0.2482
R2L 98.8945 99.5947 12.5 0.4053
U2R 75 50 93.3333 50

DTNB DOS 99.9978 99.9978 100 0.0022
Probe 99.6482 99.7145 99.4999 0.2855
R2L 99.196 99.696 37.5 0.3039

U2R 76.923 59.0909 90 40.9091
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Table 3 Performance of rule-based classifiers with genetic search feature selection

Classifiers Attack
category

Accuracy
(%)

Efficiency Detection rate
(%)

False alarm
rate (%)

Decision
table

DOS 99.9978 99.9978 100 0.0022
Probe 98.6874 98.5354 99.0275 1.4646
R2L 98.593 99.2908 12.5 0.7092
U2R 75 54.5454 96.6666 54.5454

RIDOR DOS 99.9978 99.9978 100 0.0022
Probe 99.6997 99.6897 99.7221 0.3103
R2L 99.0955 99.696 28.5714 0.3039
U2R 82.6923 72.7273 90 27.2727

NNGE DOS 100 100 100 0
Probe 99.5367 99.6897 99.1942 0.3103

R2L 99.196 99.696 37.5 0.3039
U2R 92.3077 86.3636 96.6667 13.6364

JRip DOS 99.9956 100 99.7908 0
Probe 99.7683 99.7269 99.8611 0.2731
R2L 98.8945 99.5947 12.5 0.4053
U2R 80.7692 63.6364 93.3333 36.3636

DTNB DOS 99.9978 99.9978 100 0.0022
Probe 99.245 99.578 98.4996 0.43
R2L 98.6935 99.3921 16.6667 0.6079
U2R 78.8461 54.5454 96.6666 45.4545

Table 4 Performance of rule-based classifiers with PSO search feature selection

Classifiers Attack
category

Accuracy
(%)

Efficiency Detection rate
(%)

False alarm rate
(%)

Decision
table

DOS 99.9978 99.9978 100 0.0022

Probe 98.6788 98.4856 99.1109 1.5142

R2L 98.4925 99.0881 25 0.9118

U2R 76.923 45.4545 100 54.5454

RIDOR DOS 99.9978 99.9978 100 0.0022

Probe 99.7769 99.7766 99.75 0.2234

R2L 99.0955 99.696 25 0.3039

U2R 80.7692 68.1818 90 31.8182

NNGE DOS 100 100 100 0

Probe 99.6482 99.6897 99.5554 0.3103

R2L 98.8945 99.2908 50 0.7092

U2R 84.6154 77.2727 90 22.7273
(continued)

222 A. Panigrahi and M. R. Patra



5 Conclusions

This paper deals with building of an efficient intrusion detection system that can
analyze different network attack scenarios and raise alerts to deal with them
appropriately. In order to deal with each of the attack types more rigorously, a
layered model has been adopted. Combinations of five different rule-based classi-
fiers with three feature reduction techniques have been experimented. Results
indicate that the proposed model performs better for minor attacks like U2R when
the combination of PSO (as the feature reduction technique) and decision table/
naïve bayes (as the classifier) is used.
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Table 4 (continued)

Classifiers Attack
category

Accuracy
(%)

Efficiency Detection rate
(%)

False alarm rate
(%)

JRip DOS 99.9956 100 99.7908 0

Probe 99.734 99.7145 99.7777 0.2855

R2L 99.2965 100 12.5 0

U2R 80.7692 59.0909 96.6667 40.9091

DTNB DOS 99.9978 99.9978 100 0.0022

Probe 99.2622 99.2305 99.3331 0.7695

R2L 99.2965 99.7974 37.5 0.2026

U2R 78.8461 50 100 50
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Fractal Dimension of GrayScale Images

Soumya Ranjan Nayak, Jibitesh Mishra and Pyari Mohan Jena

Abstract Fractal dimension (FD) is a necessary aspect for characterizing the
surface roughness and self-similarity of complex objects. However, fractal
dimension gradually established its importance in the area of image processing.
A number of algorithms for estimating fractal dimension of digital images have
been reported in many literatures. However, different techniques lead to different
results. Among them, the differential box-counting (DBC) was most popular and
well-liked technique in digital domain. In this paper, we have presented an efficient
differential box-counting mechanism for accurate estimation of FD with less fitting
error as compared to existing methods like original DBC, relative DBC (RDBC),
and improved box-counting (IBC) and improved DBC (IDBC). The experimental
work is carried out by one set of fourteen Brodatz images. From this experimental
result, we found that the proposed method performs best among the existing
methods in terms of less fitting error.
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1 Introduction

Fractal dimension (FD) is a term used in fractal geometry to evaluate surface
roughness of complex objects found in nature like cloud, mountain, and coastlines.
However, most of the objects residing in nature are irregular pattern and complex in
nature and that cannot be characterized by Euclidean geometry reported in [1, 2]. In
order to describe these complex objects, fractal dimension comes into existence and
it was initially presented by Mandelbrot [3]. Nowadays fractal dimension becomes
most popular in many kinds of applications such as pattern recognition, texture
analysis, medical signal analysis, and image segmentation reported in [4]. Many
researchers contributed their effort in the area of fractal geometry. Thus, different
techniques have different results. Voss described and partitioned these techniques
into three key concepts such as box-counting, variance, and spectral method
reported in [5]. The box-counting is one of the most successful and widely used
techniques for estimating FD in various fields of application due to its simplicity
and easy implementation [6]. In this regard, many box-counting techniques and
their improved versions come into existence and found in many literatures [7–12].
Sarkar and Chaudhuri [8] proposed most appropriate algorithm like differential
box-counting (DBC) for digital images by taking maximum and minimum intensity
point described in many literatures [13–17]. Jin et al. [10] presented relative DBC
by adopting a convenient process for computing roughness. Biswas et al. [18]
presented the modified version of DBC by taking a parallel algorithm for efficient
estimation. Chen et al. [1] presented another approach similar to RDBC called
shifting DBC by using the concept of shift operation. The improved box-counting
(IBC) technique was described by Li et al. [11] based on three major issues such as
selection of the height of box, box-number computation, and partitioning of the
surface. Liu et al. [12] presented another improved version of DBC approach called
improved DBC (IDBC) by adopting three concepts such as revising box-counting
approach, shifting box in spatial coordinate, and choosing suitable size of the grid
for better FD estimation.

2 Related Background Work

The FD is a major characteristic of fractal geometry to estimate surface roughness of
whole image. The basic rules behind this estimation are based on the concept of
self-similarity. From the property of self-similarity, we can say a fractal is normally
an irregular shape. When a large fractal object is divided into smaller parts and each
part is same as whole object. While in this regard, many techniques have been
projected for better estimation of FD, still the precise roughness calculation of
complex objects is a great challenge. The following subsections describe the
existing well-liked methods which we have taken into consideration for our
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experimental analysis purpose. Fractal dimension of digital images is evaluated
based on the (Eq. 1), which as follows:

D= logðNÞ ̸ logð1 ̸rÞ ð1Þ

2.1 Principle of DBC Algorithm

Sarkar et al. [8] projected the differential box-counting (DBC) method for eval-
uation of FD of digital images. In order to implement this algorithm, they represent
grayscale image in 3D space, where 2D space like ðx, yÞ represents an image plane,
and third coordinates like z represents the gray level. Consider the image of size as
M ×M and partitioned into L× L grids. Each and every grid comprises a stake of
boxes of size L× L×H, where H indicates the height of an every box and this
height can be calculated in terms of L×G ̸M, where G represents the total number
of gray levels. Let the maximum and minimum gray values of ði, jÞ grid fall in
L and K box, respectively, then the box count nrði, jÞ can be calculated (Eq. 2) as
follows:

nrði, jÞ= L−K +1 ð2Þ

By taking involvement from all blocks, Nr is counting for different values of
L based on (Eq. 3).

Nr = ∑
i, j
nrði, jÞ ð3Þ

2.2 Principle of RDBC Algorithm

Based on original DBC, Jin et al. [10] presented an improved version of DBC called
relative DBC (RDBC) by adopting same maximum and minimum intensity point on
the grid and taking the scale limit such as upper and lower limits of scale ranges for
accurate FD estimation of texture images. Finally, Nr is evaluated (Eq. 4) as
follows:

Nr = ∑
i, j
ceil½k*ððK − LÞ ̸L′Þ� ð4Þ

where k represents the coefficient in z-direction and ceil (.) is used to set the nearest
integer.
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2.3 Principle of IBC Algorithm

Similar to DBC and RDBC, Li et al. [11] presented another improved DBC
mechanism by adopting three major parameters like selection of height of the box,
estimation of box number, and partition of intensity surface. They are selecting box
height by using the formula (Eq. 5) as follows:

r′ =
L

1+ 2aσ
ð5Þ

where a is a positive integer and set the appropriate value a as 3, σ represents
standard deviation, and 2aσ represents image roughness. Finally nrði, jÞ can be
evaluated (Eq. 6) as follows:

nrði, jÞ= ceilðK − L
r′ Þ if K ≠ L

1 otherwise

�
ð6Þ

Nr can be calculated by taking the contribution of all grids based on (Eq. 3).

2.4 Principle of IDBC Algorithm

Liu et al. [12] proposed another improved version of DBC called improved dif-
ferential box-counting method (IDBC) for estimating FD of grayscale image. In
their proposed method, three modifications have been done such as concepts such
as revising box-counting approach, shifting box in spatial coordinate, and choosing
suitable size of the grid and nr calculated by taking maximum contribution from
(Eq. 2) and (Eq. 7).

nrði, jÞ= ceilðImax − Imin + 1
s′ Þ Imax ≠ Imin

1 otherwise

�
ð7Þ

Nr can be calculated by taking the contribution of all grids, and final FD can be
evaluated by means of least square regression line of logðNrÞ verses logð1 ̸rÞ.

3 Proposed Methodology

After analyzing original DBC and its improved version in terms of fitting error, we
conclude that no proper box-counting methods are presented to estimate fractal
dimension accurately. Therefore, this chapter presents an extended version of
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original DBC approach to provide wider range of fractal dimension by using slope
of the linear fit logðNrÞ verses logð1 ̸rÞ as well as provides smallest error fit not
only in the average value but also to every image.

Our proposed methodology took an image of size M ×M which has scaled down
into smaller size of L× L, where L indicates the individual box size ranging between
2 and M ̸2. The image can be represented in 3D spatial space, where ðx, yÞ rep-
resenting 2D spatial space and 3rd coordinate Z representing gray level G. To
evaluate this proposed method, we estimate the mean of each box size L × L.
Then, this mean value of each block size compared with each corresponding pixel
of block. If the pixel value is greater than the mean value, then count of max
(MA) is accumulated otherwise, and it can be accumulated as min (MI). As the
fractal dimension varies from 2 to 3 for grayscale images. In this case, we have
multiplied 3 with maximum and 2 with minimum intensity point for better esti-
mation. For calculation of nrði, jÞ, DBC uses the (Eq. 2), RDBC uses (Eq. 4), IBC
uses (Eq. 6), and IDBC uses (Eq. 7). For more reasonable our proposed method
nrði, jÞ is calculated on (Eq. 8). However, if L′ = L×G ̸M is less than one, then nr
should be larger than one. Therefore, nr should be defined as one box when
maximum intensity value is not equal to minimum intensity value. Then, nrði, jÞ can
be evaluated as follows:

nrði, jÞ=
3×MA×maxði, jÞ− 2×MI ×minði, jÞ

L′ × L ifmaxði, jÞ≠minði, jÞ
1 otherwise

(
ð8Þ

Nr can be calculated by taking the contribution of all grids, and final FD can be
computed by using slope of the linear fit logðNrÞ verses logð1 ̸rÞ.

4 Result and Discussion

This section describes the performance of our proposed method in terms of fitting
error. The experiments are carried out on a system with a MATLAB14(a) in
windows 8, 64 bit operating system, Intel (R) i7—4770 CPU @ 3.40 GHz. In this
experimental analysis, we have considered four well-liked methods such as DBC,
RDBC, IBC, and IDBC and finally compared with proposed method through one
experiment, which have a set of standard original fourteen real Brodatz images [19]
represented in Fig. 1.
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4.1 Tests on Real Brodatz Texture Images

In this section, we are using a set of 14 real texture images [19] of size 256 × 256
from Brodatz database for our experimental analysis which is represented in Fig. 1.
For this study, we used four existing well-liked algorithms like DBC, RDBC, IBC,
and IDBC along with our proposed method. However, fractal dimension can be
calculated using linear fit straight line verses logðNrÞ and logð1 ̸rÞ. Then, the error
fit can be estimated from the root mean square distance of the data points from the
line by using (Eq. 9). Their corresponding FD and error fit are listed on Table 1 and
Table 2, and there corresponding graphical comparison figures are presented on
Fig. 2 and Fig. 3, respectively. The FD generated from DBC technique falls within
the range between 2.20 and 2.61; similarly the other measures like RDBC, IBC,
IDBC, and proposed methods ranging from 2.28 to 2.68, 2.29 to 2.69, 2.31 to 2.67,

Fig. 1 Fourteen real Brodatz texture images
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and 2.32 to 2.76, respectively, are listed in Table 1, and individual error fit of
Brodatz images using five methods is listed in Table 2. The average error fit is
estimated from each method like DBC, RDBC, IBC, IDBC, and PROPOSED are
0.060, 0.063, 0.064, 0.052 and 0.045, respectively, are listed in Table 3, and pre-
sented on Fig. 4. The lower error fit indicates higher accuracy. We have seen from
this experimental analysis that only proposed method provides smallest error fit not
only in the average value but also to every image. Hence, it is crystal clear that the
proposed method accurately estimates fractal dimension with less fit error because

Table 1 Computational FD
of the Brodatz images
presented in Fig. 1

Image name Fractal dimension
DBC RDBC IBC IDBC PROPOSED

a11 2.60 2.68 2.69 2.67 2.74
a23 2.59 2.62 2.62 2.64 2.76
a38 2.52 2.59 2.60 2.57 2.70
a56 2.53 2.61 2.62 2.63 2.72
a62 2.50 2.55 2.58 2.55 2.74
a69 2.52 2.54 2.55 2.56 2.64
a71 2.54 2.55 2.57 2.59 2.68
a89 2.43 2.50 2.52 2.51 2.55
a90 2.30 2.43 2.46 2.48 2.50
a91 2.20 2.28 2.29 2.31 2.32
a93 2.61 2.65 2.67 2.66 2.75

a98 2.42 2.50 2.51 2.47 2.72
a99 2.41 2.48 2.49 2.49 2.65
a100 2.57 2.66 2.67 2.62 2.75

Table 2 Computational error
fit of the Brodatz images
presented in Fig. 1

Image name Error fit

DBC RDBC IBC IDBC PROPOSED

a11 0.053 0.055 0.056 0.045 0.041
a23 0.066 0.068 0.068 0.059 0.048
a38 0.045 0.048 0.050 0.036 0.028
a56 0.066 0.068 0.069 0.058 0.053
a62 0.066 0.068 0.070 0.056 0.052
a69 0.056 0.055 0.056 0.046 0.040
a71 0.063 0.062 0.063 0.055 0.045
a89 0.065 0.067 0.069 0.056 0.054
a90 0.057 0.068 0.070 0.063 0.062
a91 0.067 0.076 0.075 0.064 0.028
a93 0.049 0.047 0.050 0.038 0.032
a98 0.065 0.069 0.070 0.055 0.045
a99 0.067 0.069 0.070 0.059 0.054

a100 0.053 0.057 0.058 0.042 0.043
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this method counted accurate number of boxes as compared to other existing
method; hence, resulted error fit is quite less as compared to DBC, RDBC, IBC, and
IDBC.

errorfit =
1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i=1

dxi + c− yið Þ
1+ d2

s
ð9Þ

Fig. 2 Computational FD of the images in Fig. 1, by different approach

Fig. 3 Computational error fit of the images in Fig. 1, by different approach

Table 3 Computational
average error fit

Average error fit
DBC RDBC IBC IDBC PROPOSED

0.060 0.063 0.064 0.052 0.045
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5 Conclusion

In this study, we have proposed an extended version of DBC method; the
improvement is based on the changing the means of the number of counting boxes
in the box of block. In order to evaluate proposed method, we have carried out our
experiment work with standard Brodatz database images and compared with
original DBC and other improved DBC methods. The result illustrates that the
proposed method has better performance in terms of less fit error as compared to
other methods like DBC, RDBC, IBC, and IDBC. It is a robust and more precise
method. Further systematic validation is needed on more kinds of images to analyze
fractal dimension on specific objects.
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Dominant and LBP-Based Content Image
Retrieval Using Combination of Color,
Shape and Texture Features

Savita Chauhan, Ritu Prasad, Praneet Saurabh and Pradeep Mewada

Abstract Content-based image retrieval based on color, texture and shape are
important concepts that facilitate quick user interaction. Due to these reasons,
humongous amount of explores in this direction has been done, and subsequently,
current focus has now shifted in improving the retrieval precision of images. This
paper proposes a dominant color and content-based image retrieval system using a
blend of color, shape, and texture features. K-dominant color is extracted from the
pixels finding and can be gathered in the form of cluster or color clusters for
forming a cluster bins. The alike colors are fetched on the basis of distance cal-
culations between the color combinations. Then the combination of hue, saturation,
and brightness is calculated where hue shows the exact color, and the color purity is
shown by saturation, and the brightness of the percentage degree increases from
black to white. Experimental results clearly indicate that the proposed method
outperforms the existing state of the art like LBP, CM, and LBP and CM in
combination.
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1 Introduction

Content-based image retrieval (CBIR) is not a new concept and deals with
searching to retrieve images from the large database [1]. Content based basically
implies that it searches the image based on its content rather than the metadata, such
as keywords, tags, or descriptions associated with the image [2, 3]. Investigation on
content-based image retrieval and similarity matching has expanded significantly in
recent decade [3]. A significant measure of examination work has been done on
image retrieval by various investigators, reaching out in both significance and
extensiveness [4, 5]. The term content-based image retrieval (CBIR) seems to have
begun with the work of Kato [6] which discussed modified recuperation of the
photographs from a database, in perspective of the shading and shape display.
Starting now and into the foreseeable future, the term has by and large been used to
depict the technique of recuperating pined for pictures from an extensive social
occasion of database, on the basis of picture components (color, texture and shape).

Image data provide the information separated from pictures using electronic or
reproduced estimations [7]. An area vector is marked from every image in the
database, and the strategy of all highlight vectors is enclosed as a database record
[8, 9]. Most of the CBIR systems work similarly, component vectors are removed
from each image in the database [10]. This paper introduces a dominant color and
content-based image retrieval system using a blend of color, shape and texture
features, Sect. 2 of this paper outlines the related work, Sect. 3 put forward the
proposed work, while Sect. 4 covers experimental results, and Sect. 5 concludes the
paper.

2 Related Work

CBIR illustrates the practices of salvaging the preferred images on the basis of
syntactical image features from a significantly large set [11]. It uses several pro-
cedures, algorithms, and tools from different fields which include statistics, signal
processing, pattern recognition, and computer vision [12, 13]. Das et al. [14]
suggested a CBIR system that can be applied on different feature of images like
shading and highlights it in an image. They proposed a shading-based recuperation
structure that used fluffy abilities to fragment HSV shading space and also fuzzified
the new image. Later on, Chaudhari et al. [15] recommended that the CBIR utilizes
the visual properties of a picture, for example shading, shape, surface, and spatial
format highlight the content of the image. They also proposed a calculation and
hybridization with various productive calculations to enhance the exactness and
execution of image retrieval. Thereafter, Bhagat et al. [16] proposed execution of
electronic outline that is crucial for applications written in different languages and
then can be linked to different data sources. It also displayed CBIR framework
using assorted procedures for shading, surface, and shape examination. The basic
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target is to consider the unmistakable methodologies for picture mapping. Recently,
bioinspired approaches [17] also gained attention in achieving different goals on
this domain [18–20]. Mathur et al. [21] introduced CBIR as stated it as a com-
pelling technique for recovering pictures from huge picture assets. Later on, Jenni
et al. [22] highlighted multimedia contents and its associated complexity in nature
that leads to exceptionally compelling recovery frameworks. They have also dis-
played review in the field of CBIR framework and exhibited and highlighted the
photograph importance of preprocessing, highlight extraction and ordering, system
learning, benchmarking datasets, similarity organizing, criticalness feedback, exe-
cution evaluation, and its portrayal. Next section presents the proposed work.

3 Proposed Method

This section introduces “Dominant color and content-based image retrieval system”

using combination of color, shape and texture features. K-dominant color is
extracted from the pixels finding approach. Then it is gathered and stored in cluster
form or color clusters therefore forming a cluster bins. Now, alike colors are fetched
on the basis of distance calculations between different color combinations. There-
after, combination of hue, saturation, and brightness are calculated. In this
approach, hue shows the exact color, color purity is shown by saturation, and
brightness keeps on increasing from black to white. It extracts cluster of dominant
colors, before isolating the shading traits of an image. All the pixels on database
images are orchestrated into practically identical sorts of social occasions according
to the likeness of their tones. Shading will be browsed with predefined tones that
remain particularly near picture to pixel shading and is put away as another pixel.
The distance between colors can be calculated and is given in Eq. (1) below

Dc =min ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRi −RiTÞ2 + ðGi−GiTÞ+ ðBi −BiTÞ2

q
Þ ð1Þ

where Dc represents the distance between colors, red, green, and blue and color
intensity is represented by Ri, Gi, and Bi, respectively. The color table indexes are
represented by RiT, GiT, and BiT. The maximum percentage color component is
selected as the dominant color and stored.

Local binary pattern (LBP) is used for efficient extraction of the local infor-
mation. It helps in removing nearby elements of a question. The primary idea
driving utilizing the LBP system is to ascertain the nearby structure of a picture by
contrasting the pixels and the area given in Eq. (2).

LBP C1, C2ð Þ = ∑
n− 1

n=0
2nG PIn − PIcð Þ ð2Þ
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where C1 and C2 denote the central pixel. G can be expressed as follows:

GðXÞ= 1 if x≥ 0
0 otherwise

�
ð3Þ

where neighbor pixel intensity is denoted by PIn and central pixel intensity is
denoted by PI, then the positions of neighbors based on the center vector C1 and C2
are calculated and are given in Eqs. 4 and 5 as follows:

C1=C1+R cos
2πn
S

ð4Þ

C2=C2−R sin
2πn
S

ð5Þ

where R and S are the radius and sample point, respectively.
Now, color moment is calculated, and it is a strong estimation which can be

utilized to separate pictures in light of the shading highlight. It is ascertained in light
of the closeness of pictures. This can be essentially controlled by the ordinary
circulation or by ascertaining their mean and difference. It demonstrates an example
of minute which can help in distinguishing the picture in light of shading. Three
minutes are utilized for the most part mean, standard deviation, and skewness. The
shading can be characterized as the tint, immersion, and splendor. At that point, the
minutes are computed for the different divert in the photograph. Firstly, it is cal-
culated as the average color of the image by the following formula in Eq. (6):

Ci = ∑N
j=1

1
N
Pij ð6Þ

where the number of pixels is represented by N and Pij shows the value of the j
pixel of i color image. Now, standard deviation is calculated for the mean deviation
calculation which is given in Eqs. 7 and 8 as follows:

σX =
ffiffiffiffiffi
σ2X

q
ð7Þ

σX =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

∑
n

i=1
X2
i −

1
n

∑
n

i=1
Xi

� �2
( )vuut ð8Þ

Then, skewness is calculated to measure the asymmetric of the color distribution
which is given in Eq. (9) as follows:
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sk=
μ−mode

σ
ð9Þ

Since, the proposed work is based on dominant color, LBP, color, shape and
texture features, therefore it uses these features for efficient image retrieval. It can
finish higher recuperation viability using transcendent shading. The components
drawn from unexpected co-occasion histograms between the photograph tiles and
relating supplement tiles, in RGB shading space, fill in as neighborhood descriptors
of shading, shape, and surface. Now, coordination of the above mix, and then pack
considering alike properties, is applied for overpowering tones and recuperate the
practically identical images. Thereafter, histograms of edges are created and image
information is discovered with respect to edge pictures figured using gradient vector
flow fields. Invariant minutes are used to record the shape highlights, and then
closeness measures is applied. The mix of the shading, shape, and surface com-
ponents amidst picture and its supplement in conjunction with the shape compo-
nents give a healthy rundown of capacities to picture recuperation. Reasonability
estimation, precision, and audit can help in exhibiting the results. The proposed
Algorithm 1 is given below as follows:

Algorithm 1

Input: Image database
Output: Image retrieval based on the similarity index
Step 1: Image data are selected.
Step 2: Pixels data preprocessing is started.
Step 3: Dominant color feature extraction.
Step 4: The mean of the separated index is then calculated and applied.

Mean=
∑Ci
n

ð10Þ

StandardDeviation=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 ̸N∑N

i=1 ci− μð Þ2
q

ð11Þ

μ=
y2− y1
x2− x1

ð12Þ

Step 5: It is then send to the color moment process and LBP extraction process.
Step 6: Then feature vector extracted in the form of matrix.
Step 7: Based on the Euclidean distance, similarity measure has been calculated.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i=1 xi− yið Þ2
q

ð13Þ

Step 8: Finally, similar images are extracted.
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The working mechanism of the proposed work suggests that the image is
selected first and then preprocessing is applied. Then dominant color-based
extraction is performed. It is then processed for LBP mechanism. Then feature
vector calculation is performed for similarity matching, and then finally based on
the similar features, data are extracted.

4 Result Analysis

This section demonstrated and put forward the experiments carried to ascertain the
performance of the proposed work, and then comparisons have been drawn with the
current state of the art. All the experiments are conducted using Wang database
consisting of 1000 images grouped in a total of 10 different categories with 100
different images in each. The proposed work strives to group these images one by
one. Precision and accuracy are metric used for result evaluation and comparisons.
The respective calculations are given below in Eqs. (13) and (14).

(i) Precision ðPÞ= TP
TP+FP

ð13Þ
where

TP = True positive
FP = False positive
TN = True negative

(ii) Accuracy= ∑
P
n

ð14Þ

Accuracy and precision tell about the performance of the proposed system, any
system attempt to achieve high accuracy and high precision. Results obtained by the
for accuracy in proposed methodology and various other state of the art is shown in
Table 1, against different classification categories ranging from African man,
Beaches, Buildings, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains, and
Food. This table also shows that the proposed work outperforms other approaches
and reports highest accuracy for all the ten categories. Also, Fig. 1 shows the
graphical representation of the comparison shown in the table.

Figure 2 illustrates the precision of the proposed method along with other state
of art. From the results, it is evident that the proposed method reports highest
precision among all the methods.
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Table 1 Comparison table of accuracy

S. no Category Proposed method
DLBP–CBIR

Hybrid
approach [15]

CM [15] LBP [15]

1 African man
(Classification 1)

0.9 Not
calculated

Not
calculated

Not
calculated

2 Beaches
(Classification 2)

0.8 0.5 0.31 0.35

3 Buildings
(Classification 3)

0.85 0.7 0.28 0.3

4 Buses
(Classification 4)

1 0.98 0.31 0.8

5 Dinosaurs
(Classification 5)

1 1 0.93 0.97

6 Elephants
(Classification 6)

0.6 0.6 0.44 0.19

7 Flowers
(Classification 7)

1 0.89 0.61 0.79

8 Horses
(Classification 8)

0.95 0.8 0.28 0.32

9 Mountains
(Classification 9)

0.9 0.7 0.49 0.12

10 Food
(Classification 10)

0.55 0.6 0.28 0.34

Overall accuracy 0.85 0.75 0.43 0.46

0
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0.3
0.4
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0.8
0.9

Proposed
Method

Integrated
approach

CM LBP

A
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Accuracy comparision
Proposed Method
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Fig. 1 Comparision of
accuracy with different
methods
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5 Conclusion

This paper presented a dominant color and content-based image retrieval system
using color, shape and texture features. In this method, K-dominant color is
extracted from the pixels and formed a cluster. Same colors are fetched on the basis
of distance calculations between the color combinations. Experimental results
clearly indicate that the proposed method outperforms the existing state of the art
like LBP, CM, and LBP and CM in combination and establishes the effectiveness of
the proposed approach.
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Proof of Retrieval and Ownership
for Secure Fuzzy Deduplication
of Multimedia Data

S. Preetha Bini and S. Abirami

Abstract With explosive growth of digital data and users wanting to outsource the
data, there is great need for securely storing the data and utilization of storage
space. Data deduplication eliminates redundant data from the storage and, thereby
reducing the backup window, improves the efficiency of storage space and uti-
lization of network bandwidth. Multimedia data such as images and videos are a
good choice for deduplication, as it is one of the most frequent shared types of data
found on data storage. A conventional secure deduplication employs exact data
deduplication which is too rigid for multimedia data. Perceptually similar
data maintain human visual perception and consume a lot of storage space. The
proposed approach provides a framework for secure fuzzy deduplication for mul-
timedia data and further strengthens the security by integrating proof of retrieval
and proof of ownership protocols.

Keywords Multimedia data deduplication ⋅ Proof of retrieval
Proof of ownership

1 Introduction

Data deduplication is an effective data reduction practice for removing duplicate
copies of redundant data, and it improves the utilization of storage and network
bandwidth. With incremental outburst of digital data, the requirement for data
storage service providers to manage their utilization of storage and bandwidth for
data transfer in a cost-effective manner has become higher than ever [1].
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With the services provided by data storage service providers and users wanting
to outsource their data, security of the data has become a major factor. The service
providers for data storage though it is supposed to act according to the protocol; it
cannot be trusted fully and are considered to be curious and semi-honest. For this
issue, a deduplication scheme where the clients encrypt their data before storing it
in the data storage and make it secure against malicious users and semi-honest data
storage service provider.

Multimedia data such as images and videos are a good choice for deduplication,
since they are one of the common types of data stored in data storages. Conven-
tional deduplication schemes are too rigid for multimedia data since it performs
exact deduplication. Modifications such as compression, resizing maintains human
visual perceptions. The elimination of perceptually similar images saves storage
space and increases the storage efficiency.

2 Background and Related Works

Xuan L. et al. [2] proposed a privacy-preserving fuzzy deduplication framework
that addresses data storage and security. It accomplishes deduplication of images
based on the estimation of their similarity over encrypted data. A secure perceptual
similarity deduplication (SPSD) scheme is proposed which consists of pHash
generation and encryption of hash and the image before uploading it to the CSP to
provide security. Fuzzy deduplication is carried out on the storage by computing the
hamming distances between the hash received by the CSP from the user and with
hashes present in the server’s database.

Navajit S. et al. [3] proposed a scheme that derives fingerprints from the per-
ceptual data portions of the videos. This scheme is robust in opposition to the usual
data protecting functions on the videos.

Rashid F. et al. [4] proposed an approach which employs a partial encryption
and a distinctive image hashing over image compression using set partitioning in
hierarchical trees (SPHIT) compression algorithm to achieve deduplication of
images in data storage. The framework ensures security of data against a curious
and dishonest cloud service provider or any malevolent user. It performs exact
deduplication as even minor changes are detected.

Rashid F. et al. [5] proposed an original proof of retrieval and ownership pro-
tocols for images that are compressed using SPIHT. The POR procedure is invoked
by the clients to make sure that their images are kept safely in the cloud, and the
POW procedure is invoked by the cloud storage provider to validate the rightful
proprietor of the images. The effectiveness of this method is because only a division
of the data is used for encoding as the data is compressed.

Rashid F. et al. [6] proposed the proof of storage procedure for video dedupli-
cation in cloud storage. POR procedure is meant to allow the user to check the
correctness of video stored in the cloud, and it ensures security by encoding the data
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and using error-correcting codes. The POW protocol is invoked by the CSP to
validate the rightful proprietor of the video before giving access to the user.

Chen M. et al. [7] proposed a framework for high-precision duplicate image
deduplication approach that involves eliminating the duplicate images by five
stages where the features are extorted, high-dimensional indexing is done and the
accurateness is increased. Then the centroid is decided on and the assessment of the
deduplication scheme is computed. The framework fails to recognize a variety of
image alteration.

Katiyar A. et al. [8] proposed a scheme for deduplication of videos where the
redundancy eliminates not just by exact deduplication but also eliminates data that
are similar at the application level. The framework consists of video signature
generation, video segmentation, video sequence comparison, clustering, centroid
selection, and video segment indexing and referencing.

3 Architecture of Proof of Storage for Secure Fuzzy
Deduplication

The proposed approach provides a framework for proof of retrieval and ownership
for secure fuzzy deduplication for multimedia data as shown in Fig. 1. Multimedia
data such as images and videos are a good choice for deduplication as they are one
of the most frequently shared types of data found on storage. Traditional dedu-
plication scheme only eliminates exact copies of data. Perceptually similar images
and videos consume a lot of storage space, as they maintain same human visual
view. The framework provides a secure fuzzy deduplication framework for data
storage services and further integrates proof of retrieval and proof of ownership to
strengthen the security of the deduplication scheme. The framework involves pHash
generation for image/video. The data are encrypted before sending it to the servers,
to protect them against semi-honest data storage service providers and malevolent
users. The hash value is sent to the server to check for duplicates by computing
hamming distance. If a duplicate hash is not available, it will notify the user to
upload the data. If not, it will update the pointer of the data ownership to the new
client and will eliminate the duplicate copy of the data, thereby saving only one
instance of the data. Proof of storage procedures further strengthens the security of
the framework.

3.1 pHash Generation

Digital signature of the data (image/video) which are derived from various features
of its content is considered as pHash of the data. In pHash generation, the hash
value of the data (image/video) is calculated. Perceptually similar data have similar
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hash values. The image/video is given as the input and it produces a hash vector
(H). The hash value is encrypted using a cryptographic hash function such as MD5
before it is uploaded to the server. The hash value for images is generated using
perceptual hashing technique as follows:

1. N = predetermined bit extent of the pHash (N = m * m).
2. The image is normalized as I → I′ with the dimension (m * m).
3. The average of the pixel gray values is computed.

4: h i, jð Þ= 0, Gray i, jð Þ < Avg
1, Gray i, jð Þ ≥ Avg

�

5. H = {h1, h2, …, hN} can be acquired by screening h(i, j).

The hash value for videos is generated using perceptual hashing technique [9] as
follows:

1. Divide the video into a group of frames.
2. Boundary frame detection.
3. Evaluate the disparity between two frames using color intensities and their

histogram.

Fig. 1 Architecture for proof of retrieval and ownership for secure fuzzy deduplication of
multimedia data
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4. For each frame, compute the distance measurement for boundary frame
detection.

5. Determine the boundary frames using threshold.
6. Key frame selection.
7. Compute the hash value from the key frames that represent the video.

3.2 Encryption of Image/Video

The data are encrypted using symmetric encryption. Symmetric encryption
includes:

• Key stream generation: A secret key (k) is employed to produce a key stream
(K).

• Data encryption: It uses the key stream (K) to encrypt the data (PT) and
produces the cipher data (CT).

• Data decryption: The key stream (K) can be obtained if we are aware of secret
key using which the cipher data (CT) can be decrypted and produce the original
data (PT).

3.3 Duplicate Check

The server exhibits two functions—the D-server to determine duplicates and the
S-server to store the data. When the server receives the hash from the user, the
D-server checks for duplicates by calculating hamming distance (d) between
the received hash and the hashes already present in the database. T is the threshold
value which is preset for similarity index. If hamming distance is less than the
threshold, then a duplicate is present in the database and the D-server informs the
S-server to update the pointer of the duplicate data. If hamming distance is greater
than threshold, it requests the user to update image which is encrypted to ensure
security.

3.4 Proof of Storage Protocols

The proof of retrieval is provoked by the user to check whether the data stored by
user are secure against a semi-honest data storage service provider or malicious
users. It ensures correctness of data and ensures the availability of data for retrieval
by the user. The proof of ownership [10] is provoked by the server to authenticate
the user who is requesting the data whether he is the rightful proprietor or not,
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before releasing the data. Figure 2 shows the Proof of Storage procedure which
strengthens the security of the framework.

The proof of retrieval is invoked by the client to check the integrity and cor-
rectness of the data. It involves the following steps:

1. The file is divided into chunks.
2. Error-correcting codes are applied to each chunk.
3. MAC values of the encoded portions are computed and these are appended at

the end of the chunks.
4. The verifier (user) invokes the query by signifying the index locations of the

chunks to be verified and the index location of the MAC.
5. The prover (server) sends the equivalent chunks and the consequent MAC.
6. The verifier computes the MAC of the chunks sent by the server and compares it

against the corresponding MAC returned by the server.
7. If there is an equivalent chunk, then the consequent blocks are kept whole; if

not, the verifier employs an error correction code to recover the d/2 errors in the
chunks.

The proof of ownership is provoked by the server to authenticate the right user,
to give access of the data to the client.

1. The file is divided into portions.
2. The SHA3 hash of each portion is computed and kept in a set M.
3. The client computes a binary Merkle Hash tree (MHT) over the set M and marks

the root of the encrypted tree. The tree and the set are sent to the server while
uploading the data for the first time.

Fig. 2 Proof of storage protocols
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4. The server to authenticate the user selects a random leaf index j in M.
5. The client demanding the data will need to give a sibling path from the leaf

index j demanded by the server to the root.
6. The path from the user is acquired by the server. The server will rebuild the tree

from the path given by the client and will validate the root over the one marked
when the initial upload is done.

7. In case of an equivalent path, the client demanding the data will be acknowl-
edged as the rightful proprietor and the server will provide access for the data
else it will not provide access for the data to the client.

4 Results and Analysis

By using MATLAB, the experiments were performed on the dataset (Standard
images like lena, bridge, mandrill, and classic videos). The pHash for images and
videos are generated, and the hash values are encrypted and calculation of hamming
distance is calculated to determine whether the data are the same (perceptually
similar images/video) or different data as shown in Fig. 3.

Figure 4 shows that the data are encrypted as using symmetric encryption before
uploading to server to protect the privacy of the user against the semi-honest data
storage service provider and malicious users.

Proof of retrieval and ownership is provoked to further strengthen the security of
the framework. Proof of retrieval is done by file chunking and applying
error-correcting codes such as Reed Solomon codes which is implemented using
MATLAB Communication Systems toolbox. The correctness and availability of the
data are tested. Figure 5 shows proof of ownership is provoked by computing
Merkle Hash Trees for the data file. The POW procedure is resourceful in terms of
computational cost as it will not require any computation of the data individually, as
it utilizes the data from the POR scheme.

After hash comparison using hamming distance, the hash values are stored in the
database using MySQL server. If a hash value of a new data is inserted, then the
master table is updated by uploading the data along with hash. If a duplicate is
already present, then it updates the linker table by only setting the reference of the
image. Figures 6 and 7 show the master table where there are no duplicates based
on hash value comparison and the linker table where data references are updated.

The performance of deduplication can be calculated by determining recall and
precision using (1) and (2) and the deduplication ratios are evaluated for various
parameters (Table 1).

Recall =
Number of duplicate copies to be detected

Number of total copies
ð1Þ

Precision=
Number of duplicate copies correctly detected

Number of duplicates detected
ð2Þ
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Fig. 3 pHash for images and videos is generated, and the hash values are encrypted and
calculation of hamming distance is calculated to determine whether the data are the same
(perceptually similar images/video) or different data

Fig. 4 Encryption of data using symmetric encryption
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Fig. 5 Proof of ownership using Merkle hash tree

Fig. 6 Table with no duplicates based on hash comparison

Fig. 7 Table for reference update
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5 Conclusion

The framework provides a secure fuzzy deduplication framework for data storage
services and further integrates proof of retrieval and proof of ownership to
strengthen the security of the deduplication scheme. Deduplication of perceptually
similar data provides better storage efficiency since traditional deduplication
scheme only deduplicates exact copies of data. The data are encrypted to protect
them against semi-honest data storage service providers and malicious users. The
hash value is sent to the server, and if there is a duplicate it updates the pointer of
the duplicate data, else data are uploaded along with the hash. Integration of proof
of storage protocols further strengthens the security. In future, the framework can be
implemented in a real cloud environment and further study can be done on secure
fuzzy deduplication to conserve storage space and to reduce computation cost and
resources.
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Maintaining Consistency in Data-Intensive
Cloud Computing Environment

Sruti Basu and Prasant Kumar Pattnaik

Abstract Cloud is a service that offers its users to access the shared pool of
computing resources based on pay per use basis. Presently, cloud computing is
adopted by most of the start-up companies and research areas. Data-intensive cloud
computing is adopted in order to handle enormous amount of transactional data.
This paper proposes a model in order to achieve the consistency under
data-intensive cloud computing environment and compares the proposed model
with an existing improved consistency model.

Keywords Data-intensive cloud computing environment ⋅ Consistency
CAP ⋅ Replica servers

1 Introduction

Cloud framework consists of the services namely Platform as a Service (PaaS),
Infrastructure as a Service (IaaS), Software as a Service (SaaS) and Data base as a
Service (DaaS). DaaS is a cloud computing service that enables its users to access
the data base through Internet without any requirement of setting hardware or
installing software [1]. So, DaaS helps the cloud users when they demand to store
or retrieve any information using the data base [2]. Data-intensive computing is
recommended for handling and managing a large amount of data. Data-intensive
cloud computing is related to the analysis of both the programming techniques and
platforms that are used to perform data-intensive assignments [3]. For any kind of
data base system, transaction management is one of the most important consider-
ations. For the static environment, cloud supports ACID-based transaction
processing but for the moving environment ACID is not performed well [4]. So, for
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moving environment, cloud may support CAP theorem which ensures consistency,
availability and partition tolerance [5].

2 Related Work

To achieve scalability and availability is a big issue for data-intensive cloud
computing environment. Availability can be achieved by using data replication
technique. But to provide the correctness of a transaction, maintaining consistency
is also an essential issue for transaction processing system. Some related works are
discussed below:

In 2010, Islam and Vrbsky [6] introduced a tree-based consistency approach for
cloud data base. This approach helps to get better performance by reducing
response time through minimizing the interdependency among the replica servers.

In 2011, Iskander et al. [7] proposed a modified version of two-phase commit
protocol namely “Two-phase Validation Protocol” to give the assurance of a safe
transaction. They also suggested this protocol for ensuring data consistency.

In 2012, Salinas et al. [8] suggested an architecture for distributed storage system
combining cloud and traditional data base replication concept for providing
transactional support and high availability. The architecture offers different levels of
consistency in accordance with the demands of client applications to provide high
availability along with elastic service in transactional system.

In 2012, Aye [9] proposed an analytical model. This model is used to maintain
consistency on private cloud storage system by using M/M/1 queuing. They also
introduced an approach to achieve better readability after update operation.

In 2014, Radi [10] proposed a technique to improve update propagation in cloud
data storage. He introduces the technique to maintain the consistency of replica
server. This technique is able to achieve both consistency and reliability along with
better performance.

In 2014, Jeevarani and Chitra [11] introduced a model for improving consistency
in cloud computing data bases. They suggested prioritized read–write mechanism
using the Prioritized Operation Manager (POM) to obtain consistency as well as
reliability. But this model is not able to reduce response time when the number of
client request increases.

In 2015, Pati and Pattnaik [12] suggested a set of twelve criterions for cloud data
base so that the cloud data base becomes standardized like traditional data bases.

In 2016, Bugga and Kumar [13] suggested a framework to ensure the security of
distributed transactions in cloud computing environment. They enhanced two-phase
commit protocol in their algorithm to provide secure transactions by ensuring ACID
properties.
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3 Proposed CCSA

For the distributed and cloud data base environment, data replication technique is
heavily used to provide high availability [14]. As a result, most of the cloud
services go for eventual consistency for data propagation throughout the system [7].
So, it becomes a challenge to maintain consistency along with availability espe-
cially when the servers of different locations are connected. This paper proposes an
algorithm namely Cloud Consistency Satisfying Algorithm (CCSA) for ensuring
consistency as well as availability in data-intensive cloud computing environment.

Figure 1 consists of one global transaction manager (GTM) and many local
transaction managers (LTMs). All the nodes are represented as replica server, and
edges are represented as network connection between them. Each node connected
with all the other nodes that means each replica server has a connection with all
other replica servers. Each replica server has one LTM which controls all operations
particularly for that server. GTM controls the operations for all servers. So, GTM
directly linked with all issuing LTM.

For read operation, data can be read from any replica server. But for update
operation, the node for which the update request came becomes the primary node
for that operation, and other nodes become the secondary nodes. So, here is no fixed
primary node for every update operation. For which node the update request came
becomes the primary node for that particular update operation. The primary node is
updated first and after that the secondary nodes are updated.

Fig. 1 A scenario of
proposed model
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The CCSA includes three stages known as request processing, read operation,
and update operation. All the stages are represented using algorithm and presented
in Table 1, Table 2, Table 3, Table 4 and Table 5, respectively.

Update operation is performed by dividing into three sites called LTM and
primary replica site, secondary replica site and GTM site. Table 3, Table 4 and
Table 5 includes the algorithms for these sites, respectively.

Table 1 Algorithm for request processing

Step1. Begin
Step2.     If (WaitQ!=Empty)
Step3.       Ri=Dequeue(WaitQ)
Step4.     Else
Step5.       Ri=Dequeue(RequestQ)
Step6.     End If
Step7.  If({Ri→type}==R)
Step8.  If({Ri→data}!=locked)
Step9.           Process Read operation
Step10.      Else
Step11.         Enqueue Ri the WaitQ
Step12.         go to Step5
Step13.      End If
Step14. Else if({Ri→data}!=locked && {Ri→node}!=busy)
Step15. Ri→data=locked
Step16. Ri→node=busy
Step17.         Process update operation
Step18.       Else
Step19.         Enqueue Ri the WaitQ
Step20.         go to Step5
Step21.       End If
Step22.     End If
Step23. End

Table 2 Algorithm for read operation

Step1. Begin
Step2. Ri sends {Ri→data} to the LTM of node N

//N is the node in which the request is come
Step3. Raed{Ri→data}
Step4. Process Request Processing
Step5. End      
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3.1 Working Principle

The working principles of CCSA are as follows:
All requests are put into a queue referred as RequestQ and consider each request

has three parameters say type, data and node.
Another queue called WaitQ is used to store the waiting requests. Initially,

WaitQ is empty. At first, all the requests which came from the client side are stored
in the RequestQ. Then, WaitQ is checked. As per our proposed algorithm, if the
WaitQ is empty, then the request is deleted from the RequestQ otherwise the
request is deleted from the WaitQ. After that we check the type of the request.

If the type of the request is Read, then check whether the data is locked or not. If
the data is not locked, then Read operation is processed otherwise the request is put
into the WaitQ. Then, next request is processed. For processing Read operation,
Request Ri sends the Ri→ data to the local transaction manager (LTM) of node N.
Then, read the data from the node in which the request has come. After that the
primary node makes all of its adjacent nodes busy and also forwards the “update
data” message to its adjacent nodes.

Table 3 Algorithm for update operation in LTM and primary replica site

Step1. Begin
Step2. Ri sends {Ri→data} to the LTM of node N

//N is the node in which the request is come
Step3. update{Ri→data}
Step4. adj[N]=busy  // adj[N] are the adjacent nodes of N
Step5. node N forward message update{Ri→data} to adj[N]
Step6. send ack(Ri) to GTM
Step7. Process Request Processing
Step8. End

Table 4 Algorithm for update operation in secondary replica site

Step1. Begin
Step2. Receive the message update{Ri→data} from node N
Step3.  For each adj[N]
Step4. update{Ri→data}
Step5.    send ack(Ri) to GTM
Step6.  End For
Step7. End
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If the type of the request is Update, then first check two conditions: whether the
data for which the update request came is locked or not and also the node for which
the request came is busy or not. If these two conditions are satisfied, then global
transaction manager (GTM) makes the data (in which the request is come) locked
and also makes the node (in which the request is come) busy. Then process the
update operation. Otherwise put the request into WaitQ. For the update operation,
the node in which the update request is come becomes the primary node for that
operation and all other nodese become the secondary nodes. So, here is no fixed
primary node. For which node the update request is come becomes the primary
node only for that particular update operation. For processing update operation at
primary site, Request Ri is sent to the LTM of node N (N is the primary node of that
operation). Then, the primary node N updates the data in its own site. After that the
primary node makes all of its adjacent nodes busy and also forwards the message
update data to its adjacent nodes. Then, it sends acknowledgement to the GTM and
process request processing algorithm to process the next request. In the secondary
site, the adjacent nodes of primary node receive the update message from the
primary node. Each node updates the data value for which the request is come and
sends acknowledgement to the GTM. In GTM site, GTM receives the acknowl-
edgement from each node and makes them free. When GTM gets the acknowl-
edgement from all nodes for a particular request, then it sends the acknowledgement
to the client and unlock the data.

Table 5 Algorithm for update operation in GTM site

Step1. Begin
Step2.   For each request Ri
Step3.         Initialize count=0
Step4.        For each node
Step5.          If(Receive ack(Ri)==1)
Step6.             node=free
Step7.            Increase count by 1
Step8.         End If
Step9.       End For
Step10.     If(count==n)
Step11.       send ack(Ri) to the client
Step12.  {Ri→data}=unlocked
Step13.    End If
Step14.  End For
Step15. End
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4 Result and Comparison

In this segment, we evaluate the performance of our model CCSA on the basis of
consistency. This analysis consists of two parameters: number of inconsistent read
and probability of update operation. Figure 2 shows that number of inconsistent
read is almost zero when the probability of update operation is very low. But with
the increasing of probability of update operation, the inconsistent read is increased
though the increment of inconsistent read is negligible.

We also compare our CCSA model with another model described by Jeevarani
and Chitra [11]. Their POM consistency model is also able to provide consistency
for cloud data base. The following table shows the comparison of CCSA model and
POM model (Table 6).

Fig. 2 Number of
inconsistent read versus
probability of update
operation

Table 6 CCSA model versus POM model

Attributes CCSA POM

Type of topology used for
network connection

Mesh Ring

Number of replica server
increases

Response time increases Response time increases

Number of update operation
increases

Response time increases Response time increases

Probability of update
operation increases

Maintain consistency Maintain consistency

When any network failure
occur

The system will continue
its processing

The system will be
temporarily out of service
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5 Conclusion

Cloud data base consistency is becoming very popular for medium-size and start-up
companies. The maintenance of consistency property is becoming a challenge to the
implementation of transactional cloud data bases. We conclude our work with the
followings:

• The CCSA technique gives a model for maintaining consistency in cloud data
base.

• The experiment conducts for only five replica servers.

More number of replica servers will be included as future scope of work.
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Cryptographic Key Generation
Scheme from Cancellable Biometrics

Arpita Sarkar, Binod Kr Singh and Ujjayanta Bhaumik

Abstract The cryptographic algorithms in current use are facing the problem of
maintaining the secrecy of private keys which need to be stored securely to prevent
forgery and loss of privacy. Stored private keys are saved by user chosen passwords
are often acquired by brute-force attacks. Also, the user finds it difficult to
remember large keys. So, it is a major issue in asymmetric cryptography to
remember, protect, and manage private keys. The generation of cryptographic key
from individual user’s biometric feature is a solution to this problem. In this
approach, it is too hard for the attacker to guess the cryptographic key without the
prior knowledge of the user’s biometrics. But the problem with biometrics is that
compromise makes it unusable. To solve the above issue, cancellable biometrics
has been proposed. In this present work, there is an attempt to generate crypto-
graphic key from the user’s cancellable fingerprint template.

Keywords Asymmetric cryptography ⋅ Cryptographic key generation
Cancelable template ⋅ Fingerprint biometrics

1 Introduction

In this digital age, the large amount of information at stake has made information
security a burning issue. An unauthorized user with an illicit mind can cause havoc,
and thus, cryptography is the necessity to prevent such wrongdoing. Cryptographic
schemes can be asymmetric, for example RSA; symmetric algorithms include data
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encryption standard (DES), 3DES [1] and advanced encryption standard (AES), and
others. It is very difficult to remember such a long keys used in these encryption
standards. Smart cards and password-based authentication are viable options but are
prone to social engineering and dictionary attacks. Thus, biometrics has been incor-
porated with cryptography to create better robust security techniques and there is no
need to carry passwords or tokens. Cryptographic key is created using user features,
for instance finger prints, iris, and face and saved so that biometric authentication is
mandatory to reveal those stored keys. As the biometric traits are fixed in a person, if
either the biometric trait or the cryptographic key is compromised anyway, then both
become useless forever. Since the biometric trait used in key generation must be
private, it should not tell anything about the biometric information of user. Can-
cellable template is such a popular option utilized in crypto-biometric system to solve
the problems that are mentioned above. In different persons, fingerprints are statisti-
cally independent and that is what gives rise to the uniqueness which can be used for
random cryptographic key generation from fingerprint templates. In case cancellable
template is compromised, it can be cancelled easily. The present work uses the ran-
domness present in fingerprint data of the user in place of his authentication. In this
paper, a cancellable template is acquired from fingerprint of a user. Keys can be
updated easily by updating the cancellable template. In this approach, a new can-
cellable template can be generated by updating shuffle key.

2 Related Works

The present effort contains transformation of biometric template and cryptographic
key generation from transformed cancelable template. Some previous work related
to the current work is described in this section. Cancelable biometrics was devel-
oped so that biometric template could be cancelled like a password and is unique to
every application [2, 3]. The procedures are mainly (a) biometric salting and
(b) non-invertible transformation. For example, biometric salting, user-specific
random projection, is used [4]. Later, non-invertible transformation was brought
into notice, where the fingerprint is distorted by a sequence of three non-invertible
transformation functions which are Cartesian, polar, and surface folding transfor-
mation [5]. Tulyakov et al. proposed a method to generate hashed value of fin-
gerprint minutiae points and doing fingerprint matching more excellently [6]. It is
really very difficult to regenerate original template with resulting hash values
because of one-way-ness of hash function. Ang et al. gave an idea of geometric
transformation-based approach to create a key-dependent cancelable template [7].
Maiorana et al. in 2009 did works on similar fields that involved digital signatures
[8]. Nanni et al. in 2010 proposed that the different matching trained using
cancelable template that could be also used to improve the online signature veri-
fication performance [9]. Cryptographic key generation from biometric traits:-There
are a few methods that are available for cryptographic key generation from different
biometric traits. Monrose et al. devised a way where user voice using a passphrase

266 A. Sarkar et al.



is used to create cryptographic key [10]. Feng et al. made a method, BioPKI, where
user’s online signature is used to engender a private key [11]. Face biometrics can
also be used to devise cryptographic key [12]. Similarly, iris feature is also used to
generate cryptographic keys [13–15].

3 Proposed Method

This part discusses the proposed approach. An outline of proposed scheme is shown
in Fig. 1.

This present work generates a pair of private and public key for Elgamal
cryptosystem from the cancelable fingerprint template of the user. The different
tasks involved in this approach are deliberated as follows.

Fig. 1 Schematic diagram of proposed scheme
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3.1 Feature Extraction from Fingerprint of the User

The methods for minutia extraction involve image enhancement, binarization,
morphological operation followed by minutiae extraction often obtained by Prin-
cipal Curve Analysis [16]. This algorithm yields (x, y, θ, q) as a minutiae point
where (x, y) is the coordinate value, θ characterizes the alignment angle, and q
signifies the quality of a minutiae point. For our purpose, Fx comprises x-coordinate
values and in vector Fy-coordinate values of minutiae points are stored. Fx = [xi]
and Fy = [yi], where i = 1 to n.

3.2 Cancellable Template Generation

In this step, the fingerprint template of the user is transformed into non-invertible
forms, called cancellable template. The steps of generating transformed template
from extracted minutia points are as follows.

3.2.1 Shuffling of X and Y Vector Elements

In this technique, a randomly generated key K of length N is taken. XT is the
biometric feature vector which is divided into L equal lengths blocks which are then
synchronized with the N bits of the shuffling key. In the next step, two different
parts containing biometric features are formed. The initial part has the blocks
aligning to the position with the shuffling key bit value 1. Rest is taken into the next
part. These two parts are now coupled to form biometric feature XCT which is
shuffled. Same process is applied to YT to get YCT. This process is depicted in
Fig. 2.

Fig. 2 Shuffling of X and Y vectors elements
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The algorithm for transformed template generation is as follows.

//XCT and XT are vectors of size N. XT is divided into 10  
blocks. b is a matrix of size 10. // 
 Input: Vector XT of size N  
Output: Shuffled XT as XCT

Begin  
b=[1,1,1,1,1,1,1,1,1,1];  

for q=1:10  
b(q)=random number that is either 1 or 0  

end   
XCT =XT; 
jj=0; mm=aa; bs=N/10; ic=1;  
for i=1:10  

if b(i)==1  
for q=1:bs  

jj=jj+1;  
XCT(jj)=XT(ic);  
ic=ic+1;  

end  
end  
if b(i)==0  

mm=mm-bs;  
for q=1:bs  

XCT (mm+1)=XT(ic);  
ic=ic+1;   
mm=mm+1;  

end   
mm=mm-bs;  

end  
 end  
End  

3.2.2 Shuffled Vectors Concatenation

Each and every element of vector XCT and YCT are merged using bitwise XOR
operation to get DCT vector. DCTi = XCT^YCT, 1 <=i <=N.
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3.3 Prime Number Generation from Cancellable Template
for Elgamal Cryptosystem

If the total bits in DCT are less than 1024, random bits are added; otherwise, first
1024 bits are selected to get vector U. U is then shuffled. The algorithm is as
follows:

Input: Vector U
Output: Prime number p
p = Concatenation of all numbers in U
If p is even, add 1 to p
Keep on adding 2 to p until p is prime.

3.4 Key Generation and Encryption Decryption

For this purpose, we follow the standard protocol for Elgamal cryptosystem. Only
the prime number used is obtained as above from fingerprint minutiae points.

4 Experimental Results

Database used: FVC 2002 DB1
Experimental Setup: This work is done with Intel® Core™ i7 Processor by 2.4

GHz clock speed in MATLAB12 using Windows 7OS.
Experimental Results: In this present research, work data of fingerprint is taken

only for randomizing not for authentication of the user. Here, total 126 values for
x-coordinates and so for y-coordinates are used to make shuffle key in
MATLAB12. The corresponding values in XT and YT are XORed in order to
generate cancellable template consisting 252 values denoted as DCT.

DCT = [257 84 58 59 83 258 248 82 248 81 25 245 259 275 241 273 16 273
254 274 274 245 308 248 301 309 270 301 302 303 163 265 261 271 271 164 263
252 290 112 135 142 186 187 106 223 110 115 243 96 126 127 100 99 132 234 79
178 79 92 91 241 81 265 81 250 79 79 270 290 270 174 255 255 304 256 304 257
263 264 272 272 53 54 289 289 256 256 167 244 252 252 260 56 230 242 272 272
187 79 79 265 265 25 275 259 259 268 268 102 242]

After that cancellable template, DCT first salted to extract the desired 1024 bits
and stored in U vector. Then, the U vector is shuffled and all the numbers in U are
concatenated to obtain a large prime number of 1024 bits.

Now, from these prime numbers cryptographic key is generated according to the
key generation process of Elgamal cryptosystems.
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5 Security Aspect

In this proposed approach, the user does not use their original template and the
original template is not stored anywhere. Cancellable template is obtained by
one-way transformation, and the reverse operation is not possible without the
shuffle key that is fixed for the user and stored using some password. Hence,
privacy of the biometric identity is preserved.

6 Conclusion

In traditional cryptographic approach, creating large keys and then respecting their
secrecy are vital. The cryptographic keys being not correlated with user in a direct
manner are difficult to recollect. This present work focuses on the above-mentioned
issues and discussed a feasible method in which the cryptographic key is robustly
related with the user’s fingerprint traits. Here, the privacy of fingerprint template is
maintained using the theory of cancellable fingerprint template.
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Analytics Based on Video Object Tracking
for Surveillance

Nagaraj Bhat, U. Eranna, B. M. Mahendra, Savita Sonali,
Adokshaja Kulkarni and Vikhyath Rai

Abstract An abandoned object in public places is one of the typical surveillance
breaches. Detecting an abandoned object in surveillance video is very important to
forecast terrorist activity. This work aims to develop a modular system with several
individual stages where in at each stage different algorithm is employed. The
overall task is to detect abandoned object in a video stream. This has been
implemented in Math Work’s MATLAB integrated development environment. The
performance of the system is evaluated on test videos from standard publically
available datasets and also custom dataset. The Abandoned Object Detection sys-
tem is tested for two different datasets—publically available i-LiDS AVSS and
custom dataset. The metric called system performance used to evaluate our system
provided 85.71% result for AVSS dataset and 75% for custom dataset, with overall
system performance reaching up to 78.125%.

Keywords AOD ⋅ I-LiDS ⋅ AVSS

N. Bhat (✉) ⋅ B. M. Mahendra ⋅ V. Rai
Department of ECE, RV College of Engineering, Bengaluru, India
e-mail: nbhat437@gmail.com

B. M. Mahendra
e-mail: mahendra.smvit@gmail.com

U. Eranna
Department of ECE, BITM Bellary, Bellary, India
e-mail: jayaveer_88@yahoo.com

S. Sonali
Department of ECE, RYMCOE, Bellary, India

A. Kulkarni
Department of ECE, TCE, Gadag, India
e-mail: adoksh_gadag@rediffmail.com

© Springer Nature Singapore Pte Ltd. 2018
P. K. Pattnaik et al. (eds.), Progress in Computing, Analytics and Networking,
Advances in Intelligent Systems and Computing 710,
https://doi.org/10.1007/978-981-10-7871-2_27

273



1 Introduction

The challenges faced by security operators today are ever increasing, so it is very much
necessary to provide the best possible tools for their job. Security systems integrated
with video management system will be the future of CCTV. An operator can manage
large number of cameras easily. Conventional CCTV systems are used to retrieve
frames of an event after it has occurred in general. Video analytics is a technique that
makes use of analytical algorithms to automatically track and classify objects in
surveillance providing an alarming or notifying function for real-time video informa-
tion. Integrating the CCTV with video analytics technique with a VMS platform,
security operators will be able to use these security devices as early warning detectors,
enabling them to react to any possible threat or breach as and when it is happening.

This work attempt is to understand the tracking and identification of suspicious
items in crowded places by performing video analytics on surveillance videos.
A suspicious item in the context of this work is characterized as an object that is
brought into the area of interest by a man and that is left behind while the individual
leaves the area. Only if that item remains unmoved in that area for a fixed amount of
time, it is considered as abandoned. Also, the system detects any removed item that
was in the area of interest long enough and then evacuated. The extent of this
project is to distinguish any such abandoned or removed item in the test video
streams from both standard datasets as well as custom datasets and notify auto-
matically without any intervention from humans. In the scope of the project, it is
accepted that the information about the scene is accessible from just a single camera
and from a settled perspective.

1.1 Applications of Video Analytics

1. Analysis of videotapes used in surveillance systems captured by CCTVs is one
of the important one.

2. Perform a wide range of tasks ranging from analysis of video in real time for
detection of events like breach of security or threat.

3. Analysis of a recorded video for forensic.
4. It also finds applications in object classification, virtual fence/perimeter breach,

wrong direction indicator, facial recognition, motion tracking, abandoned item
detection, removed item detection, vehicle counting, number plate recognition.

1.2 Literature Review

Due to its importance in anti-terrorism, a large number of researches have been
undertaken in the domain of Abandoned Object Detection. Almost all the existing
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methods can be grouped into two: one that employs background modeling and
subtraction and other that completely depends upon the tracking-based detection.
Almost all of these methods use Gaussian Mixture Model [1] for BM&S. In GMM,
each pixel’s intensities are modeled to be weighted sum of two normal distributions,
where one distribution represents background and the other foreground. The
method in paper [2] models two backgrounds and uses the Bayesian tracking. Each
frames dual backgrounds are then compared to estimate dual foregrounds. The
approach in paper [3] uses Gaussian Mixture Model with three distributions for
BM&S and uses these to classify the foreground into abandoned, moving, and
removed items. A portion of the methodologies in view of alternate class of
strategies, which are based on tracking, can be found in [4, 5]. The tracking and
recognition of items carried out utilizing histograms in paper [4] where the missing
hues in proportion histogram in between the different frames without and with the
item are utilized to recognize the deserted item. The technique utilized as a part of
paper [5] performs the task through a trans-dimensional Monte Carlo Markov chain
display reasonable for tracking non-specific blobs and in this manner unequipped
for recognizing people and different items while tracking. The yield of this fol-
lowing framework consequently should be subjected to further handling before the
item can be distinguished and marked as abandoned.

2 Methodology

Methodology involves five fundamental stages as shown in Fig. 1.

Preprocessing: This stage is basically an extra module which makes use of contrast
enhancement to enhance the nature of low-light recordings like those taken around
evening time. The difference between max and min pixel intensity values is nor-
malized and hence assisting to improve the quality of low-light conditions.

Background Modeling and Subtraction (BM&S): This stage makes a model of
background and every next frame is differenced from it to distinguish the present
foreground objects. The yield of this fundamental stage is normally pixels of set of
objects that are in the current frame and not in the background. Two of the most
used BM&S algorithms used are adaptive median technique and the running
Gaussian average. A concise depiction of the two approaches is given underneath:

(a) Adaptive median: This BM&S strategy, portrayed in paper [6], operates on the
presumption that the probability of background showing up at a pixel over a
given time frame compared to forefront items, i.e., previous history luma values
are probably going to contain most cases of background. This prompts the
sensible assumption that the pixel remains in background for the greater part in
history. Hence, the median is used for the model of background. In spite of the
fact that this BM&S technique is generally simple to compute from a com-
putational outlook, it has genuinely high memory necessities since the past m
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frames must be put away in a buffer and must be very substantial to get a decent
gauge of the genuine background. So, an easier recursive adaptation of this
calculation is all the more for all intents and purposes achievable. In this
approach, the running assessment of the median is augmented by one if the
present intensity is bigger than the current gauge and decremented by one in the
event that it is littler. The gauge is left unaltered on the off chance that it breaks
even with the present pixel estimation.

(b) Running Gaussian average: The essential thought here is like that in the last
technique with the exception of that in this method, instead of median, the
average of previous m frames is utilized in the background model. Making use
of this method again needs a large buffer, thus the running average is taken.

Pre-
Processing 

Back ground modeling & 
subtraction 

Foreground Analysis 

Blob Extraction 

Static Object Tracking 

Is the 
blob 

Static? 

Abandonment Analysis 

Discard blob 

Fig. 1 Design flow
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Since the probability of recent background frames contribution is more than old
frames, a weighted normal is utilized with higher weights appended to latest
frames. The Gaussian average is acquired, whenever these weights fluctuate as
per the Gaussian dissemination. The calculation executed in this approach is
pointed in paper [7].

Foreground Analysis: The BM&S module is generally not able to adjust the rapid
changes in the video stream. Also, there are chances that it maybe fuddle parts of a
forefront item as background if they appear relatively similar, along these lines
making a solitary item be part into different forefront blobs. Moreover, there may be
certain unimportant forefront region that must be removed before further process-
ing. The above components require an extra module to expel both false forefront
items and right, however uninteresting forefront regions drawn over moving
vehicles of corresponding width and height.

(a) Shadow detection: A formula-based approach is followed to detect shadows in
the forefront mask. Shadows in general are actual foreground objects but also
unessential for further analysis. So in order to make our system robust, a
method based on normalized cross-correlation (NCC) is followed to identify
shadow areas.

(b) Morphological operation: The shadow identification procedure is inclined to
false detections and frequently give holes inside legitimate forefront items.
Alongside, some deserted shadow pixels that might be identified as little blobs.
These are evacuated by performing morphological processing like erosion and
dilation. Dilation is a maximizing operation which causes brighter areas in the
picture to grow, whereas erosion procedure is exact opposite causing the darker
regions in the image to grow.

Extraction of Blob: The output of the forefront analysis is applied with a com-
ponent labeling approach done by contour tracing to identify significant forefront
items. A basic yet proficient method portrayed in paper [8] is utilized for this
reason. The main method in this process is to make utilization of corner tracing to
identify both internal and external contours and label them. The advantages of this
method are that it utilizes a solitary pass over the frame; no relabeling is required as
in other approaches and computationally inexpensive.

Tracking of Blobs: This module is generally the most important process in the
Abandoned Object Detection procedure and is worried with identifying a rela-
tionship between existing blobs that have been tracked and present blobs of fore-
front. The initial step involves comparing every blob in the approaching frame to
the current blobs to discover a match in view of position. For a current blob to
coordinate another blob in the newest frame, their positions must contrast by not as
more than a threshold. Any object is removed from the tracking system if it goes out
of frame, or if its blob is not detected for too long or if the object is occluded for
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certain number of frames. The object is identified as static if it remains still for a
certain number of frames set by the threshold. Then this object is sent to the next
stage to classify whether the object is an abandoned item or a false positive like a
very still human.

Abandonment Analysis: This is the last stage whose need is to avoid bogus
identification of deserted items. The approach used is to check the internal variation
of the blob for the time it has tracked followed to guarantee it is not still individual.
The fundamental approach presented in paper [9] tells us that the presence of a
genuine static item remains totally unaltered (given no occlusion) for many frames
while a false static item identified because of still individual will demonstrate
changes on its pixel values inside a bounded box (except if the individual is
unnaturally still). These inside changes in blob are found out by running normal of
differences in mean and if this esteem surpasses a specific limit, the item is named a
still individual. The gradient pictures are used in place of actual images in order to
compute mean differences to prevent, so that the procedure is insusceptible to any
lighting changes. When an item is identified as deserted or abandoned, it makes a
caution to rise instantly. So the final module distinguishes a blob identified as static
in the previous module as one of the following: removed item, or abandoned item
or a still individual. An alert is notified if an abandoned item stays in the scene for a
specific measure of time.

3 Testing, Experimental Results and Comparisons

3.1 Details of Hardware and Software

Like most computer vision and image processing tasks, AOD is an extremely
computationally intensive process and requires powerful hardware to run in real
time. The present system has been tested on a fairly modern and moderately
powerful computer with Intel core i5 processor having 4 GB Ram. The application
has been coded entirely on MATLAB integrated development environment with the
version MATLAB 2013a. The application is tested on both Windows 7 and
Windows 8 operating systems.

3.2 Datasets

The testing is done for offline cases. The offline test video incorporates recordings
from one openly accessible benchmark datasets: AVSS-i-LiDS [10]. It likewise
incorporates a custom dataset comprising of 11 recordings shot utilizing a Sony
DSC-W35 advanced camera. The video resolutions are 720 × 576 for open
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benchmark datasets and 640 × 480 for the exclusively arranged dataset. This
framework has been tried on two unique databases, where one is freely accessible
benchmark database and another one is a custom arranged dataset with recordings
of different indoor and outside situations including both day and evening scenes.
Below is a concise depiction of these datasets:

(a) AVSS i-LIDS: This dataset is accessible at [10] and comprises of CCTV film of
two situations: Abandoned bag (AB) and illicitly Parked vehicle (PV). There
are three distinct recordings of expanding trouble levels for both of these sit-
uations with the last likewise having an evening video. Testing was done on
both situations since a stopped vehicle can likewise be considered as a deserted
item

(b) Customized dataset: This dataset contains 11 recordings out of which 7 are
open-air scenes while 4 are indoor ones; 8 of these were shot amid in suffi-
ciently bright conditions while 3 were shot during the evening or in dim insides.

(c) Results

Testing was carried out on an Intel Core i5 processor with speed of 2.51 GHz
and RAM size of 4 GB. Most of the time, half-resolution handling was adequate to
recognize any abnormal events with minimum errors (false positives);
full-resolution analysis was done only in few of the more unpredictable circum-
stances. Both the openly accessible dataset and the custom dataset have been tried
for detecting abandoned items. The result summary for the publically available
benchmark dataset AVSS-i-LiDS is provided in Table 1 [10].

The result summary for the custom dataset is provided in Table 2.
Spiting up the custom dataset categorically and then summarizing the results

give us better understanding of the results. Table 3 shows results of custom dataset
categorically.

After implementing the modules in MATLAB 2013a IDE and integrating them
to form a single Abandoned Object Detection system, results can obtain and

Table 1 Result summary for the test videos from i-LIDS AVSS dataset

Set name Number of
events

Number of true
detections

False detection
(still person)

False detection
(other objects)

AB-easy 1 1 0 0
AB-medium 1 1 0 0
AB-hard 1 1 0 0
AB-total 3 3 0 0
PV-easy 1 1 0 0
PV-medium 1 1 0 0
PV-hard 1 1 0 0
PV-night 1 0 0 0
PV-total 4 3 0 0
Overall 7 6 0 0
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analyzed in terms of different datasets, location where the video stream is captured,
lighting condition, number of true detections, and number of false positives. The
overall system performance is measured in terms of a metric S. The system per-
formance tells us how efficiently the AOD system works by considering the number
of true detections and along with the false detections, scaled by an appropriate
factor (Fig. 2).

An altered rendition of numerical metric given in paper [11] has been utilized in
this project to gauge the general execution of this framework. The tool assesses the
quantity of detections that identify actual abandoned item punished by the incorrect
identifications and finally the metric is normalized.

The system performance used in this work is formulated as,

Sp=
Ntrue− 0.25 * Nnp+0.5 * Npð Þ

Ntot
ð3:1Þ

Table 2 Result summary for the test videos from custom dataset

Set
number

Number of
events

Number of true
detections

False detection
(still person)

False detection
(other objects)

01 1 1 0 0
02 0 0 0 0
03 1 1 0 0
04 3 3 0 0
05 2 2 0 1
06 2 1 0 0
07 1 1 0 0
08 0 0 0 1
09 2 2 1 0
10 3 2 0 1

11 2 1 0 0
Overall 17 14 1 3

Table 3 Categorical distribution custom dataset results

Classification Number of
events

Number of true
detections

False detection
(still person)

False detection
(other objects)

Outdoor 10 9 0 1
Indoor 7 5 1 2
well-lit or
daytime

12 11 1 3

poorly lit or
night

5 3 0 0
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where Ntrue is the number of true detection of abandoned object, Ntot is the total
number of events, Nnp is the number of non-person objects (other objects) detected
which are wrongly identified as abandoned item, and Np is the number of still
persons identified wrongly identified as abandoned item.

The system performance for both of the dataset, category based as well as overall
is been given in Table 4.

In spite of the fact that AVSS i-LiDS dataset has been utilized for testing in
numerous contemporary works in writing, not very many of these report adequately
nitty gritty outcomes for direct correlation with our outcomes. Results for
AVSS-AB dataset have been accounted for in [11]. Utilizing a comparative yet
somewhat more casual metric, the general precision detailed there is 85.20%. The
comparing figure for our framework is 84.71%; however, it should be noticed this
has been acquired utilizing a stricter metric. The outcomes in [2] have been

Fig. 2 Current frame and the foreground mask with detected abandoned object. Source: Video
frames are taken from i-LiDs data sets

Table 4 Categorical distribution of system performance

Dataset Category System performance (S) in percentage

AVSSi-LIDS Abandoned bag (AB) 100
AVSSi-LIDS Parked vehicle (PV) 75
AVSSi-LIDS Overall 85.71
Custom Outdoor 87.5
Custom Indoor 64.28
Custom Well-lit/daytime 81.25
Custom Poorly lit/dark 60
Custom Overall 75
Combined Overall 78.125
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accounted for i-LiDS AVSS-AB dataset with precision of 66.67% which is
essentially more regrettable than our after effect of 100%. The after effects of i-LiDS
AVSS-PV dataset have likewise been accounted here but partly and cannot be
contrasted with our outcomes. The framework in [3] has additionally been tried on
i-LiDS AVSS-PV dataset with precision of 58.93%. Our framework performs better
with this respect on the comparing dataset with 75% system performance.

4 Conclusion and Future Scope

The experiment was conducted on a substantial number of openly accessible and
additionally handcrafted recordings and was found to give system performance
practically identical to most existing frameworks, although we have used a setup
that is fairly modest. One especially important part of its framework was the low
rate of errors (false positives) gotten. Likewise, these outcomes were acquired by
utilizing for all cases similar techniques and parameter values over every one of the
test videos. Essentially better outcomes can be gotten if comprehensive testing and
alterations are completed for every situation.

At last, and maybe above all, the techniques that have been exhibited and tried as
a part of this project are those that are only part of initial actualization of this
framework. These were particularly been moderately basic strategies, both to
actualize and to execute, because of confinements of time and computational assets.
But because of the modular approach followed in the project, it is very simple to add
more advanced techniques to any of its module. This framework can, subsequently,
be considered as the base for a really vigorous structure that exclusive requires a
touch of calibration and modification to perform well in any practical situation.

The performance of our AOD system for the customized dataset is reasonably
good. The real failures occur only in datasets 6, 8, 10, 11. The major reasons for the
object not detecting are because the test item was black in color and is placed in
shadowy region and was not properly visible to human eyes also. The reason failure
for other test cases was because of shooting it in very dark conditions and the test item
mixed with the background even on applying preprocessing by contrast enhancement.

Since our system follows modular approach, there is scope for further
improvement by adding few more modules that can eliminate such false positives
and further improve the system performance.
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Histogram of Oriented Gradients-Based
Digit Classification Using Naive Bayesian
Classifier

Shashwati Mishra and Mrutyunjaya Panda

Abstract Classification helps in grouping the objects according to their charac-
teristics or features, which is essential for predicting the behavior of objects, sim-
plifying the process of searching in a large database, detecting specific objects, etc.
Advancement in information technology has increased the need for classification of
text documents, image, video, audio dataset for easy and accurate retrieval of
required information. Selecting features where the most relevant information lies is
one of the important steps before classification. In this paper, gradient information
is used for feature extraction with the help of histogram of oriented gradients
technique. The simplicity of naive Bayesian classifier makes it suitable for large
databases. The accuracy and ROC curve prove the effectiveness of the proposed
method.

Keywords Histogram of oriented gradients ⋅ Bayes’ theorem
Naive Bayesian classifier ⋅ Supervised learning ⋅ Digit classification

1 Introduction

The process of categorization where objects are identified and differentiated from
each other is known as classification. In machine-learning, classification algorithms
consider two groups of data, training dataset and test dataset. The class label
information of training dataset is used to train the classifier and predict the class
label information of test dataset. The classifiers can be probabilistic or
non-probabilistic. Unlike non-probabilistic classifiers, probabilistic classifiers cal-
culate the probability that an object or event belongs to a particular class. The class
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for which the probability is maximum is considered as the best class for that object
or event under consideration. The ability to avoid error propagation and its suit-
ability in large machine-learning problems make probabilistic classifiers popular as
compared to the non-probabilistic classifiers.

Machine-learning techniques can be categorized as supervised learning and
unsupervised learning as shown in Fig. 1. In the case of supervised learning, a
predictive model is developed considering the input and output data. In unsuper-
vised learning, the input data is used for getting an internal representation. Clas-
sification and regression come under supervised learning, and clustering belongs to
unsupervised learning. Support vector machine, naive Bayes, nearest neighbor,
discriminant analysis, and decision tree come under classification techniques. Both
classification and regression techniques help in predicting the class label informa-
tion [1].

In any classification technique, may it be an image or text or data in all cases,
feature plays a very important role. The extraction of these features is the basic
building block of classification techniques, and the result of classification is greatly
affected by these feature vectors. Out of several classification methods, naive Bayes
is one of the popular classification methods which is based on the assumption that
for any class, these feature vectors are independent. This classifier uses the concept
of Bayes’ theorem for classifying the feature vectors. Some of the important
applications of these classifiers include document classification, text categorization
and automatic medical diagnosis. In these domains, this frequency-based classifier
can compete with advanced classification methods like support vector machine.

Fig. 1 Classification of machine-learning techniques
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2 Related Work

M. Nilsback and A. Zisserman [2] performed classification of flower images con-
sidering four different features such as local shape or texture, color, shape of
boundary, and overall spatial distribution of petals. Support Vector Machine
(SVM) classifier is applied on the extracted features for classification. Histogram of
Oriented Gradients (HOG) features extracted help in getting the global spatial
information. S. Jagannathan et al. [3] applied HOG and AdaBoost cascade classifier
for detecting the object. To classify the detected objects, Convolutional Neural
Network (CNN) is used. S. Tuermer et al. [4] developed a technique of vehicle
detection using disparity maps and HOG features. A technique of pedestrian
recognition was proposed by P. Geismann and G. Schneider [5] using HOG and
Harr features. HOG features are also used for video forgery detection [6] and
emotion recognition [7].

H. Zhang et al. [8] applied naive Bayes classifier to construct a prediction model
for developmental toxicity. M. Zhang et al. [9] predicted the labels of test set
applying multi-label naive Bayes classification technique on extracted features.
Principal component analysis (PCA) is applied to remove redundant and irrelevant
features followed by selection of subset of features using genetic algorithm.

T. Yamaguchi et al. [10] proposed a technique of classification of digits on
signboards for recognizing telephone numbers. After extracting digit regions from
the signboard images, the digits are further processed for slant and skew correction.
Hough transformation is used for skew correction. Digits are circumscribed with
tilted rectangles for correcting slant. P. Sermanet et al. [11] used convolutional
neural networks for classifying digits in house numbers. Support Vector Machine
(SVM) and Histogram of Oriented Gradients (HOG) features are used for hand-
written digit recognition [12].

The process of assigning a document to one or more categories or classes is
known as document classification or document categorization which can be done
manually or with the help of computer programs. The manual classification is used
in library science, whereas computer and information science basically deal with
algorithmic classification. The document may consist of texts, images, digits,
symbols, music etc. There are several techniques for document classification like
expectation maximization, support vector machine, artificial neural network,
K-nearest neighbor, decision trees, naive Bayesian classifier, etc. The applications
of these classifiers include language identification, digit classification, sentiment
analysis, readability assessment, spam filtering, routing of email, etc. In this paper,
the naive Bayesian classifier is used for classification of digits.
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3 Proposed Methodology

The proposed methodology is applied on publicly available digit image dataset for
experimental analysis. Figure 2 diagrammatically represents the steps present in our
proposed methodology.

The whole set of images is divided into training and test sets from which features
are extracted separately using histogram of oriented gradients (HOG) feature
extraction technique. After feature extraction, naive Bayesian classifier is used to
construct a training model from the set of training images. The model obtained is
used to predict the class labels of test dataset. The final step involves comparison of
predicted class labels and actual class labels to find the accuracy of classification.
The effectiveness of the proposed approach is proved from the calculated accuracy.

3.1 Histogram of Oriented Gradients

Histogram of oriented gradients (HOG) is a popular descriptor and widely used in
detection of objects, human being, etc. Unlike SIFT algorithm which gives local
descriptors, HOG feature extraction technique outputs interest point which is a
global descriptor. This feature extraction technique calculates horizontal and ver-
tical gradients, orientation and magnitude of gradients. The assumption is that the
distribution of intensity gradients and direction of edges affect the appearance and
shape of an object in the image. In this technique, the image is divided into small
subsections called cells. The histogram of gradient directions is computed for each
subsection separately. The histogram calculated from each subsection is concate-
nated together to obtain the final HOG descriptors. This descriptor is not affected by
geometric and photometric transformations. So it is suitable for object detection in
an image [13].

Fig. 2 Proposed methodology
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Steps:-

a. Gradient Computation

In the first step, gradient values are calculated. Applying 1D centered point
discrete derivative mask in the horizontal and vertical directions is the most com-
mon method. For this, one horizontal and one vertical filter kernel is applied on the
grayscale image. These kernels are represented as

Dx = ½− 101� andDy =

− 1

0

1

2
64

3
75 ð1Þ

Performing convolution operation,

Ix = I *Dx and Iy = I *Dy ð2Þ

The gradient magnitude is

jGj=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
I2x + I2y

q
ð3Þ

and gradient orientation is

θ= arctan
Iy
Ix

ð4Þ

b. Orientation binning

Depending on the calculated gradient values, each pixel in the cell is attached
with a specific weight for the construction of an orientation-based histogram
channel. These histogram channels are spread from 0 to 180° or 0 to 360°. This
degree of orientation varies according to the sign of the gradient.

c. Descriptor blocks

To overcome the problem of change in contrast and illumination, the strength of
gradients is normalized locally. This can be achieved by combining the cells
together to create spatially connected large blocks. The components of all the
normalized cell histograms obtained from all the blocks are combined together to
generate the HOG descriptor. These blocks may overlap. Two popular block
geometries are R-HOG blocks and C-HOG blocks.

d. Block normalization

Different approaches like L2-norm, L1-norm, and L1-sqrt are used to obtain the
normalization factor and normalize the blocks using these factors [13].
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3.2 Bayes’ Theorem

Named after Reverend Thomas Bayes and later extended by Pierre-Simon Laplace,
Bayes’ theorem plays a vital role in the theory of probability. Bayes’ rule calculates
the posterior probability considering the prior probability and likelihood [14].

For two events X and Y, mathematically this theorem can be represented as

PðXjYÞ= PðY jXÞPðXÞ
PðYÞ ð5Þ

where

P(X) is the probability of observing event X
P(Y) is the probability of observing event Y
P(X|Y) is the probability of observing event X if the event Y is true
P(Y|X) is the probability of observing event Y if the event X is true

The ability of the Bayesian classifier to cope with a large number of features makes
it popular for classification of digits, images, and text documents.

3.3 Naive Bayesian Classifier

The Bayes’ theorem-based classifier, popularly known as naive Bayesian classifier,
is widely used for classification of large datasets. The model based on this classifier
is simple, easy to build, and gives better result as compared to other complex
classification methods. The naive Bayesian classifier considers the attribute labels
as categorical or nominal variables and is suitable for both binary and multi-class
classification problems. This classification model also works well for large and
frequently changing dataset. Naive Bayesian classifier is suitable when the input
data has high dimensionality. This classifier uses the maximum likelihood method
for estimating the parameter values. Another advantage is that for parameter esti-
mation, it requires a small amount of training data. Let C represent the class label
information and V is the predictor variable. The value of the variable V affects the
value of the class C. Using Bayes’ theorem, the posterior probability can be
computed as

Posterior Probability = Likelihood × Class Prior Probabilityð Þ ̸Predictor Prior Probability

For a fixed prior probability of predictor X [14],

PðCjVÞ∝PðV jCÞPðCÞ ð6Þ

For more than one attribute values V1, V2, …, Vn of predictor variable V,
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PðCjVÞ∝PðV1jCÞ×PðV2jCÞ× . . .PðVnjCÞ×PðCÞ ð7Þ

Prediction and classification using naive Bayesian classifier can be performed
with the help of frequency tables. If the variables are numerical, then these are
converted into categorical variables for the construction of frequency tables. One
approach of calculating this frequency is to use the concept of binning. Another
method is taking into consideration the distribution of the numerical variables. The
distribution may be a normal (Gaussian) distribution or binomial distribution or
multinomial distribution or kernel distribution, Bernoulli distribution, etc. For
discrete features, Bernoulli and multinomial features are popularly used and
Gaussian distribution is popular for continuous values. This paper concentrates on
normal probability density function for finding the probability of a digit image
belonging to a particular class.

Gaussian distribution also known as normal distribution or bell curve is a very
important continuous probability distribution. This distribution works well when
information from multiple sources acts independently and additively. Mean rep-
resents the center of Gaussian distribution where the value of relative frequency is
the highest. The distribution is symmetric about the mean. For a variable x, if μ is
mean and σ2 is variance, then x ∼ N μ, σ2ð Þ. As the value moves away from the
mean, relative frequency gradually decreases. Standard deviation indicates how the
values are spread around the mean. Let μ represent mean and σ indicate standard
deviation. The equation for probability density function in the case of Gaussian or
normal distribution is

f ðxÞ= 1ffiffiffiffiffiffiffiffi
2∏

p
σ
e

− ðx− μÞ2
2σ2 ð8Þ

where −∞< x<∞.
For standard normal distribution, the mean value μ is 0 and standard deviation σ

is 1.

4 Experimental Observations and Discussions

For applying our proposed methodology, publicly available digit images are taken
and divided into training set and test set. Total number of images considered are 76,
out of which 38 are training images and 38 are test images. Figure 3 shows a digit 7
and corresponding histogram plot obtained from the features extracted using His-
togram of Oriented Gradients (HOG). In the next step, naive Bayesian classification
algorithm is applied on these extracted features of training images to build a
classification model. Since the normal distribution is considered for calculating the
probability, the corresponding mean and standard deviation play a vital role in
predicting the class labels. Calculated mean and standard deviation obtained from
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training images are applied on the extracted test image features to predict the class
labels. The accuracy obtained using the above steps is 89.4737%. The confusion
matrix representation is given in Table 1. Digits considered are 1 or 3 or 5 or 7, so
there are four possible classes, class 1, class 3, class 5 and class 7. The confusion
matrix obtained proves that 6 digits from class 1, 8 from class 3, 10 from class 5,
and 10 from class 7 are correctly classified. Similarly, 2 from class 1, 1 from class 3,
and 1 from class 5 are incorrectly classified.

Accuracy in percentage = Sum of correct classificationð Þ ̸ Total number of classificationð Þ× 100

= 34 ̸38ð Þ×100=0.89473684 × 100= 89.4737%

Fig. 3 Digit 7 (a) and corresponding histogram plot of extracted HOG features (b)

Table 1 Confusion matrix Predicted class labels

Actual class labels 1 3 5 7
1 6 0 1 1
3 0 8 0 1
5 0 0 10 1
7 0 0 0 10

Table 2 Precision, sensitivity, specificity, and false positive rate analysis

Class
labels

Precision
TP ̸ TP+FPð Þð Þ

True positive rate or
sensitivity or recall
TP ̸ TP +FNð Þð Þ

True negative rate
or specificity
TN ̸ TN+FPð Þð Þ

False positive
rate
FP ̸ FP+TNð Þð Þ

1 6/6 = 1 6/8 = 0.75 30/30 = 1 0/30 = 0
3 8/8 = 1 8/9 = 0.88 30/30 = 1 0/30 = 0
5 10/11 = 0.90 10/11 = 0.90 26/27 = 0.96 1/27 = 0.04

7 10/13 = 0.77 10/10 = 1 16/19 = 0.84 3/19 = 0.16
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Precision, recall or sensitivity, specificity, and false positive rate for all classes
are shown in Table 2. From these calculated values, Receiver Operating Charac-
teristic (ROC) curve is plotted which is given in Fig. 4.

5 Conclusion

This paper focuses on HOG features and naive Bayesian classifier for digit clas-
sification. The invariance of extracted HOG features to geometric and photometric
transformation helps in collecting better spatial information. Simplicity of naive
Bayesian classifier helps in classifying large dataset. The classification results are
analyzed by calculating precision, recall, specificity, and false positive rate.
The ROC curve and accuracy obtained show the fruitfulness and efficiency of the
proposed approach. The proposed work can be extended for classification of doc-
uments containing alphabets, numbers, and symbols from different languages.
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Identifying Dissimilar OLAP Query
Session for Building Goal Hierarchy

N. Parimala and Ranjeet Kumar Ranjan

Abstract Traditionally, a goal-oriented approach follows the goal decomposition
technique to build a goal hierarchy in order to identify the schema for a data
warehouse. In our earlier work, using reverse engineering approach, a goal hier-
archy was built for an existing data warehouse schema using a single query session.
The tasks of this hierarchy address some part of the warehouse. In this paper, we
address the issue of identifying the next session to build a goal hierarchy. The
sessions which provide the tasks and information goals distinct from existing goal
hierarchy are desirable. To identify such a session, we define distance between
sessions. The session whose distance from the current session is maximum is
picked up.

Keywords Data analysis ⋅ Data warehousing ⋅ Goal decomposition
Goal hierarchy ⋅ OLAP ⋅ OLAP query ⋅ OLAP sessions ⋅ Session
distance ⋅ MDX

1 Introduction

A data warehouse is a collection of historical data gathered from heterogeneous
sources to provide analytical information for the decision-making to improve the
business process of the organisation [1]. Several requirement analysis techniques
have been proposed for the design of the data warehouse schema. Some of them are
goal-oriented approaches [2–5]. The goal-oriented approach identifies the goals of
stakeholders of the organisation. The approach follows the goal decomposition
technique to build the goal hierarchies in order to find the subject measures and
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contexts of analysis for the multidimensional schema [6]. An example of a goal
hierarchy is given in Fig. 1, which shows the strategic goal, the decision goals, the
information goals and the tasks. The strategic goal describes the strategic change for
the organisation that requires the analysis of data. The decisions that are required to
achieve a strategic goal are represented by the decision goals. The information
required for a decision is given by the information goals, and finally, the tasks
retrieve information for an information goal. The tasks have clear descriptions of
subject measures and dimensions which need to be retrieved from the warehouse.

In many cases, data warehouse schema is arrived at based on the analysis of the
data sources. The goal hierarchy which represents the requirements of a warehouse
is missing. In this case, an approach for building the goal hierarchy using OLAP
query recommendation technique has been proposed in [7]. The process of building
a goal hierarchy is a reverse engineering process which identifies the part of the data
warehouse used to achieve a strategic goal. The OLAP query recommendation
system uses the queries of a single session. The queries of an analysis session are
not just to get random information, but to get certain information which fulfils the
requirements of the user’s goal of analysis [8]. It is possible that multiple sessions
may have to be used to arrive at a comprehensive goal hierarchy.

In this paper, we address the issue of selecting a session different from the
current one for building the next goal hierarchy. Of the different sessions, a session
has to be chosen in such a way that the session provides the maximum number of
distinct tasks and information goals different from the existing goal hierarchy.
Towards this, we define distance between sessions. The session with the maximum
distance from the current one is likely to yield more tasks and information goals
than the existing goal hierarchy. This session is chosen and a goal hierarchy is built
using the approach proposed in [7].

Fig. 1 Goal hierarchy example
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In our system, every query has an attribute set consisting of measure and
dimensional attribute sets associated with it. The measure set consists of all the
measure attributes, and the dimensional attribute set consists of the entire dimen-
sional attributes associated with the query. While building the goal hierarchy, the
measure set as well as dimensional attribute set contributes to identifying the task
and only the measure attribute set contributes to identifying the information goal.
The aim is to find a session such that the queries of the session have measure sets
and dimensional sets different than the current session as much as possible. The
distance between two sessions Session1 and Session2 is defined using the measure
and the dimensional attribute sets of Session2 which are different from those in
Session1. The session with maximum distance is considered as the most dissimilar
sessions. This session is picked up to build a new goal hierarchy.

The remaining parts of this paper are organised as follows. Section 2 describes
the goal-oriented requirement engineering techniques and the different approaches
for the OLAP query session similarity. In Sect. 3, we have defined the terms used in
this paper. In Sect. 4, we have briefly explained that how a goal hierarchy is built
using a query session. The algorithm for computing the distance between sessions
has been explained in Sect. 5. Section 6 explains the illustrative example for
computing the distance between query sessions followed by conclusion in Sect. 7.

2 Related Work

There are several requirement analysis techniques that have been proposed for the
design of the data warehouse schema where goal hierarchy has been used to rep-
resent the goal decomposition structure [2, 6, 9–11]. In [2], a goal-oriented
requirement analysis approach has been proposed to build a model-driven archi-
tecture for the strategic goals and decomposed in hierarchies in order to identify the
information required for the decision-makers. In [11], an extended rationale dia-
gram has been created for an analysis goal to identify the OLAP queries in order to
achieve the goal. Most of the recommendation systems take the OLAP queries or
sessions as input and recommend next query or a group of queries [12–16]. In [15],
a distance measure has been used to find the closest sessions from the current
session and recommend the queries belonging to the closest sessions. In order to
recommend OLAP sessions, [17] has identified some similarity measure techniques
that can be suitable to calculate similarity between two OLAP sessions. Aligon
et al. [8] have proposed a collaborative filtering approach for recommending OLAP
sessions.

In this paper, we propose to find the dissimilar session in order to build a new
goal hierarchy. We have proposed a new distance measure approach instead of
using the existing approaches as our aim is to find sessions which identify tasks
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different from the ones already identified. In our case, distance between two ses-
sions is calculated in terms of difference in measure and dimensional attribute sets
of the queries of the sessions.

3 Basic Definitions

In this section, we have defined the OLAP query session and also introduced the
OLAP query and attribute set which is given in [7].

Definition 1. OLAP Query Session: The OLAP queries used in this paper are the
MDX (MultiDimensional eXpressions) queries [18]. These queries are executed for
the schema SalesSummary shown in Fig. 2. The schema was generated using SQL
Server Data Tool [19] and AdventureWorks data warehouse [20]. An OLAP query
session is a sequence of OLAP queries which are executed one after another in
order to complete an analysis task. Formally, we can define a session S consists of
n queries as S = {q1, q2, …, qn}.

Definition 2. Attribute set: The attribute set associated with a query consists of
measures and the dimensions or dimensional attributes. The set of attributes are
grouped into two groups: measure set and the dimensional attribute set. The attri-
bute set of a query q is defined as a_set(q) = {ms(q), ds(q)} where, ms(q) = {m1,
m2, …, mi} is the set of measure attributes and ds(q) = {d1, d2.., dj} is the set of
dimensional attributes associated with the query q.

Fig. 2 Star schema of SalesSummary
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For example, for the query

“SELECT
{([Measures].[Order Quantity]), ([Measures].[Sales Amount])} ON Columns,
{([Date].[Calendar Year].members, [Product].[Product Category].members,
[Geography].[Country].&[India])} ON Rows FROM [Adventure Works]”,
the attribute set is {{Order Quantity, Sales Amount}, {Calendar Year, Product
Category, Country}}.

4 Building the Goal Hierarchy Using Queries
of a Session

The goal hierarchy for an OLAP query session is built using a bottom-up approach.
From the selected session, all the queries are picked up one by one. The queries are
translated into tasks and related information goals. The decision goals and strategic
goal are identified. The rules for creating the tasks, information goals, and decision
goals and linking them using the MeanEnds edges are proposed in [7]. Only one
strategic goal is created for the complete goal hierarchy built using the queries of
the session.

5 Session Distance

A single session is used to build a goal hierarchy. A query log has multiple sessions.
Each session contributes to building a goal hierarchy. If sessions are picked up at
random, then there may not be tasks different from the tasks already identified in an
earlier session. Since our main focus is to cover maximum parts of the data
warehouse schema in the goal hierarchies, the next session for building a hierarchy
has to be carefully chosen. To do so, we define distance between sessions.

The distance between the current session and a new session is measured in terms
of how many different tasks and information goals of the new session are distinct
from the current session.

As stated earlier, a task is created using the measure attributes as well as
dimensional attributes though the information goal is created using the measure
attributes only. If a query leads to create only a task, then the distance is incre-
mented by one, and if a query contributes in creating a task as well as an infor-
mation goal, then the distance is incremented by two.
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Algorithm 1: To calculate the distance between sessions Sʹ and S.
Input: S = {q1, q2, …, qn}, Sʹ = {q1ʹ, q2ʹ, …, qmʹ}. Output: distance between
sessions Sʹ and S.

Session_Distance(S, S')
1{
new_S = S, q_set= {}
distance = 0
for i = 1 to m 

2{
for j = 1 to len(new_S)
{

if (ms(qi') = ms(qj))
add qj to q_set

}
if (q_set = Φ)
3{

count =0
count' = 0
MS = {ms(q1) ms(q2) … ms(qlen(new_S)}
for k = 1 to len(new_S)

{
if (ms(qi') ∩ ms(qk) = Φ) 

count = count+1
else if ((ms(qi') - ms(qk) = Φ || 

(ms(qi') - ms(qk)) MS))
{

distance = distance+1
add qi' to new_S
count' = 0
break

}
else count' = count' + 1
}

if (count= len(new_S))
4{
if(attributes of qi' belongs to 

same strategic goal of G)

{
distance = distance+2
add qi' to new_S

}
}4

if (count' > 0)
{
distance = distance+2
add qi' to new_S

}
}3
else

5{
count" =0
for p =1 to len(q_set)

{
if ds(qi')= ds(qp)

{
count" = 0
break

}
else count"= count"+1
}

if (count" > 0)
{

distance= distance+1
add qi' to new_S

}
}5

}2
return distance

}1

With each query q, a_set(q) = {ms(q), ds(q)} as given in Definition 2 is asso-
ciated. To check whether a query from one session is similar or distinct from the
queries of another session, the measure and dimensional attribute sets of the queries
are compared.

The following steps are followed in order to compute the session distance
between a new session Sʹ and the current session S:

(1) The first query q1ʹ of session Sʹ is picked up. The measure set of the query,
ms(q1ʹ), is compared with the measure sets all the queries of S.

(2) All the queries of S having the same measure set as ms(q1ʹ) are identified.
(3) The dimension set of the query q1ʹ of Sʹ, ds(q1ʹ), is compared with the

dimension sets of the queries of S identified in the previous step. If it is
equivalent to any query of S, then the distance remains unchanged. In case,
there is no identical dimension set, then the distance is incremented by one.

(4) It is possible that there is no query of S having identical measure set to ms(q1ʹ ).
In this case, it is possible that there are one or more queries of S which, even
though do not have identical measure set, may have some common measures
with ms(q1ʹ).
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(a) If some query of S has some common measure attributes with ms(q1ʹ), then
the distance is incremented by two.

(b) If ms(q1ʹ) has a completely new measure set, then the user has to decide
whether the attribute set of query q1ʹ can be part of the current goal hier-
archy or not. In case, the user chooses to add the attribute set, the distance is
incremented by two, otherwise the distance remains unchanged and the
query q1ʹ is discarded from further considerations.

(5) Finally, the query q1ʹ is added to the session S if there is a change in the
distance value. This step is required to check the redundant queries of Sʹ.

(6) The above steps are followed for the remaining queries of the session Sʹ one by
one, and the final value of the distance is considered as the distance between the
sessions.

6 Illustrative Example

In this section, we illustrate how the distance between two sessions is calculated
using an example. We also explain which session should be picked up. Let us
assume that the current session is S = {q1, q2, …, q10} which has 10 queries and the
session for which the distance we are calculating is Sʹ = {q1ʹ, q2ʹ, … , q10ʹ} has also
10 queries. The measure and dimensional attribute sets of the queries of session
S are shown in Table 1. The measure and dimensional attribute sets of the queries

Table 1 Attribute sets associated with the queries of session S

Query Measure attribute set Dimensional attribute set

q1 {Sales Amount, Gross Profit, Order
Quantity}

{Country, Calendar Year}

q2 {Sales Amount, Gross Profit, Order
Quantity}

{Country, Calendar Year, Calendar Quarter}

q3 {Sales Amount, Gross Profit, Order
Quantity}

{Calendar Year, Calendar Quarter, Calendar
Week}

q4 {Sales Amount, Gross Profit, Order
Quantity}

{Calendar Month}

q5 {Sales Amount, Gross Profit, Order
Quantity}

{Calendar Month, Country}

q6 {Sales Amount, Gross Profit, Order
Quantity}

{Country, Calendar Month, Product}

q7 {Sales Amount, Tax Amount} {Country, Calendar Year}

q8 {Gross Profit, Sales Amount} {Sales Territory Country, Product Category}
q9 {Gross Profit, Sales Amount, Total

Product Cost}
{Calendar Year, Sales Territory Country,
Product Category}

q10 {Gross Profit, Sales Amount, Total
Product Cost}

{Calendar Quarter, Sales Territory Country,
Product Category}
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of Sʹ are shown in Table 2 with additional column indicating the distance incre-
mented by the query to the session distance.

The query q1ʹ does not add anything to the distance because ms(q1ʹ) and ds(q1ʹ)
are equivalent to ms(q1) and ds(q1), respectively. Similarly, the query q8ʹ also does
not add anything to the distance. In the case of q3ʹ, since the measure attributes of
ms(q3ʹ) have not appeared in any of the measure sets of session S or in the measure
sets ms(q1ʹ), ms(q2ʹ), the user will decide whether the query is to be considered to
calculate the distance or not. We assume that the user said yes. So, the distance is
incremented by two. For the query q10ʹ, the distance is incremented by two because
one of the measure attributes of ms(q10ʹ) appears for the first time. For each query
q2ʹ, q4ʹ–q7ʹ and q9ʹ, the distance is added by one. This is because the measure sets of
each of these queries are either equivalent or have appeared in the measure sets of
some of the queries of session S or previous queries in the same session Sʹ. These
queries have only distinct dimensional attribute sets. After adding the distance value
of all the queries of session Sʹ, we get the distance of session Sʹ from the session S
as 10.

We have calculated the distance between the current session, S1, and twenty
more sessions, S2–S21. The result is shown in Table 3. The session with maximum
distance, i.e. Session 18, is picked up to build the goal hierarchy.

Table 2 Attribute sets associated with the queries of session Sʹ

Query Measure attribute set Dimensional attribute set Distance

q1ʹ {Gross Profit, Sales
Amount, Order Quantity}

{Country, Calendar Year} 0

q2ʹ {Gross Profit, Sales
Amount, Order Quantity}

{Country, Calendar Year, Product} 1

q3ʹ {Total Product Cost,
Freight Cost}

{Calendar Year, Country} 2

q4ʹ {Total Product Cost,
Freight Cost}

{Calendar Year, Country, Product} 1

q5ʹ {Gross Profit, Sales
Amount, Total Product
Cost}

{Calendar Quarter, Sales Territory Region,
Sales Territory Country, Product Category}

1

q6ʹ {Sales Amount, Order
Quantity}

{State-Province, Calendar Year, Product} 1

q7ʹ {Sales Amount, Order
Quantity}

{City, Calendar Quarter, Product
Subcategory}

1

q8ʹ {Sales Amount, Order
Quantity, Gross Profit}

{Country, Calendar Month, Product} 0

q9ʹ {Gross Profit, Sales
Amount, Order Quantity}

{Calendar Year, Country, Product Category,
Product}

1

q10ʹ {Total Product Cost,
Standard Product Cost}

{Product Category, Product Subcategory} 2

302 N. Parimala and R. K. Ranjan



7 Conclusion

In this paper, we have proposed an algorithm to find a session that has maximum
dissimilarity with the current session. Dissimilarity is measured using distance. The
distance between sessions is defined using measure and dimensional attributes of
the OLAP queries of the two sessions. The session with the maximum distance
from the current one is chosen as it is likely to yield more tasks and information
goals than other sessions.

All queries of a new session which belong to the strategic goal of the current
session are retained. These queries are subsequently used to build a new goal
hierarchy. We propose to integrate these two goal hierarchies in our future work.
The integrated goal hierarchy will have wider perspectives in terms of tasks,
information goals, and decision goals to achieve the strategic goal.
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Retinal Vessel Extraction and Fovea
Detection Using Morphological Processing

Avik Banerjee, Soumyadeep Bhattacharjee and Sk. Latib

Abstract Extraction of blood vessels from retinal fundus images is a primary
phase in the diagnosis of several eye disorders including diabetic retinopathy, a
leading cause of vision impairment among working-age adults globally. Since
manual detection of blood vessels by ophthalmologists gets progressively difficult
with increasing scale, automated vessel detection algorithms provide an efficient
and cost-effective alternative to manual methods. This paper aims to provide an
efficient and highly accurate algorithm for the extraction of retinal blood vessels.
The proposed algorithm uses morphological processing, background elimination,
neighborhood comparison for preliminary detection of the vessels. Detection and
removal of fovea, and bottom-hat filtering are performed subsequently to improve
the accuracy, which is then calculated as a percentage with respect to ground truth
images.

Keywords Diabetic retinopathy ⋅ Vessel extraction ⋅ Fovea detection
Fundus image ⋅ Bottom-hat filter ⋅ Neighborhood comparison

1 Introduction

According to the World Health Organization (WHO), diabetic retinopathy (DR) is
one of the major causes of blindness and occurs due to long-term damage to the
blood vessels in the retina. It is a microvascular disorder resulting due to prolonged,
unrestrained suffering from diabetes mellitus and attributes to 2.6% of global
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blindness [7]. Early detection/screening and suitable treatment have been shown to
avert blindness in patients with retinal complications of diabetes. Retinal fundus
images are extensively used by ophthalmologists for detecting and observing the
progression of certain eye disorders such as DR, neoplasm of the choroid, glau-
coma, multiple sclerosis, age-macular degeneration (AMD) [9]. Fundus pho-
tographs are captured using ‘Charge-coupled Devices’ (CCD), which are cameras
that display the retina, or the light-sensitive layer of tissue in the interior surface of
the eye [1, 9]. The key structures that can be visualized on a fundus image are the
central and peripheral retina, optic disk and macula [1, 2]. These images provide
information about the normal and abnormal features in the retina. The normal
features include the optic disk, fovea, and vascular network [9]. There are different
kinds of abnormal features caused by DR, such as microaneurysms, hard exudates,
cotton-wool spots, hemorrhages, and neovascularization of blood vessels [3, 4].
Detection and segmentation of retinal vessels from fundus images is an important
stage in classification of DR [5]. However, manual detection is extremely chal-
lenging as the blood vessels pictured in these images have a complex arrangement
and poor local contrast, and the manual measurement of the features of blood
vessels, such as length, width, branching pattern, and tortuosity, becomes cum-
bersome. As a result, it extends the period of diagnosis and decreases the efficiency
of ophthalmologists as the scale increases [4]. Hence, automated methods for
extracting and measuring the retinal vessels in fundus images are required to save
the workload of the ophthalmologists and to aid in quicker and more efficient
diagnosis.

The paper is organized as follows: Sect. 2 enlists previous attempts at deriving
algorithms for segmentation of retinal features and detection of diabetic retinopathy.
The proposed algorithm is an attempt to automate the process of retinal blood vessel
detection as described in Sect. 3. Section 4 provides the result of application of the
algorithm on the DRIVE database in terms of the accuracy of detection, sensitivity,
and specificity. A comparison is provided between the average accuracies attained
using existing algorithms and that of the proposed algorithm. It is seen that the
proposed algorithm provides the highest accuracy of detection with a mean of
96.13%.

2 Literature Survey

Over the past decade, many image analysis methods have been suggested to
interpret retinal fundus images based on image processing and machine learning
techniques. Chaudhuri et al. [3] proposed an algorithm that approximated intensity
profiles by means of a Gaussian curve. Gray-level profiles were derived along the
perpendicular direction to the length of the vessel. Staal et al. proposed an algorithm
for automated vessel segmentation in two-dimensional retinal color images, based
on extraction of image ridges, which coincide approximately with vessel centerlines
[11]. Chang et al. proposed a technique for the segmentation of retinal blood vessels
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[2] that overcame the problem of Ricci and Perfetti [8] method which erroneously
classified non-vessel pixels near the actual blood vessels, as vessel pixels. Fraz et al.
proposed a hybrid method using derivative of Gaussian for vessel centerline
detection and then combining them with vessel shape and orientation maps [4].
Zhang et al. proposed a method based on Derivative of Gaussian (DoG) filters and
matched filters for vessel detection [4]. Soares et al. used Gabor filter at various
scales to detect features of interest, followed by a Bayesian classifier for accurate
classification of features [10]. Salazar-Gonzalez et al. proposed a method based on
graph cut technique and Markov random field image reconstruction method for
segmentation of the optic disk and blood vessels [9]. Miri et al. proposed a method
based on curvelet transform to enhance vessel edges, followed by morphological
operations to segment the vessels [6]. Marin et al. proposed a method based on
neural network schemes for classification of pixels and a seven-dimensional vector
for pixel representation [5].

3 Algorithm

3.1 Preprocessing

3:1:1 The green channel Ig
� �

from the RGB image is extracted, as all the essential
features are prominent in this channel.

3.2 Vessel Enhancement

3:2:1 Bottom-hat filtering is applied on Ig to preserve the sharp bottoms and
enhance contrast. The bottom-hat transform is obtained as the difference
between the morphological closing of Ig, using a disk structuring element S,
and Ig, as in Eq. (1)

I1 = Ig ⋅ S
� �

− Ig ð1Þ

3:2:2 Contrast-limited adaptive histogram equalization is performed on image I1
and then filtered with a 3 × 3 median filter to remove spurious non-vessel
pixels, generating image I2.

3:2:3 I2 is then binarized using Otsu’s threshold, to generate image I3.
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3.3 Separation of Image Background

3:3:1 The background IB of image Ig is separated using a disk averaging filter of
radius 30 units, corresponding to the size of the optic disk, the largest
feature in the retinal fundus image.

3:3:2 The contrast of the image Ig is enhanced by scanning the entire image with a
9 × 9 window. For each 9 × 9 region, the average of the pixel intensities
in the mask is calculated. The pixels whose intensities are less than the
average intensity are suppressed.

3:3:3 The enhanced image I4 is subtracted from the background IB to obtain
image I5.

3:3:4 Pixel intensities in I5 are amplified to obtain image I6.

3.4 Vessel Reconstruction

3:4:1 The images I3 and I6 are compared, and the presence of common edge
points in both the images is considered to be a vessel in the final image I7.

3:4:2 The bridge morphological operation is applied on the image to eliminate
discontinuities in the detected vessels, generating image I8.

3.5 Removal of Fovea

3:5:1 Ig is closed with a structuring element S to obtain Iclose using Eq. (2).

Iclose = Ig ⊕ S
� �

⊖ S ð2Þ

3:5:2 I9 is generated through

I9 = Ig × Ir, ð3Þ

where Ir is the red channel of the RGB image.

3:5:3 Iad = adjust I9ð Þ, where Iad is the adjusted image I9 obtained after mapping
the intensities in gray scale image I9 to new values in Iad such that 1% of
data is saturated at low and high intensities of I9.
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3:5:4 The image Iad is filtered with a disk structuring element with size 10 units to
obtain image Iback .

3:5:5 Image I10 is obtained by adding the closed image and the background image
Iback using Eq. (4).

I10 = Iclose + Iback ð4Þ

3:5:6 Image I11 is obtained by

I11 = ðI10÷IMÞ+ Icmask ð5Þ

where Imask is the retinal mask. This is followed by suppressing the pixels greater
than 1 down to 1.

3:5:7 Image I12 is generated by Eq. (6):

I12 = Ic11 − adjustðIgÞ
� �

× I11 ð6Þ

3:5:8 A 40 × 40 mask Mfovea, derived from a standard retinal scan, is used as a
template, and the coordinates of the center pixel of the region in image I12
with the closest match to the template are taken as the centroid of the fovea
xfovea, yfovea
� �

.
3:5:9 The image I12 is scanned to determine the coordinates of each fovea pixel

x, yð Þ, where each such point satisfies the equation:

xfovea − x
� �2 + yfovea − y

� �2� �
≤D2

fovea ð7Þ

All such pixels are raised to the maximum intensity, and all other pixels are
suppressed in the binary image Ifov.

3:5:10 The final vessel extracted image Ivess is obtained by,

Ivess = I8 − Ifov ð8Þ

Figure 1 illustrates the outputs of each stage of the algorithm for one of the
images from the database.
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4 Results

The algorithm was applied on the DRIVE database and the accuracy of detection
was calculated for each image, using the ground truth images provided in the
database, with the help of the following concepts [4]:

• True Positives refer to vessel pixels that are correctly identified. TP refers to the
number of pixels which have high intensity value both in the algorithm output
and the ground truth.

• True Negatives refer to pixels that have not been identified both in the ground
truth and the algorithm output; that is, they are correctly identified to be of no
importance. TN refers to the number of pixels which have low intensity both in
the algorithm output and the ground truth image.

• False Positives refer to pixels which have been incorrectly identified. FP refers
to the number of pixels which have high intensity in the algorithm output but
low intensity in the ground truth image.

• False Negatives refer to pixels which have been missed out incorrectly. FN
refers to pixels that have low intensity in the algorithm output but high intensity
in the ground truth image.

Fig. 1 a Input RGB image, b green channel extracted image, c fovea detected image, d output of
background subtraction and subsequent binarization, e output of bottom-hat filtering and
subsequent binarization, and f final vessel detected image
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• Sensitivity, also called the true positive rate (TPR), refers to the proportion of
positives correctly identified. It is calculated as

TPR =
TP

TP+FN
ð9Þ

• Specificity, also called the true negative rate, refers to the proportion of negatives
correctly identified. It is calculated as

TNR =
TN

TN +FP
ð10Þ

• Accuracy refers to the accuracy of vessel detection and is calculated as

ACCURACY =
TN +TP

TN + TP+FN +FP
ð11Þ

Table 1 List of accuracy of
detection for individual
images in the DRIVE
database

Image Sensitivity Specificity Accuracy

1 85.0474 97.4018 96.4811
2 89.6314 97.2853 96.6372
3 82.8067 97.013 95.961
4 90.5944 96.7619 96.372
5 87.7838 97.6173 96.9557
6 88.6166 96.3499 95.8343
7 67.4681 98.014 95.5998
8 70.0436 98.12 96.1504
9 84.5238 96.8746 96.1232
10 83.3954 97.7128 96.8502
11 78.8614 97.4582 96.0504
12 77.9111 97.7181 96.2123
13 88.4261 95.7812 95.2658
14 69.7081 98.3221 95.8862
15 66.8843 97.6951 95.2355
16 86.5485 97.4616 96.6857
17 75.8418 97.9193 96.3296
18 86.4698 96.9589 96.1859
19 90.8799 96.5181 96.1026
20 87.4021 96.3836 95.7786
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Application of the algorithm on the DRIVE database images yielded accuracy of
detection in the range of 95–97% with a mean of 96.13%. Table 1 lists out the
individual accuracy of detection for each of the images. Table 2 tabulates the
average accuracies of existing methods along with that of the proposed method.

5 Conclusion

The proposed algorithm extracts the retinal vessels in a fundus scan with a stable
accuracy. The resulting vessel extracted image can be used as a tool for classifi-
cation of various eye disorders like diabetic retinopathy (DR). This algorithm
provides an integrated approach to a vital step in the diagnostic procedure of DR.
The high accuracy of the proposed algorithm can thus improve the accuracy of
detection of DR when used in conjunction with other relevant algorithms for
detection of exudates, hemorrhages, and other retinal abnormalities.
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Developing High-Performance
AVM Based VLSI Computing Systems:
A Study

Siba Kumar Panda and Dhruba Charan Panda

Abstract With the initiation of ancient Vedic mathematics (AVM) concepts, very
large-scale integration technique becomes more powerful in developing various
VLSI computing systems. In the last decade, people have tried to integrate the
Vedic mathematics techniques with the VLSI theory. Hence, analyzing methods,
designing and manipulating the performance from circuit- and system-level per-
spectives become a vital task and challenging too. Performance study of various
diverse techniques that are used for developing high-performance VLSI computing
systems is the central focus of this paper. This paper provides a comprehensive
survey of different designing techniques, complementing the limits of existing
reviews in the literature. The survey covers introduction to Vedic methods, moti-
vation toward the work, various designing techniques with their limitations, etc.
This paper can be seen as a foremost step to present a state-of-the-art impression of
revision work carried in developing high-performance VLSI computing systems.

Keywords VLSI computing ⋅ VLSI signal processing ⋅ AVM
FPGA ⋅ HDL

1 Introduction

VLSI computing system includes countless arithmetic operations. Purposely, the
application-specific operation has ample usage in various signal and image pro-
cessing works. In signal processing application, addition, multiplication, division,
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squaring, square root and cubing are the majority as well as repeated arithmetic
operations. An adept arithmetic treatment helps in developing processor architec-
tures that use high-performance computing systems. At present, computing is a hot
research domain in computer science, VLSI as well as basic sciences and numerous
engineering areas. Out of these, VLSI computing is one of them.

Establishing the veracity of the VLSI computing techniques and investigating
the essential information have become an important and sizzling research in
developing high-performance VLSI computing systems. The idolization in the field
of VLSI signal processing and the fast advancement in manuscripts published in the
past years have put significant right on creating an entire article. The topical articles
represent a wide-range checklist of references on design of computing systems for
low-power VLSI signal processing applications. Though there are some other
available reviews, many of existing designing techniques are not cited and stay
nameless. In this manuscript, we do not weigh focus on the niceties of exact
methods or illustrate results and their domino effects. This work also does not hold
articles from admired press or papers. It only provides general information about
various designing and developing techniques. We tried straight away jump into the
central theme of the manuscript. We expect that this work shall provide a platform
to the researchers in high-performance VLSI computing system domain in finding
new research problems and solutions. This is a strive to make this paper complete
by listing most live references. The authors presented a blueprint by means of
thorough arrangement and presented suitable references into this. To the superlative
grasp of the authors, this survey plays the most complete circulated source of
citations on developing high-performance computing systems through AVM.

The paper organization can be shown as follows: Sect. 2 describes the moti-
vation toward the work. The high-end methods for developing VLSI computing
systems are shown in Sect. 3. The performance study and discussion part are
presented in Sect. 4. At the end, conclusions are found in Sect. 5.

2 Motivation

Development of high-performance VLSI computing systems for variety of VLSI
signal processing applications becomes a very crucial task and interesting too. So
many of the researchers had proposed various well-known techniques and methods
for this design and development.

3 High-end Methods for Developing VLSI Computing
Systems

The testimonial is classified into numerous categories and planned for every cate-
gory, arranged from latest publication to old publication year wise.
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Various computer arithmetic techniques developed and well presented by
Parhami [1] that help in developing high-performance multiplier architectures,
divider architectures, function evaluation circuits, etc. This leads to efficient
implementation as well as development of VLSI computing systems for
high-throughput arithmetic, low-power arithmetic and fault-tolerant arithmetic cir-
cuits. AVM consists of 16 mathematical sutras [2]. The volume written by
(Maharaja [2]; Tirthaji, Vedic mathematics [2]) explains conceptually with exam-
ples. It is the heart of 16 sutras which were presented by Sri Bharti Krishna Tirthaji
[2]. Ancient Vedic mathematics (AVM) explores unique approach of calculation on
the basis of 16 sutras [1, 2]. This motivated to go forward in the design and
development of various VLSI computing systems.

Discussing various state-of-the-art methods for developing VLSI computing
systems, Sharma et al. [3] proposed design of 2-bit multiplier used for multipli-
cation of two quadratic equations. They used ‘Urdhva Tiryakbhyam’ sutra of AVM.
They also presented CMOS logic design of the 2-bit multiplier in this work.

In [4], Barik et al. projected a widespread cube architecture which is based on
Vedic mathematics. They used Yavadunam sutra of AVM. The algorithm converts
the cube of a large magnitude number into small magnitude number and addition
operation. Here, the algorithm is applied to both decimal numbers as well as binary
radix-2 number system. Here, the cubic architecture is designed using cadence tool.
From the results, they concluded that the architecture is helpful for less area and
high-speed VLSI application. FPGA implementation of pipelined square root cir-
cuit proposed by Panda et al. [5] which describes the design and simulation of
square root circuit for various mathematical operations as well as the use of
non-restoring algorithms in it. They presented the pipelined design by using con-
trolled subtract-multiplex (CSM) block. The main principle of the presented method
[5] is analogous with usual non-restoring algorithm, but it only uses subtract
operation and append 01, while add operation and append 11 is not used. The
projected design has been conducted to put into practice of FPGA successfully.
Bansal et al. [6] proposed 16-bit Vedic multiplier by using Urdhva Tiryakbhyam
sutra. They used compressor adders in multiplier architecture. In this work, the
authors concluded that proposed multiplier shows good speed results over tradi-
tional multipliers. Srimani et al. [7] anticipated the design of high-piece Vedic
multipliers and design of DSP operations using AVM. The authors presented the
design of a 4 × 4 multiplier circuit based on ‘Urdhva Tiryakbhyam’ Vedic sutra.

Anjana et al. [8] proposed the design of a high-speed floating-point multiplier.
They used the concept of AVM to design this. The authors presented the design of
multiplier architecture by using ripple-carry adder and carry-lookahead adder.

Barik et al. [9] presented the design of squaring architecture. They also used a
popular sutra of AVM called as ‘Yavadunam’ sutra. The anticipated scheme helps
in the calculation of the deficit of the number from the nearest base in order to find
the square of any operand. A novel high-speed Vedic divider architecture proposed
by Panda et al. [10] also uses AVM. They used Paravartya sutra here. Here, a 32-bit
divider circuit is presented and also simulated using Xilinx tool.
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Khan et al. [11] stated the design of a novel multiplier by using AVM. This
design is done by using a popular sutra called as ‘Ekanyunena Purvena’ of Vedic
mathematics. Sethi et al. [12] anticipated multiplier less high-speed squaring circuit
using the concept of ancient Vedic mathematics (AVM), where they used YTVY
sutra. In common use, the squaring circuit uses fast multipliers. They also compared
their results in terms of time delay, and area is compared with both modified
Booth’s algorithms.

In [13], Saha et al. stated a division method using AVM in transistor-level
realization. They used the ‘Dhvajanka’ formula for the design. Here, the design was
implemented by half of the divisor bit instead of the actual divisor, subtraction.
Again Saha et al. [14] stated the design of matrix multiplier based on the transistor.
They used matrix element transformation and multiplication in this article. They got
the improved result in terms of speed by rearranging the matrix element into a
two-dimensional array of processing elements.

In [15], Rahman et al. presented a new blueprint for finding square root of N-bit
unsigned numbers. They used the modified non-restoring square root algorithm for
this design. In this design, a sequential pipeline asynchronous architecture is
designed with HDL code.

Pradhan et al. [16] proposed a high-speed multiplier architecture using ancient
Vedic mathematics (AVM). They used the Nikhilam algorithm for their design. They
stated that the designed multiplier helps in finding the complement of the large
operand from its nearest base so as to do the multiplication. They also used carry save
adder (CSA) in the design. Poornima et al. [17] stated in this article that by usingAVM
and various algorithms in it, many multiplier architectures can be designed.

Saravanan et al. explained the concept of reversible logic in [18] by which they
designed an efficient multiplier. They used Nikhilam sutra of AVM and also used
reversible logic. Due to the advantages in dissipating zero power reversible logic
help in design of low-power multipliers.

Senthilpari et al. proposed the design of square root circuit [19] by using a 1-bit
full adder circuit as well as Shannon’s theorem concept. Here, the authors presented
a clear blueprint of non-restoring and restoring square root circuits. The designed
circuit uses the 65 nm CMOS technology. In [20], Sajid et al. planned a design of
N-bit fixed point square root circuit. Here, the authors also used non-restoring
algorithm for the design.

Saha et al. presented [21] a ASIC design of a circuit for calculating factorial of a
given number. Note that, using iterative multiplication the factorial of a number can
be calculated. Here, the author used the parallel implementation concept mixing with
ancient Vedic mathematics (AVM). In Sutikno et al. [22], the authors come up with
an idea to realize modified non-restoring algorithm in gate level. The architecture is
designed with the help of a basic CSM as building blocks. Again in Sultana et al.
[23], the authors present a novel reversible implementation of a square root circuit by
means of array structure. In classical irreversible arena, we find different realizations
of square root circuit. The author presented that the reversible circuit introduces a
basic module called reversible controlled adder/subtractor (RCAS) block.

Kasliwal et al. [24] proposed an efficient squaring operation by using AVM
concepts. Sutikno et al. [25] presented a digit-by-digit calculation method for
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calculating the complicated square root. The authors presented the concept of DTC
and FPGA in their design. They stated that the proposed method is based on a 2-bit
shifter and a subtractor-multiplexor operation which help in faster calculation.

Deshpande et al. [26] adduced the design of squaring units and its comparison
with the multipliers. Here, the author introduced a dedicated squaring unit to carry
out square operation. Due to the development of AVM [27], it helps in designing
and developing many of the high-performance VLSI computing systems. Hence,
many of the researchers are interested to apply this concept by coding it any
hardware description languages [28].

Ramalatha et al. [29] stated a cubing operation for finite field arithmetic. Again
the author stated that by increasing the radix of the number, the process becomes
dense for designed circuit. But with the introduction of AVM, they introduced an
efficient cubic circuit with different multiplier structures. Here, the author used
Anurupyena sutra of Vedic mathematics and also they compared with various
state-of-the-art techniques. The author here concluded that the Anurupyena sutra
improves the design performance.

In [30], Meheta et al. stated the conventional versus Vedic multiplication on
hardware platform. For Vedic multiplication, they used Urdhva Tiryakbhyam sutra
of Vedic mathematics and also used HDL [31] for its implementation.

Samavi et al. [32] proposed a square root circuit using modular array structure.
Similarly, wang et al. [33] also proposed decimal floating-point square root circuit
using Newton–Raphson algorithm. In paper [34], the authors Thapliyal et al. sug-
gested a parallel architectures usingAVMfor calculation of square and cube.Here, the
author used duplex property of binary numbers, and the cubic circuit usesAnurupyena
sutra. The authors Chidgupkar et al. [35] explained the implementation of Vedic
algorithm in digital signal processing application. Thapliyal et al. [36] proposed a new
multiplier and square architecture using AVM concepts. The design was done at both
gate level and RT level. Here, the author used Verilog language [37] for the design.

Ercegovac et al. [38] explained some elementary function using small multi-
pliers. Here, the authors presented the design of reciprocal circuit, square roots as
well as inverse square root circuit. In [39], the authors Liddicoat et al. presented that
distinctive multipliers are used to work out square and cube of number. Here, the
authors presented a parallel square cube design. The design of circuits helps the
researcher to go forward in a straight direction so as to design different
claim-specific circuits for diverse VLSI signal processing applications as stated by
Parhi [40]. In [41], the authors Li et al. explained the design of square root for
floating-point numbers. In [42], again Li et al. proposed parallel implementation of
non-restoring algorithm to design square root. They used carry save adder in their
design. Guenther et al. [43] proposed various arithmetic functions in digital com-
puter machine environment. Li et al. [44] and O’Leary et al. [45] stated a new
square root circuit using non-restoring algorithm and also they implemented it in
VLSI level.

The advancement in the digital system design, various computer architectures
[46] and the concept of AVM [47] help the researcher to develop high-performance
VLSI computing systems.
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4 Performance Study and Discussion

To the preeminent of our comprehension, this manuscript contains whole review of
all published papers as mentioned in the reference section. We believe that it can
help the researchers in the field of VLSI signal processing as well as developing
various VLSI computing systems. In addition to that, it will also help them to find
new research challenges. The performance of all the circuits as stated in the liter-
ature is summarized in Table 1. The concert in terms of delay, power, gate count
and area of all mentioned papers is clearly presented in Table 1.

Table 1 Performance study of various AVM-based units and systems presented in the literature

References Delay Power Gate
Counts

Areas

[2] 6–9 ns – – –

[4] 33.18 ns 84,987,014.349 nW 5431 250,087.114 μm2

[6] 32 ns – – –

[7] 0.060 ns 9.2 × 10−5 W – –

[8] Using CLA—30.934 ns
Using CLA—3 35.286 ns
Using carry save—70.064 ns
Array multiplier—73.485 ns

1.042 W
1.042 W
1.042 W
1.042 W

1%
2%
1%
1%

_

[9] 21.760 ns – 284 –

[10] 18.675 ns – 224 –

[12] 75.236 ns – 3766 0.253 W

[13] 299.92 ns 32.53 mW – 17.39 mm2

[14] 2 μs 3.12 mW – –

[16] 21.625 ns(Spartan 3:xc3s50:-4)
12.641 ns(Virtex2P:xc2vp2:-7)

– – –

[17] 28.27 ns – 176 –

[18] 18.8 ns – 28 –

[19] 0.027 ns 4.376 μW – 714 μm2

[21] 42.13 ns 58.82 mW – 6 mm2

[24] 33.391 ns – 294 –

[29] 56.237 ns 108.80 mW – –

[33] 0.95 ns – – –

[34] 38 ns (Vedic square)
54 ns (Vedic cube)

– – –

[35] 0.480 ms (For 2 digit)
1.042 ms (For 3 digit)

– – –

[38] 48 τs (Reciprocal, square root and
inverse square root)

– – –
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The presented papers in the literature [1–47] consisting of the design of various
multiplier, divider, squaring circuit, cubic circuit, square root circuit, etc., are
designed in either Verilog HDL or VHDL languages. The performance parameters
like delay, power and areas are collected from the respective article and presented in
Table 1 clearly. Commonly, we can utter that the state of the art of developing
VLSI-based computing units assists the researchers to improve in designing
emergent, high-performance computing systems.

5 Conclusion

The concert of the various published work as cited throughout the paper as well as
stated in the reference section is presented neatly. This initiation of research work
helps the researcher to understand the key aspects of developing ancient Vedic
mathematics-based VLSI computing systems. We wish it will help in design and
development of low-power, high-speed computing systems.

6 Further Research

This study in developing high-performance AVM-based VLSI computing system
helps the researchers to go forward in key design and implementation of many
higher order VLSI computing systems. The potential future work of this survey
needs to design novel high-performance computing systems for efficient VLSI
signal processing applications.
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A Fuzzy Optimization Technique
for Energy Efficient Node Localization
in Wireless Sensor Network Using
Dynamic Trilateration Method
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Abstract In wireless sensor network (WSN), localization has a vital role to
improve the performance of sensor networks. The proposed fuzzy optimization
technique determines the sensor node location in an efficient manner. The weights
can be evaluated on the basis of received signal strength indicator (RSSI)-based
Mamdani fuzzy inference system. To find the location of the un-localized node,
centroid-based technique is proposed. The proposed efficient fuzzy method is
represented for a sensor network, and the simulation result gives direction and
enhanced the performance of the wireless sensor network. The above said method is
an optimistic one for getting the location of the sensors with zero or less error in
contrast to simple weighted centroid technique.
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1 Introduction

WSNs play important roles for specific occasion or use. Localization process cre-
ates a dynamic framework for sense the meaningful data of a particular environ-
ment. Exact and correct node location value shows the importance of localization
process. For vehicle tracking system node coordinate values is defined efficiently in
[1] and location computation of sensor node is also defined in [2] during local-
ization process. In second way, it can be achieved with help of GPS devices, and
very often, the use of a GPS device as a specific one is impossible, because energy
consumption is huge and significantly reduced sovereign [3]. In some cases like
inner areas, e.g. an inside building, indoors, GPS technology does not work
effectively [4]. Wireless sensor network is represented different localization algo-
rithms to solve localization problem.

Localization algorithms are of two types, range-based localization method and
range-free localization method. Node localization uses various fuzzy optimization
techniques to find accurate and efficient node location value [5–9] and Monte Carlo
represents an optimization technique in [10], neural sensor node localized network
as defined in [11]. The node localization is represented in efficient algorithms in
different ways [12, 13]. The edge weights of anchor nodes help in node localization
process. This proposed work is based on Mamdani fuzzy systems and RSSI value.
The objective of the paper is to present a localization method. This is based on a
Mamdani fuzzy logic system to provide an optimal node localization framework.

The remaining part of the paper is organized as: Sect. 2 discusses the related
work of node localization process, Sect. 3 represents the proposed trilateration,
centroid and fuzzy logic. Section 4 shows simulation and results work of the
system, and Sect. 5 provides the concluding remarks.

2 Related Work

RSSI-based dynamic location system is represented by using three anchor nodes
[14]. To compute unknown node location for three anchor node position and
received signal strength indicator is necessary. This approach shows minimum error
and power consumption in the localization process. The new subspace method
shows that the deterministic approach gives dynamic peer node distance estimation
value [15]. It is represented and defined with help of the RSSI or time of arrival
(TOA) techniques. The new efficient point-in-triangulation test (APIT) algorithm is
represented in WSN [16]. The APIT algorithm performs better than the original
APIT algorithm. A framework for solving complex noise problems is defined in
[17]. Due to high-dimension noisy series, one observations result shows
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low-dimensional value. Node localization faces many challenges in different situ-
ation [18]. RSSI use for estimate the distance between unknown node and anchor
node during localization process. The association between RSSI signal strength Stð Þ
and the square of the distance is represented in [19, 20].

St α
1
d2

ð1Þ

In node localization process, the reference node without the help of the hardware
design system can be implemented in efficient ways. This means it can be adapted
to the priory of the location of the orientation node. The distance and the signal
power of the receiver are represented as:

Prec drecð Þ=Pðdref Þ− 10 n log
drec
dref

� �
ð2Þ

where Prec drecð Þ represents the receiver’s receiving signal power, and the trans-
mitter and receiver distance is represented by drec and drec Precð Þ is the power when
drec is reference distance dref . Hence, the estimated distance drec can be obtained.
Figure 1 shows that three nodes with their respective transmission range of R1, R2
and R3 were intersecting a sensor node.

Fig. 1 Sensor’s lies in the sensor field having distance R1, R2, and R3
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3 Proposed Dynamic Trilateration,
Centroid and Fuzzy Logic

3.1 Dynamic Trilateration

Unknown sensor node coordinate is calculated using the location of three anchors
and distance of the anchor to sensor node. The unknown sensor node placed in the
circumference of a circle, the sensor node is centred by the anchor node’s coor-
dinate points with a given radius length to the distance between an anchor node and
sensor node.

The unknown node surrounded by three efficient anchor nodes. This association
map is represented in Fig. 2, when three anchor nodes never intersect in a common
point. Hence, it creates an overlapping region where an unknown node may be
present in Fig. 3.

Fig. 2 RSSI-based
trilateration of unknown
sensor node

Fig. 3 RSSI-based
trilateration of unknown
sensor node. Unknown sensor
node K is not intersected by
anchor nodes (Trilateration
problem)
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3.2 Fundamental Centroid

Find the innermost intersection points and then compute the coordinate point of
unknown sensor node using general centroid method. In which unknown node is
treated as the centroid of a polygon. Equation 4 represents unknown sensor node’s
estimated coordinate value after successful computation.

Xest ,Yestð Þ= X1 + . . . Xn

n
,
Y1 + . . . Yn

n

� �
ð3Þ

Xest,Yestð Þ= X1w1 + . . . Xnwn

∑n
i = 1 wi

,
y1w1 + . . . ynwn

∑n
i = 1 wi

� �
ð4Þ

3.3 Fuzzy Logic

Fuzzy logic plays a vital role in WSN, and edge weights for anchor nodes can be
designed in fuzzy system. FLS analyses and represents a fuzzifier along with fuzzy
rules, also introduced inference engine, and defuzzifier data analytics. In this studywe
have applied Mamdani fuzzy inference system for optimization of unknown node
location value.Triangularmembership functionhasbeenused, and linguistic variables
are quantified by fuzzy logic in terms of imprecise information for taking decision.

3.4 Fuzzy Logic-Based Localization Technique

The edge weights of sensor nodes can be estimated by fuzzy logic for weighted
centroid localization technique. In this section, the proposed Mamdani fuzzy logic
localization methods are discussed. The edge weights are obtained by the Mamdani
fuzzy inference method and are optimized for calculating the weight of anchor nodes.

3.4.1 Edge Weight Calculation Using Mamdani Fuzzy Inference
System

Node location estimation process is performed by help of Mamdani fuzzy system
and RSSI input parameter as weight into different nine symmetrical triangular
membership values: VVL, VL, L, ML, M, MH, H, VH and VVH.

Step 1. RSSI predicts the distance of the sensor node from the anchor node.
Step 2. The nine number of linguistic variables as defined below are used in

Mamdani FIS:
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(i) VVL, VL, L, ML, M, MH, H, VH and VVH.
(ii) Far, Intermediate, Near.

Step 3. The rule-based framework is formed using nine linguistic variables defined
in Step 2 and computed the distance as output.

Step 4. Fuzzification is the next step after the fuzzy rules are framed, and then bins
are allocated based on the fuzzy system.

Step 5. Jacobi’s defuzzifier technique is used for constructing the bins. Jk value of
anchor node is simply represented as:

Jk = a, b, cð Þ= ∑Ln
Lj j

� �
x
, ðpcÞx,

∑Gn

Gj j
� �

x

� �
ð5Þ

where different parameters are represented as follows.

P defines centroid value of all node points of the column C.
L defines centroid value of every node points of the column C where the

value shows its range, R < P.
G defines centroid value of every node points in column C where its

range, R > P.

—

—

—

Step 6. The fuzzified location of nodes are calculated using the Jk value (x, y)
using Jacobi equation

X = P+ ðL−Pð Þr,G− G− Lð Þrf g ð6Þ

where ‘r’ shows it values in lower bound 0 to its upper bound 10.
Step 7. By testing the number of iteration, the performance and final value of

X = {x, y} are acquired in anticipation of it converges. Data analytics of
sensor node location are found out by the converged value.

3.4.2 Dynamic Trilateration Algorithm

The Dynamic trilateration algorithm has two phases:
Step 1: Trilateration based on three anchor nodes.
Step 2: Error analysis and calculation in trilateration are calculated using the
Mamdani fuzzy system of weighted scheme with help of an efficient centroid
technique using points of intersection which is redirected in Step 1.
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Step 2 describes as:

i. RSSI is used to measured distance between unknown node and mobile anchor
node.

ii. In transmission radius, the unknown sensor node and anchor nodes are
associated with each other and the centre as the anchor nodes.

iii. Six different intersection points are created by anchor A and B, anchor node A
and C and anchor node B and C.

iv. Interior three junction points are given in Fig. 4.

4 Simulation and Results

Sensor node coordinate value is calculated using centroid method. In WSN, anchor
node’s weight values are used in localization process using fuzzy system. RSSI
values are considered in Mamdani fuzzy input, and then it maps the outputs. RSSI
considers for membership function’s input in Mamdani technique as shown in
Fig. 5. Nine separate triangular membership function is presented. The weighted
edges are set by the anchor node in range [0, Emax� where Emax stands for utmost
significance as 1(one). Unknown nodes nearer to and far from the anchor nodes are
associated with signal value. This is shown in Table 1.

If-then rule expresses an idea to create the conditional statements that comprise
fuzzy logic. Using fuzzy rules, the weights are calculated based on the Table 1.
Figure 6 defines how RSSI related to fuzzy weight in localization process

Table 2 describes the notion of fuzzy rules with two inputs and one output
applied to the residual energy management of node localization process in sensor
networks.

Figure 7 shows that node energy utilization during the localization process
depends on RSSI distance and node residual energy managements. Figure 8
describes efficient energy utilization with respect to RSSI distance and node
residual energy.

Fig. 4 Innermost three
junction points
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Figure 9 describes a dynamic fuzzy inference system; it prepares methodically
the association from an input stream to an output stream using fuzzy logic. The
association helps the decisions process, or patterns can be generated.

4.1 Coordinate Determination Algorithm

The Eq. (5) of centroid formula represents result analysis with help of reference
nodes using the RSSI values. Figure 10 describes estimation of node location using
centroid formula method, and Fig. 11 shows localization error rate with a constant
area.

Fig. 5 Membership function for input value

Table 1 Data structure for
RSSI with weight
representation of fuzzy rules

Fuzzy rules If RSSI value is Then weight represents

R1 VVL VVL
R2 VL VL
R3 L L
R4 ML ML
R5 M M
R6 MH MH
R7 H H
R8 VH VH
R9 VVH VVH
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Fig. 6 RSSI signal versus fuzzy weight (surface)

Table 2 Data structure for fuzzy rules (residual energy management)

Fuzzy rules RSSI distance Residual energy Node localization energy consumption

R1 Close Low Very small
R2 Close Medium Small
R3 Close Medium Small
R4 Medium Low Small
R5 Medium Medium Medium
R6 Medium Medium Large
R7 Far Low Large
R8 Far Medium Large
R9 Far High Very large

Fig. 7 Sensor node energy
utilization in localization
process
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Coordinate determination in centroid method:

Figure 12 shows minimization of node localization error using the Mamdani fuzzy
optimization technique. It defines random deployment of sensor nodes in sensor
field. Figure 13 shows location accuracy with respect to the Mamdani fuzzy
inference system.

Fig. 8 RSSI distance vs Residual energy management in node localization process

Fig. 9 Decision regarding controlling and utilizing energy consumption in the localization
process
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Location calculation in Mamdani Fuzzy Method:

The sensor node’s exact position is identified by red circle points, and estimated
unknown sensor node is marked by empty circles points. The localization error is
marked as edges between exact and estimated node point (Table 3).

Figure 14 represents Mamdani fuzzy-based method and is more accurate in node
location calculation process. Proposed method gives better performance than cen-
troid method.

Fig. 10 Node location calculation

Fig. 11 Sensor node versus
localization error value (m)
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Fig. 12 Optimization of Mamdani fuzzy node localization process

Fig. 13 Sensor node
coordinate estimation error (m)

Table 3 Comparison between centroid method and proposed Mamdani technique

Methods Maximum error
value (m)

Minimum error
value (m)

Average error
value (m)

Centroid method 4.14321 0 1.4024
Proposed Mamdani
method

3.15721 0 0.9745
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5 Conclusions

In a wireless sensor network, node localization is a great challenge and a tedious
task. The proposed fuzzy optimization technique determines the sensor node
location in an efficient manner using trilateration and weighted centroid method.
Proposed RSSI with Mamdani fuzzy inference system plays a vital role in local-
ization system. This system gives efficient and accurate role to minimizing local-
ization error. This method provides energy efficient and node localization system.
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Personalized Movie Recommendation
System Using Twitter Data

Debashis Das, Himadri Tanaya Chidananda and Laxman Sahoo

Abstract Nowadays, we are living in an age recommendation, but the proper
recommendation needs more accurate and relevant datas as their inputs. Rating
databases like MovieLence or Netflix have long been popular and being widely
used in recommendation system areas for research in past decades. But nowadays,
they become irrelevant due to lack of new and relevant datas. Nowadays, social
media like Facebook and Twitter become the most popular for researchers due to
availability of large amount of new and relevant datas. In this paper, we have built a
recommendation engine by analyzing rating datasets collected from Twitter to
recommend movies to specific user using R.

Keywords Recommendation system ⋅ Type of recommendation system
Item-based collaborating filtering

1 Introduction

Data become the key factor for everything. But nowadays, the size of data is
increasing exponentially. In June 2015, India had a Web client of around 354
million and is likely to reach 500 million in 2016, in spite of being the second
biggest client hub on the planet. The infiltration of e-commerce of Web-based
business is low appeared differently in relation to business areas like the USA (266
million, 84%) or France (54 million, 81%), yet is creating at an unprecedented rate,
including around 6 million new members consistently every month [1]. This
amount of datasets cannot be managed efficiently by the common database
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management system. The datasets in the form of semi-structured data and
unstructured data like image, audio, video, JSON documents, Wet log, and search
patterns, cannot be stored and handled by traditional databases, so the concept of
Big Data came into the picture.

According to IBM, “every day, Internet user generates 2.5 quintillion bytes of
information”—so much that 90% of the information on the planet today has been
generated in the most recent 2 years alone [2]. This information originates from
everywhere, for example, social media posts, images, videos, transition records of
both e-commerce and no e-commerce, satellite data. These data are called Big Data.
Tech America Foundation describes big data as “Big data is a term that defines
huge volumes of high-velocity, complex, and varied data that require advanced
techniques and technologies to enable the storage, capture, distribution, manage-
ment, and analysis of the information” (Tech America Foundation’s Federal Big
Data Commission, 2012) [3].

Initially, Big Data is described by 3 V’s (Variety, Volume, and Velocity).
Volume is described as the quantity of information produced by individuals or
organizations. The sources may be internal or external. Velocity is defined as the
rate at which data are generated. Variety is represented as various sorts of infor-
mation extracted from various sources like Facebook and Twitter in addition to
various feedback Websites. In addition to the 3 V’s, other V’s have also been
mentioned (Veracity, Variable, Value). IBM mentioned Veracity as the 4th V,
which defines the uncertainty of information; Variability: SAS introduced Vari-
ability and Complexity as two more dimensions of big data; Value: Oracle pre-
sented Value as a defining attribute of big data.

Nowadays, we are living in an era of social media, and almost everyone is using
it and sharing each small thing they do or going to and also to express their views.
In this era of technology, we do not have to go to door to door to find out the
reviews about the products or their preferred products. We can sit back and track
down their activities on social media and can get almost everything what we need
for, e.g., which product they like, which one they do not, past merchant history.

Twitter is an online news and social-networking site where users post and
interact with messages “tweets” limited to 140 characters. Recently, Twitter has
become a useful source for research due to the large amount of user-generated
available data. In 2016, it has 319 million monthly active users and 250 million
tweets per day.

Nowadays, we are living in an Age of Recommendation. In our day-to-day life,
indeed, even to settle on requirements like which motion picture to watch, which
novel to Paris, where to eat, we rely on our associates, news on the daily papers,
what’s more, common reviews, and so forward to help us find what is great for us.
This support from our surroundings gives us an easy way to find out the best
alternative without having much effort to filtering through the different choices
available in the market. In this era of technology, the recommendation system is an
application that filtered personalized information and gives the way to understand a
user’s taste and to suggest appropriate things to them by considering the patterns
among their likes and ratings of various things. In recent years, RS becomes most
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popular research area. Many e-commerce sites like amazon and health kart use the
personalized RS to maximize the profit and to attract more customers.

In this paper, we proposed a personalized movie recommended system which
suggests movies to the specific user by analyzing the relevant tweets of the user,
friends of the user, and friend of friends within two-degree of separation.

2 Recommendation System

Have you ever amused how the “People you may know” feature on Facebook or
LinkedIn? This feature suggests a list of people whom you might know, who are
similar to you based on your friends, friends of friends in your friend circle, current
location or may be past location, skill sets, groups, linked pages, and so on. These
recommendations are specific to you and differ from user to user.

Recommendation system is an approach to the issue to provide suitable things to
the customer despite of searching lots of items. Although people’s tastes vary from
one to another, they also follow some pattern. RS is software tools and techniques
that provide suggestion based on the individual’s taste to discover new required
content for them like useful products on e-commerce sites like Amazon. in, videos
on YouTube, posts on the wall of the social media like Facebook, news recom-
mendation on online news Websites automatically. RS perceives suggestions
consequently to the customers by analyzing previous browsing history, the feed-
back assigned to the products, and different user’s behavior.

There are two broad categories of recommended algorithm, i.e., user-based and
item-based. RS is based on five filtering techniques as follows [5].

• Content-based filtering: This filtering approach is built on the item description
and user preferences. Suggestions are related to the content related to the item
and their property.

• Collaborative filtering: This type of filtering approach uses the users’ past
behavior (past purchasing or browsing history, etc.) or rating given to the item.
This model recommended item the user may interest in. The recommendation
based on the user relationship with item only.

• Demographic filtering: This type of RS only considers the data of the user like
age, gender, employment status about the user only home possession and even
location also. The recommends are made by considering demographic similar-
ities to the user.

• Knowledge-based filtering: This type of system deployed in a specific domain
where the perched history is small. In these types of system, the algorithm
considers the knowledge about the item and its feature, user preference (asked
explicitly), recommendation criteria before giving the recommendation.
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• Hybrid filtering: This type of approach is built by joining different filtering
approach to build a more robust framework by combing several filtering tech-
niques; we can reduce the demerits of one method through the merits of one
more system and accordingly construct a more robust system.

3 Related Work

Sajal Halder et al. [4] have proposed a data mining tool that gathers all important
information which is required in a movie recommendation system by using the
Movie Lens database. They have created a movie swarm for movie producers
which are very helpful and can solve new item issues and also discovers which
genres of a movie should be recommended among followers that solves new user’s
recommendation problem.

Wei Yang et al. [6] proposed IMRHN (interest-based movie recommendation in
heterogeneous network) with user’s information and users’ influence on each other
to implement personalized movie recommendation successfully. It also investigates
the user’s impact of interest in movies with others. Furthermore, the approach
reduced time utilization efficiently to the scale of dataset to expand. Future work
can be focused on how to design a parallel algorithm based on IMRHN.

RyuRi Kim et al. [7] in this paper proposed the movie recommendation system
for in case trustworthy movie ratings. The vast majority of the movie recommen-
dation systems does not consider the unfair routing problem but the emotion
evaluation. At that point, our approach plays out the correct assessment against
unfair rating. They collect opinion about the movie from Twitter and then find out
users’ feelings to analyze them. In this paper, they are able to provide a high
recommendation based on trustworthy movie assessment.

Eva Oliveira et al. [8] developed an application for the movie and user emotion
exploration as a way to access movies by analysis of user emotional profile. They
also proposed novel interactive mechanism for movie emotion exploration.

Sneha Khatwani et al. [9] in this paper cover different systems which can be
utilized for making personalized and non-personalized recommendations. This
paper also investigates the different packages of R, i.e., Shiny, which is used to
make Web applications, and R Markdown which is utilized to make dynamic
documents. Additionally, they also discussed how to make a recommender model.
They used different techniques of user-based and item-based collaborative filtering
models.
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4 Method

In this section, we described the models we used in building recommendation
system.

4.1 Item-Based Collaborative Filtering

It is a model-based algorithm for recommendation system. This model suggests
item based collaborative filtering approach on the users’ past behavior like rating
given or browsing history and recommended movies that are of highest similarity
based on its features, such as genres, actors, directors, year of production.

We calculated similarities between the items from rating matrix, and based upon
these similarities, user’s preference for an item not rated by him/her is calculated.
For similarities measured, here we used the Jaccard distance to measure the simi-
larities between the user profile and the movies. It is because the Jaccard similarities
are suitable for binary data. Then, the highly similar items are suggested to the
users.

4.2 Jaccard Similarity Measure

Let we have two objects, P and Q each with n binary values. Each value of P and Q
can either be 0 or 1. The total no. of each combination of attributes for both P and Q
is specified as follows:

X11: the total number of attributes where P and Q both have a value of 1.
X01: the total number of attributes where the attribute of P is 0 and the attribute of Q
is 1.
X10: the total number of attributes where the attribute of P is 1 and the attribute of Q
is 0.
X00: the total number of attributes where P and Q both have a value of 0.

Each attribute must fall into one of these four categories, meaning that

X11 +X01 +X10 +X00 = n

The Jaccard similarity coefficient, J, is given as (1)

J =
X11

X11 +X01 +X10
ð1Þ
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The Jaccard distance, dj is given as (2)

dj =
X01 +X10

X11 +X01 +X10
= 1− J ð2Þ

5 Proposed Algorithm

We proposed a movie recombination engine using R. We have used the A Movie
Rating Dataset Collected from Twitter [10]. The dataset will be updated regularly,
and they have structured the dataset in different folders/latest snapshots. The/latest
folder will always contain the complete dataset as available at the time of the
commit, while the snapshots contain fixed portions of the dataset to allow experi-
mentation and reproducibility of research. The proposed approach is as follows:

INPUT: Twitter Movie Rating datasets—Movies.csv, Ratings.csv, and Users.csv.
OUTPUT: Top recommended movies for specific users.

STEP-1: Make two objects (movies, ratings) and read the two data file Movies.csv
and Ratings.csv using read.csv function.

STEP-2: Remove the unwanted columns like time stamps.
STEP-3: Calculate dot product of movie and genres, i.e., Movie$geners, and store

in genres object.

genres <

-as.data.frame(movies$genres,stringsAsFactors = FALSE)

STEP-4: Obtain movie feature matrix, i.e., movie$genres matrix, but each genre is
separated into columns by splitting the pipe (“|”) to separate genres
available in movie dataset using tstrsplit() function available in data.table
package.

gen-
res2<as.data.frame(tstrsplit(genres[,1],'[|]',type.conver
t=TRUE), stringsAsFactors=FALSE)

STEP-5: Create a genre matrix with column containing every unique genre and
row containing movie and indicates genre is present or not for each
movie.

344 D. Das et al.



genre_list <- c("Action", "Adventure"……."Western")
genre_matrix[1,] <- genre_list #set first row to genre 
list

#iterate through matrix
for (i in 1:nrow(genres2)) {
for (c in 1:ncol(genres2)) {
genmat_col = which(genre_matrix[1,] == genres2[i,c])
genre_matrix[i+1,genmat_col] <- 1 

} 
}

STEP-6: Convert rating matrix into binary format, i.e.

if (binary_ratings[i,3] > 5) 
binary_ratings[i,3] <- 1 

else{
binary_ratings[i,3] <- -1 

STEP-7: Remove movies that never been rated, i.e., remove the rows that are not
rated in movie dataset and also from the genre matrix.

movies<-movies[-which((movieIds%in%ratingmovieIds) == 
FALSE),]
rownames(movies2) <- NULL
genre_matrix <- genre_matrix[-which((movieIds %in%
ratingmovieIds) == FALSE),]
rownames(genre_matrix) <- NULL

STEP-8: Create a user profile matrix, i.e., output matrix by calculating dot product
between Movie genre matrix and binary rating matrix. Convert all
negative value to 0.

STEP-9: Now, the user profiles created show the aggregated inclination of each
user toward movie genres, each column represents a unique user ID,

for (c in 1:ncol(binary_ratings))
for (i in 1:ncol(genre_matrix3))
output[i,c] <- sum((genre_matrix3[,i]) * (bina-
ry_ratings2[,c]))
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and positive values show a preference toward a certain genre and then
simplified the values into binary matrix, i.e., positive values mapped to 1
represent likeness and negative values to 0.

if (output[i] < 0)

STEP-10: Then, assume that users like similar items and retrieve movies that are
closest in similarity to a user’s profile, which represents a user’s pref-
erence for an item’s feature.

STEP-11: Use Jaccard similarity coefficient to measure the similarities between
user profile and the movie genre matrix. The dist () function from the
proxy library to calculate Jaccard distance.

STEP-12: Recommend the movie for specific user with highest similarities.

6 Results

We have applied the proposed algorithm on the Movie Rating Dataset Collected
from Twitter [10] and got the list of movies for specific users with highest simi-
larities (Table 1).

Table 1 Few example of movies recommended to Twitter users

Twitter id Movie id Movie title Genres

31260677 115964 Crash (1996) Drama
120177 Spawn (1997) Action|Fantasy|Thriller
134847 Pitch Black (2000) Action|Sci-Fi|Thriller
356910 Mr. & Mrs. Smith (2005) Action|Comedy|Romance
890888 Vollidiot (2007) Comedy
1135092 The Limits of Control (2009) Crime|Drama|Mystery|Thriller
1500512 Private Romeo (2011) Drama

18405182 43949 Quo Vadis (1951) Drama|Romance
64729 Nightmare in Wax (1969) Horror|Mystery|Sci-Fi

307479 Solaris (2002) Drama|Mystery|Romance|Sci-fi
988043 One-Eyed Monster (2008) Comedy|Horror|Sci-Fi
1513713 Baska Dilde Ask (2009) Drama
56262 The Music Man (1962) Musical|Comedy|Family|

Romance
87597 The Last Starfighter (1984) Action|Adventure|Family|Sci-Fi

112461 The Basketball Diaries (1995) Biography|Crime|Drama|Sport
445990 Invincible (2006) Biography|Drama|Sport
1020543 Infestation (2009) Action|Comedy|Horror|Sci-Fi

output[i] <- 0 
else {
output[i] <- 1 
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7 Conclusion

In this paper, we have presented our approach on building personalized movie
recommendation engine. We tried to recommend a list of movies to specific Twitter
users using content-based collaborative filtering approach by analyzing rating
datasets collected from Twitter. This algorithm also can be applied to other products
with small modification.

In the future, various other attributes like textual data analysis for sentiment
evaluation and techniques can be developed and evaluated for efficient imple-
mentation of recommendation systems. Also by combining recommendation sys-
tems with machine learning (ML) and natural language processing (NLP), we can
develop powerful and efficient recommendation systems which will consider var-
ious aspects. Using machine learning, we can train the system to provide better
recommendations based on its past experiences.
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Implementation of Chaotic-Based Hybrid
Method to Provide Double Layer
Protection

Shreela Dash, Madhabananda Das and Mamatarani Das

Abstract In the modern era, Internet is the most widely used transmission medium.
While transmitting any secret information through any public channel, then that
may be hacked in between. So to send data to the receiver without any kind of
damage, here we have proposed a hybrid method by using both the cryptography
and steganography technique. The secret message is first encrypted by using chaotic
neural network. For encrypting data, we used CNN because of its random nature
which is very challenging for hackers to know about the secret information. The
secret key decides the position to hide the encrypted data. Only authorized users
share the secret key. The receiver finds the original message by using secret key and
then decryption is performed. Our experiment shows that PSNR of our method is
very high as the technique modifies lesser number of bits. This method provides
good security and less distortion to original image.

Keywords Chaotic neural network (CNN) ⋅ Matrix encoding
Least significant bit (LSB)
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1 Introduction

Steganography is the most widely used technique for hiding data, i.e., image, audio,
or video in the cover medium. The cover medium can also be any digital image,
digital audio, or digital video. The technique is used for confidential communica-
tion, secret data storing, and protection of data modification by the hackers.
Cryptography is the method for encrypting the data which the unauthorized user
cannot access. It provides confidentiality, authenticity, and integrity of data. Both
cryptography and steganography techniques attract the researchers for protecting
data in the Internet era. Categorically steganography methods can be either
spatial-domain- or frequency-domain-based. In this paper, spatial domain method is
used where we are directly dealing with the intensity of pixels. This method is more
simple and efficient than frequency domain. In the proposed method, the scrambled
message is hidden inside the cover medium. Since this method combines both the
concepts of cryptography and steganography, it provides high security to data.

The rest of the paper is organized as follows: Related Works in Sect. 2, Proposed
Work in Sect. 3, Encryption using CNN is explained in Sect. 4, Embedding and
Extraction algorithm is in Sect. 5, the analysis of simulation result in Sect. 6, and
Conclusion in Sect. 7.

2 Related Works

Steganography strategies are based upon either spatial or frequency domain tech-
niques. In spatial domain technique, we are straightforwardly dealing with the
pixels of the cover picture. Spatial domain approach utilizes LSB-based
steganography.

In [1], Cheng-Hsing Yang has proposed LSB substitution scheme. This
approach saves time complexity for embedding. From the experiment, it is observed
that the execution time is better than the previous schemes.

In [2], author has proposed that the LSB of color image is used for hiding data.
This is done by directly substituting the least significant bits of three color planes
red, green, and blue. It gives more capacity for storing secret data.

Jarno Mielikainen has described a steganography method in [3] for hiding
message bits into a cover medium. In the LSBM methodology, the random choice is
given to add or subtract one bit from the pixel of the cover image. The inserting is
done utilizing a couple of pixels, where the first pixel conveys one piece of data,
and a component of the two pixel values conveys another piece of data. This
technique permits inserting an indistinguishable payload from LSB by coordinating
however with fewer changes to the cover picture. The evaluation of this technique
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demonstrates better conventional LSB coordinating as far as distortion and resis-
tance against existing steganalysis are concerned.

In [4], the author has proposed LSBMR algorithm which selects suitable region
in the cover image for embedding data. By hiding secret data in the specific region
of the pixels, the detection becomes difficult. The maximum embedding capacity
can be improved by modifying the parameters of neighbor pixels.

In [5], steganography using edge adaptive image is given. In [6], chaos-based
edge adaptive steganography is given. It uses Canny’s edge detection algorithm for
detecting edge pixels and data is embedded in the edge pixels. Canny’s edge
detection can detect almost all edges including weak and strong edges [7]. The
secret message is twisted using chaotic cat map. Then the encrypted message is
hidden in the edge pixels but not directly. More secrecy is incorporated by doing
XOR operation. But the restriction is that only 2 secret bits are hidden in the edge
pixel of red, green, and blue. So capacity to hide secret data is compromised.

In [8], the authors have proposed a Huffman encoding-based image steganog-
raphy. In this scheme, the secret image is first encoded by Huffman encoding
scheme. Then the number of bits is compressed up to 2 bits in different tires. Now
these two bits are embedded in last or first pixel in two LSB positions of a cover
image. This technique is more robust compared to others.

3 Proposed Work

In the proposed model, the benefits of both the steganography and cryptography
techniques are combined. Images and multimedia data which are transmitted over
the insecure channel must also be encrypted due to security reason. But image
encryption through traditional cryptosystem is not efficient due to the following two
reasons.

1. Images are comparatively larger in size than text.
2. Time to process image is more than text data.

However, a chaotic sequence shows random behavior through its sensitive
dependence on initial condition. It is non-converging and also non-periodic.
Changing the initial value alone will generate a large number of deterministic and
reproducible signals in a random manner. These random sequences can be con-
verted into integer-valued sequences and can be used for image encryption effi-
ciently. The encrypted data is hidden inside the cover medium. The proposed
framework for embedding and extraction is given in Fig. 1.
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This method provides a double layer security by using both cryptography and
steganography using secret key. So although the attacker knows the technique, it
cannot extract the secret message.

4 Chaotic Encryption

To solve many real-world problems, a powerful technique called neural networks is
used. Neural networks have the ability to learn from experience. Researchers found
a considerable measure of enthusiasm because of the way of confusion which is
utilized as a part of different building disciplines, where cryptography must be a
standout among the most potential applications. The properties of chaos like
ergodicity, semi-arbitrariness, affectability reliance on introductory conditions, and
system parameters have allowed confused progression as a promising option for the
traditional cryptographic calculations. Chaos-based cryptography depends on per-
plexing elements of nonlinear frameworks or maps which are deterministic in
nature however straightforward. It can give a quick and secure means for infor-
mation protection assurance, which is essential for digital media information
transmission over the broadband Web correspondence.

Suppose any image of size m × n is to be encoded using CNN, then the
algorithm is given below:

Fig. 1 Proposed framework for embedding and extraction
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Algorithm 1: Chaotic Encryption algorithm using neural network
Input: Secret Image IMG
Output: Encrypted secret image EIMG
Step 1: Convert the gray scale image IMG of size m x n into binary and 
keep it in the one dimensional array of size L. 
Step 2: Initialize two parameters μ and X (1) to generate chaotic 
sequence.
Step 3: Determine X (1), X (2) ....X (L) by using the formula X(i)=μ*X(i-
1) *(1-X (i-1));
Step 4: Create the binary representation of X(i) for i=0,1, ...L. 
Step 5: Train the chaotic neural network by determining weight matrix.

For n=0 to L-1 do
Let g(n) = (d0*20+d1*21+d2*22.... +d7*27)

For P=0 to 7 do
For q=0 to 7 do

Set Wpq = 0 if p is not equal to q
Set Wpq = 1 if p is equal to q and b (8*n + p) = 0
Set Wpq= -1 if p is equal to q and b (8*n + p) = 1

if b (8*n + p) = 0 
Фp = -½

else
Фp = ½

end
di=f (∑ Wpq* di+ Фp ) (where i=0,1…7) if (x >= 0)

f (x) = 1
else

f (x) = 0
end

g’(n)=   ∑   d i’*2’
end

5 Secret Key-Based Steganography Approach

In this paper, the encrypted data is converted to 1D array and each bit is hidden
inside the LSB of either the green or blue pixel using the secret key and red matrix.

The transformation of key into 1D circular array is given below. How the secret
key is represented in 1D array is given in Fig. 2.

(1) Embedding Algorithm

The cover medium used here to hide the encrypted data is image. The decision to
hide the data depends on red matrix and key. The key and the red matrix are
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combined to decide if 2 bits of hidden data are kept with green or blue matrix. This
process continues till the secret information finishes. The authenticated receiver
after receiving the stego image can extract the secret message.

Input: Cover Image, Secret Key, Encrypted message
Output: Stego Image
Procedure:
Step1: The Encrypted message (S) is converted into 1-D array of bit stream of 
Length L.
Step2: Convert the cover image (C) to binary with size r and c.
Step2: Convert the secret Key into 1-D circular array of bit stream K.
Step3: The cover image is segmented into three matrices i.e. R, G and B of size r 
and c.
Step4: Set k=1, Counter=0
Step5: While(Counter<L)

{
for (m=1; m<=r; m++)
for (n=8; n<=c-8; n=n+8)

if (Rm,n XOR k=1)
{
Gm,n= S(Counter);
Gm, n-1= S(Counter+1);
Counter+=2
}

else
{
Bm,n= S(Counter);
Bm, n-1= S(Counter+1);
Counter+=2

}
}

Step6: End

Fig. 2 Illustration of secret key in 1D array
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(2) Extraction Algorithm

To generate the secret image, the stego image S is separated into three matrices
R, G, B. Using the reverse process of embedding, encrypted secret image M is
generated.

Input: Stego Image, Secret Key
Output: Hidden Message
Procedure:
Step1: Stego Image is converted into three matrices R, G, B of size r and c.
Step2: Convert the secret Key into 1-D circular array of bit stream (Length L)
Step3: Set k=1, Counter=0

while(Counter<L)
{

for (m=1; m<=r; m++)
for (n=8; n<=c-8; n=n+8)
{

if (Rm,n XOR k=1)
{
S(Counter)= Gm,n;
S(Counter+1) = Gm, n-1;
Counter+=2
}

else
{
S(Counter)= Bm,n;
S(Counter+1) = Bm, n-1;
Counter+=2

}
}

Step4: Repeat Step3 until all the bits of the hidden message gets extracted.
Step5: Finally reshape the 1-D Array into 2-D Array to get the actual information   

to get the Encrypted message.
Step 6: The Encrypted message is passed through Chaotic decryption to get the 

original secret message.
End

6 Result and Analysis

The simulation of the steganography techniques and chaotic neural network is done
in MATLAB Version 7.13.0.564 (R2011b). After chaotic encryption of the fol-
lowing secret images Leena (150 × 150), Monarch (100 × 67), and Scene
(86 × 60), given in Fig. 3a, we got the encrypted image. The cover image we have
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taken is green sunset of different sizes (512 × 340), (806 × 536), and
(1024 × 681), given in Fig. 3b.

The embedding algorithm has been tested by calculating the PSNR of cover and
stego images and time taken to embed, security of the secret message and capacity
of cover image to hold the amount of secret information, where MSE and PSNR are
calculated as per Eqs. 1 and 2.

MSE is defined as the square of error between cover image (I) and stego image
(K).

MSE=
1

N ×M
∑
N − 1

i=0
∑

M − 1

j=0
X i, jð Þ−Y i, jð Þ½ �2 ð1Þ

whereas PSNR is defined as the ratio of peak square value of pixels by MSE. It is
used to detect the distortion present in the stego image comparing with original.

The PSNR is mathematically defined as below where L is the range of values a
pixel can take, i.e., 28 − 1 = 255.

PSNR=10 log10
L2

MSE
ð2Þ

Fig. 3 a List of secret images. b Cover image (green sunset)

Table 1 PSNR calculation for different secret images over a cover image of different sizes

Size of cover image green sunset Size of secret PSNR
Image

512 × 340 Leena (150 × 150) 67.2
Monarch (100 × 67) 61.2
Scene (80 × 60) 55.6

806 × 536 Leena (150 × 150) 71.7
Monarch (100 × 67) 65.7
Scene (80 × 60) 59.6

1024 × 681 Leena (150 × 150) 73.3
Monarch (100 × 67) 67.2
Scene (80 × 60) 55.9
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The change in the stego image remains undetected with the human eye if PSNR
is high. Table 1 shows the PSNR values for different sizes of secret image and
cover image and the corresponding histogram is shown in Fig. 4, where the row
represents the size of image and column represents PSNR in dB.

7 Conclusion

The proposed hybrid framework provides more security, but with lesser distortion
to the secret message. It is extremely troublesome for the unapproved clients to
distinguish any adjustments in the stego picture as PSNR is high. Even if anyone
knows the presence of any secret communication and tries to retrieve the hidden
data, then it is difficult because secret message is encrypted using chaotic
encryption. Here, two random values of ‘x’ and ‘µ’ are chosen. From the experi-
ment, it is seen that, by taking x = 0.75 and µ = 3.9, it provides better security.
This technique is limited to secret image of less size. We can achieve more security
with high capacity by using some compression technique.
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Sentiment Analysis Using N-gram
Technique

Himadri Tanaya Chidananda, Debashis Das and Santwana Sagnika

Abstract Dramatic growth of social media has created remarkable interest among
Internet users nowadays. Information from these Web sites in the form of reviews,
feedbacks, ratings, etc., can be utilized for various purposes like to find out users’
taste or interest to develop a proper marketing strategy, maybe for a survey about
the product by using sentiment analysis. Twitter is generally used for posting long
comments in short status. Twitter offers organizations a fast and powerful approach
to investigate customers’ viewpoints toward the critical to success in the open
market. Previously we calculate sentiment of each word for the sentiment, which
may or may not be accurate because may be the same word used in past for negative
review, but presently it is used for positive sense. We propose a method by applying
both log function and N-gram techniques to find out the sentiment of the Twitter
data in R to build a robust engine to achieve more accuracy.

Keywords Sentiment analysis ⋅ Preprocessing ⋅ N-grams

1 Introduction

Data is the backbone of the twenty-first century, and analytics are the combustion
engine. Data is everywhere, in every industry in the form of videos, images,
numbers, and text. There is no restriction of the information as it shows everywhere
throughout the universe. As data continues to grow, so does the need to sort it out.
Every second, there are around 8,23 tweets on Twitter, and every minute, nearly
520 comments are displayed, 294,000 statuses are updated, and 138,000 snapshots
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are uploaded on Facebook, and every time, Walmart, a global discount department
store chain, handles more than 1 million client transactions. Collecting such large
amount of data would just be a waste of time, storage space, and effort if it cannot
be put to any logical use. Organizations, independent entities, government, political
parties, and police, among others, are finally investing time and money in unlocking
the power of data. They analyze the data to understand and interpret market trends,
study customer behavior, and take financial and logistical decisions. The need to
sort, analyze, organize, and offer this critical data in a systematic manner which
leads to the rise of the much-discussed term, big data.

According to the huge number of people are using social network sites to express
their feelings, opinion and uncover about their everyday lives. However, people
compose anything such as social activities or any comment on items. In addition,
social media gives a chance for the business that giving a platform to interface with
their customers, for example, social media to advertise or talk specifically to cus-
tomers for associating with customer’s point of view of products and services.

Twitter is a person-to-person communication and blogging Web site, which
enables its users to read and post short tweets. Nowadays twitter becomes most
popular data source for research because it has approximately 600 M of customers
and over 250 M tweets per day generated. It became an essential platform where
users express their sentiments and conclusion about any situation, product, etc.
Generally, the tweets are limited to 140 characters in length, which may contain the
noises like regional and SMS-type language data, sarcastic reviews, review that
may not express any meaning, etc., so we have to eliminate this type of noises
before performing sentiment analysis. SA has made it possible to analyze the state
of mind of a person. It can push us to decide the positive, negative, or neutral
perspective of a person based on his mentality on a given subject.

1.1 Sentiment Analysis

Sentiment analysis is a test that becomes very important for the companies because
of emerging social media such as Facebook, Twitter, for example, a company wants
to track tweets about their brands or products. Politicians can use this to track their
campaigns, etc. Sentiment analysis or opinion mining is the process of knowing the
people’s attitude, opinions, their feelings, and emotions about any product or movie
or any item. It is an information retrieval process as well as natural language
processing task which is very challenging to carry out, but it is done due to its
various applications in many areas. Opinion may differ from person to person in the
same product. It may be positive or may be negative about the same product,
because the product may have good feature or may have bad feature. On this basis,
sentiment analysis can be of many types. It generally describes people’s feelings
and emotion toward an entity [1].
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Different levels of sentiment analysis

Different levels of sentiment analysis are of three types [2]:

Document level: The whole file contains group’s opinion. The file verifies whether
it conveys the positive or negative sentiment.

Sentence level: It verifies whether a sentence conveys positive, negative, or neutral
meaning.

Entity and aspect level: It verifies the emotions which are present at each level.
The rest of the paper is organized in the following manner. Section 1 is the

introduction of Twitter sentiment and also the brief of big data. Section 2 states the
associated work. Section 3 states a brief overview of our proposed design and
information collection using R. Section 4 highlights our analysis results. The last
area is based around conclusion and future work.

2 Related Work

A ton of work has been done in the field of sentiment analysis using social net-
works. There are different approaches to gathering user opinions on various
subjects.

Anto et al. [3] proposed a technique to acquire user’s feedbacks in the scenario
where the most users fail to give feedbacks, by automatic extraction of data about
the specific product from Twitter. They compare various text classifier techniques
like Naive Bayes and found SVM to be 82% accurate, so they used SVM as text
classifier. They used a third API Twitter4J for data extraction. Merits are more
accurate; the rating can be done with the lack of direct information; demerits are
application in another field which needs further investigation.

Ni et al. [4] proposed a newmodel to increase the efficiency of Naive Bayes. In his
model, most efficient methods for computing the weight, classification, and feature
extraction are applied. By using the term frequency, weight is calculated. Bayesian
algorithm is used in this newmodel. In this, unique feature and representative features
are used to adjust the weights of the classifiers. The information which represents a
class is known as representative feature. The information which helps in differenti-
ating between the classes is known as a unique feature. On the basis of weights, the
probability for each classification is calculated and this feature improves the Bayesian
algorithm.

Domingos et al. [5] concluded that Naive Bayes provides efficient results in case
of certain problems where features are highly dependent, whereas Naive Bayes has
a basic assumption that features must be independent of each other, but Naive
Bayes gives better results.

Park et al. [6] generated a large amount of Twitter data by collecting the tweets
automatically. Tweets are collected with the help of Application Programming
Interface (API). He analyzed them by using emoticons. POS-tags and N-gram
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features are used by the Naive Bayes classifier. But in this method, there is a high
probability of error, because the sentiments of tweets in the training dataset are
considered as only on the basis of polarization of emoticons. Reason for less effi-
ciency of the training set is that it considers only those tweets which have emoticons.

Aliza Sarlan et al. [7], in this paper, proposed a model to extract a huge amount
of tweets from Twitter, to perform the sentiment analysis on that to classify the
tweets into positive, negative and to represent the classification in the form of a pie
chart and HTML page to deploy them in a Web application.

Zhao Jianqiang et al. [8], in this paper, have proposed amodel to preprocessing the
data before performing sentiment analysis on themby removing acronym, stopwords,
negation, etc., to increase the performance of classifiers for each dataset.

Monu Kumar et al. [9], in this paper, proposed a model to analyze and store the
big data using Hadoop technology in a cloud environment to perform sentiment
analysis.

Zhao Jianqiang et al. [10], in this paper, discussed the properties of a text
preprocessing method on sentiment classification performance in two types of
classification tasks and summed up the classification performances of six prepro-
cessing methods using two feature models and four classifiers on five Twitter
datasets. The experiments show that the accuracy using two component models and
four classifiers on five Twitter datasets. The examinations demonstrated that the
precision and F1-measure of Twitter sentiment classification classifier are improved
when using the preprocessing methods.

Kuat Yessenov et al. [11] proposed an exact investigation of the effectiveness of
machine learning methods in categorizing instant memos by semantic significance.
They proposed different approaches in extracting text features such as bag-of-words
model, handling negation, controlling to adverbs and adjectives hurdling word
occurrences by a threshold, WordNet substitute’s knowledge. The performance is

Fig. 1 Social media sentiment emojis
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estimated to an accuracy of four machine learning techniques such as Decision
Trees, k-means clustering, Maximum Entropy, and Naive Bayes. Merits are 1. It
evaluates the fitness of different feature selection and learning algorithms on the
classification of comments according to their subjectivity and their polarity (Fig. 1).

3 Proposed Model

3.1 What Is N-gram Techniques?

Traditionally, we take each word of a sentence to calculate the sentiment of the
sentence, but there may be scenario that the word is previously used for positive
sense, but now it is used for negative; let’s consider, e.g., “what an awesome
product, totally waste of money,” if we consider “awesome” it is a positive word
but if we consider the whole statement, it is expressing the negative sentiment. Due
to these types of short comings, the N-gram technique came into the picture. An
N-gram is a sequence of a “words” taken, in order, from a body of text. Basically,
we consider one or more than one word at a time for evaluating the score of the
sentence. It may be unary, binary, tertiary, and so on [12].

Example: “It’s a surprisingly funny movie.”
Funny movie: 2 grams
Surprisingly funny movie: 3 grams

Pre Processing:

1. Input a sentence: “a surprisingly funny movie.”

2. Split it up: [a, surprisingly, funny, movie]

3. Cleanup: (remove stop words, punctuation, etc.):

(Surprisingly, funny, movie)

4. Stem: [surprisingli, funni, movi]

Take the above key words and compare in training datasets.
[Surprisingli, Funni, movi]

Funni occurs 0.1                            movi occurs 0.7 of 
Of all reviews                                all reviews

[Funni, movi, I, recommend, it]  // from training datasets 

Score = 1/0.1 + 1/0.7
 = 10 + 1.43
 = 11.43
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Suppose the reviews contain the word, i.e., very very rare. In this case, the word
“Enigma,” i.e., the name of the movie, then the fraction of time the word occurs in
the training set is very small, maybe 1 in 1000 of reviews. When you divide it in
score calculation, the contribution will become 1000 making all the other word
scores irrelevant.

[Enigma, surprisingli, funni, movi]
Only occurs in      only occurs in        only occurs in
0.001 of reviews 0.1 of reviews 0.7 of reviews

[Enigma, funni, movi, I, recommend, it]

Score = 1/0.001 + 1/0.1 + 1/0.7
 = 1000 + 10 + 1.43
 = 1011.43

3.2 Log Function: “Squasher” (for Value > 1)

So we need to squash these greater larger numbers and make them small. The
logarithm function is appropriate as long as we deal with the values >1.

Log (1) = 0
Log (5) = 0.7
Log (10) = 1
Log (100) = 2
Log (1000) = 3
Log (3000) = 3.7
⋮
Log (100000000000000) = 14
Etc.

If we pass each result through log before counting the final score, we can see that
the huge number of our rare word is squashing all the way down to 3 and the other
word will contribute more comparable amount. If we want to more squash the
number, we can use log base greater than 1.

[Enigma, surprisingli, funni, movi]

Only occurs in      only occurs in        only occurs in
0.001 of reviews 0.1 of reviews 0.7 of reviews

[Enigma, funni, movi, I, recommend, it]

Score = log (1/0.001) + log (1/0.1) + log (1/0.7)
 = log (1000) + log (10) + log (1.43)
 = 3 + 1 + 0.15
 = 4.15
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3.3 Dataset

We used the movie review datasets consists of 5000 reviews available in text2vec
package. We used this dataset because normal text takes a lot more memory as
compared to vectorized text, because they are stored as sparse matrices. We divided
the whole datasets into two parts: train dataset and test dataset.

3.4 Proposed Algorithm for Sentiment Analysis

Input: Enter the tweets for Twitter analysis
Output: Graphical representation of sentiment of all the tweets
Step1: Extracting the desired data from Twitter
Step2: Convert the tweet into text format
Step3: Data Preprocessing

• Remove the punctuation mark
• Convert the lower case
• Remove stop words like, and, or
• Remove the numbers
• Remove the white space

Step4: Break the tweets into individual words
Step5: Calculate the overall score of the tweet using N-gram techniques and log
functions
Step6: Repeat steps 4–5 until all the tweets processed
Step7: Calculate the overall sentiment from the score array
Step8: Plot the sentiment graph for all the tweets

4 Result

We performed the sentiment analysis by considering 2 grams on testing datasets
and got 92.68% accuracy (Fig. 2).
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5 Conclusion

Sentiment analysis is a machine learning issue that has been a research concern for
recent years. Although several notable works have come in this field, a completely
automated and profoundly well-organized system has not been presented till now.
This is because of the unstructured nature of natural language. Latest research
shows the use of sentimental analysis in the development of the more precise
recommender system. These types of approaches are usually used in the
e-commerce business.

By considering each word of the review to find out the sentiment, it may or may
not be accurate because may be the same word used in past for negative review but
presently it is used for positive sense. So we have applied the bi-gram on movie
review dataset and got 92% accuracy on test datasets.
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A Novel Edge-Supported Cost-Efficient
Resource Management Approach
for Smart Grid System
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Abstract The smart grids, a new-generation power supply system, have the
capacity to lowering the cost, can increase service provision tremendously, and
make surroundings greener as compared to conventional power supply systems. To
interact with the physical world and widen its capabilities, integrated smart grid
cyber-physical system (SG-CPS) can be used for computation, communication, and
control. To support smart grid (SG), cloud components are employed for storing
and processing users’ power demand and control flow information generated at
different control components like smart meter (SM), home energy management
(HEM), phasor measurement units (PMUs), and soon. But storing smart grid data to
cloud and processing incurs unacceptable delays. This paper addresses
quality-of-service (QoS) requirements of SGs by integrating fog computing along
with cloud computing infrastructure for realizing an Edge Computing integrated
Smart Grid (EC-iSG). To that end, this paper presents novel heuristics for resource
management of such integrated infrastructure that accounts for parameters such as
uplink and downlink communication costs, cost for VM deployment, and cost for
communicating among base stations. The results presented demonstrate the efficacy
of the proposed methodology.
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1 Introduction

To interact with the physical world and widen its capabilities, cyber-physical
system (CPS) can be used for computation, communication, and control [1]. The
use of bidirectional connection between SG’s physical components and computa-
tional elements significantly increases the efficiency, reliability, and
cost-effectiveness of CPS [2]. As smart grid is a very complex system, it is very
difficult to manage the operations in CPS optimally, and hence, it is a challenge to
achieve high performance in real-time system with limited computational resources.
Smart grids are complex engineering systems that seamlessly integrate computa-
tional network and cyber-resources with numerous physical processes, all encap-
sulated as a single unit [3]. EC-iSG holds a lot of promise toward power saving
while fulfilling users’ long-term QoS demands over time.

On the other hand, there has been a boom in population in the past years which
has automatically led to an exponential growth in the number of houses and dis-
tribution points in the area. It has been estimated that this trend will be maintained
in the years to come which will lead to increase data size as compared to a few years
back. So, the old infrastructure of the cloud has to be modified to meet the new
needs and also abide to the service quality assured to the users. The proposed
approach is a coupling of edge computing and SM to make EC-iSG. It integrates
the fog infrastructure with the SM to give a cost- and energy-effective model and
give high standards of QoS than the previous SG model. The objective is to replace
the conventional model of integrating SG with the cloud infrastructure. The com-
munication between the devices of EMU is done using the cloud infrastructure. But
this architecture is slowly being obsolete, the reason being that directly using the
cloud to handle huge amount of generated data will create the huge amount of traffic
in the servers. Accessing this information at different EMU levels from cloud
directly will slow down the process, and delay incurred may reduce the QoS of
entire system. It would be great if the load on cloud is distributed by a lower layer
that uploads and downloads from the cloud only when necessary and handles most
of the requests by itself. The remainder of this paper is organized as follows.
Section 2 presents smart grid strategy and discusses its inherent limitations with an
intuitive and illustrative example. Section 3 systematically presents the EC-iSG
model and its underlying design principles. This section also presents the algorithm
with a short discussion on the implementation details. Section 4 presents the effi-
cacy of the proposed algorithm. Section 5 explains the experiments conducted on
the aforementioned framework. Finally, the conclusions are presented in Sect. 6.
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2 Literature Review

One of the major components of smart grid is base station and the policies asso-
ciated with it. A number of studies have focused on base station-related tech-
nologies with myriad varieties in terms of model assumptions. For example, [4]
develop a theoretical scheme for BS energy savings in conjunction with user
association. Lee. S. et al. [5] addressed complications that arise one of temporal
equality. Smart grid’s two major components, namely PMUs as effective sensors for
SGs, have been studied in [6], and a reliability study has been well studied in [7–9].
Similarly, home/residential management has been addressed in [10, 11].

2.1 Cloud-Enabled SG Model

Many research works have been dedicated to elaborate the benefits and opportu-
nities of cloud-based smart grid system [3]. To manage the information of smart
grid in cloud computing, [12, 13] proposes cloud-based smart grid information
management models. An abstract of CSSGIM model is presented in Figs. 1 and 2,
which shows how smart grid-generated data are uploaded to cloud for monitoring
and billing purpose. In a cloud-enabled SG model, the major concern was the
amount of delay incurred at different levels which fails to support the real-time
services to give rapid response to consumers.

In this regard, we propose an enhanced fog-aided model that can effectively
support QoS-enabled SG operations, as depicted in Fig. 2. There are also some
works undertaken regarding the response time by giving direct communication
among devices and consumers [14]. Simmhan et al. [15] have done an analysis for
the benefits of integrating cloud platform with SG for demand response. Nagothu
et al. [16] have discussed the contributions of different cloud technologies like

Fig. 1 Existing cloud-enabled smart grid
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cloud storage and security to improve the disaster awareness level. Some of the
research is also dedicated to develop the required cloud computing software
methodology which can bring together energy service procedures and modern Web
interoperable technologies [17]. Even though uses of cloud computing platform
have been proven to be a boon to satisfy the computational requirements of smart
grid system, it came across some challenges too like location of data, mixing of
data, and term of agreement. All of these challenges were clearly defined and
addressed by W. Deng et al. [18].

2.2 Fog Computing

Fog computing is proposed in [19], where cloud scenarios are offered much closer
to SG devices and [20] present various technologies that are fundamental to realize
fog computing. However, these works do not present concrete and working models,
and this paper does that for SG’s perspective under the proposed EC-iSG
framework.

3 EC-ISG Model

This section consists of an introduction of our EC-iSG network model. It consists of
the network model and the different types of constraints that exist in the model.
Then, the cost function is formulated on the basis of different parameters like uplink
cost, inter-BS communication, deployment, processing cost which can then be
solved using those constraints earlier formulated. The notations that are used in this
paper are given in Table 1.

Fig. 2 Edge-computing enabled smart grid model
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3.1 EC-ISG Network Model

In this model, we are considering a connected wireless network as an undirected
graph G = (N, E). Here, N represents the set of nodes consisting of union of set of
generating devices and base stations B, i.e., N=DUB, and E represents the edge
links between the base stations. If the devices and base station are in the com-
munication range of each other, then there is an edge Ei,j between them where i ∈
D and j ∈ B. Xi,j is a binary variable indicating the reachability of device ‘i’ and
BSj in the transmission range. For a base station j ∈ B, let us consider the uplink
cost at base station i and denote the communication cost between base stations i and
j. It is assumed that the transmission delay is related to the network topology in the
model and link capacities between the base stations are sufficient to take the load.
The transmission delay on the edge Ei,j has been provided. The device is able to
send the generated data to base stations using the uplinks. The base stations are
composed of a subcarrier set Sub for uplink communication. Further, the number of
subcarriers and bandwidth in all the base stations is same. Each base station b ∈ B
in (1) EC-iSG has a server to host the VMs for different tasks as well as an antenna
for wireless communication over a large area. Since the base station has a server,

Table 1 Notations

Constraints

D, B & Q Set of devices, set of base station (BS), and application set
Sub The subcarrier set
UCostaj The uplink cost at BS j of Application ‘a’

CCostj, k The communication cost between BS j and k

ADa The delay constraint of a application ‘A’
αai The arrival rate for application ‘a’ from device ‘i’

Lai The data length for application ‘a’ from device ‘i’

xi, j The binary variable indicating if the device ‘i’ is in the coverage of BS ‘j’

R The data rate of one subcarrier
Scapj The storage capacity of BS ‘j’

Ccapj The computation capacity of BS ‘j’

Variables
assj, i A binary variable implying the association among BSs for devices i and j

assscj, i Binary variable implying subcarrier BSj’s allocation to device i or not

paj, k A binary variable indicating if data from BS j for app ‘a’ are processed in BSk or
not

vma
k Binary variable indicating if VM for app ‘a’ is placed in BS ‘k’ or not

λaj, k The request rate for app ‘a’ from BSj to BSk
μak The processing rate for processing a application ‘a’ in BSk

DTa Maximum delay tolerance for an application ‘a’
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it has computation power as well as storage capacity. A renting cost Rj is charged
for hosting a VM at the BS i. A device i ∈ U carries a smartphone or a smart device
when traveling around randomly in any area which will be in range of one or more
base stations. Let the set of all application in the whole system be denoted by Q.
The device sends its energy consumption request for a particular application to the
associated base station. Let us represent the average arrival rate of data stream for
application a in the home of device i. The length of the data stream uploaded by the
device j for application ‘a’ is Li

a. A VM is launched at the corresponding BS each
time the data are uploaded. There exists a delay between the request by the device
and its processing. The maximum delay tolerable by the device for application ‘a’ is
denoted by DTa.

3.2 Problem Statement

The main objective is to guarantee the QoS to the devices and to minimize the
overall deployment cost of EC-iSG in the given edge infrastructure. We prefer the
association of devices to the base station with the minimum uplink cost. But we
cannot associate all the devices’ connection with a single base station. In smart grid
system, sensing devices are deployed in geographical area, these devices are in the
range of one or two base stations and bandwidth, and cost of these base stations
may change from ISP to ISP and vary from time-to-time due to availability.
Depending upon availability of bandwidth, sensing devices need to select an
appropriate base station for processing. The objective is to minimize the cost while
finding a set of base stations to host the VM for each application. The main
components of cost optimization are finding the best device association with BS,
distributing the tasks and deployment of VM in the BS.

3.3 Problem Formulation

Hereafter, a heuristic for minimizing cost is presented that considers task skew and
VMs deployed with the consideration of task distribution and VM deployment with
the consideration of task distribution and VM deployment.

3.4 Device Association Constraints

If the base station j is connected to the device ‘i’, then the binary variable ai,j is set
to 1, otherwise zero, i.e.
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assi, j =
1, if user ′i′ is associated with BSj
0, Otherwise

� �
ð1Þ

We define a binary variable Ri, j ∀ i ∈ D and j ∈ B to denote whether the device ‘Di’

is reachable from the base station j. This means that if device ‘i’ is associated with
BSj, then Ri, j =1

∑ asssi, j ≤Wi, j, ∀ i∈ D, j∈B
s∈ Sub

ð2Þ

Another constraint is that a device must be connected to only one base station.

∑ assi, j =1, ∃ i∈ D, j∈B ð3Þ

When the device is associated with the base station, a subcarrier is allocated to it
so that device can communicate with the base station in a dedicated path irre-
spective of the other devices connected to that base station. We define a binary
variable As

i, j to represent whether the subcarrier s at base station j is allocated with
the devicei or not. Mathematically,

asssi, j =
1, if device ′i′ is associated with BS j with subcarrier s
0, otherwise

� �
ð4Þ

A subcarrier can be allocated to only one device, and there are no constraints on
the number of subcarriers that are allocated to the device from a base station.

∑ asssi, j ≤ 1, ∀ i∈D, s∈ Sub
and j∈ B

ð5Þ

3.5 Task Distribution Constraints

When the data are uploaded by the device to its corresponding base station, it can
be processed either on the same BS or on any other BS. We define a binary variable
pai, j to determine if the data for application a uploaded to its corresponding base
station is then processed in BS k or not. Mathematically,

pai, j =
1, if data for ′a′ from BS j is processed in k
0, otherwise

� �
ð6Þ

Because of the fact that data are uploaded and processed in different base sta-
tions, we establish the following relationship between the psij and aij as follows.
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psj, k ≤ ∑ assi, j ≤ 1, j, k∈B, i∈ D ð7Þ

This equation signifies the fact that a base station can send the application data to
other base station for processing if and only if it is associated with a device
application.

3.6 VM Placement Constraints

Let binary variable Pa
k denote app a’s VM hosting reality by Bs

k , and thus,

paj, k ≤Pa
k , ∀a∈A, j, k∈B ð8Þ

where ‘A’ is the set of all application
Similarly, considering BS’s data stream over apps’ deployment, we can have

μak ̸N ≤Pa
k ≤N*μak ð9Þ

Accordingly, BS’s resource constraints can be denoted as

∑Pa
kH

a ≤Hk, ∀k∈B and a∈Q ð10Þ

and

∑ μakγ
a ≤Uk,∀k∈B and a∈Q ð11Þ

where μak is rate for app and γa, a scaling factor indicating correlation among rate
and resource allocation.

3.7 QoS Considerations

In the proposed EC-iSG model, data request for subsequent processing undergoes 3
phases, namely

1. uploading data from SG device to its associated BS.
2. data transfer to appropriate base station for processing, and
3. processing delay at concerned BS.

Thus, uplink delays can be computed using (12) and (13).
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ri, j = ∑ aai, jR ∀i∈D, j∈B, s∈ Sub ð12Þ

Ta
i, j = Lai ̸ri, j ð13Þ

4 Cost-Aware Scheduling Algorithm

Considering the above two QoS constraints (12) and (13), we presented our cost-
and delay-aware heuristic algorithm for minimizing the delay and cost as delay is
directly preoperational to cost.
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5 Experimental Setup and Result Discussion Initialize

This section presents the performance results of our proposed algorithm, and same
is compared with greedy approach. The proposed model finds all the base stations
that are within the transmission range of a device and try to associate a device
required application and VM with required computation to a base station with the
minimum uplink cost and processing cost including VM deployment cost and
interbase station communication cost. Figures 3 and 4 depict the performance
difference between the proposed algorithm and greedy approach. Figure 3 depicts
the total cost with respect to the number of devices with fixed number of appli-
cations, whereas Fig. 4 presents the performance effect on request arrival rate. It can
be observed that in case of small arrival rate the performance of greedy approach is
close to proposed heuristic approach, whereas performance of heuristic approach
increases with respect to arrival rate. Our objective is to find the performance
improvement of edge over cloud in smart grid application.

We simulated the network with a size of 500 × 500 area, 50 base stations with
different communication ranges that range from 10 to 15 and 30 devices with
different applications in order to create a simulation network close to realistic. We
consider five different applications for different purposes. Each device with two
applications with arrival rate of [0.1–0.5], and application data length is set within
[10, 50]. Each base station has thee subcarriers with communication cost, VM
deployment cost, and link delay costs that are randomly generated within [2–5],
[1, 10], and [1, 3], respectively. It can be observed that heuristic achieves higher
performance than the greedy approach.

Fig. 3 Performance on total cost
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6 Conclusion

This paper presents a novel cost-minimizing approach for SGs that employ a
fog-supported cloud infrastructure. The proposed EC-iSG model accounts for the
interplay of three pertinent parameters, namely base station correlations, deployed
VMs, and fork-programming distribution for cost optimization and QoS constraints.
Experiments conducted demonstrate much superiority with respect to existing
greedy approaches. The communication load on the cloud infrastructure and the
heavy computation and storage demands make it difficult for the cloud providers to
maintain the QoS to its devices leading to SLA violation. Thus, fog layer handles
the load of the cloud in a lower edge level. Most of the computing thus can be done
on the network edge, and only a fraction of the data and computation is transferred
to the cloud for handling it.

References

1. Rajkumar, Ragunathan Raj, et al. “Cyber-physical systems: the next computing revolution.”
Proceedings of the 47th Design Automation Conference. ACM, 2010.

2. Jiang, B. (2015). Optimization and Management of Cyber-Physical Systems-Smart Grid and
Plug-in Hybrid Electric Vehicles (Doctoral dissertation, Northeastern University Boston).

3. K. Hemant Reddy, D S Roy, D K Mohanta, “Cloud Based Cost Optimization Model for
Effective Smart Grid Information Management”. Part 8 (Big Data Analysis and Cyber
Physical Systems) of edited volume Cyber-Physical Systems: A Computational Perspective,
CRC Press, Taylor & Francis Group, LLC, Florida, USA; Eds. Patnaik L M, Srinivasa K G,
Deka G C, Ganesh S.

4. Son, K., Kim, H., Yi, Y., & Krishnamachari, B. (2011). Base station operation and user
association mechanisms for energy-delay tradeoffs in green cellular networks. IEEE journal
on selected areas in communications, 29(8), 1525–1536.

Fig. 4 Performance effect on request arrival rate

A Novel Edge-Supported Cost-Efficient … 379



5. N. Sung, N.-T. Pham, H. Yoon, S. Lee, and W. Hwang, “Base station association schemes to
reduce unnecessary handovers using location awareness in femtocell networks,” Wireless
Networks, vol. 19, no. 5, pp. 741–753, 2013. [Online]. Available: https://doi.org/10.1007/
s11276-012-0498-0.

6. Mohanta, D. K., Murthy, C., & Sinha Roy, D. (2016). A brief review of phasor measurement
units as sensors for smart grid. Electric Power Components and Systems, 44(4), 411–425.

7. Behera, S., Pattnaik, B. S., Reza, M., & Roy, D. S. (2016). Predicting Consumer Loads for
Improved Power Scheduling in Smart Homes. In Computational Intelligence in Data Mining
—Volume 2 (pp. 463–473). Springer, New Delhi.

8. Murthy, Cherukuri, K. Ajay Varma, Diptendu Sinha Roy, and Dusmanta Kumar Mohanta.
“Reliability evaluation of phasor measurement unit using type-2 fuzzy set theory”; Systems
Journal, IEEE 8, no. 4 (2014): 1302–1309.

9. Murthy, Cherukuri, Anadi Mishra, Debashis Ghosh, Diptendu Sinha Roy, and Dusmanta
Kumar Mohanta.; “Reliability analysis of phasor measurement unit using hidden Markov
Model”; Systems Journal, IEEE 8, no. 4 (2014): 1293–1301.

10. Polaki, S. K., Reza, M., & Roy, D. S. (2015, June). A genetic algorithm for optimal power
scheduling for residential energy management. In Environment and Electrical Engineering
(EEEIC), 2015 IEEE 15th International Conference on (pp. 2061–2065). IEEE.

11. Murthy, C., Roy, D. S., & Mohanta, D. K. (2015). Reliability evaluation of phasor
measurement unit: A system of systems approach. Electric Power Components and Systems,
43(4), 437–448.

12. Bera, Samaresh, SudipMisra, and Joel JPC Rodrigues. “Cloud computing applications for
smart grid: A survey.” IEEE Transactions on Parallel and Distributed Systems 26.5 (2015):
1477–1494.

13. Fang, Xi, et al. “Managing smart grid information in the cloud: opportunities, model, and
applications.” IEEE network 26.4 (2012).

14. Kim, Hongseok, et al. “Cloud-based demand response for smart grid: Architecture and
distributed algorithms.” Smart Grid Communications (SmartGridComm), 2011 IEEE Inter-
national Conference on. IEEE, 2011.

15. Simmhan, Yogesh, et al. “An informatics approach to demand response optimization in smart
grids.” Natural Gas 31 (2011): 60.

16. Nagothu, Kranthimanoj, et al. “Persistent Net-AMI for microgrid infrastructure using
cognitive radio on cloud data centers.” IEEE Systems Journal 6.1 (2012): 4–15.

17. Nikolopoulos, Vassilis, et al. “Web-based decision-support system methodology for smart
provision of adaptive digital energy services over cloud technologies.” IET software 5.5
(2011): 454–465.

18. Deng, Wei, et al. “Harnessing renewable energy in cloud datacenters: opportunities and
challenges.” IEEE Network 28.1 (2014): 48–55.

19. Bonomi, Flavio, et al. “Fog computing and its role in the internet of things.” Proceedings of
the first edition of the MCC workshop on Mobile cloud computing. ACM, 2012.

20. J. Zhu, D. S. Chan, M. S. Prabhu, P. Natarajan, H. Hu, and F. Bonomi, “Improving web sites
performance using edge servers in fog computing architecture,” in Service Oriented System
Engineering (SOSE), 2013 IEEE 7th International Symposium on. IEEE, 2013, pp. 320–323.

380 J. Mishra et al.

http://dx.doi.org/10.1007/s11276-012-0498-0
http://dx.doi.org/10.1007/s11276-012-0498-0


Task Scheduling Mechanism Using
Multi-criteria Decision-making Technique,
MACBETH in Cloud Computing

Suvendu Chandan Nayak, Sasmita Parida, Chitaranjan Tripathy
and Prasant Kumar Pattnaik

Abstract Cloud computing is the new era of Internet technology which provides
various utilities and computing resources from the pool of resources on the basis of
“pay per Use”. It is challenging one to allocate required on-demand resources for all
the users’ request. Meanwhile, the service provider aims toward a better resource
utilization. These user requests are called task, if task execution is bounded by time
limit which is called deadline-based task. The deadline-based tasks have different
parameters. To schedule these tasks, researchers proposed many works based upon
these parameters. However, in this work, we considered the scheduling of
deadline-based task that is a Multi-criteria Decision-making problem due to dif-
ferent task’s parameters associated with it. The work is proposed to implement
Measuring Attractiveness through a Category-Based Evaluation Technique
(MACBETH) to ranking the deadline-based task by which many tasks can meet
their deadline. The results of the proposed work are quite good as compared to the
existing mechanisms.
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1 Introduction

Task scheduling is an important aspect in cloud computing, and it directly impacts
on resource utilization. It is challenging one due to the nature of task, cloud plat-
form, and cloud utility. Moreover, the scheduling of tasks within a deadline while
considering different task parameter is quite interesting and challenging one. The
OpenNebula is one of the open-source cloud platforms [1]. Haizea is the scheduler
used to schedule deadline-sensitive tasks in OpenNebula [2]. Deadline-sensitive
tasks are best-effort leases or tasks. These two types of tasks are different with
respect to allocating resources by time. The best effort allocates on-demand
resources as soon as possible, whereas the deadline-sensitive task allocates
resources within the deadline [3]. Several algorithms have been proposed for
scheduling deadline-sensitive tasks, and backfilling algorithm is one of them.
Backfilling algorithm is optimized first come, first served (FCFS) algorithm [4]. In
backfilling, the tasks are sorted according to their start time. Some of the tasks need
to be backfilled to get ideal resources for the new task. The selection of tasks is
purely on FCFS basis. The scheduling performance of backfilling algorithm
degrades with respect to a number of task schedules due to conflicts among the
similar tasks [5]. The task selection must be carried out through a decision maker.
In this work, we formulate the conflict among the similar tasks as a MCDM
problem, due to the presence of different parameters of deadline-sensitive task.

Most of the research scheduling algorithm performance is evaluated using a
priority and ranking among the tasks. These two processes must follow some
mathematical concepts to rank the tasks during scheduling. The ranking is complex,
mainly during scheduling of deadline-based tasks. So, we have taken an initiative to
implement decision maker Measuring Attractiveness through a Category-Based
Evaluation Technique (MACBETH) [6] to evaluate the ranking among the similar
tasks along with other tasks. The aim of the implementation of MACBETH is to
achieve a better resource utilization which can only achieve by scheduling number
of tasks. The decision support system is an information system, which is used to
evaluate and assist in making decision with a certain goal. Researchers have pro-
posed many decision-making methods like weight product (WP), simple, addictive
weighting (SAW), analytics hierarchy process (AHP), and technique for order of
preference by similarity (TOPSIS) for the different application in different fields.
MACBETH is one of them, and it is a simple method to respond to decision
makers, introduced to qualitative and quantitative [6]. The ranking is computed by
weight and range value of the parameters. Based upon these, a decision or ranking
is computed to take a decision. Similarly, the conflicts among the tasks during
scheduling can also be eliminated by ranking using MACBETH. Whenever there
are similar tasks, the alternative came out, so the selection of a task should be
carried out by the decision maker.

In this work, we introduce MACBETH to resolve the conflicts among the similar
tasks in backfilling algorithm. The task close to the ideal resource utilization is
selected by MACBETH among the similar tasks. The work is organized as follows:
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In Sect. 2, the previous works related to the proposed work are discussed. The
proposed algorithm with illustrations is presented in Sect. 3. Sections 4 and 5 deal
with the performance, result analysis, and conclusions along with future work.

2 Related Work

In this section, we studied different deadline-based task scheduling algorithms
proposed by researchers in a cloud computing environment. Sotomayor et al. [7]
proposed an algorithm for predicting various run-time overheads involved in virtual
machines for the AR lease. Recently, immediate and best-effort resource allocation
policies are mostly used by cloud service providers to process user requests in IaaS
[8, 9]. Nathani et al. [7] proposed a mechanism along with swapping and backfilling
algorithm to schedule deadline-sensitive leases in OpenNebula platform, but the
authors do not discuss about the similar types of leases. Moreover, based upon task
deadline, many research works have been proposed. These works are based on
priority or rank among the tasks. Recently, Byun et al. [10] proposed scheduling
algorithm for cost optimization for deadline-based tasks. The authors considered a
homogeneous type of resources instead of others. Li and Cai [11] introduced three
priority rules for scheduling deadline-based tasks. These rules proposed allocating
leases to the appropriate available time slots in a physical machine by which better
resource utilization is achieved. Manimaran and Murthy [12] proposed scheduling
non-preemptive tasks in a multiprocessor system. The work used parallelism in
tasks to schedule within the deadline.

However, on-demand VM allocations have been assigned in different ways. But
allocating VMs to the deadline-based task should be occurred using decision maker.
Because, deadline-sensitive tasks have multiple criteria to allocate the VMs.
MCDM mechanisms have been attracted by many researchers to evaluate and select
the best compromise alternatives [13]. Among popular MCDM, MACBETH has
attracted much to solve complex problems. It has an advantage in providing a
ranking procedure for positive attributes and negative attributes when it is used for
decision support and the best alternative is found out [14]. In the literature review,
we studied very less attention is given by the research to implement MCDM in
cloud computing. Gani et al. [15] proposed MCDM analysis to select cloud service.
The authors focused to analyze different types of cloud services rather than task
scheduling. Nayak et al. [5] implemented analytic hierarchy process (AHP) in the
backfilling algorithm to resolve the conflicts. The authors suggested implementing
and studying the other MCDM mechanisms in backfilling algorithm. Recently, a
case study of MCDM in project resource scheduling is studied by Markou et al.
[16]. The authors focused and discussed different MCDM methods through a case
study, but not in a cloud computing environment. The MACBETH is successfully
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implemented and used in different manufacturing and production industries,
whereas, there are very limited implementation in cloud computing. In this work,
we implemented MACBETH with backfilling algorithm to find the rank among the
tasks when similar tasks are in the scheduling queue.

3 Proposed Mechanism

3.1 Macbeth

The aim of the proposed work is to implement MCDM and MACBETH to schedule
deadline-based tasks in cloud computing to enhance the performance of the existing
backfilling algorithm. However, we have discussed MACBETH and its imple-
mentation in backfilling algorithm. The MACBETH technique is based on a linear
additive model. It allows to evaluate the options against multiple criteria. It com-
putes the difference of attractiveness between two tasks at a time to generate
numerical scores for the alternatives in each criterion and to weight the criteria. The
criteria are computed by the seven categories such as no, very weak, weak, mod-
erate, strong, very strong, and extreme. It finds scores for the alternatives from the
consistent set of judgments, uses mathematical programming to test consistency,
and also finds suggestions to resolve inconsistencies if they arise [16–18]. The basic
steps of MACBETH are as follows:

Step-1: Find the comparison of the most attractive and the least attractive option
and must followed by the second most attractive option with the least attractive, and
so on
Step-2: Compare the most attractive option with each of the other options, for
increasing attractiveness, from right to left.
Step 3: Consider the first row of the matrix, and take as the fixed reference the most
attractive option.
Step-4: Compare the most attractive option with the second most attractive option
and the second most attractive with the third.
Step-5: Finally, the remaining judgments were assessed. The more preferential
information provided greater the scale level of accuracy.

For consistent score, MACBETH suggests a numerical-scale V on M that must
satisfy the following measurement rules:

Rule 1:

∀m, n∈m : v mð Þ=v nð Þ if m and n are equally attractive

∀m, n∈m: v mð Þ>v nð Þ if m is more attractive than n
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Rule 2:

∀k, k′ ∈ 1, . . . xf g,∀m, n, P, R∈m with m, nð Þ∈Ck and P, Rð Þ∈Ck: k≥

k′ +1= >v mð Þ− v nð Þ>v Pð Þ− v Rð Þ ð1Þ

If m and n are not differentiated

v mð Þ− v nð Þ=0

If m, nð Þ∈Ck and P, Rð Þ∈Ck′ðk> k′: v mð Þ− v nð Þ½ �> v Pð Þ− v Rð Þ½ � ð2Þ

That is v mð Þ− v nð Þ½ �− v Pð Þ− v Rð Þ½ �>0 ð3Þ

Or

v mð Þ− v nð Þ½ �− v Pð Þ− v Rð Þ½ �≥ δ δ>0ð Þ ð4Þ

where δ is the minimal difference between two alternatives.

3.2 Proposed Model

The proposed work followed the illustration; consider the deadline-based tasks as
shown in Table 1. The tasks are associated with the parameters: the number of VMs
(node), arrival time (AT), start time (ST), duration of execution (E), and deadline
(DT). The tasks can be scheduled according to VMs, AT, ST, E, or DT [19].
Mainly, algorithms are proposed considering anyone parameter. The scheduling
performance is also varied for these parameters. In backfilling algorithm, tasks are
sorted according to the start time (ST) and tasks are scheduled in parallel if
resources are available. A task must be selected to backfill and execute along with
other task [20]. The task T1 executed at 12.30 and two VMs is allocated as per
requirement for duration of 20 min. We can observe in Fig. 1 that at the same
starting time there are four numbers of VMs out of which two are allocated to task
T1. So the rest two VMs should be allocated to the next task as per the requirement.
But the next task T2 requires four VMs. So T3 is selected to be scheduled along
with T1 for duration of 30 min. It means T3 is backfilled. But the conflict arises
between tasks T3 and T4 because both are similar task. This problem is studied by
Nayak [5]. The author studied if T3 will be executed instead of T4, the task T5 does
not meet its deadline as shown in figure. Whenever T4 is scheduled before T3, the
task T5 meets its deadline and all tasks are executed with their required resources as
shown in Fig. 2. It is observed the performance of backfilling algorithm can be
improved by implementing decision maker, which can resolve conflicts among
similar tasks Nayak [5, 21]. However, we have proposed resolving the above
problem through MACBETH. It finds the relativeness among the similar tasks.
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The proposed algorithm mainly implements MACBETH to handle the conflicts
among the similar task in backfilling algorithm. In backfilling algorithm, it schedules
the first task from the scheduling queue with its required VMs. The start time of
scheduling is finding out at min (Ti(ST)). The number of VMs created throughout the
execution or scheduling is computed as max (Ti(n)), where n is the number of VMs
required by task Ti. After allocating the required resources to task Ti, the available
resources are found out. As per scheduling principles of backfilling algorithm, a task
Tx will be selected from the scheduling queue which can be fitted in time slot ti. The

Table 1 Lease information [5]

Lease
no.

Nodes Submit time
(AM)

Start time
(PM)

Duration in
minutes

Deadline
(PM)

1 2 11.10 12.00 20 12.30
2 3 11.20 12.00 40 01.00
3 2 11.30 12.00 30 01.50
4 2 11.32 12.00 40 01.50
5 4 11.40 01.00 20 01.50

Figs. 1 and 2 Scheduling
difference in the backfilling
algorithm for similar tasks
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challenge is if Tx and Ty both are same. So we proposed and resolve this problem
using MACBETH. The MACBETH is invoked and finds the relativeness and
weights over these tasks. Based upon these values, the task Tx or Ty is selected to be
executed at time slot ti along with task Ti. In the proposed algorithm, the MACBETH
is only involved whenever there are similar tasks in the queue. The meaning of
similar task is expressed as follows: The tasks Tx and Ty are similar if and only if
they satisfy the following conditions:

(a) if Tx STð Þ==Ty STð Þ, where y= x+ 1 ð5Þ
(b) And Tx nð Þ==Ty nð Þ, where n is the number of VMs required ð6Þ

Proposed Algorithm

Step 1: Initialize Q with T number of tasks with respect to their start time
(ST)

Step 2: Set scheduling time ti = min(Ti(ST))
Step 3: Create number of VMs at ti as N = max(Ti(n))
Step 4: Repeat the steps 5 to 10 until the queue is empty.
Step 5: Schedule first task (Ti) from the queue and allocate required VMs
Step 6: Find the available resource at time ti: N available = N − Ti(n)
Step 7: select the next two tasks from the queue Tx and Ty where

Tx(n) <= N avaliable
Step 8: if Tx and Ty are similar

Invoke MACBETH
Resolve conflicts
Find weight over each other and select the task having higher
weight
If end

Step 9: Select task Tx to schedule with task Ti at time ti
Step 10: Update Q and execution time of task Tx

Step 11: Stop

Here, we are not considering execution time (E) and deadline of tasks, because
these two parameters can be varied from task to task. However, these two
parameters are used as criteria to evaluate the weight among the tasks. The weight
among the tasks is computed using the credit, and the credits are computed based
upon the task parameters. The credit set for execution E is computed as follows:

Tx Ecð Þ=Tx Eð Þ ̸10, where Tx(Ec) is always an integer number.
Similarly, the credit for deadline of a task Tx is computed in Eq. 7 as follows:
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Tx DTcð Þ= Tx DTð Þ−Tx STð Þð Þ
Tx Eð Þ ð7Þ

4 Performance and Result Analysis

In this work, we have implemented MACBETH for decision making and
MATLAB R15a (32bit) for scheduling. We have considered a number of random
datasets with different parameters of the tasks. The decision tree is formulated for
similar tasks, and then, a credit is computed for the criteria. As we discussed, the
criteria are execution time and deadline. Figures 3 and 4 show the credit matrix of
deadline and duration of Table 1. Matrix values shown are consistently judged. The
robustness found among the similar tasks is shown in Fig. 5. The robustness shows
the judgment values of the tasks over another. As we discussed, there are two
similar tasks in Table 1. Finally, we computed the difference profiles of these

Fig. 3 Credit matrix of
deadline

Fig. 4 Credit matrix of
duration
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similar tasks that are shown in Figs. 6 and 7. The difference profile specifies the
difference among the similar tasks with respect to the criteria. In Fig. 6, the task T1
has negative robustness with respect to execution time (E) and deadlines; in exe-
cution, it is −100, and in deadline, it is −50 over T2. Moreover, T2 over T1 is
shown in Fig. 7. So the task T2 should execute before task T3. The task execution
of the table is shown in Fig. 2, in which all the tasks meet their deadline.

In this work, we consider five number task sets with different task’s parameters
and observe the performance. The performance is shown in Table 2 and the graph
in Fig. 8. In this experiment, we considered different task’s parameters and also
change the number of VMs on the physical machine. Moreover, we consider a
number of similar tasks in each random task set. In each task set, we observed a
number of tasks are scheduled. As we discussed the similar tasks, conflicts are
resolved by MACBETH 2.4.0 version in window platform. However, the perfor-
mance of the backfilling algorithm is improved by implementing a decision maker

Fig. 5 Robustness analysis
of similar tasks

Fig. 6 Differences of T1
over T2

Task Scheduling Mechanism … 389



that is MACBETH. Though more tasks are scheduled, it implies that the proposed
mechanism provides better resource utilization as compared to the existing
algorithm.

Table 2 Different task set parameters with scheduling performance

Serial
no

No. of
VMs

No. of
tasks

No of
similar
tasks

Backfilling Proposed mechanism
No. of
tasks
meeting
deadline

No. of
tasks
missing
deadline

No. of
tasks
meeting
deadline

No. of
tasks
missing
deadline

1 4 8 4 5 3 7 1
2 6 15 6 10 5 13 2
3 8 20 11 11 9 16 4
4 10 28 13 17 11 21 7

5 12 34 15 20 14 25 9

Fig. 8 Comparison of task
scheduling

Fig. 7 Differences of T2 over T1
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5 Conclusion

MCDM has been attracting many researchers to solve real-world decision problem
in many fields. In this work, we proposed and implemented MACBETH as decision
maker in backfilling algorithm. The deadline-sensitive task scheduling is treated as
a MCDM problem. However, the proposed work performs better than the existing
backfilling algorithm. We used MACBETH and MATLAB R2015a to implement
the proposed work. The conflicts among the similar tasks are solved by MACBETH
tool, and the tasks are scheduled. The comparison results of five different random
datasets are shown in Fig. 8 which shows a better result in the proposed algorithm.
Moreover, other MCDM methods may be implemented, and a comparative study
may be observed in backfilling algorithm to improve its performance in future.
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Multi-objective Data Aggregation
for Clustered Wireless Sensor Networks

Sukhchandan Randhawa and Sushma Jain

Abstract Maximizing the energy efficiency is one of the major challenges
in Wireless Sensor Networks. Research works have shown that by cluster formation
of nodes, energy can be more efficiently used. In this research work, a
Multi-objective Data Aggregation Clustering (MDAC) technique is proposed based
on multi-objective optimization approach. Non-dominated Sorting Genetic
Algorithm-II is utilized for cluster formation which can consider the several
objective functions defined simultaneously. The main objectives are to minimize
the communication cost among cluster heads, base station and cluster members and
also to maximize the number of nodes within a cluster. The selection of CH nearer
to BS is also avoided in order to prevent the hot spot problem. NSGA-II presents
different solutions in a solution set which result in different topologies. Every
solution in a solution set represents the best solution based on objective functions.
BS considers every solution instance in solution set and selects the most suitable
solution based on the desired criteria. The experimental evaluation results show that
the proposed MDAC technique performs better than existing multi-objective
clustering techniques in terms of throughput, total energy consumption, network
lifetime, number of active nodes, data received at BS and variation in network
lifetime and energy with varying selection choices of NSGA-II algorithm.

Keywords Wireless sensor networks ⋅ Load balancing ⋅ Data aggregation
Clustering ⋅ NSGA-2 ⋅ Multi-objective optimization

S. Randhawa (✉) ⋅ S. Jain
Computer Science and Engineering Department, Thapar University,
Punjab 147004, India
e-mail: Sukhchandan@thapar.edu

S. Jain
e-mail: sjain@thapar.edu

© Springer Nature Singapore Pte Ltd. 2018
P. K. Pattnaik et al. (eds.), Progress in Computing, Analytics and Networking,
Advances in Intelligent Systems and Computing 710,
https://doi.org/10.1007/978-981-10-7871-2_38

393



1 Introduction

A wireless sensor network (WSN) provides many advantages in terms of cooper-
ative intelligence and cost [1]. The performance of a WSN is highly dependent on
the life span of the network in order to provide required QoS level in continuous
manner. The limited energy supply of nodes is the most important factor that effects
the lifetime of the network, as the nodes die or become non-operational due to lack
of energy which gets exhausted due to communication operations.

There is a need of a scalable routing algorithm, as huge amount of nodes are
deployed in WSNs. Clustering is considered as the most commonly used
energy-efficient routing mechanism in WSNs [2]. In clustering-based routing, nodes
are classified in the form of clusters, and within each cluster, a cluster head (CH) is
elected according to certain criteria based on homogenous or heterogeneous net-
works. In case of WSNs, there can be number of scenarios which can be modeled as
multi-objective optimization formulations, in which multiple required objectives
can be conflicting, and there is a requirement to choose one of the trade-off solu-
tions [3].

In this research work, multi-objective optimization algorithm, i.e., Non-dominated
Sorting Genetic Algorithm-II (NSGA-II) is utilized. A novel Multi-objective Data
Aggregation Clustering (MDAC) technique is proposed, in which seven objective
functions are defined: total energy needed by nodes for sending the data aggregated
by CH to BS, total energy required for cluster member nodes which are transmitting
their data directly to BS, inverse of overall energy level of CHs, the overall energy
needed for cluster members to transmit their data to the CHs, overall energy of
cluster member nodes, inverse of the count of cluster members, and the energy level
required for sending the data by CH to the cluster nodes. Each solution based on
NSGA-II algorithm in a solution set results in a different topology of network.
According to the determined criteria, one of these topologies is chosen, based on
different attributes such as overall residual network energy at the end of simulation
iterations, number of iterations for which CHs can live, count of the data trans-
missions between CH and member nodes, and number of the data transmissions
between BS and CHs. Additionally, in the proposed technique, BS determines the
CHs and cluster members.

The rest of the paper is organized as follows: In Sect. 2, the existing work related
to multi-objective optimization in WSNs is presented. Section 3 presents a brief
description of NSGA-II algorithm. Section 4 presents the proposed MDAC tech-
nique and presentation of optimum solutions in solution set of the problem. In
Sect. 5, the methodology is discussed to obtain the solutions from a set which
includes optimum solutions and the simulation scenario is also presented along with
clustering. The experimental setup is presented in Sect. 6 which is used for per-
formance evaluation and results. Section 7 presents the conclusion and future scope.
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2 Related Work

The main objective of multi-objective optimization algorithms is to optimize the
conflicting goals in WSNs simultaneously. Most of these algorithms try to optimize
the consumption of energy while considering other conflicting goals together. Jin
et al. [4] presented a technique for cluster formation based on the minimum
communication distance using genetic algorithm (GA). The fitness function utilized
in this method is based on the total distance between the BS and CHs, total distance
between the CHs and non-CHs nodes, and the difference between the number of all
nodes and the number of CHs to optimize the number of CHs and communication
distance. Weights are assigned to the input parameters, which transform the
multi-dimensional optimization problem to single dimension.

Hussain et al. [5] presented a technique for cluster formation based on GA, in
which fitness function is calculated in terms of the total distance between the BS
and nodes, total distance between CHs and non-CH nodes and distance between
CHs and BS, standard deviation of the distances from CHs, the energy dissipation
for the transmission of gathered data from CH to BS, and the number of trans-
missions. A weighting coefficient is assigned to each parameter in fitness function,
which can adaptively be updated in each iteration. However, the multi-objective
optimization problem is transformed as single objective.

Peiravi et al. [6] proposed an algorithm which is based on Pareto-optimal method
and results in generation of number of optimum solution points rather than a single
optimum solution. The main objective is to optimize the network lifetime and the
number of the hops between nodes and BS. There is a need of centralized control in
this approach. Ozdemir et al. [7] presented a Multi-objective Evolutionary Algo-
rithm based on Decomposition (MOEA/D) to optimize the energy conservation and
to maintain required coverage in clustering-based WSNs.

In data aggregation, the main objective is to find the optimal spanning tree in
WSNs. The objectives of aggregation tree are defined in terms of four metrics. Lu
et al. [8] presented a new algorithm, i.e., Jumping Particle Swarm Optimization
(JPSO), which addresses this issue by presenting an adaptive double layer encoding
scheme and results in Pareto-optimal solution. Jameii et al. [9] presented
Multi-objective Optimization Coverage and Topology Control (MOOCTC), in
which several conflicting objectives are optimized such as number of active sensor
nodes, coverage, and network connectivity. The domain-specific knowledge is
considered while obtaining the required solution along with learning automata
which can adapt the mutation and crossover rates dynamically without external
control.

Prasad et al. [10] proposed Multi-objective Particle Swarm Optimization Dif-
ferential Evolution (MOPSO-DE) approach for efficient clustering of nodes in
WSNs. CHs are selected based on fitness functions in terms of transmission energy
and distance between source and destination. Residual energy and signal strength of
neighboring nodes are also considered while routing the data and selection of CH.
Ali et al. [11] presented a Multi-objective Particle Swarm Optimization (MOPSO)
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algorithm. The main objective is to provide an energy-efficient solution by opti-
mizing the number of clusters in a WSN. It is based on calculated node degree and
residual energy of nodes. It generates a solution set at a time. Attea et al. [12]
utilized NSGA-II algorithm to take decision regarding location of mobile sensor
nodes in order to provide longer network lifetime and high coverage. The main
objective of this algorithm is to maximize both number of detected targets and
network lifetime.

Xue et al. [13] utilized a Multi-objective Differential Evolution (MODE) algo-
rithm in which latency and energy are considered to generate optimal routes
between source and destination. Konstantinidis et al. [14] presented an optimized
solution for the deployment and for determining the energy levels of transmission
of sensors based on Multi-objective Evolutionary Algorithm based on Decompo-
sition (MOEA/D).

3 NSGA-II Algorithm: A Brief Overview

Deb et al. [15] proposed NSGA-II algorithm for multi-objective optimization.
NSGA-II is based on non-dominated sorting and genetic algorithm (GA). NSGA-II
algorithm initializes a population with random deoxyribonucleic acid (DNA). All
the objective functions are evaluated for each individual of the population, and
values of results are captured in cost vector for each individual. An individual is
said to be dominated, if the values of its cost vector are smaller than the element
values of cost vectors of other individuals. The population is divided into several
fronts in NSGA-II algorithm. In first front, those individuals are included which are
non-dominated. In the next front, individuals which are influenced by first front
individuals are included. Similarly, the successive fronts are generated. Rank value
is maintained to store the information regarding the front to which an individual
belongs. To analyze the similarity index between the solutions given by the indi-
viduals of the same front, crowding distance parameter is also calculated which is
directly proportional to the diversity in the population.

4 The Proposed Multi-objective Data Aggregation
Technique

The proposed method is based on centralized control architecture in which position
of all nodes is known and stationary. Nodes adjust their transmitter range for
long-range communication accordingly. Nodes can directly communicate with CH
or a BS. CHs collect the gathered data in their clusters via data aggregation and
send the aggregated data to the BS. Further, all nodes have equal chances to become
CH in the homogenous network model assumed.
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4.1 Multi-objective Data Aggregation Clustering Problem

Decision parameter 1: To determine the state of a node
Initially, the sequences are generated randomly based on population size used in

NSGA-II and consist of 1 and 0. Table 1 represents the arbitrary sequences gen-
erated for 10 nodes apart from BS in a network. A solution for each individual is
presented in each row in the population. For instance, for ‘Individual’ 1, 6, 5, 4, 3
are elected as CHs with value represented by 1 from right to left.

Decision parameter 2: Cluster Formation
Nodes are assigned to those CHs, with which they are having minimum distance

than any other CH. The solutions for all individuals in a set are evaluated in the
population based on NSGA-II algorithm one at a time.

Objective Functions: NSGA-II algorithm is used to solve multi-objective
problems. Out of these 7 functions, six functions are based on energy parameter and
the other one is based on CHs’ count. The various objective functions in proposed
MDAC are defined as in Table 2:

Table 1 Individual population

Node number 1 2 3 4 5 6 7 8 9 10

DNA of individual 1 0 0 1 1 1 1 0 0 0 0

Table 2 Objective functions in proposed MDAC

Objectives Objective function

Objective 1: To minimize the total energy consumption of
cluster member nodes for transmitting their data to their
own CHs as given by (1)

F1 = ∑EnergyNon − CH ToCH (1)

Objective 2: To minimize the total energy of non-CH
nodes as defined by (2)

F2 = ∑EnergyNon − CH (2)

Objective 3: To maximize the total energy of CHs as
given by (3)

F3 = 1
∑EnergyCH

(3)

Objective 4: To maximize the number of non-CH nodes
as given by (4)

F4 = 1
N (4)

Here, N denotes the number of
cluster member nodes.

Objective 5: To minimize energy of CH, which dissipates
the maximum energy to make a transmission to its
member nodes as given by (5)

F5 =max EnergyCH to Sinkð Þ (5)

Objective 6: To minimize the total energy consumption of
CHs in order to send their aggregated data to BS as
defined in (6)

F6 = ∑EnergyCH − Sink (6)

Objective 7: Minimizing the total energy consumption of
cluster member nodes to communicate with BS directly as
given in (7)

F7 = ∑EnergyNon − CH to Sink (7)
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4.2 Using NSGA-II Algorithm for Clustering

The values of F1,F2,F3, . . . . . . . . .F7 are calculated for each individual which is
initialized by random DNA initially. Therefore, for each individual, costs of seven
objective functions are calculated. Further, in order to choose between individuals
and NSGA-II, four additional parameters are considered such as domination set,
rank, crowding distance, and number of dominated individuals. Domination set is
represented in the form of a vector which includes all those individuals which are
influenced by a particular individual. Cost vector of an i individual and a j indi-
vidual is given by (8).

Costi = F1i F2i F3i F4i F5i F6i F7i½ �; i = 1, 2 . . . . . . npop; i ≠ j ð8Þ

Costj = F1j F2j F3j F4j F5j F6j F7j ; j = 1, 2 . . . . . . npop; j ≠ i ð9Þ

In (8–9), Fki represents the value obtained by ith individual from the kth cost
function and also denotes the count of individuals utilized in NSGA-II. Condi-
tionally, if the individual i dominates individual j, the relationship between Costi
and Costj is given by (10):

Fki ≤ Fkj; k 1 . . . 7½ � ð10Þ

If (10) is satisfied, then j must exist in the domination set for the individual i,
which is given by (11):

dsi = j k l m½ � ; j≠ k≠ l≠m ð11Þ

Based on (11), individual i dominates the individuals j, q, l, and m. The number
of individuals which are dominated should be at least 1 for jth individual. Initially,
the count of dominated value is initialized with 0 and is incremented for every
domination by 1. The value of the number of dominated values is represented by
(ndj) for which jth individual will be updated by (12):

if Fki ≤ Fkj is true for k ndj = ndj +1 ð12Þ

Assume that jth individual is dominated only by ith individual (ndj). If individual
i is not under the influence of any other individual, ndi will be 0. Hence, rank of
individual i is 1. Individual i and values of those individuals which are not dom-
inated by other will be stored in vector V1. In the next step, to obtain vector V2, nd
is decremented by 1 for all the individuals present in the domination set vector of i,
since it is calculated as ndj = ndj − 1= 0. Accordingly, 1 is decreased from ndi of
the individuals in domination set vectors of all other individuals in V1 vector.
Afterward, the process is repeated for the whole V1 vector, in which those indi-
viduals are included which are not part of V1 and having nd = 0 in V2. The whole
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process is repeated to obtain vectors such as V3,V4, . . . . . . . . .Vp. This process for
getting V vectors is named as non-dominated sorting.

After this step, the calculation of crowding distance (cd) is performed, for which
individuals in a Vq, are sorted from smaller to larger or larger to smaller according
to their cost values. A separate cost value and distance are calculated with respect to
each objective function. The crowding distance of the individuals at the top or end
is assigned as ∞ according to some cost. These values that are chosen by the
individuals in vector V1 from kth cost function are sorted in descending order, as
given by (13):

½Fk1 Fk3 Fk2 Fk7 Fk10� ð13Þ

The individual number a will get the minimum value, and individual number
b will get the maximum value from kth objective function according to sorting. The
distance of the individuals included in V1 vector to the kth objective function is
given by (14):

d 3, kð Þ= Fk2 −Fk1j j
Fk1 −Fk0j j ; d 2, kð Þ= Fk7 −Fk3j j

Fk1 −Fk10j j ; d 7, kð Þ= Fk10 −Fk2j j
Fk1 −Fk10j j ;

d 1, kð Þ=∞ ; d 10, kð Þ=∞
ð14Þ

In (14), d m, kð Þ represents the distance value of individual m according to the kth
objective function which is calculated for each individual in the same V vectors.
The crowding distance value (cdm) of mth individual is given by (15) as:

cdm = ∑
7

k=1
d m, kð Þ ð15Þ

According to the crowding distance and rank of individuals, sorting can be
performed. After sorting, an individual is selected from the top position with high
probability.

5 Selection of a Clustering-Based Network Topology

For every solution existing in set of solutions generated by NSGA-II algorithm,
simulation is performed one after the other under the same scenario. NSGA-II
simulations and solutions derived on the basis of NSGA-II are performed at BS
which has sufficient energy resources to perform operations. In the last phase of
every round, topology is decided by BS, which is further disseminated to every
node by BS. Hence, every node will switch to listening mode. In addition, nodes
which are elected as CH will disseminate Time Division Multiple Access (TDMA)
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schedule to all cluster members in every round. Data aggregation is performed by
CHs within a cluster and transmitted to the BS.

Solution set includes the individuals obtained after NSGA-II algorithm’s last
iteration. Initially, the BS reduces the energy dissipated by the nodes in receiving
the information related to network topology sent by BS itself. It is assumed that
network topology will be determined by BS again in every K rounds. Some nodes
already selected as CHs can have direct communication with BS based on the
determined topology in NSGA-II algorithm, since some CHs do not have any other
node apart from themselves. On the basis of TDMA, every node is assigned a
transmission time. CHs send the information regarding TDMA schedule and energy
level to its cluster members in each round. If a node fails to get TDMA schedule, it
means that its CH’s energy has exhausted and transmission by the node is inter-
rupted until a topology is determined and communicated by the BS. Every node
transmits its data to the respective CHs unless network topology is not determined
and information regarding energy is not received. In the ending phase of each
iteration, the values of variables given by (16) are calculated for each solution.

S1i =
Li

Max L1,L2...Lsð Þ ; S2i =
Ni

Max N1,N2...Nsð Þ ;

S3i =
Etoti

Max Etot1,Etot2 . . . . . .... Etotsð Þ
S4i =

CHSmini

Max CHSmin1 , CHSmin2,CHSminSð Þ ;

S5i =
NCHi

Max NCH1, NCH2 . . . . . . .NCHsð Þ

ð16Þ

Based on above equations, five parameters are calculated named S1i, S2i, S3i, S4i
and S5i for ith solution with solution Snumber fetched by NSGA-II algorithm. Here,
Li depict number of rounds till the death of every cluster head, Ni depicts the count
of active nodes, Etoti represents the total residual energy, CHSmini denotes number of
times the CH which has the least number of communications with BS makes a
communication, and NCHi shows the count of packets received by CHs. The
selected or all of the above discussed variables are gathered to select a solution type.

6 Experimental Setup and Results

The evaluation of performance of proposed MDAC technique is performed through
NS2.34 simulator. The proposed MDAC technique is compared with existing
MOOCTC [9], MOPSO [11], MOPSO-DE [10], and JPSO [8] in the terms of
different parameters: number of data packets received, energy consumption, con-
vergence rate, number of active nodes, network lifetime, and throughput. For the
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calculation of energy loss in each node for communicating with the other nodes, an
energy model of physical layer is assumed [16].

Table 3 enlists the experimental setup settings along with its values. The various
NSGA-II parameters along their values are shown in Table 4 for proposed MDAC
approach. The simulation results depend upon the updation time period of BS and
parameters presented in (19). Furthermore, CH nodes can send advertisement
message and have transmission range to reach all the nodes within a cluster in a
single-hop manner.

Test Case 1: Energy Consumption with varying Node Density: The value of total
energy consumption for the proposed MDAC technique and existing JPSO,
MOPSO-DE, MOPSO, and MOOCTC techniques is calculated with varying
number of nodes (20–100). As the node density is increasing, the energy con-
sumption value also increases. Figure 1 depicts the lesser energy consumption in
MDAC as compared to other techniques with varying number of nodes. The energy
consumption value is minimum at 6.43 J in MDAC at 20 nodes. Average energy
consumption in MDAC is 7.14%, 8.127%, 11.45%, 13.16%, and 15.69% lesser as
compared to MOPSO, MOPSO-DE, MOOCTC, and JPSO, respectively. The rea-
son for this huge variation in performance is as follows: In JPSO, intra-cluster
routing optimal spanning tree is generated. Therefore, every time when there is
occurrence of cluster reformation, it results in generation of optimal tree. With the
increasing node density, the energy consumption also increases for the formation of
network structure. In MOOCTC, the whole process of cluster generation is based on
encoding scheme which further results in energy dissipation whenever a network
change occurs. Although the energy consumption of MOOCTC and the
MOPSO-DE is more or less same, still it is considered that the performance of
proposed technique is better than existing techniques.

Test Case 2: Network Lifetime versus Node Density: The network lifetime value
has been calculated for proposed MDAC and existing JPSO, MOPSO,
MOPSO-DE, and MOOCTC with varying node density based on (Eq. 10). The
value of network lifetime is decreasing, as the node density increases (20–100), for
existing techniques. The reason behind this performance is incurred overhead in

Table 3 Simulation parameters

Simulation parameters WSN1 WSN2

Area covered 100 × 100 m 100 × 100 m
Deployment mode Randomly deployed Randomly deployed
Location of sink Center of area 100 m to closest node
Number of nodes 100 100
Packet length (k) 2000 bits 2000 bits
Initial node energy 0.5 J 0.5 J
Eelec 50 nJ/bit 50 nJ/bit
Data aggregation energy 5 nJ/bit 5 nJ/bit
εmp 100 pJ/bit/m2 100 pJ/bit/m2
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terms of communication during formation of topology. The value of network
lifetime in MDAC is more as compared to MOOCTC, MOPSO-DE, MOPSO, and
JPSO for varying number of nodes as depicted in Fig. 2. The network lifetime value
is maximum at 129 s for 20 nodes. Average network lifetime in MDAC is 13.13%,
14.11%, 16.21%, and 19.07% more as compared to JPSO, MOPSO, MOPSO-DE,
and MOOCTC, respectively.

Test Case 3: Number of active nodes versus Number of iterations: The number
of active nodes values has been evaluated for MDAC, MOOCTC, MOPSO-DE,
MOPSO, and JPSO with the increase in number of iterations (1–100). A node is
considered as active node if its present residual energy is more than zero and there
must be at least one CH within its range. As the number of iterations is increasing,
the number of active nodes decreases due to energy dissipation. The value of
number of active nodes is maximum for 86 at 19 iterations. Number of active node

Table 4 NSGA-II
parameters

Parameters WSN1 WSN2

Mutation rate 0.1 0.1
Crossover rate 0.9 0.9
Population size 50 100
Number of iterations 150 150
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in MDAC is 16.28%, 15.18%, 11.79%, and 9.13% more as compared to MOOCTC,
MOPSO, JPSO, and MOPSO-DE, respectively, as shown in Fig. 3.

Test Case 4: Residual Energy versus Data Packets Received: The value of data
packets received is calculated with respect to residual energy for proposed MDAC
technique and existing MOOCTC, MOPSO-DE, MOPSO, and JPSO techniques.
As shown in Fig. 4, data packets’ receiving rate is decreasing, with the decrease in
residual energy. Initially, maximum number of packets is transferring at 7.9 J
energy residual, but MDAC, JPSO, and MOPSO are receiving approximate similar
amount of data packets.

At 7.45 J residual energy, MDAC receives 1.93%, 17.21%, 18.13%, and 18.26%
more data packets than MOPSO, MOOCTC, MOPSO-DE, and JPSO, respectively.
The maximum number of data packets received in MDAC is 7.91 at 7.9 J residual
energy, and the minimum number of data packets received in MDAC is at
3.8 J. The average number of data packets received in MDAC is 2.69%, 12.76%,
13.91%, and 20.95% more than MOPSO, MOOCTC, JPSO, and MOPSO-DE,
respectively.

Test Case 5: Network Lifetime variation wrt varying selection priorities of
solutions from NSGA-II: Solution set which is calculated based on NSGA-II
algorithm has desired characteristics and has maximum value of parameters in
Eq. (17). By taking K =300, M =5, the influence of S1i, S2i, S3i........S5i is considered
for calculating the required solution, and the performance for the selection of the
nodes maximizing the values in (18), (19) by BS is analyzed.

Ti = S1i + S2i + S3i + S4i + S5i ð17Þ

Ti = S1i + S2i + S3i ð18Þ

Ti = S1i + S2i + S3i + S4i ð19Þ

In solutions based on the (17), the biggest solution is selected, which means
those solutions are selected in which survival of more number of nodes is possible
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and the total residual energy of the active nodes is maximum as shown in Fig. 6.
Based on (19), those solutions are selected in which more active nodes survives,
nodes have maximum residual energy, and the communication distance between
CH and BS is maximum. Solutions obtained from (17) have solutions in which
survival of more nodes is possible, total residual energy of the active nodes is
maximized, and the communication between CH to BS and CHs to other nodes is
maximum. It is shown in Fig. 5 that the priority in a solution is given to maximize
the network lifetime and the solution having maximum value of (18) is selected.
Therefore, network lifetime will be longer as it can be expected.

Test Case 6: Total packets received Variations at BS with varying selection
priorities of solutions from NSGA-II: As shown in Fig. 6, selection of solutions to
maximize the parameter in (19) transmits a large amount of data to BS.
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7 Conclusion and Future Scope

In this research work, a Multi-objective Data Aggregation Clustering (MDAC)
technique is proposed, in which NSGA-II algorithm is utilized for providing
optimal solutions in case multi-objectives which may be conflicting in nature.
Seven objective functions are defined, out of which six are based on energy
parameter and the last one is based on count of CHs. By utilizing NSGA-II algo-
rithm which is primarily used for solving multi-objective problems, a solution set is
generated in which each solution results in different topology. The performance
evaluation shows that the proposed MDAC technique is better than existing tech-
niques in terms of active number of nodes, network lifetime, total received packets,
and energy consumption. In future, the proposed technique can be improved by
considering mobility and multiple sinks in order to balance the load.
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Multi-objective Assessment of Wind/BES
Siting and Sizing in Electric Distribution
Network

Kumari Kasturi and M. R. Nayak

Abstract The paper presents a multi-objective genetic algorithm (MOGA), which
is used to allocate the wind/battery energy storage (BES) considering the annual
operating cost and annual cost of power loss incorporated with distribution system.
The developed platform is implemented on 69-bus radial distribution system
(RDS) considering intermittent renewable power as wind which is supported by
battery energy storage to overcome the power deficit. An efficient battery man-
agement strategy is adopted to prevent overcharging/discharging of the battery. The
achieved results signify the high potential of optimizing algorithm for the studied
system objectives and enhancing the techno-economics of the distribution system
using MOGA.

Keywords Distribution system ⋅ Battery energy storage ⋅ Genetic algorithm
Wind

1 Introduction

The ever-increasing demand of energy and environmental concerns has increased
the importance of hybrid power generation using renewable energy sources inte-
grated to distribution systems. Unpredictability of natural resources gives raises to
the problem of power reliabity, which can be mitigated by using battery energy
storage (BES) system. The use of wind turbine and BES provides flexible injection
of power to the utility grid [1] by storing the energy when price is low and giving at
comparatively higher price to the grid.
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The research work on placement of distributed generation (DG) optimally has
drawn the attention of researchers for the last 20 years [2]. Different methods are
adopted to solve this problem. A methodology based on power production curve
and average daily load is presented using genetic algorithm (GA) to find out optimal
placing and sizing of DG units [3, 4]. A fuzzy decision-based multi-objective with a
self-adaptive GA is used to get appropriate type for sustainable energy with con-
sidering power loss, voltage offset and operating cost [5]. The benefit of using
BESS under time of use pricing (TOU) is evaluated referring to the optimal sizing
of battery [6]. Determination of sizing of battery storage system using
meta-heuristic algorithm for minimizing investment cost and losses of photovoltaic
(PV)-wind hybrid system connected to the grid is given in [7, 8].

In the present article, a multi-objective genetic algorithm (MOGA) is promoted
to optimize the allocation of both wind turbine and BES in distribution system to
reduce the annual operating cost of wind, battery energy storage (BES) and annual
cost of power loss in the grid. The technical advantages and computational cost
scenarios for the proposed study using MOGA are discussed. Integration of wind
turbine and BES in 69-bus radial distribution system considering intermittent nature
of renewable resources incorporated with uncertain power demand and time of use
pricing (TOU) is presented.

The residue of this paper is assembled as follows: in Sect. 2, modelling of
system is described, whereas Sect. 3 presents the problem formulation. In Sect. 4,
energy management strategy is briefed, and MOGA is described in Sect. 5. Result
and discussion are illustrated in Sect. 6. At last, Sect. 7 concludes the paper.

2 Modelling of the System

Wind and BES units are connected to RDS at load bus. An inverter is used to
convert the power as AC–DC or DC–AC as per the requirements of BES. As per
the IEEE 1547 standard, active power and reactive power can be generated through
wind and BES. Gelled Electrolyte Sealed Batteries which are a kind of
valve-regulated lead acid battery (VRLA) are considered due to need of frequent
charging and discharging. Backward and forward sweep-based algorithms have
been used for distribution system load flow analysis [9].

2.1 Modelling of the Wind Turbine

The speed of the wind turbine varies with respect to height, so the measured wind
speed must be calculated in terms of hub height as
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vw = v0, ref
hw

h0, ref

� �σ

ð1Þ

where vw is the wind speed at the hub height hw and v0, ref is the wind speed at h0, ref
height with σ is the coefficient of friction [10] which is generally taken as 1/7.

Power generated by the wind turbine can be calculated as

Pw =

0 v < vcut, in, v > vcut, out
v3 Prated

v3rated − v3cut, in

� �
− Prated

v3cut, in
v3raeted − v3cut, in

� �
vcut, in ≤ v < vrated

Preated vrated ≤ v≤ vcut, out

8><
>:

9>=
>; ð2Þ

where Prated , vrated are the rated power and rated speed of wind turbine, respectively,
v is the wind speed which is collected from the Indian Meteorological Department
(IMD) of the location of Bhubaneswar for the year 2015 [11], vcut, in , vcut, out are the
cut-in and cut-out speed, respectively. For this study, a 6 kW of wind turbine is
chosen, which has hub height of 15 m, cut-in velocity of 2 m/s, cut-out velocity of
20 m/s, rated velocity of 14 m/s associated with capital cost of `1,097,096 and
operation with maintenance cost of `20,384.

2.2 Modelling of Battery Energy Storage (BES) System

The status of the BES system at hour t is related to its status at hour t− 1, the output
power of PV panel and the load demand at time t. At time t, the available capacity
of BES can be calculated as follows:

During peak hour,

CbatðtÞ=
Cbatðt− 1Þð1− σÞ, SOCðtÞ ≤ SOC min

Cbatðt− 1Þð1− σÞ− ½PloadðtÞ
ηinv

−PwðtÞ� ηbat , SOCðtÞ > SOC min

(
ð3Þ

During off-peak hour,

CbatðtÞ= Cbatðt− 1Þð1− σÞ, SOCðtÞ ≥ SOCmax

Cbatðt− 1Þð1− σÞ + ðPwðtÞ Þ ηbat, SOCðtÞ < SOCmax

�
ð4Þ

where CbatðtÞ and Cbatðt− 1Þ are the capacity of BES at hour t and t− 1, respec-
tively, Pload = load demand at hour t, ηbat = battery round trip efficiency. The state
of charge (SOC) of the battery is updated every hour with the charging and dis-
charging of power to and from the battery.
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Charging

SOCðtÞ= SOCðt− 1Þ× ð1− σÞ+ ηch arg ing
Pdc, batðtÞ

CbatðtÞ × V
ð5Þ

Discharging

SOCðtÞ= SOCðt− 1Þ× ð1− σÞ− ηdisch arg ing
Pdc, batðtÞ

CbatðtÞ × V
ð6Þ

where SOCðtÞ and SOCðt− 1Þ are SOC of the battery at hour t and t− 1, respec-
tively, Pdc, batðtÞ is the charging/discharging rate of the battery. Pdc, batðtÞ is defined
by using the equation

Pdc, batðtÞ=EbatðtÞ−Ebatðt− 1Þ ð7Þ

where EbatðtÞ and Ebatðt− 1Þ are the stored energy in the battery (kWh) at hour t and
t− 1, respectively.

AC output at the AC bus bar is calculated as follows:

Pbat , acðtÞ=Pdc, batðtÞ × ηinv × ηinv sb ð8Þ

where ηinv = inverter efficiency = 97%, ηinv sb = 99% (AC cable loss accounting to
the voltage drop between the inverter and the primary switchboard, not more than
1%). A 296 Ah with 12V BES is chosen which has self-discharging factor (σ) of
2.5% per month, minimum state of charge SOCmin

� �
= 30%, maximum state of

charge SOCmaxð Þ= 90%, minimum charging/discharging time(tmin) of 10 h, BES
round trip efficiency ðηbatÞ= 81%, BES charging/discharging efficiency
ηch arg ing

� �
= 90%, capital cost of `67,270, operation and maintenance cost of `672

[12, 13].

2.3 Modelling of the Load

The 24-h load demand is assumed to follow the IEEE reliability test system load
profile [14] and a lagging power factor. The predicted load at bus i at any desired
time t can be calculated as follows:

PLiðtÞ=whðtÞ × Pi ð9Þ

where whðtÞ= hourly weight factor, Pi = peak load at bus i.
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3 Problem Formulation

3.1 Objective Functions

3.1.1 Annual Operating Cost AOCð Þ
fobj, 1 =AOC=ACCwind +ACCBES +AOMCwind +AOMCBES ð10Þ

where ACCwind,ACCBES are the annualized capital cost of wind turbine and BES,
respectively, AOMCwind,AOMCBES are the annualized operation and maintenance
cost of wind turbine and BES, respectively.

3.1.2 Annual Cost of Power Loss in Distribution System ACPLð Þ

fobj, 2 =ACPL= ∑
N

i=1
PLoss, i × kp

	 

+ ∑

nt

t=1
PLoss, iðtÞ × keðtÞ × Lsf

� �
× T

	 
� �

ð11Þ

PLoss , iðtÞ=RiI2i ðtÞ ð12Þ

where i= branch number, nt = time slots (24 h), Ri = resistance of the ith branch,
IiðtÞ= current at ith branch at time t, PLoss , iðtÞ= power loss of ith branch at time
t, kp = annual demand cost per unit of power loss (`/kW) = 2400 `/kW, ke = time
of use pricing (TOU) which is taken as 7.00 `/kWh and 5.00 `/kWh for peak hours
and off-peak hours, respectively, T = time period in hours and Lsf = loss factor
considered as 0.2.

3.2 System Operational Constraints

The solution of the optimization problem considers the following constraints:

(a) Active and reactive power flow balance equations as follows:

PsubðtÞ+PwðtÞ+Pac, batðtÞ=PLðtÞ+PLossðtÞ ð13Þ

QsubðtÞ+QwðtÞ+Qac, batðtÞ=QLðtÞ+QLossðtÞ ð14Þ

(b) System quality constraints of distribution system:

System quality constraint is defined as voltage limit of distribution system due to
connection of the wind turbine and BES which can be written as follows:
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Umin
j ≤UjðtÞ≤Umax

j ð15Þ

(c) Security constraints of distribution system:

Security constraints are of feeder line loading limit which can be written as
follows:

IiðtÞ≤ Imax
i ð16Þ

(d) Power supply constraints of wind turbine:

The wind power generation units have a maximum and minimum generating
capacity beyond which it is not feasible to generate due to technical reasons.

Generating limits are specified as upper and lower limits as follows:

Pmin
w ≤PwðtÞ≤Pmax

w ð17Þ

(e) Energy supply constraints of BES can be written as follows:

The lower and upper limit of the energy in the BES unit should be satisfied as
follows:

Pmin
dc, bat ≤Pdc, batðtÞ≤Pmax

dc, bat ð18Þ

(f) SOC of BES should be maintained within a specified range:

SOCmin ≤ SOCðtÞ≤ SOCmax ð19Þ

where PsubðtÞ and QsubðtÞ are the active and reactive power injection of substation at
time t, respectively, Qpv acðtÞ is the reactive power output of the PV units at time t,
respectively. QLossðtÞ is the total reactive power loss at time t, UjðtÞ is the voltage of
bus j, Umin

j and Umax
j are the minimum and maximum voltage of bus j, Imax

i is the
maximum current at ith branch, Pmin

w and Pmax
w are the minimum and maximum

output power of wind turbine, respectively, Pmin
dc, bat and Pmax

dc, bat are the minimum and
maximum DC output power of the battery, respectively.

4 Energy Management Strategy of Wind and BES

The proposed system generates the power based on the unpredictable load demand
to operate the split power between wind, BES and grid. SOC of the BES should be
within a specified range between SOCmax and SOCmin. The power is drawn from
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utility grid to charge BES during off-peak hour, if SOC of BES is less than SOCmax.
During peak hour, if soc of BES is greater than SOCmin, the battery discharges to
the grid as well as the wind supplies power to the grid. If SOC of BES is less than or
equal to SOCmax, the battery remains idle. The power delivering/consuming to the
grid (Pgrid) can be written as follows:

Pgrid ðtÞ= PL, i ðtÞ− Pw ðtÞ− Pdisch
bat , ac ðtÞ ð20Þ

Pgrid ðtÞ= PL, i ðtÞ− Pw ðtÞ ð21Þ

5 Genetic Algorithm

For global optimization, the operations of GA are explained in Fig. 1.

5.1 Genetic Algorithm Process

Initial population:

Initially, a population of size Ng is randomly generated in the feasible space. The
population is encoded in “double vector” and then discrete in case of mixed integer
programming. The number of individuals (population size) remains unchanged
throughout the process, and the optimal solution accuracy depends on the size of
population and number of generation.

Fig. 1 Flow chart of GA and operation
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Fitness evaluation:

The objective function is evaluated by utilizing each population group. Then a
value on each individual solution is assigned that gives a measure of the solution
quality. A rank is assigned to each individual solution for scaling of the objective
function. In this process, the best individual is selected; i.e. the minimal function
value receives the maximal fitness value with greater chance for survival and vice
versa.

Selection:

The individuals from the population are selected pair wise for genetic operations
after completing the fitness evaluation and create offspring/child population. In this
selection process, the individual’s selection probability is proportional to the
individual’s fitness. Thus, it ensures that the high-quality solutions will be selected
and become parents of many child populations. The best selections are designed to
maintain diverse population, whereas other selection process that does not take part
is directly copied to the next generation called elitism which preserves the best
solution for the next generation. The number of individuals with best fitness values
in the current generation is guaranteed to survive to the next generation by the elite
count (Ne).

Crossover or Recombination:

New individuals are produced by combining the information of two individuals, i.e.
parents. The parents are selected by the selection process so that the child popu-
lation are expected to inherit good genes. The scattered crossover is utilized for
crossover operation in which a binary vector is created. The genes are selected from
the first and second parents when the vector is a 1 and 0, respectively, in order to
diversify genes in the expected child population. This crossover scheme is applied
iteratively until the desired number of child population is generated. The crossover
scheme will produce (Ng − Ne) child population.

Mutation:

It introduces random changes in the genes of the individual. The Gaussian scheme
is employed for mutation operation. The new individual created by mutation does
not vary a lot from the original one as the mutation fraction is kept low. Mutation
reintroduces genetic diversity in the individuals. Thus, mutation GA helps the
search for global optimization [15, 16].

Fuzzy Set Theory for Extracting the Best Compromised Solution
The fuzzy set theory is a reliable selection technique which is applied over the
Pareto optimal set of non-dominated individuals to find out the best compromised
solution. Due to the decision maker’s inexact conclusion, the ith objective function
Hi is represented by a membership function λi defined as follows:
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λi =
1 Hi ≤ Hmin

i
Hmin

i − Hi

Hmax
i − Hmin

i
Hmin

i ⟨Hi ⟨Hmax
i

0 Hi ≥ Hmax
i

8><
>: ð22Þ

where Hmin
i and Hmax

i are the minimum and maximum value of ith objective
function among all non-dominated solutions, respectively. For each non-dominated
solution w, the normalized membership function λw is calculated as follows:

λw =
∑Nobj

i=1 λ
w
i

∑M
k=1 ∑

Nobj

i=1 λ
w
i

ð23Þ

where M is the number of non-dominated solutions. The best compromised solution
is that having the maximum value of λw.

6 Results and Discussion

The proposed MOGA optimization technique was tested in RDS for different cases.
The parameters of MOGA used in simulation are crossover probability = 0.85, and
the mutation probability are set to 0.3 and 0.5. The number of generation 100 with
population size 50 was used as the termination criterion. The analysis of the pro-
posed algorithm for allocation of wind and BES units in RDS was carried out at
0.86 leading power factor. The system is 69-bus large-scale RDS. Power flow
calculation is performed using base value 100 MVA and 12.66 kV. The load bus is
considered as location for wind and BES units. The bus voltage is limited to
0.95–1.05 pu. The peak hours of the day are considered as from 7 a.m. to 1 p.m.
and 4 p.m. to 10 p.m., the rest of the hours as off-peak hours. The variables
(location and size of wind and BES units) with best solutions are given in Table 1
with the distribution of Pareto solutions are shown in Fig. 2 using MOGA.

Table 1 Optimization results

Name of the parameter Before integration of wind
and BES

After integration of wind
and BES

Optimal location of wind
turbine

– 61

Optimal location of BES – 19
Optimal no. of wind turbine – 2
Optimal no. of BES – 256
Annual operating cost
(AOC) in `

– 5762512

Annual cost of power loss
(ACPL) in `

170005022 74654394
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Improved voltage profile after installation of wind and BES units for all buses
are shown in Fig. 3.

As in Fig. 4, BES remains idle from the start of the day to 7 a.m. as it has
maximum charge. After 7 a.m. as the peak hour starts, it discharges to supply the
load until 1 p.m. Then during off-peak hour until 4 p.m., it charges. After 4 p.m.,
BES starts discharging until 7 p.m. during evening peak hour and reaches the
minimum state of charge of 30%. Then it remains ideal and again starts charging at
11 p.m. as off-peak hour starts.
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In Fig. 5, it is observed that, during the periods when loads are increasing, BES
supplies the power to the grid and it charges during light load periods. During the
peak hour demand, all the sources contribute significantly to the grid to maintain the
voltage profile.

7 Conclusion

To find out the optimal allocation of wind, BES is the main benefaction of this
paper. The proposed MOGA technique is used to find out compromised solution
considering annual operating cost of wind, BES and annual cost of power loss in
69-bus RDS distribution system. The insertion of the wind and BES unit to the
distribution system has a great advantage as it reduces voltage fluctuation, stores
energy and discharges it when the distribution system needs. Overall, these
advantages have been proven and demonstrated in the simulation results which
show that the integration of wind and BES units into distribution system is a
profitable system and offers techno-economical benefits.
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Drowsiness Detection for Safe Driving
Using PCA EEG Signals

S. S. Poorna, V. V. Arsha, P. T. A. Aparna, Parvathy Gopal
and G. J. Nair

Abstract Forewarning the onset of drowsiness in drivers and pilots by analyzing
the state of brain can reduce the number of road and aviation accidents to a large
extent. For this, EEG signals are acquired using a 14-channel wireless
neuro-headset, while subjects are in virtual driving environment. Principal com-
ponent analysis (PCA) of EEG data is used to extract the dominant ocular pulses.
Two sets of feature vectors obtained from the analysis are: one set characterizing
eye blinks only and another set where eye blinks are excluded. The temporal
characteristics of ocular pulses are obtained from the first set. The latter is obtained
from the spectral bands delta, theta, alpha, beta, and gamma. Classification using
K-nearest neighbor (KNN) and artificial neural network (ANN) gives an accuracy
of 80% and 85%, sensitivity of 33.35% and 58.21%, respectively, for these features.
The targets used for classification are alert or awake, drowsy, and sleep state.
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1 Introduction

Drowsiness of drivers and pilots is a major cause of a large number of fatal road
traffic and aviation accidents. Drowsiness decreases the individual’s attention and
alertness toward the tasks he or she is carrying out. Extended working hours, use of
medication, sleeplessness, or continuous driving are some of the major reasons for
drowsiness. Amir et al. report that US National Sleep Foundation (NSF) conducted
a survey in 2009 which showed that 54% of adult drivers have driven a vehicle
while feeling drowsy and 28% of them actually fell asleep [1]. A review of different
sensing techniques to detect drowsiness is described in the published works of
Sahayadhas et al. [2] and Jianfeng et al. [3]. These sensing techniques for
drowsiness detection fall under three categories: First one used sensors mounted on
the vehicle parts such as steering wheels or with the help of video cameras [4–6].
Second one senses the drowsiness with the help of behavior of the driver, usually
by computer vision and imaging techniques [7, 3, 8] to detect the facial movements
of the driver such as drooped head, yawning, and eye closures. The third set of
techniques use the physiological parameters of the driver, which include eye
activity by electrooculogram (EOG), muscle activity by electromyogram (EMG),
heart rate variability by electrocardiogram (ECG), and brain states by electroen-
cephalogram (EEG). Physiological changes related to the state of brain functions
may help in determining drowsiness in an objective manner. Other characteristics
are subject-specific and hence will be less reliable. They are also affected by illu-
mination of the surrounding as well as the drivers postures.

EEG data analysis is one of the accepted methods for drowsiness detection.
EOG-based techniques can also serve the same purpose, but the sensors of EOG,
placed in and around the eyes, may cause disturbances to the driver if used for long
time. These sensors have much lower SNR and can give false alarms. The electrical
activity of the neurons inside brain, EEG, can provide the information regarding
both muscular movements of the eye as well as the sleep stages. Hence, EEG-based
drowsiness detection was considered in this work.

Several methods have been proposed to identify drowsiness from EEG. One
such experiment used the analysis of alpha power spectrum changes of EEG signals
by Dajeong Kim et al. [9], when subjects are feeling drowsy (with eyes open). Such
eye activity cannot be detected by image processing methods. In their work,
experiments were conducted on three subjects (age group of 24–25). Power spec-
trum of alpha, beta, theta, and delta signals was analyzed using fast Fourier
transform. It was found from the experiments that alpha showed significant changes
in power spectrum during drowsiness period even when eyes are open. In a similar
study by Shaoda Yu et al. [10], EEG variations during sleep onset transitions were
observed. In their work, the feature, EEG spectral bands divided into 1 Hz bin
intervals and used these as input to support vector machine (SVM) classifier. From
a set of optimized features, an accuracy and precision of 98.01% and 97.91%,
respectively, was achieved. Research carried out by Roman Rosipal et al. [11] used
an EEG-based probabilistic model to detect drowsiness using the spectral contents
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of four-second-long EEG segments. They modeled a real-time system using hier-
archical Gaussian mixture model. Labeling was done using Karolinska drowsiness
scoring method. Yabo Yin et al. [12] used k-means clustering and linear discrim-
inant analysis (LDA) to find the correlation of alpha and beta waves with the states
of drowsiness and consciousness.

In most of the literatures available, the features for drowsiness detection were
based either on blink-related information or on spectral characteristics. In this
paper, we try to integrate both these features and evaluate those using supervised
learning techniques. PCA-based preprocessing will be used to combine the suitable
channels from the headset. The performance of the system will be analyzed in terms
of accuracy, sensitivity, specificity, and precision. The paper is organized as fol-
lows: In Sects. 2 and 3, the methodology of feature extraction and preprocessing is
discussed in detail. Section 4 briefly explains the classification methods, and Sect. 5
gives the results obtained. The paper is concluded in Sect. 6 with further infor-
mation on possible future works.

2 Methodology

In this section, we will be dealing with acquisition of EEG and preprocessing
methods. We will begin with a brief discussion on human brain and conclude this
section in feature extraction techniques.

2.1 Data Acquisition

EEG data was acquired by using the Emotiv EPOC device. The device has a
resolution of 12 bits. It is an EEG signal acquisition and processing wireless headset
that monitors 14 channels of EEG data. EPOC has a sampling frequency of 128 Hz
and sends the EEG data to the computer via Bluetooth. EEG data of 18 subjects
(nine males and nine females) of age group 20–22 was collected. Noise while
recording was avoided by switching off other electronic devices nearby. The sub-
jects were asked to undertake a virtual driving game for 2 h. The data was recorded
while the subjects were virtually driving the vehicle. Subjects were slipping into
stage of drowsiness when the data was taken. For virtual reality, VR box was used
to give a 3D virtual image for purpose of providing a real driving scenario. To
facilitate the contact of electrode with scalp, a saline solution was used. The 14
electrodes (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4) were
placed according to the international 10–20 systems forming 7 sets of symmetric
channels. The recordings were highly noisy as shown in Fig. 1.

Even though the recordings were taken from all the channels, the features per-
taining to ocular pulses were dominant only in the electrodes placed in the frontal
and occipital regions. Hence, only 9 channels—AF3, F7, F3, F6, O2, FC6, F4, F8,
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and AF4—were considered for this work. A video channel was also used to note
down the presence and behavior of eye blinks. Video was taken from the instant
when the EEG data was recorded. The onset of blinks was identified from the video
and verified with EEG pulses obtained. The EEG pulses not matching the video
record were not considered for analysis. The identified EEG portions for analysis
varied between 6 and 10 min. In noisy data, to identify actual pulses it was nec-
essary to have parallel video recording.

3 Feature Extraction

3.1 Principal Component Analysis and Preprocessing

3.1.1 Preprocessing for Blink-Dependent Features

All of the 9 selected channels give information regarding the state of the subject,
and hence, the most relevant data should be selected from the available channels.
For combining the appropriate channels, principal component analysis (PCA) was
used. The EEG signal of channels AF4 and AF5 is given in Fig. 2a and b,
respectively. The PCA output for the channels is shown in Fig. 2c. Since the eye
blink-related features were considered, the PCA output with maximum energy (the
output with maximum eigenvalue), i.e., the first channel, was considered. Along
with the required output, the coefficients (or weights) and latent (or eigenvalues)
were also obtained from PCA. This signal was further normalized as shown in
Fig. 2d. Normalization was done by subtracting the mean from it and dividing the
result with the maximum of that signal.

Fig. 1 EEG output plot of 14 channels
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It is seen that a normal human blinks in between 2 and 10 s. Hence for eye
blink-dependent features extraction, the EEG waveform was further segmented and
analyzed with 10 s duration. An overlap of 2 s was also provided to prevent loss of
data while segmenting. EEG recordings had baseline noise as shown in Fig. 3a. In
order to remove the baseline variations, polynomial fitting was done on the nor-
malized signal and was subtracted. The resultant gave smooth signals with peaks
corresponding to the eye blinks. This is shown in Fig. 3b.

3.1.2 Preprocessing for Spectral Features

The output of PCA was for eye blink-independent features which are discussed
below. All EEG channels have effects of blinks. In order to remove the signal
corresponding to blink, processing was done using the outputs of PCA. The first
output channel of PCA, having the maximum blink variability, was made zero.
Inverse operation of PCA was done inorder to get back the EEG data from the 9
channels that are free from the effect of blinks. This was used for further power
analysis in different blocks.

Fig. 2 a EEG data of channel AF4. b EEG data of channel AF5. c PCA output of selected
channels. d Normalized PCA output
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3.2 Feature Extraction

As mentioned earlier, brain waves gamma, beta, alpha, theta, and delta play a
significant role in determining the stages of alert, drowsy, and sleep. Two types of
feature vectors were used for detecting drowsiness: One type was dependent on the
eye blink information which included the blink rate, sum of blink heights inside the
particular window and sum of blink duration widths in that window. Second feature
vector was obtained by removing effects of eye blink. It includes the average and
standard deviations of energy in the above-mentioned five frequency bands.
Therefore, there were 2 types of features: First one was a temporal analysis in time
domain while second one was in frequency domain.

3.2.1 Blink Features

Blink rate was calculated according to the number of times the subject blinks in a
10 s window. Blink width and blink height were also calculated from this window.
It is a known fact that characteristics of blinks while a person is awake and when
one is drowsy vary in a significant manner, which motivated us to take these
features. Thus, three blink-dependent features, rate, height, and width/duration,
were obtained for each subject.

Fig. 3 a Segmented EEG before preprocessing. b Baseline removed and smoothed signal with
detected eye blinks

424 S. S. Poorna et al.



3.2.2 Spectral Features

The signal without blink data was further filtered using a set of FIR filters of order
60, tuned to different frequencies according to the frequency band of EEG’s. A total
of 10 feature vectors regarding the brain waves: mean energy and standard devi-
ation of energy corresponding to each of 5 frequencies. The 3 blink features and 10
spectral feature vectors were combined to get a total of 13 feature vectors and used
for classification purpose. Possible three-dimensional plots of the above feature
combinations were taken to visualize the feature space. A sample three-dimensional
plot of the feature space comprising the features mean energy of gamma and theta
versus the blink rate is shown in Fig. 4.

4 Classification

Two supervised classification methods: K-nearest neighbor (KNN) and artificial
neural network (ANN) [13, 14] were used to analyze the feature vectors. The
classification was done for three cases: (i) using vectors having eye blink
(ii) without eye blink, and (iii) combination of two feature vectors which include
both. Eighty percentage of the data was used to train the classifiers while twenty
percentage was used to test. The number of nearest neighbors are denoted by the
variable k. K was iteratively chosen in the paper to aid maximum accuracy in
classification; for our work, it was chosen as 11.

Fig. 4 Three-dimensional plot of the feature space comprising the features: mean energy of
gamma and theta versus the blink rate
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5 Results

Our results show that the three stages were classified using the PCA EEG signals.
Classification was done using KNN and ANN algorithms where ANN gave better
performance in individual cases. The results were analyzed for three cases: (1) us-
ing blink-related features (2) using spectral features, and (3) with combination of
both. The classifiers were evaluated for the performance measures accuracy, sen-
sitivity, specificity, and precision.

From the analysis given in Table 1, it can be seen that for both cases, i.e., blink
features and spectral features, ANN gave better classification performance measures
accuracy, sensitivity, specificity, and precision. Using KNN, spectral parameters
gave better performance measures, i.e., 73.33% accuracy, 54.67% sensitivity,
77.65% specificity, and 29.43% precision compared to the blink-based feature.
Using ANN, the accuracy measure for both the cases (i) and (ii) were same, i.e.,
75%. Table 2 shows the performance measures when combination of blink and
spectral features was used. The combination of features was found to give highest
accuracy, of the three cases. In case (iii) also ANN classified the stages: awake,
onset of drowsiness and sleep with much better performance measures compared to
the one with individual cases.

6 Conclusion

Amrita Vishwa Vidyapeetham has developed a system for forewarning drowsiness
of pilots and drivers to prevent impending accidents. The analysis of this system has
shown it is possible to detect drowsiness in pilots and drivers using PCA EEG
signals with reasonable accuracy. Our observations conclude that accuracy obtained
for drowsiness detection when the two set of features were used together was 80%

Table 1 Results for case
(i) and case (ii)

Measures in (%) Case (i) Case (ii)
KNN ANN KNN ANN

Accuracy 50 75 73.33 75
Sensitivity 37.97 41.2 54.67 44.43
Specificity 67.78 75.27 77.65 70.59
Precision 29.43 47.55 53.87 86.84

Table 2 Results for case (iii) Measures in (%) KNN ANN

Accuracy 80 85
Sensitivity 33.35 58.21
Specificity 81.9533 83.24
Precision 84.36 65.73
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using KNN classifier and 85% using ANN classifier. In all the cases, ANN gives the
best results in the performance measures considered. It is expected that eye tracking
and heart rate variability may give a higher level of accuracy.
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Remote Healthcare Development Using
Vehicular Ad Hoc and Wireless Sensor
Networks

Suparna DasGupta, Soumyabrata Saha and Koyel Chatterjee

Abstract Wireless sensor networks along with vehicular ad hoc networks com-
prise of distributed sensor nodes which have sensing, communication, and meting
out capabilities and work as emerging technology for diverse applications including
healthcare industries. The objective of the proposed framework is to ensure the
unremitting monitoring of vigorous parameters of patients without affecting the
customary activities and provides the factual information to the end user.
The proposed system includes smart vehicles outfitted with VANETs and body
sensors embedded in the patients’ body equipped by WBSNs. Smart vehicles carry
health information collected from the patients and forward to the adjoining
healthcare service provider. To better support the proposed framework, along with
VANETs, WSNs can be adopted to design the framework for developing remote
health consisting of the fundamental architecture of the system to provide
unswerving communication with multicast data delivery in real time.

Keywords Wireless sensor networks ⋅ Vehicular ad hoc networks
Health care ⋅ Smart vehicle ⋅ System architecture

1 Introduction

The recent technological breakthrough has enabled cost-effective low-power
wireless sensors and is interconnected with each other to find a growing number
of healthcare applications of WSNs. WSNs consist of sinks and sensors. Sinks have
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been used to accumulate data, transmitted by sensors. Sensor nodes perceive the
enviable corporeal phenomenon and perform the obligatory data aggregations
necessary to avoid outmoded data transmissions.

A sensor node is embraced by four basic components such as: sensor, pro-
cessing, radio, and power unit. The detection unit has been used to measure cor-
poral condition; it has been used as a processing unit for collecting and meting out
signals; the radio unit transfers signals from sensor node to the user through the
gateway. All these units are supported by the power unit to provide the energy
required to perform the tasks.

The wireless communication between moving vehicles is increasingly the focus
of research in health, academic communities, and automotive industries. The
vehicular ad hoc networks are an emerging technology that includes vehicles and
road units (RSUs) as network nodes and allow Vehicle-to-Vehicle (IVC) com-
munication and as well as with the Roadside-to-Vehicle communications (RVC). In
VANETs, vehicles are used to form an automatic self-organization network without
the use of immune infrastructure. Vehicles can communicate with nearby vehicles
known as communication from Vehicle-to-Vehicle (V2V) and also with the side of
the road infrastructure also known as Vehicle-to-Infrastructure (V2I). Establishing a
competent and adaptable route between network nodes is one of the prerequisites in
vehicle communication. It can offer diverse services that can benefit users, and the
deployment of communication in VANETs is heavily reliant on their security and
privacy features.

The requirements mentioned for the proposed architecture of the healthcare
framework that is developed for remote distance have been achieved as: reliability,
energy efficiency, routing, mobility of nodes, timeliness. Healthcare applications
have required energy efficiency system to ensure unremitting operation within the
life cycle of sensor nodes. In addition to energy efficiency, reliability is one of the
overriding techniques for the accomplishment of the proposed framework together
with network coding that has emerged as a viable technology for WSNs. Few
applications of WSNs in healthcare are mentioned here, such as heart diseases;
asthma; cancer detection; diabetes; blood pressure monitoring of pregnant women.

The proposed framework would make it easier for remote patients to reach
physicians or the health center in the nearest urban or suburban area through the
proposed solution. The system effectively includes an intelligent vehicle outfitted
with VANETs and wireless body sensors connected to the patient’s body equipped
with WBSNs. These vehicles are used to collect personal sensitive health infor-
mation from the patient and carry forward to the nearest healthcare provider.

The rest of the article is organized as follows. In Sect. 2, we have conducted
surveys inclusive of existing approaches. In Sect. 3, it has presented the new
architecture proposed system. The analysis is presented in Sect. 4. We conclude our
article with the concluding remarks in Sect. 5.
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2 Related Work

In this section we have discussed some of the remote healthcare monitoring
frameworks using VANETs and WSNs.

In [1] authors presented the prototype for healthcare monitoring system using
WSNs that consist of different types of sensors which are integrated onto the MicaZ
and Telos motes. [1] ADMR used for multicast routing to discover nearby devices
and its simple query interface allows caregivers to receive enduring data. MEDiSN
[2] has been used to monitor the health of patients’ physiological monitors and to
transmit data collected through the network gateway. It has been used to optimize
1:1 and 1:M communication without explicitly using multicast communication. In
[3], the authors proposed the reliable cluster-based communication scheme to
collect real-time data related to patient care.

In [4] adjacent nodes created virtual clusters and used synchronization to
establish general sleep schedules. S-MAC [4] has minimized power consumption
and avoids the overload of time synchronization by suspending time warnings. In
[5], the authors proposed the framework that provides lower latency and better
scalability [4]. DS-MAC [5] is a dynamic work cycle technique that has been
implemented in S-MAC [4] is enabled. MD-SMAC [6] is an amalgam of the mobile
version of SMAC [4] and DS-MAC [5]. The main objective of [6] is to provide
mechanisms to meet the constraints posed by applications sensitive to delays,
together with the efficient management of mobility conditions. In [7], the routing
metric is proposed combining jump and speed with the deliberation of the use of
vehicle driving information and the reduction of the delay. An on-board informa-
tion gathering module was designed and implemented using OBD technology to
gather information on speed without modifying any other.

In [8] authors proposed framework which is based on the hot spot detection
methodologies and executes a single hop or multi-hop fashion as communication
requirements. In [9], authors have presented stable augmented throughput-based
multi-hop protocol for link efficiency in wireless body area networks, where
multi-hop communication is used to improve lifetime of the node and minimize the
energy consumption. In [10], the authors have proposed the mechanism of com-
munication in a single bound to send data from node to sink and this method is
valuable to conquer delay but remote nodes have required more energy for com-
munication purposes. Authors have proposed wireless autonomous spanning tree
protocol [11] where messages are broadcasted to inform parent nodes for child
nodes and data are used to bring about low delay and high network trustworthiness.

Tree algorithm based on priority for WBASNs [12] has used dedicated channels
for emergency data communication, and normal data are presented for effective
transmission after emergency data delivery. In [13], authors have proposed
routing-based allocation of energy balancing speed where data are shrewdly
transmitted through the adaptive routing path based on residual energy, and this
framework guarantees a uniform distribution of the load at the nodes and increases
the life of the network. The authors have proposed a multi-hop protocol [14] in
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WBASNs, which is robust against frequent network changes and the use of an
adaptive transmission mechanism for nodes and improves energy efficiency.
A model based on the reputation event has been proposed in [15] to sieve the
warning messages and based on the location of the vehicles to the interior of the
model classifies the traffic into diverse roles.

Through an extensive review it has identified that different authors presented
diverse techniques to monitor the health of the system and the transfer of the
location of the detected data sensors for the end users was recognized, and it has
been considered as one of the main problems of design in remote healthcare
monitoring framework. In order to recover the deficiencies of aforementioned
schemes, the challenge is to develop a new proposed framework that can meet up
the conflicting requirements. The following section proposes a framework for
remote healthcare development using vehicular ad hoc and sensor networks. The
main objective of the proposed framework is to serve the people in accordance with
the requirements.

3 Proposed Framework for Remote Healthcare
Development

The previous section leads to the observation that the data collection has been
executed continuously and that the collected data would be sent to the end user for
proper execution purposes.

• Wireless body sensor integrated into the body of each selected patient and
continuously collects physiological signals from the patient’s body.

• Wireless multi-hop relay nodes are used to forward health data of patient from
WBSN to VA-Cle.

• VA-Cle: The smart vehicle is equipped with VANET for receiving, carrying,
and forwarding the required information to another VA-Cle or V-Server.

• V-Server: The receiving information through VA-Cle would be stored in the
V-Server and analyzed for next level of execution. According to the decision, it
would communicate to doctors or medical practitioners (Fig. 1).

Algorithm 1: Algorithm for Data Collection and Forwarding
Step 1: Embed wireless body sensors to different patients’ body.
Step 2: Body sensors collected data continuously and store in the corresponding buffer.
Step 3: Collected information would be forwarded to relay node.
Step 4: Wireless multi-hop relay node are act as cluster head and forward the patient’s health

data to the nearest smart vehicle (VA-Cle).
END
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Algorithm 2: Algorithm for Patient Registration
Step 1: Smart vehicles (VA-Cle) received the patient’s health data.
Step 2: It checks for the patient registration, if the patient details are found in its database

then it add the current collected information with the existing information, otherwise
make a new entry of patient’s information.

Step 3: VA-Cle informs its other neighbors of the new patient’s information.
Step 4: Wireless multi-hop relay node are act as cluster head node and broadcast the

patient’s registration details to its neighbor vehicles.
END

Algorithm 3: Algorithm for Data Processing
Step 1: Smart vehicles forward the collected information to the V-Server.
Step 2: Same patient medical data may be received from different smart vehicles at different

time interval and store in the V-Server.
Step 3: V-Server checks the collected data and compare with the pre-defined threshold. If

the collected data is differ from threshold values, and instant action would be taken
care off.

Step 4: Nearby available doctors or medical practitioners would receive the messages from
the V-Server and they would take care the patient’s health condition.

END

By using the above three algorithms, any patients’ health information would be
reached to the medical experts, doctors, through VANETs and WSNs.

Fig. 1 Framework of Remote Healthcare Monitoring Using VANETs and WSNs
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4 Analysis

In this proposed mechanism, layered approach has taken an important role for
execution of the system. The main drawback with the centralized system is single
point to failure. In a contrast, the layered approach provides support even when any
node fails and as well as fault tolerance of the network is increased. It allows for the
distribution of the load on more than one layer. This helps in solving the perfor-
mance bottleneck problem. The simulation model consists of a network model that
has a number of wireless nodes, representing the entire network to be simulated. We
have executed simulations by using the simulation tool MATLAB to monitor
performance and evaluate the performance of the proposed framework.

Normalized routing load (NRL) is the relationship between packet transmissions
administrative and routing data packets delivered. A data packet is counted as
delivered when received by the destination node. Each jump is counted separately
at the time of transmission count. Let D be the total number of data packet received
by the destination node and R be the number of routing packet needed to trans-
mission of D packets, i.e., NRL = D/R. In Fig. 2, we have presented a relation
between packet generation rates versus NRL.

End-to-end delay is the average difference between the time the first data packet
is caused by an application and the time this packet is received on this destination.

In Fig. 3, we have presented the relationship between packet generation rate
versus end-to-end delay.

Throughput is defined as the total number of messages sent or received per
second. The packet drop ratio is defined as the fraction of data packets lost by an
application in time data delivery. The reasons for the fall were mainly packet
collisions with several expirations retry count too. In Fig. 4, we have presented the
relationship between throughput and number of nodes.
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5 Conclusion

In this paper, we have focused our discussion on the benefits of using VANET and
wireless sensor networks for medical applications. The future of health care is
increasingly aging world and would force the health surveillance everywhere with
minimal physical interaction of physicians with their patients. Design networks for
better medical wireless sensors seem to be a good solution for part of the problem.

As upshot, VANETs and WSNs are flattering gradually more important to
observe patients both in the clinical setting and home again. The application of
VANETs together with the health monitoring of the sensor network systems has
been divided into three categories: monitoring of patients in clinical practice,
supervision of chronic patients in the home and the elderly and the elderly, and the
collection of clinical data long-term.

In this paper, the framework for remote health surveillance is offered using
VANET and sensor networks. The impending benefits of deploying wireless sensor
networks and VANETs in healthcare applications are easy to access patient data
updated at any time and from anywhere. A test bed would be taken into consid-
eration to test the performance of the required parameters as blood pressure, ECG,
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heart rate, temperature instantaneous retort to emergency situations, and rider of
high-quality healthcare with low-cost individual health monitoring system.

The future vision of WSNs is to secure abundant distributed devices to control
and interact with the world body phenomena and to make use of detection capa-
bilities and performance space and temporarily dense detection devices. The
potential apparition of WSNs is to entrench plentiful distributed devices to monitor
and interact with corporeal world phenomena and to make use of detection capa-
bilities, performance space and temporarily dense detection devices.
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Comparative Analysis of Subcontracting
Scheduling Methods

Konstantin Aksyonov, Anna Antonova and Eugene Sysoletin

Abstract This paper considers the following methods of the work scheduling:
network planning techniques (critical path method, program evaluation and review
technique, and graphical evaluation and review technique), method of agents
cooperation in the needs-and-means networks proposed by Skobelev P.O., method
of simulation and genetic algorithms integration proposed by Kureichik V.V., and
method of multiagent genetic optimization developed by the authors based on the
Kureichik method. As a result of the comparative analysis, the advantages of the
method of multiagent genetic optimization in terms of solving the problem of
subcontracting scheduling have been revealed. The multiagent genetic optimization
method takes into account the nonrenewable resources, allows implementing dif-
ferent resource allocation strategies using simulation and multiagent modeling, and
allows optimizing subcontract resources via analysis of alternative work schedules
using genetic algorithms and simulation.

Keywords Subcontracting scheduling ⋅ Network planning techniques
Genetic algorithms ⋅ Simulation ⋅ Multiagent modeling

1 Introduction

The subcontracting scheduling problem is part of the scheduling problem and is
associated with the analysis of the bottlenecks of own resources distribution and
optimization of the subcontracting resources. The subcontracting scheduling
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problem is relevant especially for enterprises, where number of employees is small.
Subcontracting scheduling is aimed at the maximum loading of own resources and
execution of all projects on time due to additional resources. The following
objective functions can be used to solve the subcontracting scheduling:

(1) Minimization of the total subcontract cost value:

OF1 = ∑
P

i=1
∑
Ki

j=1
ðSSði, jÞ ⋅VSCði, jÞÞ→min, ð1Þ

where

SS(i, j) cost of the work j project i;
VSC(i, j) volume of subcontracting workforces on the work j project i;
Ki works amount in the project i;
P projects amount.

(2) Minimization of the total company departments downtime:

OF2 =
∑
T

t=0
∑
V

w=1
VFðt,wÞ

T ⋅V
→min, ð2Þ

where

VF(t, w) amount of free workforces of department w at the moment t;
V departments amount;
T the range scheduling duration. Constraints of the problem are time

constraints of the early and late works start.

Let us consider a number of methods [1, 6, 8–10] for solving the problem of
work planning and carry out comparative analysis in relation to the problem of
subcontracting scheduling.

2 Network Planning Techniques

Network planning techniques are based on the idea of presenting project work as a
network. In this network, the aimed arcs are associated with the works, the nodes—
with the events of the work’s start and finish. A network schedule construction is
carried out according to the rules and necessarily reflected the relationship between
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the preceding and following works because the performance of the network plan-
ning techniques is based on the analysis of these relationships.

Let us consider the following network planning techniques: critical path method
(CPM), program evaluation and review technique (PERT), and graphical evaluation
and review technique (GERT).

2.1 CPM Method

The CPM method is intended to assess the standby time of works performance in
the case of deterministic works durations. The found standby time of works per-
formance is used to balance resource, which is carried out through a variety of
heuristic algorithms to establish the priority of works [8, 9]. After resource bal-
ancing is finished, the only way to reduce the critical path is to attract subcon-
tracting resources. To assess the feasibility of attracting subcontracting resources, a
value of the average cost of reducing the duration of project per unit time is
calculated for each work. Then the most profitable work from the viewpoint of
acceleration of project implementation is selected to attract subcontracting
resources.

2.2 PERT and GERT Methods

The PERT method is intended to assess the timing of the project completion taking
into account the assignment of the works duration by using β distribution [9].
The GERT method is a development of the PERT method. The GERT method is
intended to the analysis of stochastic network graph [10]. Each arc of the stochastic
network (i.e., work) is characterized by the duration and the probability of real-
ization in the project. The network implementation is a network section, in which
some arcs are stored (realized), while others arcs are discarded. Each node of the
stochastic network is identified with two events: event of the work end (input event)
and event of the work start (output event). Two types of the output are defined in
the GERT language for describing the output event: deterministic output (all arcs,
originating from the node, are implemented) and probabilistic output (only one arc
of all the arcs, originating from the node, is implemented).

The GERT method extends the use of the CPM method to solve the subcon-
tracting scheduling taking into account stochastic work durations and the proba-
bilistic occurrence of work in the project. The GERT method builds a branch of
realized works, calculates works durations using distribution functions, and cal-
culates a critical path. For works of the critical path, it is possible to calculate the
feasibility of using subcontracts to accelerate the project processes.
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3 Scheduling Method on the Basis
of the Needs-and-Means Network

Scheduling method on the basis of the needs-and-means network is proposed by
Skobelev P.O. and is intended to schedule by constructing a multiagent system of
the operative resource allocation in real time [12]. The method takes into account
the possibility of adjusting the composition and characteristics of the planned works
and resources. The needs-and-means network (NM network) is a multiagent system
where each agent is characterized by needs (N) and means (M). The NM network
agent negotiates to achieve its needs with the help of other agent’s means (Fig. 1).

In the method, the NM network is used to represent the set of orders, projects,
works, and resources of the enterprise. Each item listed in the NM network is
associated with an agent, e.g., resource #1 agent, work #1 agent, project #1 agent.
During the agents’ negotiations, the distribution of resources by works is carried;
fragment of the negotiations protocol at the level of individual agents is shown in
Fig. 1. As can be seen from the figure, the work #4 agent chooses the resource #1
agent from the three available resource agents (the first in the list), so the other
alternative resources remain unanalyzed.

Scheduling method on the basis of the NM network includes an initial phase of
the conflict-free scheduling and proactive phase of the rescheduling [11, 12]. The
phase of the conflict-free scheduling involves the resources allocation between
works. Each work generates the time interval (slot) of the employment of the
resource, that is recorded in the planned slots of this resource. The phase of
the proactive scheduling requires resolution for each resource the conflicts of the

Work №4 
Agent 

Resource №1 
Agent 

Resource №2 
Agent 

Resource №3 
Agent Scene

Yes!

Do not analyzed 
alternative

Work №3 
Agent 

Project 
Agent

Can you execute me?

Can you execute me?

Can you execute me?

Capabilities 
checking

Capabilities 
checking

Capabilities 
checkingYes!

Yes!

Schedule 
analysisIt is necessary to shift the work №3

I need to be executed in the period from t1 to t3

Available resources: №1, №2, №3

Query for available resources

Fig. 1 A fragment of the negotiations protocol of the method on the basis of the NM network
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planned slots set by different works. In the case of the new work emergence or new
resource (i.e., subcontract resource) emergence, the system creates a new
agent-work or agent-resource that is included in the negotiations, expressing its
needs and means. Thus, the flexibility of the scheduling method regarding the
subcontract assessment is achieved.

4 Scheduling Method on the Basis of the Simulation
and Genetic Algorithm Integration

Scheduling method on the basis of the simulation and genetic algorithms integration
is proposed by Kureichik V.V. and is intended to modeling discrete processes that
occur in the organizational and technical systems and optimization of control
process parameters by means of genetic algorithms [6]. Genetic algorithms
(GA) are widely known as algorithms for solving the complex systems management
problem in a short time [5]. Figure 2 shows a diagram of the Kureichik V.V.
method.

According to the Kureichik V.V. method, the scheduling problem is solved by
the GA, and the simulation model is used to calculate the multiobjective function of
the suitability of individuals of the next generation. Expert system is used to ana-
lyze and correct parameters of the GA (the probability of genetic operators).

The proposed method has been implemented in the software RDO-studio [6],
and with this help the scheduling problem of the shop works has been solved. The
purpose of optimization was the selection of the optimal values of the controlled
variables of the simulation model, which were the priorities of executive works.
Fitness function was the function of penalties for failures orders.

The Kureichik V.V. method can be applied to solve the problem of subcon-
tracting as follows. The simulation model evaluates the various options for sub-
contracting from the point of view of satisfying the objective functions (1) and (2).
The optimization module based on the estimates obtained by the simulation model
generates new variants of subcontracting when scheduling the project’s works.

Optimisation module

Data

Simulation
model

Fitness function 
determination

Genetic algorithm 
(GA)

GA parameters 
correction

Analysis
Expert system

Fig. 2 A diagram of the Kureichik V.V. method
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5 Method of Multiagent Genetic Optimization

The method of multiagent genetic optimization (MGO method) has been developed
by the paper authors [1]. At the heart of the MGO method is a Kureichik V.V.
method modified using the following methods and algorithms: (1) multiagent
simulation [13] for description of the model of distribution of internal and external
resources on works; (2) numerical methods of uncertainty removing with regard to
the account for the probability of occurrence of additional projects; (3) simulated
annealing algorithm [4] and search of novelty algorithm [7] in order to modification
of the genetic algorithm to improve the quality of solutions found by the algorithm.
The MGO method is implemented in the optimization module of the metallurgical
enterprise information system (Fig. 3).

The metallurgical enterprise information system is a Web-oriented system for
monitoring, modeling, analysis, and improvement processes of the steel products
manufacturing [2, 3]. On Fig. 3, the decision of the problem of scheduling the
number of employees in the two departments is shown. The optimal values of the
input model parameters are found.

The modified genetic algorithm is designed to find the optimal values of con-
trolled parameters of the simulation model. The simulation model is designed to
evaluate the fitness function of each solution found by the genetic algorithm.
Subcontract scheduling using the MGO method is performed by evaluating the

Fig. 3 User interface of the optimization module with the MGO method

444 K. Aksyonov et al.



objective functions (1) and (2) in the simulation model and further searching for the
solution using a modified genetic algorithm. Fitness function of solutions is then
used in selection to apply genetic operators to solutions.

6 Comparative Analysis of Subcontracting Scheduling
Methods

Let us consider the following subcontracting scheduling methods: network planning
techniques (NPT), scheduling method on the basis of the needs-and-means network
(NMN), scheduling method on the basis of the simulation and genetic algorithms
integration (SGA), and MGO method (MGO). Results of these methods compar-
ative analysis are presented in Table 1. The criteria in the table are arranged in order
of decreasing of the criterion importance for the subcontracting scheduling solution.

As follows from the table, all of the methods, except the MGO method, do not
have the full functionality of the subcontracting scheduling.

Analysis of network planning methods reveals the following disadvantages:

1. The bulkiness and poor readability of the stochastic network diagrams are
constructed by the GERT language. During conversion any stochastic network
to this type of network, the number of arcs and nodes in the network increases,
which complicates the perception and analysis of the network.

2. The CPM method allows assigning third-party resources to perform activities of
the critical path and evaluate the effectiveness of the appointment. However, the
CPM method does not have subcontracting optimization techniques.

Table 1 Comparative analysis of subcontracting scheduling methods

Criterion NPT NMN SGA MGO

Problems
Scheduling ● ● ● ●

Renewable resources consideration ● ● ● ●

Subcontracting consideration ● ● ○ ●

Rescheduling ○ ● ○ ●

Analysis of alternative plans ○ ○ ● ●

Subcontracting optimization ○ ○ ○ ●

Nonrenewable resources consideration ○ ○ ○ ●

Methods for solving the scheduling problem
Heuristic algorithms ● ○ ● ●

Expert modeling ○ ● ● ●

Simulation ○ ○ ● ●

Multiagent modeling ○ ● ○ ●

Evolutionary modeling ○ ○ ● ●
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3. Lack of means of formalizing the decision-making scenarios in the allocation of
resources on the works (construction of models of decision-makers).

Scheduling method on the basis of the needs-and-means network uses the
negotiations of intelligent agents, but these agents do not support the analysis of
alternative solutions, cutting off the “extra” alternatives in the course of negotia-
tions. The disadvantages of the NMN method also include the following:

1. The NMN method supports the description of the subcontracting agent but does
not provide mechanism to determine the optimal number of such agents.

2. Failure to account for nonrenewable resources.

Analysis of the scheduling method on the basis of the simulation and genetic
algorithms integration reveals the following disadvantages:

1. Method focuses on a wide class of the organizational and technical systems
management tasks, which leads to the need to develop custom ontology of the
subcontracting scheduling problem and develop of its own genetic algorithm.

2. The lack of mechanisms of subcontract optimization taking into account non-
renewable resources; lack of means of formalizing decision-making scenarios in
the allocation of resources on the works.

3. The inability to reschedule the works with the appearance of additional work. At
the same time, the method provides the ability to specify the probabilistic
duration and cost of the work.

Thus, the MGO method is the most preferable when scheduling the work with
subcontracting.

7 Conclusion and Future Work

In this paper, a comparative analysis in considering subcontracting scheduling
problem has been conducted. The objective function of subcontracting scheduling
is to maximize the load of own resources and minimize the cost of subcontracting
resources.

Network planning techniques use subcontract to reduce the critical path of the
works. To assess the feasibility of attracting subcontracting resources, a value of the
average cost of reducing the duration of project per unit time is calculated for each
work. Scheduling method on the basis of the NM network does not distinguish
between own and subcontracted resources because both are agents who negotiate
with the goal of efficient works scheduling with less cost. The Kureichik V.V.
method evaluates the various options for subcontracting with the use of the sim-
ulation model and generates variants with the help of genetic algorithm. The MGO
method modifies the Kureichik V.V. method by multiagent simulation, numerical
methods of uncertainty removing, simulated annealing algorithm, and search of
novelty algorithm.
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As a result of the comparative analysis, the advantages of the method of mul-
tiagent genetic optimization in terms of solving the problem of subcontracting
scheduling have been revealed. The multiagent genetic optimization method takes
into account the nonrenewable resources, allows implementing different resource
allocation strategies using simulation and multiagent modeling, and allows opti-
mizing subcontract resources via analysis of alternative work schedules using
genetic algorithms and simulation, reschedules the works using numerical methods
of uncertainty removing and simulation.

The aim of future research is to extend and apply the developed MGO method
for the technological and logistics scheduling. The technological and logistics
scheduling is complicated by considering the production plan for the units of output
and the availability of additional technological support operations, which are
strictly related to the number of the completed basic technological operations on the
industrial unit.
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K-means Clustering: An Efficient
Algorithm for Protein Complex Detection

S. Kalaivani, D. Ramyachitra and P. Manikandan

Abstract The protein complexes have significant biological functions of proteins
and nucleic acids dense from the molecular interaction network in cells. Several
computational methods are developed to detect protein complexes from the pro-
tein–protein interaction (PPI) networks. The existing algorithms do not predict
better complex, and it also provides low performance values. In this research,
K-means algorithm has been proposed for protein complex detection and compared
with the existing algorithms such as MCODE and SPICi. The protein interaction
and gene expression benchmark datasets such as Collins, DIP, Krogan, Krogan
Extended, PPI-D1, PPI-D2, GSE12220, GSE12221, GSE12442, and GSE17716
have been used for comparing the performance of the existing and proposed
algorithms. From this experimental analysis, it is inferred that the proposed
K-means clustering algorithm outperforms the other existing methods.

Keywords PPI ⋅ Protein complex detection ⋅ MCODE ⋅ SPCi
K-means clustering ⋅ Yeast protein dataset ⋅ Gene expression dataset

1 Introduction

Biological functions generate huge data in the form of protein–protein interactions
(PPI) which consists of molecular complex. Generally, protein complex is identified
as molecular function that consists of numerous proteins that are connected with
each other at the equal time. In protein complex detection, the PPI network is
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constructed based on the interaction datasets and the complex detection is achieved
by clustering techniques. Most of the complex predictions are done on the organism
of Saccharomyces cerevisiae. Based on the literature, this research work also
focused on the yeast organism. The PPI interaction benchmark datasets such as
Collins, DIP, Krogan, Krogan Extended, PPI-D1, and PPI-D2 and gene expression
datasets such as GSE12220, GSE12221, GSE12442, and GSE17716 are compared
with the reference datasets such as Complex D1 and Complex D2 which are col-
lected from the MIPS databases.

Several clustering algorithms have been projected to identify the protein com-
plexes, and these algorithms include the merging and increasing the clusters. In this
research, two existing algorithms such as MCODE and SPICi clustering algorithms
are used. A new graph theoretic clustering algorithm named Molecular Complex
Detection (MCODE) identifies the densely connected regions in huge protein–
protein interaction networks that may signify molecular complexes [1, 2].
The MCODE algorithm considers complexes as dense regions developed from
highly weighted vertices [3]. SPICi is known as Speed Performance In Clustering,
and it creates clusters, which require high-weighted degree, and adding nodes that
maintain the density of the clusters. SPICi uses a different seed selection criterion
and integrates interaction confidences [4–6]. The algorithms have been compared
with different performance measures for evaluating the quality of predicted com-
plex. The remaining section of the paper is structured as follows: Section 2
describes the methodology for the protein complex detection, Sect. 3 describes the
experimental result, and finally, Sect. 4 gives the conclusion and suggests the future
work.

2 Methodology

In this research work, the existing algorithms such as MCODE, SPICi and the
proposed algorithm, K-means clustering algorithm, are used to identify the protein
complexes. From the results, it is concluded that the K-means algorithm provides
better results than the existing algorithms.

2.1 Molecular Complex Detection (MCODE)

The MCODE algorithm is mainly used for finding molecular functions based on
PPI networks. MCODE detects closely connected regions in PPI networks as
protein complexes. This method employs in three steps: (i) vertex weighting
(ii) complex prediction (iii) post-processing. In the first stage, the MCODE finds the
k-core, and in second stage, it selects the seed vertex in highest weight in connected
graphs and forms the threshold cluster. MCODE will repeat above steps until no
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more clusters can be detected. In the final stage, post-processing is performed to
generate the overlapping clusters [1].

2.2 Speed Performance in Clustering (SPICi)

The insight underlying SPICi is related to DPClus [7]. SPICi algorithm is used to
construct a cluster at a time. Every cluster extended from real seed pair of proteins.
The initial data structure is a priority queue, DegreeQ, to select the seed proteins.
Once a cluster is formed and output, its proteins are detached from DegreeQ, and
the weighted degrees of all proteins adjoining to these are decreased to reproduce
the connectivity to other unclustered proteins. Otherwise clusters are detached from
the complex [8–10]. It is based on the sustain of (m, M). CandidateQ desires to
support insertions, as neighbors of nodes added to M are added to it, and augment
key operations for extracting the max ingredient, because M grows the chains of all
vertices with deference to M raised [11–13].

2.3 K-means Clustering Algorithm

The K-means clustering algorithm is straightforward for vectors into set of groups.
Preliminary cluster seeds are selected (at random). K-means algorithm consists of
the separation of all information of an exact dataset into k different clusters which
aggregate each one of the data [14–16]. The squared Euclidean distance from each
entity to each cluster is computed, and every entity is assigned to the neighboring
cluster. For every cluster, the new centroid is computed and each seed rate is now
replaced by the individual cluster centroid. The cluster centroid is recalculated
based on the new relationship task [17]. Algorithm 1 shows the pseudocode for the
K-means clustering algorithm.

where

K Tree,
n Node,
K Middle candidate,
X Cell,
D Candidate set,
d* Nearest neighbor
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Algorithm 1: Pseudo code for the K-Means Clustering Algorithm 

filter(k Node n, CandidateSet  D)
{ X <- n.cell;
if(n is a leaf)
{d*<- the closest point in D to n.point;
d *.wgtMid,- d *.wgtMid+n.point;
d *.count,- d *.count+1;}
Else
{d *<-the closest point in D to X’s midpoint;
for each (m € D \ {n*})
if (m.isFarther(d*,C))  M <- M \ { m };
if (|M |= 1)
{d *.wgtMid<- d *.wgtMid+ n. wgtMid;
d *.count <- d *.count+ n.count;}
Else {Filter (n.left, D);
Filter (n.right, D);}}}

The square geometric method from every object to every cluster is evaluated,
and every object is assigned to the contiguous cluster. For every node of the
k-tree, a set of candidate is preserved in the middle. The K-means algorithm sep-
arates the middle points that may serve as the adjacent neighbour for a number of
positions lying within the coupled cell. The candidate middle for the origin consists
of all K middle. The amount of connected data points n: calculated bias Midpoint;
n: wgtMid, which distinct to be the vector summation of all the connected points.
The real middle point is presently n:wgtMid = n:count. It is simple to change the
k-tree structure to calculate this further information in the similar space and time
limits, and then to propagate candidates as follows: For every node n, X indicates
its group and K indicates its candidate set. Initially, calculate the candidate d*€ D.
D is close to the middle of X. Subsequently, for each of the remaining candidates m
€ D \ {d*}, if no piece of X is more rapidly to m than it is to d*, it can assume that
m is not the adjacent middle to any data position associated with n and, for this
reason, can reduce, or filter, m from the list of candidates. If n is connected with a
particular candidate (which be required to d*), then d* is the adjacent neighbor of
all its data points. It can allocate them to d* by counting the linked node with the
weighted middle node and add to d*. If not, if n is an internal node, then recurse on
its offspring. If it is a leaf node, calculate the distance since its connected data point
to all the candidates in D and allocate the data point to its adjacent middle.
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3 Results and Discussion

In this research work, the well-known benchmark datasets namely Collins, DIP,
Krogan, Krogan Extended, PPI-D1, PPI-D2, GSE12220, GSE12221, GSE12442,
and GSE17716 are used to assess the performance of the proposed algorithm with
the existing algorithms such as MCODE and SPICi. To evaluate the performance of
the proposed algorithm with the existing algorithms, six performance measures,
namely precision, recall, f-measure, sensitivity, positive predictive value (PPV) and
accuracy are used in this work. From the experimental results, it is inferred that the
proposed K-means algorithm provides better results than the existing algorithms.

For all the datasets and its complex detection, the proposed K-means clustering
algorithm provides better accuracy than the existing algorithms. And also for the
overall accuracy, the proposed K-means algorithm gives better results than the
existing algorithms. The performance measures for the protein interaction datasets
such as Collins, DIP, Krogan, Krogan Extended (2006), PPI D1, PPI D2 and gene
expression datasets such as GSE12220, GSE12221, GSE12442, and GSE17716 are
calculated. From the experimental results, it is inferred that the proposed algorithm
achieves better performance values than the existing algorithms, and it is shown in
Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10.

With respect to Complex-D1 and Complex-D2 for the accuracy, the proposed
algorithm performs better compared to all the existing algorithms as given in
Table 1 and Fig. 11, respectively. Based on the experimental and statistical anal-
ysis, it is inferred that the proposed algorithm achieves better results than the
existing algorithms for the protein complex datasets.
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Fig. 1 Performance analysis for the existing and proposed algorithm for the collins dataset
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Fig. 2 Performance analysis for the existing and proposed algorithm for DIP dataset
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Fig. 3 Performance analysis for the existing and proposed algorithm for krogan dataset
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Fig. 4 Performance analysis for the existing and proposed algorithm for krogan-extended dataset
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Fig. 5 Performance analysis for the existing and proposed algorithm for PPI-D1 dataset
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Fig. 6 Performance analysis for the existing and proposed algorithm for PPI-D2 dataset
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Fig. 7 Performance analysis for the existing and proposed algorithm for GSE12220 dataset
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Fig. 8 Performance analysis for the existing and proposed algorithm for GSE12221 dataset
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Fig. 9 Performance analysis for the existing and proposed algorithm for GSE12442 dataset
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Fig. 10 Performance analysis for the existing and proposed algorithm for GSE17716 dataset
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4 Conclusion and Future Work

Clustering techniques are used to predict the protein complexes from the PPI net-
works. High-throughput experimental techniques have produced a large amount of
protein interaction, which makes it possible to predict protein complex from pro-
tein–protein interaction (PPI) networks. However, the small amount of known
physical interaction may limit protein complex detection. The protein interaction
datasets such as DIP, Collins, Krogan, Krogan Extended, PPI-D1, PPI-D2 and gene
expression datasets such as GSE12220, GSE12221, GSE12442, and GSE17716 are
used for existing and proposed algorithms, namely MCODE, SPICi and K-means.

Table 1 Statistical
comparison of proposed
algorithm performance with
existing algorithms with
reference to Complex D1 and
Complex D2

Datasets % difference with
respect to
complex-D1

% difference with
respect to
complex-D2

MCODE SPICi MCODE SPICi

Collins 30.22 39.4 30.22 39.4
DIP 2.68 40.06 2.68 40.06
Krogan 37.96 36.83 37.96 36.83
Krogan
extended

39.3 35.79 39.3 35.79

PPI-D1 37.15 32.79 37.15 32.79
PPI-D2 35.91 33.27 35.91 33.27
GSE12220 9.06 6.33 19.17 5.73
GSE12221 17.86 12.73 8.96 1.79
GSE12442 12.74 8.05 6.84 2.73
GSE17716 7.93 6.26 5.67 4.02
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Fig. 11 Statistical comparison of accuracy for the proposed algorithm with the existing
algorithms with reference to Complex D1 and Complex D2
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Compared with MCODE and SPICi, the proposed algorithm predicts protein
complexes with higher quality and achieves higher precision values and lower
sensitivity values. From the experimental results, it is proved that the proposed
algorithm achieves higher performance in terms of accuracy, precision, recall, and
f-measure values. In the future, the proposed algorithm will be applied on other
types of protein complex datasets such as phenotype, pathways and evolutionary
datasets.
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Automatic Generation of Fill-in-the-Blank
Questions From History Books
for School-Level Evaluation

Sumeet Pannu, Aishwarya Krishna, Shiwani Kumari, Rakesh Patra
and Sujan Kumar Saha

Abstract Fill-in-the-blank questions (FIBs) play an important role in educational
assessment. FIBs are effective to assess the understanding of well-defined con-
cepts, and these are often used in school level. But manual preparation of FIBs is
time-consuming and requires sufficient expertise on the content. This paper pre-
sents the proposed system for automatic generation of FIB questions that accepts
school textbook as input. First, we identify the informative sentences that can act
as the basis of FIBs. A parse structure-based module works on the sentences to
identify the concept or knowledge embedded in the sentence. The knowledge is
extracted in form of subject–predicate–object triplet or expanded triplet. Then, a
hybrid algorithm chooses the most appropriate word/phrase that can be marked as
a gap. Proposed system is tested using class VII-level history textbook as input.
The quality of the system generated questions is then evaluated manually using
three defined metrics. Experimental result shows that the proposed technique is
quite promising.
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1 Introduction

Fill-in-the-blank questions (FIBs) play an important role in educational assessment.
FIBs are effective to assess the understanding of well-defined concepts, and these
are often used in school level. But manual preparation of FIBs is time-consuming
and requires sufficient expertise on the content. The person needs to scan through
each line of the chapter and see if that sentence is capable of becoming an FIB
question or not. An acceptable FIB question can be formed from a particular
sentence only if it contains some fact or information, so that if formed a question
out of it has some value towards the gain in knowledge for students. Then, he needs
to identify the words or phrases that will be marked as the blank.

For the automatic question generation task also, we follow similar steps. The
system we develop for automatic generation of FIBs consists of four basic modules:
(i) preprocessing of the text, (ii) identification of concept or knowledge embedded
in the sentence, (iii) selection of sentences capable of generating FIBs and
(iv) identification of key or the gap-word. Preprocessing module performs text
conversion, text cleaning, pronoun resolution, etc. We feel that sentence selection is
the most important step as the efficiency and accuracy of this step will decide what
set of decent questions that finally we are going to have at the end of the complete
process. Not all sentences of a chapter are capable of becoming a question. An
algorithm is required to filter out only factual and informative sentences. A few
approaches are proposed in the literature for sentence selection in various domains,
like first sentence and other features based, context pattern based, summarization
based, parse tree similarity based; these are discussed in Sect. 2. But applicability of
a specific approach depends on its suitability on the target domain and application.
Since we are working on a specific domain, history, there are certain characteristics
of the subject that helped us to develop the algorithm for sentence selection. In this
domain, the names play the most important role in question formation. When we
study the available questions, given as review question at the end of each chapter of
the book, we find that most of the questions deal with the names (e.g. king, ruler,
kingdom, capital, region) or dates. Therefore, we use the availability of named
entity words or date in a sentence as one of the selection criteria. Next, a parse
structure-based module works on the sentences to identify the concept or knowl-
edge embedded in the sentence. The knowledge is extracted in form of subject–
predicate–object triplet or expanded triplet. Availability of an important predicate
along with a set of required arguments becomes another clue for sentence selection
as well as key selection. Then, a hybrid module, that uses named entity information,
parts of speech information and the arguments of the predicates, is used to choose
the most appropriate word or phrase that is marked as a gap.

To evaluate the performance of the system, we run it on NCERT class VII
history textbook—Our Pasts II. The pdf version of the book is given as input to the
system. The preprocessing module converts the pdf file into readable text format
and cleans the text. Then, the system generates FIB questions from the clean
sentences. The quality of the system generated questions is then evaluated
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manually. For the evaluation, we use three metrics, namely is valid, sentence
quality and key quality. In our experiments, we observe that 84.73% of the ques-
tions are evaluated as valid questions. This value indicates that the system is
effectual in FIB question generation. The details of the system are described in the
subsequent sections of the paper.

2 Related Work

Development of an automatic FIB or MCQ generation system has become a pop-
ular research problem in the last few years. Here, we discuss a few systems
available in the literature for fill-in-the-blanks generation. The process of MCQ
generation is similar to the FIB generation, except MCQ generation requires an
extra step for distractor generation. Therefore, here we also discuss the articles on
MCQ generation, with special attention to the sentence selection and key selection
phases.

Mitkov and Ha and Mitkov et al. developed semi-automatic systems for MCQ
generation from a textbook on linguistics [1, 2]. They used several natural language
processing (NLP) techniques like shallow parsing, term extraction, sentence
transformation and computation of semantic distance for the task. They also
employed natural language corpora and ontologies such as WordNet. Their system
consists of three major modules: term extraction, stem generation and distractor
generation. Term extraction from the text is basically done by using frequency
count. Stem generation is for identifying eligible clauses where a set of linguistic
rules are used. Brown developed a system for automatic generation of vocabulary
assessment questions. In this task, they used WordNet for finding definition, syn-
onym, antonym, hypernym and hyponym in order to develop the questions [3].
Aldabe et al. and Aldabe and Maritxalar developed systems to generate close
questions in Basque language [4, 5]. They have divided the task into six phases:
selection of text, marking blanks, generation of distractors, selection of distractors,
evaluation with learners and item analysis. The generated questions are used for
learners’ assessment in the science domain. They did text selection based on level
of the learners and the length of the texts. And marking of blanks was mostly done
manually. Papasalouros et al. (2008) proposed an ontology-based approach for
development of an automatic MCQ system [6]. They have used the structure of
ontology that is the concepts, instances and the relationship or properties that relates
the concepts or instances. First, they formed sentences from the ontology structure,
and then, they found distractors from the ontology. Agarwal and Mannem presented
a system for generating gap-fill questions from a biology text book [7]. They also
divided their work into three phases: sentence selection, key selection and dis-
tractors generation. They used task-specific features for the individual phases.
Bhatia et al. presented a system for generating MCQ questions from Wikipedia text.
The system used a list of patterns or rules for sentence selection and key selection
[8]. Majumder and Saha used a parse tree similarity-based approach for sentence
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selection for MCQ [9]. Narendra et al. used the MEAD summarizer for sentence
selection and topic word extraction-based criteria for key selection in their MCQ
system [10].

3 Methodology

The system is composed of multiple modules. Each module has its own strategy to
follow. We discuss below the strategies we adopt to develop the individual modules
of the system.

3.1 Preprocessing of Input Text

This step consists of some prerequisites of subsequent major steps to be taken
towards the generation of automatic FIB questions. The first of them is to prepare
the input text. To make the system robust, we make it capable of handling simple
text document as well as pdf file. As our domain of interest is school education and
most of the text books are available in pdf format only, we put an extra step for
converting pdf files into text. This task is done with the help of the PDFMiner1 tool.
The next step is text cleaning. For the question generation, we need only the text
portion of the book or chapter. But the text converted from the pdf book often
contains images, sample questions and some other content that are not required for
the task. Additionally, the sentence boundaries become erroneous in several sen-
tences. Segregation of topic headings, subheadings and paragraphs is also necessary
for question preparation from a desired portion of the book. To handle these issues,
we run a semi-automatic phase to extract complete, bounded and meaningful
sentences, tagged with chapter_id and heading_id, from the source text. This step
leads to a well-formed clean text suitable for automatic question generation.

Pronoun resolution is the next important preprocessing phase. For the prepa-
ration of question from a sentence, the sentence should have complete set of
information. Pronouns are required to be replaced by the corresponding nouns to
make it complete. For the pronoun resolution task, we employ the ARKref2

coreference resolution tool.

1https://euske.github.io/pdfminer/.
2https://github.com/brendano/arkref.
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3.2 Sentence Selection

All the sentences in the text are not capable of generating FIB questions. A question
can be prepared only from the sentences that contain a questionable fact. Sentence
selection step aims to identify such sentences that can act as the basis of question
formation. As named entities are the pivotal element of a sentence, occurrence of a
name in a sentence increases the quantity of questionable fact in the sentence. But
only occurrence of named entity in a sentence does not guarantee that the sentence
is questionable. Therefore, we extract some additional information from the parse
tree of the sentence to refine the selection. We discuss below the strategy for
sentence selection.

NER Information. We deeply study the existing questions of this domain and
observe that majority of the questions contain a named entity, like names of kings
or other important people, name of a state, province, capital, and other locations,
date or year of war or some historic event. So, the primary feature of our sentence
selection is the availability of one or more NE in the sentence. Specifically, in this
domain, we choose those sentences that contain person and location names or date.
We plan to use Stanford NER tagger3 for identifying the named entities in the
sentence. But during the experiments, we observed that the Stanford NER system is
trained with general or newswire domain corpus; therefore, it fails in recognizing a
portion of the history domain names. Then, we semi-automatically create a few
gazetteers lists that are incorporated with the output of Stanford NER. We also
perform boundary refinement of the names. Boundary detection is important in
MCQs. Sometimes the NER system is unable to do this NER boundary detection
properly. This task we also perform with the help of the gazetteer lists and a few
context patterns [11].

Predicate–Argument-Based Sentence Selection. To refine the sentence
selection, next, we employ parse tree information in it. After a deep study of the
domain, we observe that occurrence of certain verbs increases the content of
questionable information in the sentence. Example of such verbs is ‘defeated’,
‘conquered’, ‘born’, ‘defeat’, ‘succeeded’, ‘recruited’, ‘assassinate’, etc. So, we
compile a list (Histoty_Verb_List) of such important verbs. This list is created
automatically through parse tree analysis of existing FIB questions. We collect a list
of existing questions from the review questions of the textbook and other related
materials. Then, we apply the Stanford Parser4 on these sentences. The parse tree is
analysed to find the deepest verb (VBD) in the main verb phrase (VP) of the
sentence. These extracted verbs are incorporated in History_Verb_List.

After the set of verbs have been finalized, we search for the arguments (or
parameters) of the verbs (or predicate) that describe different categories of infor-
mation needed to make a full informative sentence. For example, the predicate
‘defeated’ can be associated with multiple arguments, like defeated (Date, Ruler1,

3https://nlp.stanford.edu/software/CRF-NER.shtml.
4https://nlp.stanford.edu/software/lex-parser.shtml.
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Ruler2, Location). These parameters describe Ruler1 defeated Ruler2, and the Date
and Location imply when and where this fight took place. Some of these arguments
are marked as essential arguments and some as additional arguments. List of
essential and additional arguments is decided through the parse structure analysis of
the existing questions. If a sentence contains an important predicate with a list of
required arguments, then the sentence becomes a candidate for selection. To extract
the predicates and the arguments, we primarily follow the method discussed in
Rusu et al. [12].

Final Sentence Selection Procedure. Now we summarize our sentence selec-
tion procedure in Algorithm 1.

Algorithm 1: Procedure for selecting a sentence as a questionable sentence.
Input: One sentence. Output: Selected or Not.

(1) Check the availability of any verb from the Histoty_Verb_List. If not avail-
able, then discard the sentence.

(2) Apply Stanford NER and Gazetteer list based NER on the sentence. 
(3) Check the availability of Person, Location names and Dates in the sentence. 

If not available, then discard the sentence.
(4) Apply the Stanford Parser on the sentence. 
(5) Analyze the parse tree to extract the triplets. 
(6) Check the availability of the predicate with required arguments in the sen-

tences. If not available, then discard the sentence.
(7) Else, the sentence is selected.

3.3 Key or Blank Word Identification

Next task is identification of the key. Here, in the task ‘key’ refers to the word or
sequence of words or phrase that will be replaced by a blank. Key identification is
done with the help of the output of the NER and the predicate–argument infor-
mation extracted from the sentences.

We extract the set of triplets (subject–predicate–object) from the selected sen-
tences with the help of the methodology discussed by Rusu et al. [12]. But to handle
the application-specific and domain-specific requirements, we have modified the
original Rusu triplet methodology. The actual algorithm prefers to pick the head
noun or first noun in the NP subtree as the subject. But in this domain, most of the
subjects are named entities and contain multiple words. So, we modify the
methodology accordingly to pick the complete named entity as the subject.
Sometimes a sentence contains multiple objects in this domain. The original triplet
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extraction methodology is able to identify these but unable to distinguish between
them. We use the parts of speech tags (like IN) in the preposition phrases (PP) of
the sentence to distinguish between the arguments. Let us consider an example
sentence to make it clearer: the sentence “Sitaram Pande was recruited in 1912 as a
sepoy in the Bengal Native Army”. The predicate is “recruited”, the subject is
“Sitaram Pandey”, but the sentence contains multiple objects like “1912”, “sepoy”,
“Bengal Native Army”. We distinguish these objects with the help of the IN-words
like “recruited_as”, “recruited_in”, “recruited_in_date”.

Now we use this triplet information and NER information to select the key. If
both the subject and object are named entity, then we choose the subject as the key.
If we find any object labelled as “in_Date”, “at_Location”, “of_Location”,
“over_Location”, “from_Location”, “to_Location”, “from_Person”, “since_date”,
“for_CD”, or “as_post”, then it is also selected as the key.

The system selects three different keys from the example sentence given above.
These are Sitaram Pandey, 1912, sepoy. Similarly, from the sentence “Babur
occupied much of northern India after his victory at Panipat in 1526”, four keys are
selected: Babur, northern India, Panipat and 1526.

As per the key selection criteria, we use a sentence that may have multiple keys.
That implies that multiple FIB questions are generated from one informative sen-
tence. Therefore, this key selection approach increases the overall efficiency of the
proposed FIB generation system.

4 Result and Discussion

To evaluate the proposed system, we apply it on NCERT class VII history text
book—Our Pasts II. Three chapters of the book are given as input to the system for
question generation from these. The system generates a total of 76 fill-in-the-blank
questions. These questions are then manually assessed to measure the accuracy of
the system. For the assessment, we use the feedback of five human evaluators.

The primary metric of evaluation is the quality of the question—whether the
question is valid and can be used in any actual examination in a school. Addi-
tionally, we use two other metrics for evaluation of the core modules of the system.
These are: sentence quality and key quality. Sentence quality quantifies how good
the sentence selection approach is—that is whether the sentence is really a good
sentence for FIB generation. Key quality indicates whether the key is properly
selected or not. All these three metrics are considered as binary: the evaluator puts a
score ‘1’ if he is satisfied with it and ‘0’ otherwise. Table 1 presents the score we
obtain after the manual evaluation of the 76 system generated questions. These 76
questions were formed from 42 sentences. So, we measure sentence quality of these
42 sentences, and key quality and is valid are evaluated for all the 76 questions.
From the table, we observe that the key selection module of the system is highly
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efficient, as 91.05% of the keys are selected correctly. Accuracy of the sentence
selection module is 80.95%. Also, 84.73% of the generated questions are labelled as
valid questions. These values indicate that the system is quite efficient in auto-
matically generating FIB questions.

5 Conclusion

This paper presented a technique for automatic generation of FIB questions from
history textbook. Manual evaluation results demonstrate the efficiency of the pro-
posed technique. Although the system contains some domain dependent features
and resources, generalization can be made through use of proper alternative tech-
niques or tools. Additionally, when we compute the recall of the system, that is the
percentage of the total available sentences used in question generation, the value is
not very high. If the questions were prepared manually in greedy manner, total
number of questions would become quite higher than the system generated ques-
tions. Future improvement of the system can be made in this direction also.
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Fault Control Using Triple Modular
Redundancy (TMR)

Sharon Hudson, R. S. Shyama Sundar and Srinivas Koppu

Abstract Operating Systems have been widely expanding in terms of capabilities
and resources. One of the many unavoidable concerns is the occurrence of a fault in
the system. A fault is a violation of the existing system. A fault leads to a single or
multiple failure in the system. In order to avoid this type of failure, we need to
remove or control the fault. The commonly used techniques for controlling and
isolating faults in the system are replication and check pointing. This paper aims to
provide control over the detected fault by using the antique technique of triple
modular redundancy (TMR) which is a type of N-modular redundancy techniques.
Although it has the highest form of reliability, it has not been used to create a fault
tolerant system. In our paper, we propose a system using the technique of triple
modular redundancy to effectively mask and mitigate the detected faults to provide
uninterrupted usage of the entire operating system.

Keywords Fault control ⋅ Triple modular redundancy ⋅ Fault
Fault isolation ⋅ Fault correction ⋅ Fault tolerance

1 Introduction

Operating Systems have been widely expanding in terms of capabilities and
resources. One of the many unavoidable concerns is the occurrence of fault in the
system. A fault is a violation of the assumptions made by or existing in a system
[1]. An error is a condition which exhibits a fault. A failure is a visible variation
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from specifications that exists externally. A fault doesn’t always produce an error,
neither does an error always produce a failure. If a memory location holds data and
it is corrupted, whatever caused its corruption is called a fault and the data becomes
erroneous. A program that crashes using this data is a failure.

1.1 Fault Control

Fault control is the detection, isolation, and correction of faults [2]. Fault detection
determines whether the system contains a fault, the size of the fault and also
determines if it can be corrected. Fault isolation is pinpointing the component or
components where the fault is located. Fault correction is as the name suggests the
correction of faults. Fault correction is the reconstruction of error-free data. The
objective of fault control is to find the faults or errors in a system and correct them.
To find the fault and rectify it accordingly, some redundancy (extra data) may be
added to the message, which receivers can use to check the correctness of the
delivered message, and to retrieve data which may be corrupted.

In this paper, we address and come up with a solution for an intermittent fault.
This type of fault causes failure to the entire system. To locate this fault and find a
solution is not easy. Our model makes use of replication and triple modular
redundancy technique to overcome an intermittent fault.

1.2 Triple Modular Redundancy (TMR)

Modular redundancy is a basic concept that dates back to antiquity. It is a technique
that uses an identical secondary system to back up the primary system [3]. The
secondary system is additional like a spare and does not monitor the main system.
Triple modular redundancy (TMR) is a process that uses a form of N-modular
redundancy to control faults [3]. If a single indication of a critical operation resulted
in an error, the entire mission would result in a disaster. A TMR-based system
would ensure that three readings would be processed, thus avoiding a system
shutdown due to a lone, false reading. Therefore, TMR technology provided both
safety and availability to critical missions. In the present scenario, the concept of
TMR still exists and is used widely in mission-critical environments [4].

We propose a simple system which makes use of the concept of TMR, which
examines error signals provided by voters and discovers the system that causes the
error. The two available systems can rectify and mask the fault in the occurrence of
failure of one of the three systems.
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2 Literature Survey

From the study of the papers [5–15], we concluded that if the OS design is static, it
becomes expensive from the perspective of memory consumption and run times.
Clock cycles and delay penalty can further be reduced. With smaller overheads,
efficiency is improved. In many of the current high-performance computing
applications, the mean-time-to-failure (MTF) of the system becomes significantly
larger than the execution time. With that in mind, we propose a simple fault
controlled system using the technique of triple modular redundancy.

Another major issue in existence is that the space requirements for replication
increases enormously. This issue is resolved in our system by using remote storage
of the data, for example, like the cloud environment.

S. no. Author name
and title

Technology Drawback Future work

1. Gils, V.
A triple modular
redundancy
technique
providing
multiple bit error
protection
without using
extra redundancy
[5]

Triple modular
redundancy
It detects and repairs
the faulty bits in the
faulty processor
Fault detection is
done over the air
means at the same
time
By using TMR
model, the faulty
processor is detected
as well as the
administrator will be
able to know that
fault lies in which bit
of which processor
The timing
simulation shows
that time requires for
fault detection and
repair is in 8 ns, and
it is very low

The space
needed for
replication is
quite high
If there are
errors in two out
of three devices,
the result will
also be
erroneous

The space issue
should be
overcome

2. Bharath
Balasubramanian
and Vijay K.
Garg, fellow
Fault tolerance in
distributed
systems using
fused data
structures [6]

Fused backups for
linked lists
Correcting crash
faults
Amazon dynamo
Java collection
framework

The recovery
time is very
expensive when
compared to
replication as
replication has
the time of O
(mst), whereas
the fusion
technique

The ways to
overcome the
recovery time
issue have to be
taken care of
The fused
backup must be
more effective

(continued)
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(continued)

S. no. Author name
and title

Technology Drawback Future work

requires O
(mst2n) which
is very high
In fusion, the
client needs to
acquire the state
of all the
remaining data
structures

3. Zizhong Chen
and Jack
Dongarra
Algorithm-based
fault tolerance for
fail-stop failures
[7]

ScaLAPACK
matrix–matrix
multiplication
The
mean-time-to-failure
(MTTF) of these
systems is becoming
significantly shorter
than the execution
time of many current
high-performance
computing
applications
Avoids restarting
computations from
beginning after
failures

Checksum
relationship
cannot be
maintained in
the middle of
the computation

Need to find
faster and more
reliable
methods

4. Jasbir Kaur and
Kinger
Analysis of
different
techniques used
for fault tolerance
[8]

Fault tolerance
manager architecture
Message passing
interface architecture
Self-healing
preemptive migration
MapReduce

The current
techniques are
neither efficient
nor reliable
Existing
techniques are
very expensive

Need of a more
efficient and
reliable
technique that is
also cheaper
than the existing
techniques
Need to explore
more on MPI
architecture in
order to present
a reliable and
less costly
technique for
fault tolerance

5. Kola, G., Kosar,
T., & Livny, M.
Faults in large
distributed
systems and what
we can do about
them [9]

Silent fail-stop stutter
model
Data provenance
mechanism
Automated fault
location

This is only a
theoretical
concept. It was
not successful
on
implementation

A more rigorous
theoretical
analysis of the
silent fail-stutter
model can be
developed

(continued)
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(continued)

S. no. Author name
and title

Technology Drawback Future work

Can transparently
adapt applications to
avoid faulty
machines
Has a data
provenance
mechanism that
tracks the origin of
the results, enabling
scientists to
selectively purge
results from faulty
components

The
mechanisms can
be deployed in
real systems
over a long
period and
evaluated
Check if there
are limits on
failure fraction
that will cause
the mechanisms
to not work

6. Aniruddha
Marathe Rachel
Harris David K.
Lowenthal
Exploiting
redundancy and
application
scalability for
cost-effective,
time-constrained
execution of HPC
applications on
amazon EC2 [10]

Amazon EC2
Amazon Web
Services (AWS)
Elastic Block Store
(EBS)

The program
though is
adaptive, but in
the end, is only
for amazon
server and is not
broad minded to
develop for an
open
environment
The system is
still an
undergoing and
is prone to be of
errors

Predicting of
performance
has to be added
and should be
let out in a
broader MPI

7. Hoffmann, M.,
Borchert, C.,
Dietrich, C.,
Schirmeier, H.,
Kapitza, R.,
Spinczyk, O., &
Lohmann, D
Effectiveness of
fault detection
mechanisms in
static and
dynamic
operating system
designs [11]

Fault injection
CRC for error
detection
eCos kernel

Static design of
OS is expensive
at the price of
memory
consumption
and run times
Unreliable
hardware

A static OS can
be hardened at
much lower
price

8. Chen, W., Gong,
R., Dai, K., Liu,
F., & Wang, Z.
Two new
space-time triple
modular

Space-Time TMR
(ST-TMR)
Enhanced ST-TMR
(EST-TMR) with
double edge
triggered registers

Not suitable to
implement in
critical
environments

Research is
required for
protecting
combinational
circuits to
improve the

(continued)
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(continued)

S. no. Author name
and title

Technology Drawback Future work

redundancy
techniques for
improving fault
tolerance of
computer systems
[12]

Time redundancy is
added to TMR

fault tolerance
of the entire
system

3 Proposed Architecture

The proposed architecture consists of three modules, namely the input module, the
TMR module, and the output module in Fig. 1. A complete structure of the TMR
module is specified in Fig. 2. The structure of its components is described in Figs. 3
and 4. A detailed description of the modules is furnished further on.

INPUT

TMR

OUTPUT

Fig. 1 Basic architecture

Fig. 2 Block diagram of proposed architecture

Fig. 3 D flip-flop
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3.1 Input Module

As the name suggests, this module provides input to the device. Under this module,
all the user has to do is set the time intervals for the clock and input to be different.
The inputs are generated randomly at the set time intervals. Once these details are
set by the user, to proceed further the user has to run the simulation.

3.2 TMR Module

This module consists of the device utilizing the technique of triple modular
redundancy. This device has three identical sub-devices (Device DFF1, Device
DFF2, and Device DFF3) and one voting logic. It receives the input from the input
module and sends the output to the output module. In this module, the input is
replicated into three and fed into the devices DFF1, DFF2, and DFF3, simultane-
ously. The synchronized inputs from the devices are fed into the voting logic, where
the majority of input becomes the output. Thus, even if there is an error in a single
device, it is corrected with the help of the voter and the corrected output is got.

3.2.1 Device

The device is a D flip-flop. The input is sent through the NAND gate along with the
clock time Q. The clock basically synchronizes the inputs. It is not used to change
the outputs. Both the inputs are passed through the NAND gates to get the corrected
input, and output is got. If the inputs are not synchronized, the inputs are referred
through the NAND gates and the output is got. Two outputs that are fed are further
fed into three NAND gates (six inputs are fed into three NAND gates), and the
synchronized output is finally got.

3.2.2 Voting Logic

A device called the voting logic is used to check the correctness of the inputs. It
takes the majority of the input values to be the output value. The synchronized
inputs from the three devices are fed into the voter, and it gives the output value as

Fig. 4 Voting logic
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the majority of inputs. If one of the three devices has an error due to fault in the
system and gives a different output, this variability will be found and corrected by
the voting logic. Thus, assuming that only a single error occurs, the voted output is
always correct. When triple modular redundancy is applied to a system, all outputs
of the system are voted; therefore, no error exists at the output.

3.3 Output Module

The output is generated in a waveform. Once the output is generated, it will be
noted that the output is the same as the input. An inference report will be generated
with the above results. This report proves that errors, if any, have been corrected.
Hence, it also proves that our model is able to identify and correct faults, making
our model fault controlled.

4 Results

The following results produced through the timing and functional simulation of the
Altera Cyclone and Altera Quartus software kit show that system successfully
tackles the faults (if any) and give the original or properly computed output through
the STMR. Basically, the D pin is the input given to the processors, and CLK is the
clock used to synchronize the computation processes across the entire system. The
DFF1, DFF2, and DFF3 are outputs from each processor, and these are fed to
the voting logic to produce the final output STMR.

In Fig. 5, it can be seen that the system detects the fault at DFF2 = 0 and
produces the proper output STMR = 1, which is the majority value of the inputs to
the voter.

Similarly, in Fig. 6, in the above waveform, the output produced is STMR = 0
irrespective of the CLK value as there is no input in D.

A sample table, Table 1, for the various inputs to the processors is given below.
V_ERR is the assumption for a faulty voter in the system.

Fig. 5 Simulation 1
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From Table 1, we can conclude that the input D will be the same as the output
STMR, irrespective of change in DFF1, DFF2, DFF3. Thus, our model is proven to
control faults.

5 Conclusion

The proposed system successfully detects a fault in the processor using the TMR
architecture and also recovers from the fault. The system automatically prevents the
system from failing as it has detected which processor is faulty. In order to recover
from the fault, the system uses the output given out by the voting logic. The
limitation of the system is the inability to detect multiple bit errors, and it can be
overcome by using N-modular redundancy techniques. Further, the system occupies
more space than other fault tolerant techniques due to the concept of redundancy,
and this can be tackled by considering storage options in the cloud environment. In
future, the development of this architecture into a real-time working system is the
key challenge.

Fig. 6 Simulation 2

Table 1 Sample table of
inputs and outputs of
proposed architecture

CLK D DFF1 DFF2 DFF3 V_ERR STMR

0 0 0 0 0 0 0
1 0 0 0 1 0 0
0 0 0 1 0 0 0
1 1 0 1 1 0 1
0 0 1 0 0 0 0
1 1 1 0 1 0 1
0 1 1 0 1 0 1
1 1 1 1 1 0 1
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Internet of Things-Enabled Smart Campus
Energy Management and Control
with Soft Computing Approach

Ramasamy Mariappan

Abstract Nowadays, sensor devices found widespread applications in multiple
fields such as smart grids, smart buildings, Internet of things, and cyber-physical
systems. One such significant application is energy management in buildings,
which monitors the energy consumption and accordingly control. It may be
equipped with wired sensor devices or wireless sensor devices to form a distributed
sensor network over an optical backbone network. This paper proposes intercon-
nected buildings for networked energy management system using Internet of things
(IOT). In this system, wireless fiber optic sensors will be used to provide multiple
types of energy management information for campus buildings through the existing
information and communication network. This research work investigates on
practical steps to realize the integration of IOT-enabled microgrid with campus area
network (CAN)—Wi-Fi network for the campus energy management using soft
computing-based energy management system (EMS).

Keywords Smart energy management ⋅ Internet of things ⋅ Soft computing

1 Introduction

In the recent years, the utilization of electrical energy and hence the demands are
growing enormously. Challenges are growing about the environmental and social
impacts on the consumption of fossil fuels, which include air pollution including
emission of green house gases, etc. Therefore, it is necessary to save energy in
generation, distribution, and utilization. While energy management system [1] for
smart and microgrids is aimed at large-scale implementation, this can also be
implemented for small-scale off-grid power systems such as domestic power sys-
tem. Hence, it is the need of the hour to develop a good energy management system
for smart buildings using real-time energy monitoring and control with Internet of
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things (IOT) connectivity. An efficient energy management system monitors the
load scheduling and distributed energy sources in the system and also manages the
efficient utilization of the loads. This can be accomplished by minimizing overall
operating cost for distributed generation while maximizing the energy utilization by
the user.

2 Related Work

The recent evolution of information and communication technology [1] allows an
existing communication network that can carry energy utilization information, etc.,
so that it can be accessed anywhere. This smartgrid development migrates the
current system of generation, distribution, and utilization of energy. Hence, the
future electric power grid needs ICT, whereas ICT needs electricity. This research
paper is proposed to realize the integration of wireless sensor network for the
campus energy management and control by deploying the Internet of things (IOT).

Applying distributed wireless sensor network for energy management has many
quality of service (QoS) issues related to delays for getting the energy consumption
data, loss of energy-related data, false alarm or control, etc. Increasing the number
of sensing devices gives more knowledge about energy information, but increases
the burden of underlying communication network, leading to congestion, packet
loss, delay, etc., which degrades the QoS performance of energy management
system, which lacks user comfort. Hence, the QoS problem for an efficient energy
management in a campus building is a challenging task to do. Addressing this issue,
we have differentiated the most prioritized energy-related data for alarm or control
from that of non-prioritized data such as accounting and billing information by
means of differentiated QoS. Internet of things reduces the effort of humans by
introducing machine-to-machine interaction, which is used in [2] for implementing
smartgrid through IoT using cloud data storage. Ashok Jhunjhunwala, IITM,
Solar-DC Microgrid for Indian homes, 2016. The author, Ashok Jhunjhunwala,
presents the method for using DC microgrid for home appliances and for electric
vehicles. The authors [3] focus on the implementation of DC microgrid to check its
viability and sustainability on rural electrification in India. The paper [4] proposed
that coordinated control strategy for AC islanded microgrids, with available power
in renewable energy sources (RES) and storage capacity of energy storage systems
(ESS). The paper [5] presents a home automation system (HAS) using Intel Galileo
by integration of cloud networking and wireless communication, for smart control
of appliances within their home and storing the data in the cloud. The authors in [6]
made a comprehensive survey on challenges over power management in hybrid
AC/DC microgrid systems.
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3 Proposed Work

An intelligent sensor network is one, which is running on reliable and secure
information and communication technology network [7], and information access is
the key to such communication system. This research work proposes a smart energy
management system in campus buildings, which incorporates monitoring, analysis,
control of energy conservation and communication capabilities to improve quality
of service (QoS), reliability, and security. The major objectives of this research
paper are as follows:

i. Integration of wireless optical sensor network with Wi-Fi-campus area network
through Internet of things (IOT).

ii. Smart monitoring and controlling of campus energy utilization system to
increase the energy efficiency through intelligent sensor network converged
through Wi-Fi-campus area network with differentiated QoS and reliability.

3.1 Implementation Methodology

The intelligent sensor network will be designed to plug in various low power
wireless optical sensor devices such as OptoEMU sensor, smart meter, lumines-
cence sensor, temperature sensor, and object movement sensor, which exchange
data through Zigbee-based wireless communication protocol. Various smart energy
devices like load control device, luminescence control, and temperature control are
communicated through power line communication through a PLC gateway.
A centralized energy management server is deployed to collect all data such as
energy consumption and generation from the smart sensing devices such as smart
meter installed in the campus premises through a Zigbee gateway and accordingly
to control the energy utilization load through PLC.

A Web portal for energy management will be implemented, which can monitor,
manage, and control the energy utilization, energy loss, etc., through smart devices
connected through IOT in the campus buildings. Also, utility events, alerts and
messages through GSM/cellular gateway will be made available to the users
through the Web portal. This EMS Web server is implemented using Microsoft
Web server. The layers of IOT-enabled EMS are shown in Fig. 1.

3.2 Smart EMS Design Methodology

The parameters which are dependent on the optimal QoS performance of the energy
management system are delay, packet loss, false alarms, etc. The threshold values
of the control parameters will be determined to get the optimum performance.
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The design methodology for QoS improvement is as follows:

i. Identify the correlated QoS parameters
ii. Tune the energy control performances
iii. Determine threshold values of control parameters
iv. Evaluate the performance of EMS within these thresholds
v. If it is not optimal QoS, retune until you get the optimal configuration.

The smart campus energy management test bed will be deployed using wireless
optical sensor devices such as OptoEMU sensor and smart meter on each laboratory
with each electrical device considered as a node and a set of nodes connected
through a Zigbee gateway for data gathering as well as PLC gateway for energy
control. Similar setup will be done on each laboratory, and all the gateways will be
communicated through a central energy management server for monitoring the
energy data as well as for controlling the energy utilization and generation.
An EMS Web portal application will be created to display all information about the
energy generation as well as utilization. A prototype model for the smart campus
energy management system is shown in Fig. 2.

Fig. 1 Different layers of IOT for home EMS
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3.3 Outcomes

The outcomes and deliverables from this research work are manifold and designed
for intelligent management of energy with the help of existing information com-
munication technology. Both of the collaborating bodies and the respective insti-
tutions are responsible for the delivery of the outcomes. The targeted outcomes of
this research are as follows:

i. A standardized network with integrated flow of information and electrical
signal will be framed.

ii. An IOT-enabled microgrid with integrated network will be deployed.
iii. Publication of investigated methodologies, framework, results, and perfor-

mance analysis in referred international journals and conferences.
iv. Energy conservation in campus building will be optimized and also increases

the efficiency of utilization of energy while reducing loss of energy.
v. Enhancing the quality of service for the flow of information pertaining to

energy conservation.

Fig. 2 Prototype of DC microgrid test bed for smart EMS
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4 Results and Discussion

This section discusses about the results obtained through simulation of energy
management and optimization algorithm applied with DC microgrid for smart
buildings. The EMS is implemented using the optimization toolbox of MATLAB
15R. The smart EMS optimization algorithm is shown in Fig. 3. In this algorithm,

Fig. 3 Smart EMS optimization algorithm
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after population classifying, crossover and mutation are done till the predefined
maximum threshold of gen is reached.

4.1 Simulation Results

In MATLAB 15R, the EMS-optimized load power with varying load hours is
measured and plotted in graph as shown in Fig. 4. In comparison with EMS without
optimization, the new proposed EMS optimization approach reduces the peak hour
load power and saves the energy consumption. Figure 5 shows the variation of
energy consumption cost versus iteration number. The cost is steeply decreasing

Fig. 4 Simulated results of load with microgrid EMS with optimization

Fig. 5 Convergence of energy optimization algorithm for smart EMS
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with increasing iteration number. After 50 iterations, our approach reaches the
constant cost. This shows that our EMS optimization approach outperforms than
existing EMS method.

4.2 Discussion

The MATLAB simulated results show that the load consumption is reduced with
EMS with optimization algorithm as shown in Fig. 4. In other words, it reduces the
energy loss. As the number of simulation iteration increases, it converges after
reaching N = 50. After 50 iterations, the energy cost reaches minimal. This shows
that the EMS optimization outcome is achieved after 50% time of simulation period
as shown in Fig. 5.

5 Conclusion

The energy management system is an ever-growing research field, where smartgrid
is the vital role for energy distribution as well as monitoring and control of electrical
energy utilization through interconnected sensor devices in different buildings. In
this paper, a microgrid in a smart campus energy management system is equipped
with Internet of things with networked EMS for the energy efficient system with
soft computing approach for EMS to reduce the energy wastage. The MATLAB
simulated results show that the smart EMS with energy optimization algorithm
reduces the maximum load power and the energy utilization cost is minimized with
maximizing the energy utilization. Hence, this proposed system provides better
quality of service with offering maximum energy utilization with minimum cost for
the microgrid in campus EMS.
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Deep Learning Approaches for Detecting
Objects from Images: A Review

Ajeet Ram Pathak, Manjusha Pandey and Siddharth Rautaray

Abstract Detecting objects from images is a challenging problem in the domain of
computer vision and plays a very crucial role for wide range of real-time appli-
cations. The ever-increasing growth of deep learning due to availability of large
training data and powerful GPUs helped computer vision community to build
commercial products and services which were not possible a decade ago. Deep
learning architectures especially convolutional neural networks have achieved
state-of-the-art performance on worldwide competitions for visual recognition like
ILSVRC, PASCAL VOC. Deep learning techniques alleviate the need of human
expertise from designing the handcrafted features and automatically learn the fea-
tures. This resulted into use of deep architectures in many domains like computer
vision (image classification, visual recognition) and natural language processing
(language modeling, speech recognition). Object detection is one such promising
area immensely needed to be used in automated applications like self-driving cars,
robotics, drone image analysis. This paper analytically reviews state-of-the-art deep
learning techniques based on convolutional neural networks for object detection.
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1 Introduction

The past four years witnessed great improvement in performance of computer
vision tasks making use of deep learning techniques. According to Gartner’s pre-
diction of technology trends for 2017 governing the future smart digital network,
trends like artificial intelligence and advanced machine learning are on the top
position and so the deep learning [1]. Factors like availability of large datasets and
fast graphics processors have made deep learning techniques to be applicable in
different domains like big data analytics, image and video processing, natural
language modeling, speech processing, and computer vision. The market of com-
puter vision technology will strike $33.3 billion by 2019 with significant growth in
consumer, robotics, and machine vision [2]. It can be understood that deep learning
would definitely play an active role for making the computer vision-based systems
more accurate and efficient.

After obtaining significant results on image classification using deep learning
[3], deep learning techniques especially convolutional neural networks (CNN) have
been found to be significantly outstanding for object detection. This paper aims to
give analytical review of deep learning techniques for object detection from images.

The contents of the paper are portrayed as follows. Section 2 discusses visual
recognition system and formulation of object detection. State-of-the-art deep
learning techniques for object detection are discussed in Sect. 3. Section 4 con-
cludes the paper.

2 Object Detection

In many computer vision-based products, scene understanding is the preliminary
step to take possible actions. Visual recognition systems generally follow the
sequence of steps in order to understand the scene [4] as shown in Fig. 1. Object
detection is one of the steps in visual recognition systems.

• The first step verification deals with checking whether the object of interest is
present in the image or not.

Verification Detection & 
Localization Classification Naming DescriptionVerification Detection & 
Localization Classification Naming Description

Fig. 1 Steps in visual recognition systems
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• Object detection and localization determines location and scale of all the
instances of objects present in the image by outputting bounding box around the
detected objects along with associated class label and confidence score. Clas-
sification deals with identifying the categories of different objects present in the
given image. Object detection is classified into two kinds as single object
detection and multiple object detection. Single object detection aims to detect
instance/instances of object belonging to single class, while the later focuses on
detecting instances of objects belonging to multiple classes.

• The next step deals with naming all labels of different objects in the image.
• The last step is scene description in which association between different objects

is found out using the contextual information of image and the actions depicted
in the image are illustrated.

Mathematically, object detection can be formulized in the following manner as
adopted by worldwide competitions like PASCAL VOC, ImageNet ILSVRC.
Given an image, show the annotated set (ci, bi, si) where ci denotes class labels, bi
represents bounding boxes, and si denotes confidence scores. In case of classifi-
cation, the algorithm produces class labels ci, i = 1, 2, 3, …, n in decreasing order
of confidence score and bounding boxes are depicted as bi, i = 1, 2, 3, …, n.
Generally, n is set to 5 so that classifier predicts 5 probable class labels for the
detected object and corresponding bounding boxes. The ground truth table for class
labels is given as GCk, k = 1, 2, 3, …, n, n being class label and ground truth
bounding boxes given by GBkm, m = 1, 2, 3, …, Mk. Mk denotes number of
instances of kth object in the respective image. For comparison of predicted class
label and bounding box with corresponding ground truth label and bounding box,
function is defined. The value of function d(ci, GCk) is set to 0 if predicted class
label matches with ground truth label.

dðci, GCkÞ= 0, ci =GCk

1, Otherwise

�
ð1Þ

Similarly, if there is 50% overlap of predicted bounding box bi with ground truth
bounding box GBk, value of function is set to 0.

f ðbi, GBkmÞ= 0, 50% overlap of bi with GBk

1, Otherwise

�
ð2Þ

The error e is calculated as the average of corresponding error across all test images.

e=
1
n
∑
k
miniminmmax dðci, GCkÞ, f ðbi, GBkmÞf g ð3Þ
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3 State-of-the-Art Deep Learning Techniques for Object
Detection

Deep learning techniques for object detection from images are mainly focused on
two aspects, viz., (1) accurate object detection (improving detection accuracy) and
(2) faster object detection (speedup of training, testing, and computation). Each
deep learning approach is associated with performance trade-off associated with
accuracy and faster processing. Tables 1 and 2 compare deep learning techniques
for object detection based on accuracy improvement and faster object detection,
respectively. The comparison is done on the basis of approach, base model of deep
learning, pooling layer, training strategy, method of regularization to handle
overfitting, and the corpus used.

3.1 Deep Learning Techniques Emphasizing Accurate
Object Detection

Region proposal-based approaches exhaustively search for all the possible places in
the image where object can be located and produces large number of bounding
boxes for probable places of objects. The regions of interest with bounding box are
called as region proposals. Once the region proposal is obtained, it is decided
whether it belongs to target class or background using some technique. Region
proposal network (RPN) is used for pruning out areas or regions where probability
of occurrence of object is very less and thereof speeds up the overall object
detection system.

Girshick et al. used region with CNN feature (R-CNN) [5] model for object
detection. In this paper, category-independent region proposals are treated with
deep CNN to get fixed length feature vector from each region. These feature vectors
are provided as input to class-wise linear SVM to classify the object. For improving
localization, bounding-box regression is applied.

R-CNN requires more space and time since it works in multistage pipeline and
object detection is slow. R-CNN has been used as base model for many object
detection papers employing deep learning. Similar approach based on object pro-
posals—namely regionlets—is given in [6] for generic object detection. Its Support
Pixel Integral Image (SPPI) exhibits different kinds of features like dense histogram
of gradients (HOG), local binary patterns (LBP), covariance features, and sparse
deep CNN. This approach detects objects independent of context information.
Before advent of deep learning, deformable part-based model (DPM) was consid-
ered as fundamental and effective approach for object detection [20]. This approach
exhaustively detects objects at all scales and locations in the image using
multi-scale deformable part model. The detection pipeline for generic object
detection is put forth in DeepID-Net [8]. Authors introduced constrained defor-
mation pooling layer (def-pooling) which has ability to handle deformation
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properties of object parts. The mean average accuracy obtained by this method
outperforms R-CNN. Most of the approaches rely on independent designing and
training of part-based detector and object classifier. Huang et al. have combined the
part detector and object classifier for fine-grained object recognition in task-driven
progressive part localization (TPPL) framework [10]. They have used Part-SPP
(Spatial Pyramid Pooling) as a baseline detector and particle swarm optimization
approach to discriminatively search the image region.

In saliency inspired approach, salient object parts are detected from the image by
suppressing the background scenes. Based on the obtained salient regions, features
are extracted and objects are classified. Generally, detector and classifier are
designed separately and trained independently of each other. In order to detect
multiple instances of the same object in the image, DeepMultiBox model put forth
in [11] follows saliency inspired approach and handles all the instances of object in
class-agnostic manner, making it scalable. This model is trained on ImageNet, and
it uses Adagrad for controlling learning rate of network. This approach predicts set
of class-agnostic bounding boxes and supports cross-class generalization across
multiple datasets. OverFeat is the integrated framework performing classification,
localization, and detection [12]. It works on hybrid approach based on multi-scaling
and sliding window approach. This is end-to-end trainable feature extractor
requiring large amount of training data. Another category of hybrid approach,
namely segDeepM, used combined methodology of segmentation and context
modeling for improving accuracy of object detection [13]. Markov random field
model is used for scoring appearance and context for each detection; in addition to
this, iterative sequential localization scheme is used for scoring and positioning of
the bounding box. The combination of multi-scale structure and context modeling is
employed in multi-scale volume (MSV) model for object detection and localization
[14]. Multi-scale volumes of deep feature pyramids are used to jointly detect and
localize objects with large-scale variation and also small objects.

3.2 Deep Learning Techniques Emphasizing Faster
Object Detection

A region of interest (RoI) pooling used as neural network layer for object detection
task was first put forth by Girshick in Fast R-CNN (FRCN) [15].

This approach improved R-CNN by multitask training and multi-scale training;
thus, speeding up training and testing of network is still maintaining high accuracy
of detection. This approach suffers from computations associated with generating
region proposal. This problem is alleviated in extended work of Girshick in Faster
R-CNN [16] using region proposal network (RPN). RPN being fully convolutional
network simultaneously outputs bounding boxes along with score of detection.

In order to detect multiple category objects from image at real time, PVANET
[17] redesigned the feature extractor part in shallow CNN. Shallow CNN is marked
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by less number of connected channels among network but large number of layers in
NN. The approach is based on region proposals following the pipeline architecture
for object detection in which feature extraction is followed by region proposals and
then region of interest classification.

For real-time processing, You Only Look Once (YOLO) framework [18]
modeled object detection as a regression problem to bounding boxes and corre-
sponding class probabilities. YOLO scans image only once during training and
testing to infer contextual and appearance-based information as opposed to the
iterative scanning method of regional proposal-based approaches and sliding win-
dow approaches.

4 Conclusion

The analytical review of deep learning techniques for object detection from images
has been carried out in this paper. Object detection has already been used for
traditional face recognition applications and industry-related automation processes.
Nowadays, due to proliferation of deep learning, it has been possible to apply object
detection for advanced applications like detecting faulty tracks on the railway route
[21], abandoned object detection at public places, surveillance areas like line of
control, detecting drowsiness of drivers carrying cargo on highways. Convolutional
neural networks have proved to be the game changers for object detection yielding
excellent performances on complex datasets and proving to be essential for auto-
mated systems like self-driving cars, robotics.

It can also be observed that before the advent of deep learning, the focus of
object detection methods was more on improving the accuracy of detection. But
now, the use of deep learning techniques expedited the process of object detection
to get the results at real time. The graphics processor, multitask learning, multi-scale
learning, parallel implementation of algorithms, transfer learning are major pillars
for real-time detection of objects from images and videos.
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Dynamic Load Balancing with Advanced
Reservation of Resources for
Computational Grid

Sophiya Sheikh, Aitha Nagaraju and Mohammad Shahid

Abstract The primary requirement of heterogeneous computing is minimization of
task waiting time in order to well regulate services to the users with efficient
resource utilization. In this paper, we propose a dynamic load balancing with
advanced reservation (DLBAR) of resources that commits advanced reservation of
resources to tasks to minimize load imbalance on nodes with optimum makespan.
The objective of this work is to allocate and calculate load earlier in advance on
each resource before task execution started to efficiently distribute load among
available resources, and other parameters like makespan are computed for perfor-
mance evaluation. In order to show the effectiveness of proposed model, an
unbiased comparative performance analysis is carried out with other well-known
load balancing heuristic approach available in the literature. The simulation study
reveals the motivation of algorithm with the superior performance of the proposed
algorithm on account of all considered parameters under study.
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1 Introduction

Since the grid is the collection of large and geographically dispersed resources, the
basic authority of grid system is to manage all resources effectively. The grid is
responsible for accepting user requests and for allocating it to most suitable and
available resources [1]. In view of the proper usages of underutilized resources,
resource allocation technique must be efficient enough to process a large number of
computational jobs. To enhance utilization of resources in decentralized architec-
ture, task scheduling needs to be done efficiently [2]. Job scheduling and load
balancing are the key issues in computational grid. Task allocation to the right
resources at the right time has always been a challenging problem in grid [3]. The
purpose of the grid is to work in a geographically dispersed environment which is
dynamic and heterogeneous in nature. Millions of users are waiting to execute their
tasks. The main objectives of grid architecture are as follows: Resources need to be
fully utilized to process a large number of computationally intensive jobs, waiting
time should be minimized for the users to execute their tasks on time, and load
should be balanced among processors to equally utilize all heterogeneous resources
for all users.

In this paper, we propose a dynamic load balancing with advanced reservation
(DLBAR) of resources to minimize task waiting time and to balance load distri-
bution on nodes with minimum makespan. Each user has a group of tasks to
execute. Allocation of resources will be done in advance for each independent task
of a user. The objective of this work is to calculate load of each resource earlier
before allocating it to a task. Then resource with the minimum load will be allocated
to the task. Users may have multiple tasks to execute. Although it is not necessary
that each user has an equal number of tasks to execute, yet maximum task limits can
be set.

Many techniques have been reported in the literature, but none of them has the
feature of advanced load allocation of multiple resources that will work for multiple
users and their tasks. It is different from other strategies as it allocates load to
resources in advance in order to balance the level of load among resources
resulting to optimize Makespan. The rest of the paper is organized as follows:
Sect. 2 presents some related work reported in the literature. Section 3 discusses the
system description, optimization parameters, and DLBAR with an illustration.
Experimental setup with simulation study and results is presented in Sect. 4.
Finally, this paper ends with the conclusion in Sect. 5.

2 Related Work

This section refines various traditional and dynamic approaches related to load
balancing, efficient task execution time, and resource allocation. Scheduling in a
heterogeneous and dynamic environment has been proven to be NP complete.
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Henceforth, many techniques for effective solutions for scheduling have been
proposed. There are several nature-inspired optimization techniques used in the area
of optimization and load balancing. Ant-based heuristic approach to scheduling and
workload distribution (AHSWDG) for efficient load balancing among the available
resources has been proposed [4]. In this chain, two new distributed swarm
intelligence-inspired load balancing algorithms have been proposed in order to
minimize makespan and average response time with minimum communication
overhead to overcome problems that occur in dynamic load balancing [5]. Some
load balancing algorithm has been designed using a hierarchical approach to
improve user’s response time in order to utilize the resources efficiently. In this
regard, enhanced load balancing mechanism based upon deadline control in a
direction is implemented to promote an idle system so that no resource will be
overloaded and none will be under loaded [6]. A load balancing scheme is proposed
for regional grids in the form of clusters around broker sites considered network
transfer delay and organized in fully decentralized fashion [7]. A hierarchical load
balancing technique based upon the variable threshold value has been designed to
maintain the resource utilization and response time with the help of sender initiative
policy [8]. Although advanced reservation of resources introduced earlier in terms
of efficient processing time and cost yet it failed to optimized load among resources
[9]. Many techniques have been reported in literature for the purpose, but none of
them has featured with advanced load allocation for multiple resources with opti-
mized grid parameters. A load balanced min-min algorithm for task scheduling
firstly schedules the tasks, then remaining task which has not been executed yet will
be rescheduled to balance load among processors [10]. Load balancing can also be
achieved with the availability of the machine. Traditional opportunistic load bal-
ancing (OLB) provides poor makespan time and both min-min and max-min are not
good in consideration of availability and load on machine [3]. On the other hand,
without grouping algorithm (WGA) is a random approach for task selection and
completion. Due to its randomized nature, it will fail to produce balanced load and
optimized running time. To overcome its limitations, grouping algorithm is intro-
duced that executes tasks in a group to save communication cost and processing
requirement [11]. Existing OLB, grouping algorithm, and WGA are having a lack
of machine availability and resource optimization. Apart from that a rigorous
amount of considered task waiting time shows their failure; therefore, we cannot
consider them as efficient load balancing and optimization techniques.

DLBAR is proposed with the advantage of both load balancing and optimum
makespan. DLBAR is an efficient, advanced load reservation technique that assigns
load on resources before task execution getting started so that task will never wait
for resources and task waiting time will be zero. Due to its advanced load allocation
nature, load balancing can be done efficiently and resultant rational amount of level
of load balancing can be found with optimum makespan value.
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3 The Proposed Model

This section describes proposed DLBAR approach with its system description and
optimized parameters details with an illustrative example.

3.1 System Description

Figure 1 illustrates the queue architecture of DLBAR. Here, users have a set of
tasks that are waiting to get executed. All tasks were in spooler at that time. The
length of tasks will be calculated in MI whereas resource capability will be cal-
culated in MIPS. Each task arrives at a specific time called arrival time and is
completed by its completion time. Initial capability of the resource is known, given
in MIPS. Another measurement needs to be taken to execute a task is the size of
task in MI. The resource which is capable enough to execute that much MI (task)
will be allocated to that particular task dynamically. The allocation decision for task
depends upon both resource capability and task’s size. Once a resource is getting
allocated, then the task will be moved from the spooler to allocation queue.
Thereafter running time taken from the resource needs to be fetched. Total time,
which has been taken to execute that task, will be calculated as resource running
time.

Fig. 1 Allocation strategy for reservation of resources
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3.2 Optimization Parameters

In the considered system, users ui = u1, u2, . . . , un have number of tasks
ti = t1, t2, . . . , tn that will be executed on kj = k1, k2, . . . , kn computational resources.
ETC½ti�½kj� is the expected computation time of each task ti on resource. A number
of optimizing parameters are calculated to check the effect of load variations among
processors. Running time of task ti on resource kj is represented by RT ½ti�½kj�, and it
is the difference between task arrival time and completion time that can be com-
puted as given in Eq. 1:

RT ½ti�½kj�=AT ½ti�½kj�−CT ½ti�½kj� ð1Þ

Completion time CT kj
� �

can be computed by adding the running times of all
tasks assigned on the node kj given in Eq. 2:

CT ½kj�= ∑
∀ti → kj

RT ti½ � kj
� � ð2Þ

Load upon individual resource Uk can be calculated as given in Eq. 3:

Uk =
CT ½kj�

maxðCT ½kj�Þ ð3Þ

Average utilization Uj of the system can be estimated by using equation as given
in Eq. 4:

Uj =
∑CT(kjÞ

k *max(CT(kjÞÞ
ð4Þ

Level of load balancing (LLB) is a parameter for measuring load imbalance on
the resources used for execution of tasks and can be computed as given in Eq. 5.

LLB=1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
k ∑k

j=1 ðUj −UkÞ2
� �r

Uj
ð5Þ

Makespan time is finishing time of the last executed task that can be expressed in
terms of the completion time of resources as given in Eq. 6:

MT = maxfCT ½kj�jkj ∈ Resourcesg ð6Þ
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3.3 Dynamic Load Balancing with Advanced
Reservation (DLBAR)

The complete flow of advanced reservation can be discerned from Fig. 2. For the
first user, availability of first resource will be checked dynamically. If resource is
available, then calculate the running time to execute tasks. Every time running time
will be added in load shared (LS) queue in order to make a decision as to which
resources would be allocated to the next task to optimize all resources in an efficient
way. Initially, all resources are free so that all can be reserved for tasks, but after the
first iteration, total running time needs to be compared for each resource. Next
reservation will be based upon the minimum load of a resource because the load has
to be balanced among resources. The resource with minimum running time will be
reserved for the next task dynamically. Then, the total running time will be cal-
culated for the resource. Once all tasks have been allocated to the resource, then
execution will be started one by one for all tasks. After execution of a task, it will be
removed from allocation queue and resource load will be reduced for that resource
from load shared queue. Similar procedure would run till all users get executed by
the resources which have been committed in advance to them. The total running
time of all resources is used to calculate the level of load balancing (LLB) and
makespan time.

Fig. 2 Dynamic load balancing using advanced reservation of resources
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3.4 An Illustration of DLBAR

Running time for five resources has been calculated as:
RT1 = 305.74, RT2 = 358.24, RT3 = 350.31, RT4 = 364.25, RT5 = 365.83.
Load upon individual resources can be calculated as:
Uk1 = 0.8357, Uk2 = 0.9792, Uk3 = 0.9575, Uk4 = 0.9956, Uk5 = 1.0 By Eq. 4.
Average Utilization: Uj = 1744.39/(365.83) * 5 = 0.9536 = 95% By Eq. 5.
Level of load balancing: LLB = 1 − (0.004965/0.9536) = 0.99 By Eq. 6.

4 Simulation Study and Results

The experiments are conducted using GridSim 5.2 on i7 processors having seven
cores and 8 GB RAM. Experimental study with results is given as follows.

4.1 Experimental Setup

In the proposed work experiment, single machine contains multiple resources that
are heterogeneous in nature. Multiple machines can be included as per our
requirement. Resources and users can be from different time zones. The total
number of gridlets (tasks) is being varied from 250 to 1000 while length of gridlets
can be varied from 0 to 50,000 MI. The simulator accepts users with their gridlets.
Each gridlet has predefined processing requirements or million instructions
(MI) that have to be executed by processors. After creation of a first user entity, it
will be inserted in the user list. All generated gridlets of that user will be stored in
gridlet list. The system randomly generates gridlets as per given average MI. The
scheduler will check the availability of resources dynamically. Each gridlets will be
stored with its corresponding resource ID, processing cost, and running time. In the
proposed work, we have considered five resources R1 to R5. Total processing
elements are varying from 4 to 16. Resources have different MIPS ratings and
bandwidth speed.

4.2 Results and Discussion

Simulations are processed to analyze and compare static approaches like OLB and
dynamic approach like grouping algorithm and WGA. Same environment is con-
sidered for the comparison of LLB and makespan in order to perform the evaluation
of the proposed work. The proposed work DLBAR is compared with other
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approaches which are implemented using gridsim environments with similar con-
ditions. Proposed DLBAR is refined aptly through the difference between existing
and proposed approach which would be further divided by existing approaches
thereafter multiplied by 100. LLB and makespan for multiple traditional heuristics
and DLBAR have been calculated in Figs. 3 and 4. Ideal load and load upon
independent resource have been calculated initially. Here, load estimation has been
made earlier to check overloaded and under loaded resources; therefore, the load
can be distributed equally. With balanced load DLBAR also minimized makespan
time. In DLBAR, resources are allocated to task in advance with minimum load in
order to provide better resource optimization resulting in better makespan value.
Makespan is compared with a number of existing approaches grouping algorithm,
WGA, and OLB, and DLBAR is found to be the best among all approaches
presented in Fig. 4. OLB executes jobs as per the availability of resourcing while
WGA executes jobs in a random manner. Grouping algorithm, however, produces
optimum results in comparison with WGA and OLB because sending and receiving
jobs in a group will reduce processing requirement and communication cost.
DLBAR provides optimum makespan over grouping algorithm because of its
advanced allocation strategy and negligible waiting time as well as communication
cost.

The result shows that DLBAR provides 20–32% optimum load balancing as
compared to grouping algorithm, while grouping algorithm, which is better than
WGA, provides 9–12% balanced load among resources. The WGA has high
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processing requirement still better than OLB with 7–10% of load optimization.
OLB is based upon the availability of resources which are found to be worst among
all approaches. DLBAR provides 30–53% optimum makespan as compared to
grouping algorithm while grouping algorithm, which is better than WGA, provides
33–42% efficient makespan. WGA is better than OLB with 62–65% optimal
makespan.

5 Conclusion

One of the key objectives of grid environment is efficient utilization of resources.
The heterogeneous system is only useful if we properly exploit its all resources. In
this research, we have investigated the effectiveness of advanced reservation of
resources in grid environment. In this paper, a dynamic load balancing with
advanced reservation (DLBAR) of resources that commits advanced reservation of
resources to users to minimize load imbalance on nodes has been proposed. The
proposed strategy is quite suitable for applications where minimum task waiting
time is an essential requirement. The task will be never in task waiting queue as
resources are allocated in advance before execution started. The advanced com-
mitment of resources properly utilizes resources with equal load distribution with an
optimum makespan but not suitable to minimize TAT and flow time. The perfor-
mance evaluation of proposed strategy has been carried out by comparing the
proposed work with state-of-the-art algorithms. The experimental results show that
DLBAR outperforms among all considered algorithm on almost all parameters
under study.
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Automatic Generation of Named Entity
Distractors of Multiple Choice Questions
Using Web Information

Rakesh Patra and Sujan Kumar Saha

Abstract This paper presents a novel technique for automatic generation of dis-
tractors for multiple choice questions. Distractors are the wrong choices given along
with the correct answer (key) to befuddle the examinee. Various techniques have
been proposed in the literature for automatic distractor generation. But none of
these approaches are suitable when the key is a named entity. And named entity key
or distractors are dominating in many domains including sports and entertainment.
Here, we propose a technique for generation of named entity distractors. For
generating good named entity distractors, we first detect the class of the key and
collect a set of attribute values, classified into generic and specific categories. Based
on these attributes, we retrieve a set of candidate distractors from a few trusted Web
sites like Wikipedia. Then, we find the similarity between the key and a candidate
distractor. The close ones are chosen as the final set of distractors. A set of human
evaluators assess the distractors by using a set of parameters. In our evaluation, we
observe that the system-generated distractors are good in terms of relevance and
close to the key.

Keywords Distractors ⋅ MCQ ⋅ Question generation ⋅ Named entity

1 Introduction

Multiple choice question (MCQ) is quite popular in assessment in various fields.
In MCQ, the respondents are asked to select the best possible answer out of a set of
choices. Development of automatic MCQ generator has become a popular research
problem in recent years [1–5, 8, 10, 12]. A MCQ is composed of three basic parts:
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stem, key, and distractors. The stem is the question sentence, key or the target word
is the correct answer, and distractors are the set of wrong choices.

Distractor can be defined as a concept semantically close to the key. In the
literature, we find that in general domain or vocabulary test-related MCQs similar
words (similar with key: like synonym) are extracted using the WordNet or domain
ontologies [1, 2, 6, 11]. But such distractor generation techniques do not work when
the key is a named entity (NE). In many domains (e.g., sports, entertainment, travel,
biomedical), NE keys are dominant. For a NE key, the distractors should also be the
NEs that are ‘close’ to the key. Here, closeness is not only belonging to same NE
class, but several other domain-specific parameters are required to be considered.
McKenna and Bull stated that good distractors should not be too close to the correct
answer [9]. However, in case of NE distractors, if these are not too close to the key,
then the MCQ becomes unattractive.

Let us consider a question from the sports domain: ‘Who was the highest run
scorer of the India side in the final match of ICC World Cup 2011?’ The answer is
‘Gautam Gambhir.’ If the distractors are given as Adam Gilchrist, Hasim Amla, and
Ricky Ponting, then the quality of the MCQ is degraded because, among these
options, ‘Gautam Gambhir’ is the only name who is from India and becomes the
obvious choice. Again, if the distractors are Sunil Gavaskar, Harbhajan Singh, and
Zaheer Khan, then also the MCQ fails to meet the quality because they are Indian
but either not played in 2011 World Cup or are bowlers who are unlikely to become
the highest run scorer. In the question, if the distractors are generated as Sachin
Tendulkar, Yuvraj Singh, and MS Dhoni, then the MCQ becomes attractive.

In this paper, we present a novel technique for generation of NE distractors. The
system takes the stem and the key as input. For generating the distractors, it first extracts
some information regarding the key from the Web. To do this, first it determines the
entity category of the key. Then, it finds a set of generic attributes that represent the key
category from certain trustedWeb sites.A set of specific attributes, if any such is there, is
extracted from the stem. Then, a set of candidate distractors are retrieved from the Web
with the help of the attributes. Class-specific repository is created, semiautomatically
using theWeb, that contains the generic attribute values of the possible entities belonging
to a category.Next, a similaritymetric is proposed thatfinds thedistance between thekey
and a candidate set member using the values stored in the repository. The entities that
have maximum similarity are chosen as the final set of distractors. The proposed tech-
nique is applied in cricket domain.The generateddistractors are evaluatedmanually. The
evaluation results demonstrate that the proposed technique is highly accurate.

2 Named Entity Distractor Generation

2.1 Distractor Generation

For generating NE distractors here we use Web information, specifically
semi-structured or tabular information, extracted from a couple of trusted Web sites
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like Wikipedia. Like in other approaches, we have not used any domain ontology or
WordNet in the task. In this article, we have focused on distractor generation, not
the complete MCQ system. The system assumes that the stem and key are available
to the system as input.

For distractor generation, basically we retrieve similar names from the Web.
Similar name indicates the names that are having attribute values close to the key.
Here, we propose two different types of attribute sets for representing the names:
generic attribute and specific attribute; these are discussed in Sect. 2.2 in detail.

2.2 Identify the Class of the Key

For automatic generation of distractors using the Web first we need to identify the
named entity category of the key. To identify the category of the key, we use a
hybrid approach combining gazetteer list matching and a named entity recognition
(NER) system. Creation of a gazetteer list that contains all names of a particular
category is very difficult as new names are constantly included. Therefore, we plan to
use the hybrid approach by considering a few gazetteer lists and an in-house NER
system. The gazetteer lists are rapidly prepared; therefore, these may not be complete
but contain most the names that are likely to occur in MCQs. If the key is not from
numeric category like date, number and not available in the gazetteer list, then we
use the NER system. The NER system works on sentences, not on a word. Again, the
NER system works better in statements than questions. Therefore, we replace the
question word (e.g., who, which team) by the key to form assertive sentence and the
sentence is analyzed by the NER system in order to identify the NEs.

Gazetteer List-Based Identification. We use the Web to prepare a few gazetteer
lists. First, we identify the major categories of key in this domain. These are: person
name (cricketer, batsman, bowler, captain, wicketkeeper, team owner, board presi-
dent, etc.), organization name (franchise name, team name, country name, cricket
boards like ICC), location name (cricket ground, city, etc.), event name (tournament,
cup, championship, trophy, etc.). We make a list of relevant and trusted Web sites
and extract lists of names. For instance, for the name of cricketers we use the sources
like Wikipedia, ESPNcricinfo, Yahoo Cricket players lists. From these various
sources, we compile a cricketer gazetteer list containing a total of 3978 names. In
Table 1, we have summarized the gazetteer lists prepared for the task.

NER System-Based Identification. The NER system is developed using the
conditional random fields (CRF) classifier [7]. The training data is collected from
cricket-related Wikipedia pages and consists of approximately 200,000 words. The
data is manually annotated using the aforementioned cricket-specific NE classes.
A feature set containing word window, word orthographic information, affix
information, parts of speech, and parse information is used to train the classifier.
Active learning-based semi-supervised learning is used to improve the classifier.
The system achieves a f-score of 88.34 with 92.2% precision.
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2.3 Attribute Set

For each of the name categories, a set of attributes are defined. This attribute set will
help to generate the search query as well as it will play a major role in selecting the
best option. For the task, we have considered two types of attributes: generic and
specific. Generic attributes are the set of general information that helps to distin-
guish a particular member from other members of the category. And we define
specific attributes as the set of predefined features extracted from the question, i.e.,
the stem. For example, the generic attribute for the category batsman includes date
of birth, team name, span, last match, batting style, total run, strike rate, batting
average, number of century, highest score, etc. Specific attribute can be whether
played a particular match or tournament (if the stem is focusing on it), statistics in a
particular match or tournament, man of the match, captain of team, etc. Specific
attribute set is dependent on the stem; therefore, it can be empty.

Generic attributes are motivated by the fields used for summarizing the entity
(e.g., career or the personal details in case of cricketer) in Wikipedia-, ESPNcricinfo-,
and Cricbuzz-like Web sites. The Wikipedia pages often contain an information
template (at the top-right portion of the page) that summarizes a set of basic prop-
erties defining the class. Additionally, majority pages in Wikipedia or other related
Web sites hold a table that summarizing the statistics. The fields of the tables are
taken as generic attribute set. Similarly, the ESPNcricinfo and Cricbuzz
entity-specific pages contain semi-structured and tabular data from which generic
attributes are extracted. Such attributes are manually extracted for a few popular
members of a particular class. Then, the duplicates and synonyms are removed to
prepare the final generic attribute set for the class.

Specific attributes are a set of information occurring in the stems that will help to
restrict the search space. For making a list of specific attributes, we study a number
of MCQs available in various relevant Web sites. We aim to make a list of such
properties that can distinguish a few members from the possible set of distractors.
For example, when the key is focused on a particular tournament then the dis-
tractors must have a close relationship with that tournament. Similarly, name of a
series, name of a trophy, name of a ground, a particular match, a particular team,
etc., act as specific attributes. In sports domain, many questions deal with records or

Table 1 Gazetteer lists in cricket domain

Name category Source Size

Cricketer name Wikipedia, Yahoo Cricket, ESPNcricinfo, Cricbuzz 3978
Umpire and referee ICC Cricket, Wikipedia 590
Other officials and owners Wikipedia, Country Boards like ecb.co.uk 536
Cricket teams ESPNcricinfo, Yahoo Cricket, Cricbuzz 325
Governing body ICC Cricket, Wikipedia 147
Cricket event ESPNcricinfo and Cricbuzz archive 2324
City and ground Wikipedia, ESPNcricinfo 742
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statistics. Examples of such information are maximum number of century, fastest
century, maximum distance of over boundary, number of hat tricks, most five
wickets in an innings, most catches as non-wicketkeeper, largest ground, most
expensive team, etc. We consider these records as specific attribute too. We compile
such list of records from various sources and search whether these present in the
stem.

2.4 Entity-Attribute Repository Creation

Next, we create class-specific repositories that contain the list of entities with their
generic attribute values. The repositories are created semiautomatically. The base
information of the repository is extracted automatically from the Wikipedia.
Wikipedia ‘list_of_Indian_ODI_cricketer’-like pages contain list of entities with a
list of attribute values in tabular format. But, our generic attribute sets normally
contain more attributes. Additional attribute values are collected by accessing
respective pages of the individual entities. We employ a focused crawler to auto-
matically go through the pages given a list and a set of patterns, which extracts
specific information from the pages.

The repository is kept as simple file during storage in a matrix-like format, where
each row represents an entity and the columns are the attributes. First column refers
to the name of the entity. All the attribute values may not be available for some of
the entities; unavailable fields are filled with ‘NULL’ indicator.

2.5 Retrieving Candidate Distractors

Next, we need to retrieve a set candidate distractors. If any specific attribute is not
found in the stem, then the task becomes simpler. We find a set of similar entities
from the repository. Similar entity refers to the entities that have the same value in
certain attributes compared to the key. A set of attributes are tagged as ‘important’
for each class. For example, in the cricketer class we pick important attributes as:
same country, batting average (difference < 10), bowling average (difference < 5),
span (overlapping of 1 year). Similarly, for the ground class, country attribute is
taken as important; for the team class, we take the country and common tournament
attributes as important. The entities having match in important attributes are con-
sidered as candidate attributes.

If the stem contains any specific attribute, then a search query is formed using it.
To identify the specific attributes in the stem, we run the NER system. If the NER
system detects any named entity (of types: team, tournament, ground, city), then the
entity is considered as specific attribute. Then depending on the key, we form
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a query to find the distractors that are related to the attribute. For example, con-
sider the stem: ‘who was the wicketkeeper of Bangladesh during ICC World Cup
2015?’ and the key: ‘Mushfiqur Rahim.’ The NER system identifies two special
attributes from the stem team: ‘Bangladesh’ and tournament: ‘ICC World Cup
2015.’ Then, the query is formed as ‘list cricketer Bangladesh ICC World Cup
2015.’ These queries are searched in three Web sites namely, Wikipedia, ESPN-
cricinfo, and Cricbuzz. From the resultant pages, we automatically extract top ten
candidate distractors that are commonly appeared.

Another category of specific attribute is records. There are several types of
records available in the cricket domain. We made a list of possible records from the
‘Records’ section of espncricinfo.com. For each type of record, we manually
identify the keywords or phrases that are likely to occur in the stem as record
indicator. The stem is searched for the record indicator terms from the list (of size:
52 terms). If any term is present, then the corresponding ESPNcricinfo record page
is accessed by the system and top 10 record rank holder entities are extracted as
candidate distractors.

2.6 Final Distractors: Similarity Between Candidate Set
and the Key

Now, the similarity between the candidate distractor set entities and key is com-
puted in order to select the final set of distractors. To obtain the similarity, we use
the corresponding vectors (row) from the entity-attribute repository. Dimension of
the vectors is represented by the attributes; few of which possess numerical values
(e.g., number of innings), and others take non-numeric values (e.g., country). The
distance between the non-numeric attributes is considered as binary: 0 if there is a
match and 1 otherwise; then normalized by total number of non-numeric attributes.
To compute the distance between the numeric attributes, we employ the distance
computation metric given in Eq. 1.

DðP,QÞ= 1
L

∑
i=1...L

ðPi −QiÞ
maxðPi,QiÞ ð1Þ

where ‘P’ and ‘Q’ represent two vectors corresponding to the target entities. ‘L’ is
the total number of numeric attributes, and ‘i’ is the index that iteratively considers
all individual attributes Pi. Finally, the distance of the numeric and non-numeric
attributes is combined.

The distance computation metric returns the distance as close to zero when the
attributes of two target entities (one is the key, and other one is a candidate dis-
tractor) are close. We select three entities that return lower distance value as the
final set of distractors.
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3 Result and Discussion

We do not find any openly available dataset for the task. Therefore, we use a set
of self-generated key-MCQ pair for the evaluation of the system. The test set
contains 100 cricket-related MCQs and corresponding keys collected from the
Web. The system generates three distractors for each question. For the evaluation,
two metrics have been used: (i) relevance and (ii) closeness. Relevance refers to
the affinity of the distractors with the stem. Closeness is the metric to indicate
whether the distractors are close to the key. These metrics are considered as
binary: For a particular distractor, if it satisfies the quality, then the score is 1 and 0
otherwise.

The system-generated distractors are then evaluated manually by three human
evaluators, who are having decent knowledge in the domain. The evaluators check
the distractors and put their relevance and closeness scores against each distractor.
Then, we take average of these scores which is considered as the accuracy of the
system. Table 2 presents the assessment scores of the system. The system achieves
an average accuracy of 87.7% on relevance. Individual and average relevance
scores imply that most of the system-generated distractors are relevant to the stem.
The closeness score reflects whether the machine-generated distractors are as good
as the human-generated distractors. The developed system finds the distractors
based on some statistics retrieved from the Web. Only statistical information might
not be sufficient in case of named entity distractors. In this domain, we found
sometimes the best possible (human-generated) distractors do not have much sta-
tistical closeness with the key. Still the system achieves an average score of 79.3%
on closeness. These values indicate that the system picks the distractors with rea-
sonable efficiency.

Table 2 Evaluation of the system-generated distractors (total 100 keys)

Evaluator# Relevance Closeness
D1 D2 D3 D1 D2 D3

Evaluator 1 90 84 82 82 78 78
Evaluator 2 93 90 86 81 81 80
Evaluator 3 91 91 83 84 76 74
Average (individual distractors) 91.3 88.3 83.6 82.3 78.3 77.3
Average (all distractors) 87.7 79.3
D1, D2, and D3 indicate the first, second, and third distractors, respectively
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4 Conclusion

The paper presents a novel technique for generating distractors for the named entity
keys. The experimental results demonstrate the efficiency of the technique.

There is no standard dataset or evaluation metrics defined for the task; we would
like to work on creating a larger dataset and investigate other metrics for evaluation.
In future, we would also like to investigate the portability of the approach by
applying in another domain like history and entertainment.

Acknowledgements This work is supported by the project grant (project file no.: YSS/2015/
001948) provided by the Science and Engineering Research Board (SERB), Govt. of India.

References

1. Agarwal Manish and Mannem Prashanth. 2011. Automatic Gap-fill Question Generation from
Text Books. Proceedings of the Sixth Workshop on Innovative Use of NLP for Building
Educational Applications, pp. 56–64.

2. Aldabe Itziar and Maritxalar Montse. 2010. Automatic Distractor Generation for Domain
Specific Texts. IceTAL 2010, LNAI 6233, pp. 27–38.

3. Bhatia Arjun Singh, Kirti Manas and Saha Sujan Kumar. 2013. Automatic Generation of
Multiple Choice Questions using Wikipedia. Proc. of Pattern Recognition and Machine
Intelligence (PReMI -13), LNCS Vol. 8251, pp. 733–738.

4. Brown JC., Frishkoff GA and Eskenazi M. 2005. Automatic question generation for vocabulary
assessment. Proceedings of Human Language Technology Conference and Conference on
Empirical Methods in Natural Language Processing (HLT/EMNLP), pp. 819–826.

5. Coniam David. 1997. A Preliminary Inquiry into Using Corpus Word Frequency Data in the
Automatic Generation of English Language Cloze Tests. CAL-ICO Journal, 14 (2):15–33.

6. Correia, R., Baptista, J., Mamede, N., Trancoso, I., and Eskenazi M. 2010. Automatic
Generation of Cloze Question Distractors. In Second Language Studies: Acquisition,
Learning, Education and Technology.

7. Lafferty John D., McCallum Andrew and Pereira Fernando C. N. 2001. Conditional Random
Fields: Probabilistic Models for Segmenting and Labeling Sequence Data. Proc. of Eighteenth
International Conference on Machine Learning, pp. 282–289.

8. Majumdar Mukta, Saha Sujan Kumar. 2015. A System for Generating Multiple Choice
Questions: With a Novel Approach for Sentence Selection. Proceedings of the 2nd ACL
Workshop on Natural Language Processing Techniques for Educational Applications
(NLP-TEA), pages 64–72.

9. McKenna Colleen and Bull Joanna. 1999. Designing effective objective test questions: an
introductory workshop. Technical Report: CAA Centre, Lough-borough University.

10. Mitkov R. and Ha L.A. 2003. Computer-aided generation of multiple-choice tests.
Proceedings of the HLT/NAACL 2003 Workshop on Building educational applications
using Natural Language Processing. pp. 17–22.

11. Mitkov, R., Ha, L.A., Varga, A. and Rello, L. 2009. Semantic similarity of distractors in
multiple-choice tests: extrinsic evaluation. Proceedings of EACL 2009 Workshop on GEMS:
GEometical Models of Natural Language Semantics, pp. 49–56.

12. Papasalouros A., Kanaris K and Kotis K. 2008. Automatic Generation of multiple-choice
questions from domain ontologies. IADIS e-Learning.

518 R. Patra and S. K. Saha



Spatial Domain Blind Watermarking
for Digital Images

Maharshi Parekh, Shiv Bidani and V. Santhi

Abstract In modern technological world, digital manipulation of images and video
data has become very common. It is required to bring out some mechanism to
protect copyright and authentication of digital data. In this work, a new blind digital
watermarking algorithm is proposed for protecting copyright of digital images. In
this work, embedding process is carried out in spatial domain by modifying
luminance components of cover images. The cover image is divided into many
blocks of size 8 × 8, and its correlation values are used as key in selecting blocks
for inserting watermark. The image to be watermarked is called host image, and it
could be in color or grayscale format. The secret data to be inserted is called
watermark, and it is considered to be in monochrome format of size 32 × 32 bytes.
This paper shows a novel approach in inserting a watermark in spatial domain. The
obtained results show the efficiency of the proposed approach, and it could be
classified as fragile watermarking.
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1 Introduction

In the last few years, there has been a vast amount of data generated in the form of
images, video, and audio. This data has been prone to be copied by unauthorized
users and distributed. It is important to have a process to identify owners of images
and such data. The process of watermarking has been an active field of research. In
the past, algorithms have been proposed to embed random sequences of real
numbers in a particular set of DCT coefficients [1]. Such methods have utilized the
frequency domain for embedding watermarks. The watermarking in spatial domain
has included some methods wherein the image is watermarked by randomly
modifying the intensity values of image pixels [2]. In this method, the original
image is not required as the pixel intensity values are compared with the global
mean intensity.

The idea of having uniform criteria for watermarking quality measures had been
missing for a long time, and it was imperative that key performance indicators be
explicitly defined. In paper [3], authors have proposed a method to identify
benchmarking standards. It is therefore important to understand the various quality
measures in order to incorporate such standards in today’s research. The process of
verifying whether an image received from a service provider is indeed the original
image, and it has been a case for studies in the past. The design of a completely
secure process of watermarking has been proposed by a few researchers. They do so
by employing existing cryptographic concepts and perception quality concepts [4].
The other methodologies of block-oriented and modular arithmetic-based water-
marking for logos have been proposed in [5].

The organization of this paper is as follows. In Sect. 2, a brief literature review is
presented. Section 3 discusses about basics of correlation coefficient. The proposed
methodology is presented in Sect. 4. The performance evaluation of the proposed
system is presented in Sect. 5. Section 6 concludes the proposed work.

2 Literature Review

In certain schemes, the watermark image is taken to be a binary image with a fixed
size (32 × 32 bits). A pseudo-random sequence is generated using a secret key and
bitwise XOR operation. The watermarked image is not susceptible to cropping,
filtering, compression, and such attacks. It accounts for such attacks by embedding
the watermark image at four different positions in the host image [6]. The process of
watermarking in some methods does not make any changes to the host image which
results in the image being watermarked without any visible changes. An algorithm
that saves the position of corresponding watermark and host image pixel values as
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the key for embedding and extraction is used. The algorithm used is called “Save
Algorithm” [7]. In [8], information preserving transformations and alterations
susceptibility is minimized by creating an algorithm for semi-fragile watermarking.
Operations are carried out in the DCT domain as in the other papers. Another
approach utilizes the blue component of the host image because the human eyes are
least susceptible to the blue color range [9].

The method that is used in [10] compares the objective and the subjective quality
of the watermarking algorithm. The algorithm requires two main processes which
are bit embedding and recovering. Introduction of new techniques like
multi-resolution property has been proposed in [11]. The procedure used in video
watermarking is similar to that of image watermarking. The watermark is embedded
into the DCT blocks in [12]. Frames that have the same group of pictures (GOP) are
given the same watermark. The coefficients are first selected based on the DCT. It is
then embedded as a 4 × 4 block.

The digitization of 3D models has led to the increased importance of protecting
and copyrighting 3D models. The method used in [13] embeds a watermark in the
host 3D model by using the algorithm of redundant embedding. In order to retrieve
the watermark, there are two processes; they are: watermark extraction in which the
original mesh data is accessed and the key is used. Secondly, it is the correlation
test. The attack used for this technique is the DCT test. A technique that involves
both frequency domain and spatial domain watermark embedding is proposed in
[14]. Data importance and user preference are taken into consideration in order to
determine the frequency domain embedding or spatial domain embedding.

3 Basics of the Correlation Coefficient

Correlation is a mathematical model that helps understand the possible linear
relation between two continuous variables. Correlation as a statistical method was
proposed in 1885 by Sir Francis Galton. The correlation coefficient (Pearson’s) was
published in 1895 by Karl Pearson. Pearson’s coefficient “r” is a computational
index used to measure bivariate association. The restriction for correlation is that
only bivariate settings must be considered. The mathematical representation was
given by Pearson in 1895 [15], and it is given in Eq. (1)

r=
∑ ðXi −X ̄ÞðYi − Y ̄Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑ ðXi −X ̄Þ2 ∑ðYi −Y ̄Þ2
q ð1Þ

The product-moment correlation coefficient is a dimensionless index. In the
numerator, the values are calculated by subtracting the mean from every value and
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performing a sum of the cross products. The denominator performs the necessary
adjustments to ensure the unit remains dimensionless. The Pearson coefficient value
lies between −1 and +1. When the value of the correlation coefficient is 0, there is
no relationship between the two variables being analyzed. If the value is −1, there
exists perfect inverse relation, i.e., when the value of first variable increases, the
value of the second decreases. If correlation coefficient is +1, then there exists
perfect linear relation, i.e., the value of the second variable increases, when the
value of the first variable increases. On comparison, it is known that Spearman’s
correlation coefficient fares much better against outliers, than the Pearson correla-
tion coefficient [16]. Few of the various applications of calculating correlation
coefficient values include model vector analysis [17], measuring the reliability of
quantitative scales, setting its equivalence with kappa [18], and in medical research.

4 Proposed Methodology

In this section, a novel blind watermarking method is proposed to embed a binary
image as watermark in a digital image. The proposed method is implemented using
MATLAB to analyze performance of the proposed work. The embedding process is
carried out in luminance components of a host image by converting it from RGB
domain to YCbCr domain. In YCbCr domain, Y represents brightness values of
pixel, whereas CbCr represents chrominance blue and red components of signal. In
order to test the proposed work, host images of sizes 512 × 512 and a binary
watermark of size 32 * 32 are considered. The watermark image and the Y com-
ponent of the host image are divided into sub-images of size 8 * 8 pixels. The host
image is converted into two sub-images which are then required to compute cor-
relation values between two corresponding blocks of sub-images. The obtained
correlation values are sorted in descending order to insert watermark. The
embedding algorithm requires spatial domain operations based on the binary value
of the sub-images. The sub-images are used to insert watermark and then restruc-
tured according to corresponding index numbers to form the complete Y compo-
nents. The Y component of the image is then converted back into the RGB image.
In order to extract the binary watermark image, the correlation matrix is obtained
and an extraction algorithm is applied. The proposed approach could be classified
as semi-blind watermarking algorithm as it is assumed that the correlation matrix is
available, and both the sizes of the watermark image as well as host image are
known. The embedding algorithm is given below.
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1. Divide luminance component (Y) of host image I into blocks of size 8x8 and 
number of blocks (R) of host image in Y component:

(2)

2. Divide watermark image J into blocks of size 8x8 and number of blocks is 
(3)

3. Divide host image into two sub images as:
(4)

4. Number of blocks in each sub image is calculated as follows. 

(5)

5. Calculate the correlation factor of each corresponding pair of blocks using Eq. 
(1), let correlation coefficients of different blocks

6. Sort correlation coefficients in descending order, where  r1, r2….rz are
correlation coefficients  ri corr_values, and ri<ri-1

7. Number of corresponding block pairs required (P) to embed watermark in host 
image, by descending order:

(6)

8. In order to embed the watermark into image blocks, modify each pixel in the host 
image as follows

//If watermark pixel is zero then the procedure to be followed is given below//

// If mod(pix_h /2) != 0, then pixel value pix_h = pix_h + 1 else pixel value 
pix_h is left as it is. Also pix_w represents watermark pixel and pix_h represents 
host image pixel//

if (pix_w=0), // pix_w represents black.

{ 
if ( modulus(pix_h) = 0 ) pix_h = even then pix_h = pix_h + 0;
else if ( modulus(pix_h) = 1 ) pix_h = odd; then pix_h = pix_h + 1;
} 

//If Watermark Pixel is white then the procedure to be followed is given below//

// If mod(pv/2) != 0, then pixel value pix_h = pix_h else pixel value pix_h is left 
unchanged//

if (pix_w=1) // pix_w represents white.
{ 
if ( modulus(pix_h) = 0 ) pix_h = even; then pix_h = pix_h + 1;elseif ( 
modulus(pix_h) = 1 ) pix_h = odd; pix_h = pix_h + 0;} 

9. Convert luminance components back to color components to construct 
watermarked Image. 

Spatial Domain Blind Watermarking for Digital Images 523



Similarly, the watermark extraction algorithm is given below.

1. Calculate the Y (luminance), Cb (, and Cr as follows for host image:

(7)

2. Divide the luminance component (Y) of host image I into blocks of size 8*8.
Number of blocks (R) of host image in Y component given by:

(8)

3. Divide host image into two sub-images as: 

and  Number of blocks:
(9)

4. Calculate the correlation factor of each corresponding pair of blocks using Eq.(1)
Store the values with index number.

5. Sort correlation coefficients in descending order, where  r1, r2….rz represents 
correlation coefficients  ri corr_values, ri≠ NaN and ri<ri-1 

6. Number of embedded watermark blocks is S and required pairs (10)

7. In order to extract watermark for P pairs of blocks of host image the following 
Procedure is adopted: 

//If host pixel pix_h is even, extracted watermark pixel pix_w is black (0) else if
host pixel value pix_h is odd, then watermark pixel pix_w is white (1)//

if ( modulus(pix_h) = 0) then pix_h = even and pix_w = 0, 

else if ( modulus(pix_h) = 1)then  pix_h = odd and pix_w = 1, 

8. Watermark image is constructed using P pairs of blocks.

5 Performance Evaluation

The performance evaluation of the proposed work is discussed in this section. The
original watermark image is shown in Fig. 1. Similarly, original test images used
for inserting watermark are shown in Fig. 2. The watermarked images are shown in

524 M. Parekh et al.



Table 1 with the calculated values of mean square error (MSE) and peak
signal-to-noise Ratio (PSNR). In Table 2, the computed values of MSE and PSNR
after implementing various attacks are shown. The attacks considered in this pro-
posal are noise addition and compression attacks.

6 Conclusion

In this proposed work, a novel spatial domain watermarking approach using cor-
relation coefficient matrix is discussed. The proposed approach could be classified
as blind watermarking, and it is invisible. As spatial domain watermarking tech-
niques are not robust to any attacks, it could also be called fragile watermarking.
The performance of the proposed watermark is tested with simple attacks such as
noise addition and compression. The proposed spatial domain watermarking could
be used for data authentication.

Fig. 1 Original watermark

Fig. 2 Sample RGB test images
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Table 1 Watermarked images and calculated peak signal-to-noise ratio

Image Name Watermarked Image MSE PSNR

Airplane 0.0740 59.4746

Baboon 0.0728 59.542

House 0.0727 59.5523

Lena 0.0700 59.7138

Peppers 0.0733 59.5167

Table 2 Results after implementing noise addition and JPEG compression attack on RGB images

Image name Salt and pepper noise
addition

Gaussian noise
addition

JPEG compression

MSE PSNR in dB MSE PSNR dB MSB PSNR dB

Airplane 0.0054 70.8642 0.0513 61.0662 0.0481 61.3437
Baboon 0.0051 71.0662 0.0542 60.8249 0.0503 61.1497
House 0.0046 71.5009 0.0535 60.8840 0.0508 61.1078
Lena 0.0054 70.8642 0.0508 61.1078 0.0498 61.1921

Peppers 0.0034 72.8271 0.0474 61.4104 0.0483 61.3217
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An Approach to Improve Load Balancing
in Distributed Storage Systems for NoSQL
Databases: MongoDB

Sudhakar and Shivendra Kumar Pandey

Abstract The ongoing process of heterogeneous data generation needs a better
NoSQL database system to accommodate it. NoSQL database stores data in the
distributed manner in their globally deployed shards. The data stored in these
databases should have high availability, and the system should not compromise
with the scalability and partition tolerance. The distributed storage systems have the
main challenge to address the skewness in the data. The process of distribution of
data items over the nodes in the system causes skewness of data. To address this
problem, we propose a different approach to balance load in the distributed envi-
ronment is the partitioning of data into small chunks that can be relocated
independently.

Keywords NoSQL ⋅ Data load balancing ⋅ MongoDB ⋅ Chunk migration
Big data

1 Introduction

Recent developments in size of data have heightened the need for storing world
digital data exceeds the limit of a zettabyte (i.e., 1021 bytes); it is a challenge as well
as necessity to develop a powerful and efficient system that has the capacity to
accommodate data. For example, a system using a very dense storage medium like
deoxyribonucleic acid (DNA). DNA can encode two bits per nucleotide (NT) or
455 exabytes per gram of single-stranded DNA [1]. Taken into account the fact that
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ton of genetic material is prerequisite by DNA as to store zettabyte of information.
The argument can simply be made that data storage needs to be distributed for
quantitative reasons alone.

For this, the distributed storage systems need to be available and scalable when
needed. This amount of storage will only be possible if it is distributed geo-
graphically and should exhibit the property of being accessible by millions of users
besides its raw storage capacity.

Web giants like Google, Amazon, Facebook, and LinkedIn are the industries that
use distributed storage systems. To fulfill their requirements, they have deployed
thousands of data centers globally so that they can make data available all the time
with scalability at any level. Furthermore, in the case of failure that occurs in scaling
process is either the failure of the software or the hardware components. Therefore,
these failures need to be handled during the planning and implementation phases.

In addition to this, the traditional distributed large-scale storage systems are
inefficient to store the enormous heterogeneous data (structured, semi-structured, or
unstructured) [2, 3] as they do not satisfy the 7 Vs (volume, variety, velocity,
veracity, validity, volatility, and value) [4]. The way it is accessed and stored in
traditional databases may pose many limitations. These new horizons of the data
bring big data [5] into reality. Therefore, we require more powerful and efficient
solutions to process big data.

Big data requires a new kind of database system to handle heterogeneous data
sets. One of the most popular and well-known databases for big data is NoSQL
(Not Only SQL) that has the capability to process big data for mining valued
information. As a result, many industries have developed various NoSQL databases
depending on their requirements such as Facebook’s Cassandra [3], Amazon’s
Dynamo [6], Yahoo! Pnuts [7], Google’s BigTable [8] or Riak, and MongoDB [9].
These systems scale very well over the trade-offs of consistency, availability, and
partition tolerance as mentioned in the CAP theorem [10]. Each one of them is
using the shards to store their data. Since deploying shards globally is the main
challenge for big data to handle as it suffers from load balancing problem.

The load balancing techniques used in NoSQL systems do not consider chunk
migration as performance indicator rather they prefer high availability and partition
tolerance as their key indicator. In this work, we aim to bridge this gap by
proposing an improvement over existing load balancing techniques by taking into
account shard utilization and the migration of chunks to increase the efficiency of
NoSQL databases, considering the particular NoSQL, e.g., MongoDB. Here, in this
work, we have proposed a new approach to improve load balancing for MongoDB
and compared our results with automatic load balancing algorithm of MongoDB,
which clearly shows the better performance of our approach without affecting
memory utilization of the shards. The main contribution of this article is:

• A naive and holistic approach is proposed for load balancing for MongoDB
based NoSQL systems.
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• Our proposed method is computationally cost-effective as the number of chunk
migrations among shards are less compared to the traditional load balancing
algorithms for MongoDB.

• Consistent performance is achieved by the proposed method irrespective of
number and size of the shards.

The rest of the article is organized as follows: Sect. 2 comprises literature survey
of NoSQL. Section 3 explains the maintenance and structure of the data being
stored in the shards in MongoDB. In Sect. 4, we present our proposed approach for
load balancing in MongoDB. Section 4.3 presents experiments and evaluation.
Finally, Sect. 5 concludes the paper with some of the future research directions.

2 Related Work

Facebook’s Cassandra [3, 11] is a distributed database designed to store structured
data in a key-value pair and indexed by a key. Cassandra is highly scalable from
both perspectives; one is that of storage and the second is that of request throughput
while preventing from single point failure. Additionally, Cassandra’s store’s data in
the form of tables that is very similar to the distributed multi-dimensional maps is
also indexed by a key. It belongs to the column family like BigTable [8]. In a single
row key, it provides atomic per-replica operation. In Cassandra, consistent hashing
[12] is used for the notion of data partitioning to fulfill the purpose of mapping keys
to nodes in a similar manner like Chord distributed hash table (DHT). Partitioned
data is stored in a Cassandra cluster that would contain the moving nodes on the
ring. To facilitate the load balancing, it uses DHT on its keys.

Amazon’s Dynamo [6] is distributed key-value store database. It mainly focuses
on scalability and availability rather than consistency. To address the problem of
non-uniformity of node distribution in the ring, it uses the concept of virtual nodes
(vnodes). Also, it follows a different strategy for partition-to-vnode assignment
which results into the better distribution of load across vnodes and therefore over
the physical nodes.

Scatter [13] unlike Amazon’s Dynamo, it is a distributed consistent key-value
store database, which is highly decentralized. For data storing, it uses uniform key
distribution through consistent hashing typical for DHTs. Scatter uses two policies
for load balancing. In the first policy, the newly joined node in the system is
directed to randomly sample k groups, and then it joins the one handling a large
number of operations. In the second policy, based on load distribution, neighboring
groups can trade-off their responsibility ranges.

MongoDB [9, 14] is schema-free document-oriented database written in C++.
MongoDB uses replication to provide data availability and sharding to provide
partition tolerance to manage data across the distributed environment. It stores data
in the form of chunks. To manage even distribution of chunks across all the servers
in the cluster, a balancer is used in this system. Whenever balancer detects an
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uneven chunk count event (i.e., chunk difference between minimal loaded and
maximal loaded shards is greater than or equal to 8), it redistributes the chunks
among shards until the load difference between any two shards is less than or equal
to two [15].

3 Maintenance of Load in MongoDB

The basic concept of automatic load balancing of MongoDB is breaking up the
larger collections into smaller chunks and distribute evenly over all available shards
so that each subset of the data set belongs to one shard. The criteria of partitioning
the collection in the database of MongoDB are that specify a shard key pattern for
the chunk in two more parameters, minkey (minimum size of the chunk) and
maxkey (maximum size of the chunk) [14]. We can say that chunks can have three
attributes of the collection (i.e., minkey, maxkey, and shardkey). When chunk size
reaches to a maximum size (i.e., 200 MB as configured for automatic balancing)
then the splitter splits the chunk into two new equal chunks.

As already mentioned, the basic idea of automatic load balancing of MongoDB
is that if the difference between the number of chunks of any two shards is greater
than or equal to eight as detected by balancer of MongoDB, then balancer consider
it as imbalanced shards and starts migrating chunks to other shards until the dif-
ference will decrease to two [15].

As discussed CAP theorem in Sect. 1, MongoDB embraces the properties of
availability and partition tolerance. Hence, to ensure the availability, it uses repli-
cated servers with automatic failover. In case of any failure in the system, partition
tolerance ensures smooth functioning by allowing it to continue work as a whole. In
the imbalance condition, the chunk migrations among the shards are managed
according to the automatic load balancing algorithm of the MongoDB. To imple-
ment availability and partition tolerance in distributed systems, replication and
sharding are commonly used which are briefly discussed below:

3.1 Replication

Replication is the process of synchronizing data across multiple servers connected
in a distributed manner. It provides redundancy and increases data availability by
making multiple copies of data on different database servers. In this way, data will
be protected from the single point failure and loss of one server will not affect the
availability of the data because the data can be recovered from the other copy of the
replica set. The replica is prj ∈ Si where, r represents the replica of a particular node
Si = pr1, p

r
2, p

r
3

� �
where, Si ϵ S, S∈ℤ+ and 1 ≤ j ≤ 3. It should be noted that one
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node has only three replicas in which one must be a primary replica and others are
secondary replicas.

Every node has replication group G of size n, so the quorum is a subset of nodes
in a replication group G. Let view v is a tuple over G that defines important
information for G and view id is denoted as iv ∈ ℕ [16].

In some cases, replication can be used to service more read operations on the
database. To increase the availability of data for distributed applications, we can
also use different data centers to store the database geographically. Replica sets
have the same data in the replica group. In this group, one replica is primary, and
rest are secondary [14]. The primary accepts all the read/write operations from the
clients. In the case, if primary is unavailable, one of the secondary replicas is
elected as primary. For the election purpose, Paxos algorithm is used [17].

3.2 Sharding

MongoDB scales the system, when it needs to store data more than the capacity of a
single server (or shard) with the help of horizontal scaling. The principle of hori-
zontal scaling is to partition data by rows rather than splitting data into columns
(e.g., normalization and vertical partitioning do in the relational database) [14]. In
MongoDB, horizontal scaling is done by automatic sharding architecture to dis-
tribute data across thousands of nodes. Moreover, sharding occurs on a per col-
lection basis; it did not take into consideration of the whole database. MongoDB is
configured in such a way that it automatically detects which collection is growing
monotonically than the other. That collection has become the subject of sharding
while others may still reside on the single server. Some components that need an
explanation to understand the architecture of the MongoDB sharding is given in
Fig. 1.

• Shards are the servers that store data (each run mongod process) and ensure
availability and automatic failover, each shard comprising a replica set.

• Config Servers “store the cluster’s metadata,” which include the basic infor-
mation of chunks and shards. These chunks are contiguous ranges of data from
collections that are ordered by the shard key.

• Routing Services are run mongos processes performing read and write request
on behalf of client applications.

Auto-sharding in MongoDB provides some necessary functionality without
requiring large or powerful machines [15].

1. Automatic balancing if changes occur in load and data distribution.
2. Ease of adding new machines without downtime.
3. No solitary point of failure.
4. Ability to recover from failure automatically.

An Approach to Improve Load Balancing in Distributed Storage … 533



In the system, S is the set of shards and each shard consists of Si replica sets then

we can state it as S= Si:Si ∈ Swhere prij ∈ Si, i ≥ 2, 1 ≤ j ≤ 3
n o

, here prij is

represent j replicas available in ith shards.

4 Proposed Method for Load Balancing

4.1 Basic Idea About Load Balancing and Preliminaries

In this section, we are going to introduce all the terms that we will use in this
document. For every data item d ∈ D, where D is the set of all data items, we define
all types of load here, that represented by Γ. The load lt:D → ℝ, t ∈ Γ is a
function that use for assigning the associated load value of load type t from set D.
There exists an associated load value for every unit of replication U ∈ D, i.e.,
lUt = ∑vϵU lt vð Þ. And any node H in the distributed system, at a particular node UH

contain all units of replication, and an associated value lHt = ∑U ∈UH
lUt . Every node

has capacity cHt ∈ ℝ for each load type t. Thus, the inequality lHt < cHt must be
maintained as invariant, as the violation would result in failure of H. We also
calculate the utilization [18] of a node uHt = lHt ̸cHt at t ∈ Γ. If a system has

Fig. 1 Modified MongoDB distributed architecture [15]
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utilization μSt where S is a set of all nodes in the system and average utilization μ̂St of
t ∈ Γ [18], given as

μSt =
∑H ∈ S l

H
t

∑H ∈ S cHt
, μ̂St =

1
∣S∣

∑
HϵS

uHt ðiÞ

In addition to the above, we need to consider the third parameter that represents the
cost of moving replication unit or data item U from one host to another host in S, i.e.,
ρU: S × S → ℝ, this parameter is linearly depends on lUsize. If the system is considered
uniform, then H,H0,H00 ∈ S and U ∈ H such that ρU H,H0ð Þ= ρU H,H00ð Þ is seems
to be a constant where ρU ∈ ℝ.

Let

LHS = flHt jt ∈ Γ,U ∈ Hg ðiiÞ

CH = fcHt jt ∈ Γg ðiiiÞ

LH = flHt jt ∈ Γg ðivÞ

LS = f CH , LH , LHS
� �jH ∈ Sg ðvÞ

where LS is referred as the system statistics for S. The migration is done by the
balancer, i.e., MIGRATOR U, Hð Þ to MIGRATOR U,H0ð Þ where U for a unit of
replication and H,H0 are the hosts.

4.2 Modified Load Balancing Algorithm

In the algorithm, there are two methods one is IsBalanceðÞ that will return a
Boolean value depending on whether the particular shard or host H is balanced or
not. However, the condition of balance is as follows: if a shard has more data than
its threshold value, then it will become imbalanced. The threshold value is
Const * cHt (e.g., Const=0.7 or 0.8 or 0.9) where cHt the capacity of the shard H. If
a shard shows that it is imbalanced, then it needs to migrate. The second method is
MIGRATORðÞ which migrates data from imbalanced shard to a balanced shard until

l
Ŝ
t data remains in the shard.
We are calculating the total data occupied in all shards that are lSt and then

calculate average data occupied by all shards that is l
Ŝ
t .

Furthermore, we check if the shard is balanced or not, and for each value of
imbalance shard, we migrate chunks from imbalance shard to balance shard until

An Approach to Improve Load Balancing in Distributed Storage … 535



the condition lH
i
t

t ≥ l
Ŝ
t OR lH

j
t

t ≥ lHt
tmax

� �
met and this process repeated until all

shards become balance.

4.3 Experimental Results

To show the effectiveness of modified MongoDB, we have compared our approach
with traditional MongoDB and compared the two on the basis of chunk migration
rate and space utilization metrics.

To prove our claim, we have performed the experiments four times with a
different number of chunks and noted the results. In the first experiment, we have
considered shards with 100 chunk capacity. Whenever imbalance event occurs,
balancer algorithm executes automatically and redistributes chunks among shards in
order to maintain balance in the system. Furthermore, our approach performs less
chunk migration which in turn reduces the overhead cost of migration over Mon-
goDB load balancing algorithm, resulting into the efficient utilization of the shards.

For analytical purpose, the same experiment is performed with 1000, 10000, and
100000 chunk count capacity shards which is clear from the Fig. 2a.

It should be noted that the memory utilization of the shards in the process of load
balancing, then automatic load balancing algorithm and modified MongoDB per-
forms exactly the same as mentioned in Fig. 2b. Hence, our algorithm performs
better by minimizing overhead cost due to chunk migrations which leads to
improved load balancing computational complexity without compromising with
space utilization. Thus, we are able to improve two factors of the balancing algo-
rithm—computation cost of chunk migrations and memory utilization of the shards.

(a) Migration rate (b) Space utilization 
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Fig. 2 Experimental evaluation of modified MongoDB and MongoDB based on migration rate
and space utilization
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5 Conclusion and Future Work

The large-scale applications and data processing require handling of issues like
scalability, reliability, and performance of distributed storage systems. One of the
prominent issues among them is to handle the skewness in the data distribution and
accessing of data items. We have presented an improved algorithm of load bal-
ancing for NoSQL database MongoDB, which handles aforementioned issues by
providing automatic load balancing. We have analyzed our algorithm and shown
that our approach is better than many similar systems employed specifically in
MongoDB database [14], in terms of chunk migration and memory utilization for
the individual shard.

Our proposed method is for MongoDB based NoSQL database systems. We will
try to incorporate this approach into existing different flavors of NoSQL.
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Classification of Diabetes Mellitus Disease
(DMD): A Data Mining (DM) Approach

Himansu Das, Bighnaraj Naik and H. S. Behera

Abstract The diabetes mellitus disease (DMD) commonly referred as diabetes is a
significant public health problem. Predicting the disease at the early stage can save
the valuable human resource. Voluminous datasets are available in various medical
data repositories in the form of clinical patient records and pathological test reports
which can be used for real-world applications to disclose the hidden knowledge.
Various data mining (DM) methods can be applied to these datasets, stored in data
warehouses for predicting DMD. The aim of this research is to predict diabetes
based on some of the DM techniques like classification and clustering. Out of
which, classification is one of the most suitable methods for predicting diabetes. In
this study, J48 and Naïve Bayesian techniques are used for the early detection of
diabetes. This research will help to propose a quicker and more efficient technique
for diagnosis of disease, leading to timely and proper treatment of patients. We have
also proposed a model and elaborated it step-by-step, in order to make medical
practitioner to explore and to understand the discovered rules better. The study also
shows the algorithm generated on the dataset collected from college medical hos-
pital as well as from online repository. In the end, an article also outlines how an
intelligent diagnostic system works. A clinical trial of this proposed method
involves local patients, which is still continuing and requires longer research and
experimentation.
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1 Introduction

Out of many chronic diseases, diabetes is one of them. It occurs mainly when the
pancreas is unable to produce the desired amount of insulin required for a human
body or when the human body cannot effectively manage the produced insulin.
When taken as a whole, the risk of dying among the people with diabetes is at least
double the hazard of their peers without diabetes. As per the prediction of World
Health Organization (WHO), diabetes will be one of the major leading causes of
death in 2030 and death rate will double between 2005 and 2030. It could also be
described as the situation in which the body is unable to process properly the food
for utilization as energy. The majority of the food consumed by us is turned into
glucose, which is further used as energy by us when required. The pancreas, an
organ of our body which lies near the stomach of a human body, produces a special
type of hormone called insulin helps glucose to get into the cells of our body. The
persons affected by diabetes, the body of the affected persons are either do not
produce enough insulin or unable to consume its own insulin as well. This leads to
increase the sugar level in our blood. For this cause of increasing the sugar in the
blood, people call diabetes as ‘sugar’. Several symptoms are normally found in the
persons affected by this disease. The main symptoms are frequent urination, feeling
pain in the muscles, increased hunger, and thirst. It needs early detection of the
disease. It can cause many severe complications if not treated at the early stage.
Short-term complications include diabetic ketoacidosis, nonketotic hyperosmolar
coma, or death. Major chronic complications may arise like dysfunction of heart
which leads to stroke, foot ulcers, chronic kidney failure, damage to the retinas of
the eyes, nerves, and teeth. The diabetes is mainly categorized in three types [1].
First, the Type 1 DMD occurs due to the failure of pancreas to produce enough
insulin. The cause still remains unknown. Second, Type 2 DMD begins with insulin
resistance, a situation in which cells will be unsuccessful to respond to insulin
appropriately. With the progress of diabetes, be short of insulin may also
develop. The common causes may be due to excessive body weight and insufficient
exercise required in the changed lifestyle. And Third, gestational diabetes, which
occurs at the time of pregnancy of a women without a prior history of diabetes
suddenly increases high blood-sugar levels. Advancement in the field of computer
science and high-performance computing has benefited almost all disciplines
including medical science in finding better results over traditional practical solu-
tions. Many tools have been developed for effective analysis of image processing
and effective analyzing by applying data mining techniques in order to help clin-
icians in making better decisions for the diagnosis of the diseases of patients.
Nowadays, data mining plays a vital role and becomes an essential methodology for
medical diagnostics. Data mining helps in finding the hidden pattern lies in the
pathological data, large-scale medical images and the daily records to understand
more clearly about the hidden relationships between diagnostic features of different
patient groups [2–4]. Nowadays, data mining has been used extensively in the areas
of science and engineering, such as genetics, bioinformatics, medicine, and
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education [5–9]. The primary objective of our research is to find whether a patient is
affected by diabetic or not. In order to accomplish this objective, very popular data
mining algorithms like J48 and Naïve Bayesian are used. By using this algorithm, it
becomes easy to understand the whole process [10–13]. These algorithms help to
analyze the disease from all the aspects.

The organization of the remaining section of this paper is as follows. Section 2
discusses the basic concepts to understand our work. The related works are rep-
resented in Sect. 3. Section 4 introduces our proposed approach for detecting
diabetes mellitus disease. Section 5 analyzes the experimental results of the col-
lected dataset, and Sect. 6 describes the comparison of the techniques after applying
proposed approach. Section 7 concludes the paper.

2 Basic Concepts

This section presents some of the basic algorithmic concepts which are required to
understand the proposed approach.

2.1 Naive Bayesian Algorithm

It is a supervised learning optimal classifier algorithm that is based on the concept
of Bayes’ theorem. This model is easy to construct, with easy iterative parameter
assessment which makes it mostly valuable for very huge datasets. This classifier is
used to convert the prior probability into posterior probability by using likely used
values. This Naive Bayes’ theorem is also often used to carry out complex clas-
sification tasks.

This theorem provides a technique to calculate the posterior probability P(X|Y),
from P(X), P(Y), and P(Y|X). This Naive Bayes classifier assumes that the outcome
of the cost of a predictor (Y) on a given class (X) is independent of the costs of
other predictors. This hypothesis is called class conditional independence. The
Bayes’ theorem is represented in Eq. 1.

PðXjYÞ= ðPðYjXÞP Xð ÞÞ ̸P Yð Þ ð1Þ

Here, P(X|Y) is the posterior probability of X conditioned on Y, P(X) is the prior
probability or apriori probability of X, similarly P(Y|X) is the probability of Y
conditioned on X and P(Y) is defined as the prior probability.

Classification of Diabetes Mellitus Disease (DMD) … 541



2.2 J48 Algorithm

The J48 decision tree algorithm is used for classification. It uses each and every
phase of the data attribute which is divided into smaller subclasses to establish on a
decision. The J48 algorithm inspects the normalized information gain that outcomes
dividing the data by selecting an attribute. In generally, the higher the normalized
information gain of attributes is used to build the decision then this algorithm recurs
the lesser reduct of elements. The J48 algorithm selects the particular attributes,
dissimilar element values, and lost feature values of the information. If all the
instances of the subset are considered with the same set, then after splitting the
instances fit into the identical set. All attributes in the sequence will be measured,
and the expansion in information will be chosen for the confirm on the attribute.
The suitable element will be recognized to resultant from the recent classification
constraint.

3 Related Work

Not much work has been done in the field of diabetes mellitus disease (DMD).
Here, some of the existing work is represented as follows. Sankaranarayanan and
Pramananda Perumal [14] focused their study on two classification methods, i.e.,
rule classification and decision trees. The decision tree was based on the algorithm
from the rule classifier. The attributes specified after the physical examination
research were code, sex, and age. The concept of making an algorithm by con-
sidering all the attributes was taken from their study and rule classification method.
They even gave the concept of data warehouse which could be used for further
examination of patients and their classification which is a considerable point for our
research. Further research of Iyer et al. [15] compared two of the major algorithms
of data mining techniques J48 decision trees and Naive Bayesian algorithm. From
the results obtained, both the methods have a comparatively small difference in
error rate, though the percentage split of 70:30 for Naïve Bayes technique gives the
least error rate as compared to other J48 implementations. According to their
algorithms, Naive Bayes had a lesser error rate than J48 decision tree, and hence, it
was considered better. These algorithms were more accurate and specific for
classification. These algorithms gave faster results than those used in our paper
hence could be used for future modification.

In some other research of Velu and Kashwan [16], they worked on Pima Indian
Diabetes (PID) dataset. They used three techniques such as genetic algorithm (GA),
EM algorithm, and h-means with clustering. The result stated that the double
crossover genetics process and h-means + based techniques were superior on
performance comparison. They performed simulation on WEKA software for three
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models to test the classification. For this simulation tests, they have taken seven
attributes with 768 instances of diabetic patients gathered from the different hos-
pitals. Their results showed that out of 768 instances, 500 patients were experienced
with negative and 268 patients were experienced as positive. Correlation coefficient
was determined to be 0.96 which specifies that there was a strong relationship
between these two samples. They basically classified diabetic patients as positive
and negative on the basis of seven attributes by using the above algorithms. This
classification technique is used as a reference in our work.

Motka et al. [17] proposed four different approaches for classifying the disease
into two main classes: diabetic and non-diabetic. They used the techniques PCA
with ANFIS, ANFIS, neural detworks, and PCA with neural networks. They
observed that after combining PCA with neural network for classification gives the
better accuracy. They used soft computing techniques for classification and
MATLAB GUI. Their classification was proper and simple. Rajesh and Sangeetha
[18] applied many classification algorithms on diabetes dataset and analyzed the
performance of those algorithms. A classification rate of 91% was obtained for the
C4.5 algorithm. Future enhancement of this work includes modification of the C4.5
algorithms to advance the classification rate to achieve greater accuracy in classi-
fication. C4.5 is considered the best of all the algorithms for classification. Patil and
Joshi [19] in their study gave a certain set of rules using association rule data
mining algorithms, i.e., apriori algorithm which is further used in this study also.
They implemented it in WEKA and generated those top ten powerful rules for
diabetes = ‘yes’. Whereas diabetes is equal = ‘no’. These rules had their own
support and confidence. In this paper, Apriori algorithm for classification of DMD
is implemented and considered their rules also.

4 Proposed Model

In this section, proposed method for determining diabetes is presented. This system
saves the time of the doctors as well as of patients by generating the report through
its data repositories. This generator determines whether the patient is diabetic or
not. Figure 1 represents the block diagram of the proposed framework.

The proposed work can be vitalized as presented below:
Patients: They are the main focus point of our system. They are responsible for

providing all the data for the repository. With their help, the process of collecting
data becomes very easy.

Data collection from patients: In order to collect data from patients, they are
provided with the set of questions. Those questions include name, age, sex, blood
sugar level, and plasma glucose concentration which is a 2 hours in an oral glucose
tolerance test, etc.
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Data cleaning step is very decisive. Here, unnecessary data are removed and
only important data are sent for further implementation, for example, sex, age, oral
glucose tolerance test (OGTT). Next step is storing in the data warehouse, where
the data are stored in the data warehouse. This is done so to maintain all the records
about patients which could be referred whenever required. Finally, in diabetes
generator step which generates a report after processing all the data by specifying
whether the patient is diabetic or non-diabetic.

5 Results and Discussion

We have collected 200 data by preparing a questionnaire given in Fig. 2, from a
local medical college hospital out of which 60% is used to training purposes of the
model and the rest 40% of the collected data is used to test in our model. The data
are collected first and then preprocessed to fill the missing values. Some redundant
data are also omitted. For the future use, the data are stored in the warehouse.

Fig. 1 Block diagram of the proposed model
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By using the diabetes generator, the data are classified. Results obtained from this
model are as follows:

In this dataset, total eight numbers of attributes are used, namely age (years),
plasma glucose concentration test, triceps skin fold thickness (mm), diastolic blood
pressure (mm Hg), 2 hours serum insulin (mu u/ml), diabetes pedigree function,
body mass index (weight in kg/(height in m)^2), and class variable.

Each attribute used has its own role in predicting whether the patient is diabetic
or non-diabetic. Using WEKA software, the graph is generated in Fig. 3 which
describes the possibility of having diabetes and not having. Red color shows the test
is positive, i.e., a person is having diabetes and blue shows tested negative.

Fig. 2 Questionnaire to collect the data from the patients
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At first, Naive Bayes theorem is applied in WEKA software. In the output, we
observed that 145 instances are correct and 55 instances are incorrect. Through this,
we got the exact statistical measures; few of them are as follows (Table 1):

i. The Mean absolute error—0.3142
ii. Relative absolute error—67.3187%
iii. Root relative squared error—92.2618%
iv. Root mean squared error—0.4456
v. Kappa statistics—0.3808.

Next, the J48 method is applied which shows 139 instances to be correct and 61
instances to be incorrect out of total 200 instances. The statistical measures are as
follows (Table 2 and Fig. 4):

i. Mean absolute error—0.3822
ii. Relative absolute error—81.9009%
iii. Root relative squared error—100.5779%
iv. Root mean squared error—0.4857
v. Kappa statistics—0.3051.

Fig. 3 Graphical representation of all the attributes of dataset

Table 1 Description of
output after applying Naive
Bayers theorem

Tested negative Tested positive

107 19 Tested negative
36 38 Tested positive

Table 2 Description of
output after applying J48
theorem

Tested negative Tested positive

106 20 Tested negative
41 33 Tested positive
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6 Comparison

In this section, both the algorithms are used to test the diabetes dataset and the
results are described. Table 3 compares both the methods and could easily conclude
that Naive Bayes theorem is better than the J48 as the time to build the model is
less.

Time to build the module and appropriately classified instances are higher when
Naive Bayes algorithm is used, and classification accuracy is also higher in Naive
Bayes algorithm than that of J48 algorithm. The above results also that on diabetes
dataset Naïve Bayes performs much more better than of J48. Figure 5 makes it
clearer to compare the performance of both the methods.

Fig. 4 J48 pruned tree that was generated by WEKA

Table 3 Comparison
between J48 and Naive
Bayesian theorem

Evaluation criteria J48 Naïve
Bayesian

Time to build module (in seconds) 0.08 0
Correct classified instances 139 145
Incorrect classified instances 61 55
Prediction accuracy 69.5 72.5
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7 Conclusion

Data mining is an integrated field with the vast variety of techniques from several
fields. It is a combination of machine learning, statistics, pattern recognition, and
artificial intelligence systems for analysis of huge amount of data to discover the
hidden patterns in the data. Nowadays data mining techniques are applied in
medical sciences for decision making. It also plays an essential role in diabetes
dataset to expose and uncover the hidden knowledge from a massive amount of
unused diabetes data that will significantly assist to progress the quality treatment
for the patients suffering from diabetes. In this research, the classification tech-
niques used for predicting diabetes in patients are J48 and Naive Bayes theorem.
Naive Bayesian theorem performs more efficiently and effectively as compared to
J48. Whether it is time to build the model or identifying correct instances or
accuracy, Naive Bayes always proved its productivity.

In future work are planned to propose more complex and integrated model by
hybridizing machine learning techniques which will be able to predict all types of
diabetes. Further, it will also include collecting data from different local areas of the
country in order to get more précised and accurate data which will result in more
précised and accurate outcome.
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Improved Cost-Effective Technique
for Resource Allocation in Mobile
Cloud Computing

Enakshmi Nandi, Ranjan Kumar Mondal, Payel Ray,
Biswajit Biswas, Manas Kumar Sanyal and Debabrata Sarddar

Abstract Mobile cloud computing (MCC) is a big research topic in this modern
technology-based era. This technology combines cloud computing with mobile
computing in an innovative way to give better performance and cost-effective
service to mobile users. MCC gives opportunities to execute different applications
on the mobile devices by transferring the compute-intensive job to the cloud, but
there are some problem arising in case of connectivity with mobile devices and
cloud servers. To satisfy the user’s demand and accessing cloud server to offload,
the task from mobile device to cloud in mobile cloud computing is a difficult job.
According to our knowledge we know that the cloud computing has been built upon
the growth of distributing computing and virtualization concept. Thus, efficient
mapping of tasks to available resource in cost-effective way in the mobile cloud
environment is a challenging issue. Our main aim is to allocate nodes to their
respective resource at cloud server by maintaining optimal response time and
increase the quality of service by maintaining both resource cost and computation
performances in mobile cloud environment.
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1 Introduction

Modern era is based on technology-based application, where recent trends follow
enhancement of mobile subscriptions due to the rapid advance in mobile computing
and wireless technology. As per analysis of TechNavio analysts prediction, said that
Enterprise Mobile Cloud Computing market in North America will produce at a
CAGR of 18.12% in the year 2011–2015 [1]. Main reason for this success is the
raising requirement enterprise mobility. According to progress in cloud computing
field which gives substantial advantages to mobile subscribers as cloud infras-
tructures and platforms provide virtually large-scale computing power with elastic
scalability and better resource sharing and utilization. This helps to defeat several
traditional bounding in mobile computing. Mobile cloud computing has several
benefits, such as it helps to enhance battery life and processing power in mobile
devices. It helps to increase resource sharing and reuse of existing computing
resources in Internet-based services and cloud infrastructure. It can be easy to cope
up with advance services with applications required for mobile subscribers with
low-end mobile devices [1]. General infrastructure of mobile cloud computing
(MCC) is as shown in Fig. 1. Here, we see that mobile devices are linked with
mobile networks via base stations or BTS; access point or satellite help to form and
control connections and functional interfaces between networks and mobile devi-
ces. Respective requests and related information to mobile subscribers like user ID,
location transfer to central processors which linked with servers rendering mobile
network services. Mobile network operators supply services to mobile subscribers
as AAA (for authentication, authorization, and accounting) which is based on home
agent (HA) and subscribers’ data saved in database system. When users’ requests
are supplied to a cloud with the help of Internet, cloud controllers terminate the
requests to give mobile clients with the respective cloud services [2]. These services
have generated the concepts of utility computing, service-oriented architecture, and
virtualization. Resource allocation with their relevant task has been done in cloud
environment and mobile cloud environment. But we have to maintain proper cost of
utilization resources with maintain performance of resource scheduling technique is
challenging issue.

Nithiapisary Muthuvelu et al. [3] proposed a scheduling technique to perform
dynamic job allocation with the basis of grouping activity at runtime. This tech-
nique depends on processing necessity of each application on the available grid
application according to their capability [4]. T.F. Ang et al. [5] was presented a
scheduling process based on grouping independent of each task with higher pro-
cessing requirements and reschedule them with incorporate network conditions.
S. Selvarani et al. designed improved activity-based costing technique, where
grouping of various tasks has been done with the available resources, where
coarse-grained tasks should be processed with particular selected resources for
maintaining lower computation–communication ratio [4].
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In our method, we represent cost-effective resource allocation technique for
maintaining minimum cost as well as minimum completion time in mobile cloud
environment to deliver better services and application of huge amount of mobile
users simultaneously.

2 Problem Definitions

Assignment problem is a well-known method, where different types of tasks have to
assign with dissimilar resources such a way that the assignment value should be
minimum. In case where no. of tasks is not equal to the no. of resources, then it is
called unbalanced assignment problem. Consider a situation where one resource
should be allocated to execute all tasks, in that case Shortest Job First (SJF) and Fast
Come First Serve (FCFS) methods should be used.

In such case where the required no. of resources is higher than the tasks, then
TPL [6] and LB3M [7] methods are to be used. But for more optimized result we
have to think better approach than these existing algorithms. Thus, we think about
our new method in case of resource allocation in mobile cloud environment.

Fig. 1 Mobile cloud architecture
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2.1 Activity-Based Costing Technique

This is an innovative technique for measuring both cost of resources and compu-
tation performance simultaneously. As we used mobile cloud environment, we
know that in cloud environment different application will run on virtual system
concept, where various resources will be distributed as virtual manner. Every
application is totally separate and independent, and there is no link between each
other. Here resources are sacrificed according to action executed by each distinct
unit of service. To measure direct cost of applications, each personal use of
resources should be measured. Thus, we find more accurate cost and profit analysis
from this technique, compared with other techniques [4].

3 Proposed Method

In this case we say that determine the matrix value as well as organize the tasks
versus the mobile nodes of an unbalanced matrix; thus, we take the problem that
consist of set of ‘m’ resources M = {Mi1, Mi2, …, Mim} and set of ‘n’ tasks
T = {Ti1, Ti2, …, Tin} has been taken for assigning completion time on the ‘m’

existing resources and the performance value Cij, where i = 1, 2, …, m and j = 1,
2, …, n have been taken within the value of the matrix where m > n. First, we take
summation of each row and column of the matrix, then save result in the array,
known as row sum and column sum. Next, we select first n rows with row sum,
such that starting with minimums to the next minimum value in the row sum array
and remove rows equivalent to rest of tasks. Later, we want to save new array that
should be the array for principal subproblem. Repeat this step until rest of tasks are
minimum than resource nodes. In this case remaining tasks less than n, then remove
columns by column sum, such that equivalent to those values to next most values
declare as last subproblem. At last stage combine the finished results in the updated
array which is declared as the array for the last subproblem.

3.1 Algorithm of Our Proposed Method

At starting phase of this algorithm with executing total tasks with respective distinct
resources. It first classifies tasks with minimum completion time and the application
developing it. So task with the minimum completion time is scheduled first. Next it
considers lower completion time from the time when some applications are
scheduled with some tasks. When min–min prefers the least tasks, it loads the fast
executing application more which imparts other applications in idle stage. But this
step is comfort for a splendid completion compared to other algorithms.
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Algorithm:

Step I: At beginning stage add all tasks of each resource (column-wise)
concurrently.
Step II: Next figure out maximum total task.
Step II.I: Then if we obtain two same maximum total tasks value, thus we
choose the node which has minimum unassigned task value and allocate the
selected task with respective resource.
Step II.I.I: For this case, if we find more than one minimum completion time
of a definite resource then we choose that task which corresponding sum-
mation of the total task value should be maximum.
Step III: Later we have to choose the unassigned resource which has least
completion time for that definite task selected in step II and then the task is
carried out to the selected resource.
Step IV: For this respective field if we get more than one same value of the
unassigned task once more time, and then choose that unassigned resource
which corresponding resources have greater value than another one. In next
step, this task will be forwarded to the particular resource for the purpose of
execution.
Step V: Repeat step II to Step IV, until expectation will be fulfilled, that is
assignment of all tasks with their corresponding resources completely.

Here in Table 1 we consider an example to understand our method. But due to
page limitation we do not show each step separately. We just show first and final
step. We have taken tasks Ti1, Ti2, Ti3, and Ti4 as subtasks and Ni1, Ni2, Ni3, and Ni4

are their respective mobile nodes required to perform all tasks allotted with separate
resources concurrently. Table 2 shows the final optimal result.

4 Experimental Results

We used CloudSim to create simulation field. Here, we consider inputs which are
total no. of tasks, average value of MI of all tasks, percentage of MI deviation,
coarseness of size, and respective overhead time with tasks. At first we consider the
value of MIPS with respective resources in Table 1.

Table 1 Execution time for
separate tasks with different
mobile nodes

Task Nodes
Ni1 Ni2 Ni3 Ni4

Ti1 14 16 20 30
Ti2 45 34 23 55
Ti3 76 71 69 73
Ti4 85 90 78 91
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We simulated our method with four nodes; the granularity time is 5 s and
average MI of tasks is 9. We have shown our result in table as follows (Table 3).

Figure 2 shows the comparison between improved ABC algorithms with our
proposed method on the basis of time required to complete the tasks with respective
values in Table 4. These results give lesser time value by utilizing our method
compared to improved ABC method.

Figure 3 shows comparison between improved ABC and proposed method on
the basis of expenditure spent on the purpose of processing various tasks for the
values according to Table 5. These results also show that our method takes less cost
to complete respective tasks compared with improved ABC method.

Table 2 Optimal result for
assignment of mobile nodes
with their corresponding tasks

Task Nodes
Ni1 Ni2 Ni3 Ni4

Ti1 14 16 20 30
Ti2 45 34 23 55
Ti3 76 71 69 73
Ti4 85 90 78 91

Table 3 MIPS for resources Resource MIPS

R1 130
R2 142
R3 154

R4 230

Fig. 2 Comparison of processing time between improved ABC and proposed method
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5 Conclusion and Future Work

In this paper we first demonstrate new resource allocation technique. Then we
compare our method with improved ABC algorithm with respective various
parameters such as processing time and processing cost to complete various tasks.
According to our experiments results analysis and from Figs. 2 and 3 we conclude

Table 4 Simulation results of processing time for improved ABC and proposed method

No. of mobile nodes Processing time measured in seconds
Improved ABC method Proposed method

30 142.64 130.41
45 220.32 200.03
69 348.04 310.25
90 405.60 380.37

Fig. 3 Comparison of processing cost between improved ABC and proposed method

Table 5 Simulation results of processing cost for improved ABC and proposed method

No. of mobile nodes Processing cost in rupees
Improved ABC method Proposed method

30 100.21 70.02
45 412.62 235.09
69 563.38 372.05
90 648.91 487.59
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that our approach gives better performance with respect to minimum completion
time with minimum cost. But many issues stay open still now. So further
improvement should be required to get better approach by utilizing more param-
eters in optimized way. In future we will plan to use Type-2 fuzzy logic system to
get new way in mobile cloud computing field by using our method.
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Comparison of Statistical and Soft
Computing Models for Predicting
Hardness and Wear Rate of Cu-Ni-Sn
Alloy

S. Ilangovan, R. Vaira Vignesh, R. Padmanaban
and J. Gokulachandran

Abstract Castings of Copper–Nickel–Tin alloy were produced by varying the
composition of Ni and Sn. The cast specimens were subjected to homogenization
and solution treatment. The specimens were characterized for microstructure,
hardness and subjected to adhesive wear test. Statistical regression model, artificial
neural network model and Sugeno fuzzy model were developed to predict the
hardness and wear rate of the alloy based on %Ni, %Sn and ageing time of the
specimens. As Sugeno Fuzzy logic model uses adaptive neuro-fuzzy inference
system, an integration of neural networks and fuzzy logic principles, the prediction
efficiency was higher than statistical regression and artificial neural network model.
The interaction effect of %Ni, %Sn and ageing time on the hardness and wear rate of
the specimens were analysed using the Sugeno Fuzzy model.

Keywords Spinodal alloy ⋅ Hardness ⋅ Wear ⋅ Ageing time
Regression ⋅ Fuzzy logic ⋅ Artificial neural network

1 Introduction

Copper–Nickel–Tin (Cu-Ni-Sn) alloy system is one of the candidate materials for
load bearing applications in engineering [1]. Wear is a penalty in such
motion-contact established applications. Hence, the tribological properties of
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Cu-Ni-Sn alloy system have to be improved. The tribological properties of
Cu-Ni-Sn alloy system can be engineered by varying the chemical composition,
processing route and heat treatment methods. The wear resistance of materials can
be increased by increasing their hardness, which in turn can be improved by
techniques such as dispersion hardening, surface modification and heat treatments.
Cahn-Hilliard proposed a novel concept known as spinodal hardening, which is
specific to Cu-Ni-Sn alloy system. The Cu-Ni-Sn alloy system has an unstable
phase in the matrix. The decomposition of this unstable phase into solute-rich and
solute lean regions, which do not mix at all proportions at all temperatures, is
known as spinodal decomposition [2].

Schwartz et al. [3] aged Cu-9Ni-6Sn alloy system at different temperatures and
improved its yield strength through spinodal decomposition. Baburaj et al. [4]
reported the origination of discontinuous reaction, at the grain boundaries of pro-
longed aged specimens. Schwartz et al. [5] proposed that grain boundary precipi-
tates in the spinodal decomposed Cu-9Ni-6Sn alloy reduced its yield strength. Kato
and Schwartz [6] reported that yield strength of aged Cu-10Ni-6Sn alloy did not
vary with variation in ageing temperature. Deyong et al. [7] studied the hardness of
Cu-Ni-Sn alloy system by varying the composition of Sn, at a fixed composition of
Ni (10%). Singh et al. [8] studied the worn debris characteristics of Cu-15Ni-8Sn
alloy specimens subjected to wear test.

In this study, the hardness and wear rate of Cu-Ni-Sn alloy system were eval-
uated with respect to change in the composition of alloying elements and ageing
time. Mathematical and soft computing models were developed to predict the
hardness and wear rate based on statistical regression, artificial neural network
(ANN) and Sugeno fuzzy logic. The efficiency of the developed models was
determined based on the correlation coefficient (R), coefficient of determination
(R2) and root mean squared error value (RMSE). It was found that the Sugeno fuzzy
model had the least error in prediction and was highly accurate in predicting the
hardness and wear rate of the specimens. Hence, Sugeno fuzzy model was used to
study the effect of alloy composition and ageing time on the hardness and wear rate
of the specimens.

2 Materials and Methods

2.1 Materials and Casting Process

Copper, Nickel and Tin rods of purity 99.9% were used for casting the alloy. The
metal rods were melted in a graphite crucible using electric furnace, as per the
composition is given in Table 1. The melting was performed in an inert atmosphere
using Argon gas to avoid contamination of the molten metal. The molten metal was
poured at 1250 ± 10 °C into the moulds.
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2.2 Heat Treatment Process

The cast workpieces were subjected to the following heat treatment processes:
homogenization, solution heat treatment and ageing heat treatment. Heat treatments
were performed in a muffle-type furnace in Argon atmosphere. The specimens were
homogenized at a temperature of 825 °C for 10 h, which is greater than the mis-
cibility gap of Cu–Ni–Sn alloy system. The homogenized rods were quenched
below 200 °C to avoid formation of γ phases and prevent premature spinodal
hardening. The rods were aged at 350 °C for five different time intervals (1, 2, 3, 4
and 5 h) and then quenched in water.

Table 1 Hardness of the specimens at different ageing time

Sl. Composition of alloy
(%)

Vicker’s Hardness
Ageing time (h) @ 350 °C

Ni Sn Cu 0 1 2 3 4 5

1 4 6 90 130 174 190 196 202 175
2 5 6 89 138 205 223 233 248 235
3 8 6 86 163 291 308 321 335 320
4 9 6 85 171 313 330 360 344 333
5 11 6 83 235 368 402 385 368 352
6 15 6 79 260 400 450 435 415 400
7 6 4 90 125 142 162 201 239 205
8 6 6 88 154 167 222 266 230 207
9 6 8 86 182 234 300 259 227 171
10 5 5 90 130 174 218 247 266 258

Table 2 Wear rate of the specimens at different ageing time

Sl. Composition of
alloy (%)

Wear rate (10−4 mm3/m)
Ageing time (h) @ 350 °C

Ni Sn Cu 0 1 2 3 4 5

1 4 6 90 9.5 7.42 7.07 6.15 2.83 5.22
2 5 6 89 7.02 6.81 6.54 6.35 5.08 6.26
3 8 6 86 3.53 3.28 2.06 1.74 1.63 2.12
4 9 6 85 6.89 5.54 2.34 1.51 2.18 3.88
5 11 6 83 4.79 1.51 0.99 0.99 1.57 2.24
6 15 6 79 1.12 1.09 0.86 0.92 1.06 1.11
7 6 4 90 20.06 17.98 13.27 7.95 7.12 11.8
8 6 6 88 16.41 12.15 7.52 4.36 7.89 11.56
9 6 8 86 11.07 6.36 4.63 5.26 8.51 13.82
10 5 5 90 9.47 6.74 6.48 5.09 4.85 4.94

Comparison of Statistical and Soft Computing Models … 561



2.3 Microstructure

The specimens for analysing the microstructure of the specimens were prepared as
per standard ASTM E3 – 11 and were etched with an etchant made using 1.5 g
FeCl3, 100 ml of HCl and 100 ml of H2O. The microstructure was analysed using
an optical microscope (Make: Carl Zeiss Axiovert microscope).

2.4 Hardness and Wear Rate

Vicker’s hardness measurements were performed as per the standard ASTM E384,
with a diamond indenter under a load of 50 g, applied for a period of 20 s. The wear
test was performed using a pin-on-disc tribometer, with the specimen as the pin and
EN316 steel as counter disc, as per the standard ASTM G99. Specimens measuring
ϕ5 mm and length 40 mm were machined from the as-cast and heat treated rods.

Wear rate =
ΔM
ρ * L

ðmm3 ̸mÞ ð1Þ

The parameters chosen for the wear study were a normal load of 20 N, track
diameter of 90 mm, sliding velocity of 3 ms−1 and sliding distance of 1800 m.
High precision weighing balance of readability 0.0001 g was used to weigh the
specimen before and after the wear test. The wear rate of the specimens was
calculated using Eq. (1), where ΔM is mass loss, ρ is density of the alloy and L is
sliding distance.

2.5 Statistical and Soft Computing Models

Statistical regression. The response variable is well modelled by a higher order
polynomial function of the predictor variables. The general mathematical equation
(statistical regression equation) that describes a second-order model for predicting
the response variable y using predictors xi is given in Eq. (2).

y= β0 + ∑
n

i=1
βixi + ∑

n

i=1
βiix

2
i + ∑ ∑

i< j
βijxij + ∈ ð2Þ

where y is the response variable, ∈ is error value and βi, βii, βij are the coefficients
of the predictor variables xi, x2i , xij, respectively.

Artificial Neural Network model. Artificial intelligence (AI) is used for
intelligent computation and developing complex decision analysis systems [9].
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Cascade forward back propagation networks contain three layers of neurons. The
primary layer of neurons is the input layer, the concluding layer of neurons is the
output layer and the intermediate layer(s) of neurons is (are) the hidden layer(s).
The artificial neurons weigh and sum the input forming an activation function [10,
11]. The activation function is transformed by artificial neuron using a hyperbolic
tangent sigmoid (TanSig) transformation function to get the output, and it is given
by Eq. (3).

f xð Þ= 2
1+ e− 2x − 1 ð3Þ

where x is the input variable and f xð Þ is the TanSig function. Levenberg-Marquardt
(LM) algorithm is one of the efficient supervised learning algorithms for training the
ANN.

The learning rate, ε, is set to unity in LM algorithm and an additional term eλ is
introduced in the second derivative error, which makes it efficient than any other
learning algorithms.

Sugeno fuzzy model. Fuzzy logic is a mathematical tool that is used to identify
the uncertainness in a system [12]. Gaussian membership function efficiently
assigns the membership values to the element [12, 13]. Hence, Gaussian mem-
bership function given by Eq. (4) was used to assign the membership values to the
elements (%Ni, %Sn, ageing time). This process of assigning a membership value
for crisp quantity is known as fuzzification.

f x; σ, cð Þ= e
− x− cð Þ2

2σ2 ð4Þ

Sugeno fuzzy system generates fuzzy rules from the input–output data set.
Defuzzification is the process of converting fuzzy quantities into crisp quantity. The
defuzzified value using weighted average method is given by Eq. (5).

y* =
∑ μc y ̄ð Þy ̄
∑ μc y ̄ð Þ ð5Þ

where y* is the defuzzified value, ∑ is used for algebraic sum, μc y ̄ð Þ is fuzzy
relation and y ̄ is average.

3 Results and Discussion

3.1 Microstructure

The microstructure of the as-cast specimen exhibited dendritic structure, as
observed from Fig. 1a. The homogenized and solution treated specimens were free
from precipitates and dendritic structure.
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The non-dendritic microstructure indicated the uniform dispersion of alloying
elements in the matrix [14, 15]. The solution treated and 2 h aged Cu-9Ni-6Sn
specimen had grain boundary precipitates as shown in Fig. 1b. The amount of α and
γ (DO3) phases in the matrix increased with increase in ageing time [14, 15]. The
grain boundary was partially filled with equilibrium phases, as the ageing time is
minimal [16].

3.2 Hardness and Wear Test

The experimentally measured hardness of the solution treated specimens and
specimens aged for different ageing time are given in Table 1. The increase in
hardness of the specimens with respect to change in composition and ageing time is
credited to the formation of spinodal structure in early stages of ageing and sub-
sequent ordering reaction to form meta-stable phase with DO22. The decrease in the
hardness beyond an ageing time of 4 h was attributed to the formation of equi-
librium grain boundary precipitates—α and γ (DO3) phases in the matrix [16]. The
formation of meta-stable phase DO22 with increase in ageing time hardened the
matrix.

The increase in hardness of solution treated specimens is attributed to the
solution hardening effect of Ni and Sn [17]. The spinodal decomposition and
ordering reaction increased the hardness of the aged specimens [1, 6]. The con-
tribution of Ni and Sn in increasing the hardness is attested by the fact that high Ni
and Sn concentration produced peak hardness even at low ageing time.

Fig. 1 Microstructure of the a as-cast specimen; b 2 h aged specimen Cu-11Ni-6Sn
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3.3 Mathematical and Soft Computing Models

Statistical regression model. The technical computing environment MATLAB
R2015 © was used to develop statistical regression model. Eighty percentage of the
experimental data was used to develop the model, and the remaining data was used
for testing the developed model.

The statistical regression model developed for predicting the hardness and wear
rate of the specimens is given by Eq. (6) and Eq. (7), respectively.

Hardness=346.6239+ 117.7092 ×Ni+230.1961 × Sn

+ 36.97766 × T − 27.15268 ×Ni2 + 322.528

× Ni× Sn+1.274217 ×Ni× T − 28.28299

× Sn2 − 30.93539 × Sn× T − 65.40577× T2

ð6Þ

Wear =1.44123− 2.90443 ×Ni− 17.8387 × Sn− 1.01477× T

+ 1.58028 ×Ni2 − 24.2938 ×Ni× Sn

+ 0.288442×Ni× T +5.49673 × Sn2 + 3.43094

× Sn× T +2.62791 × T2

ð7Þ

Where Ni represents %Ni, Sn represents %Sn, and T represents the ageing
time. A linear trend is observed between the experimental and predicted values of
hardness and wear rate as shown in Fig. 2a and Fig. 2b, respectively. The R2 values
for statistical regression models for predicting the hardness and wear rate were found
to be 0.935 and 0.869, respectively. The RMSE value of statistical regression model
to predict hardness and wear rate was found to be 25.51 and 1.85, respectively.

Artificial Neural Network model. Cascade forward back propagation neural
network was used to build the ANN model, and the model was developed using
MATLAB R2015 ® as shown in Fig. 3. The model was built using a layer of input
neurons, two hidden layers of neurons, and one output layer of neurons. Eighty
percentage of the experimental data was used to train the network using LM
algorithm. Twenty percentage of the data was used for testing and validating the
trained network.

The regression analysis of the experimental and predicted results of the ANN
model is shown in Fig. 4. The R for the training data, testing data, validation data
and overall data was found to be 0.9378, 0.9283, 0.9449 and 0.9347, respectively.
The RMSE value for the developed model was found to be 58.41, which is higher
than the statistical regression model.

Sugeno fuzzy model. In this study, the elements of fuzzy set were %Sn, %Ni,
ageing time, hardness and wear. As Gaussian membership functions ensure smooth
boundaries [18], it was used in this study. Three levels (low, medium and high)
were used to classify the composition and ageing time. The ANFIS architecture for
both hardness and wear rate prediction models is given in Fig. 5. Eighty percentage
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of the experimental data was used for training the model, and the remaining data
was used for testing and checking the trained model. The plot of experimental and
predicted hardness/wear is shown in Fig. 6a/Fig. 6b, respectively.

RMSE value was found to be 17.17 for hardness model and 1.84 for wear rate
model, respectively. As displayed in the figures Fig. 6a and Fig. 6b, a linear trend was
observed between the experimental and predicted results of Sugeno fuzzy models.

3.4 Comparison of RMSE and Prediction Efficiency
of the Models Developed

The closeness of R2 and R to unity indicates that the difference between experi-
mental and predicted values is minimum [19]. But the closeness of RMSE value to
zero indicates that the model has high accuracy in prediction. Hence, the developed
soft computing models were evaluated based on RMSE (Table 3).

Fig. 2 Experimental versus predicted a hardness; b wear rate

Fig. 3 Layout of artificial neural network model
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Fig. 4 Experimental versus predicted hardness and wear rate of training data, validation data, test
data and overall data

Fig. 5 ANFIS architecture for both hardness and wear rate Sugeno fuzzy model
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The RMSE values of the developed models are given in Table 3. Among the
developed models, RMSE value of the Sugeno fuzzy model was found to be the
least. So Sugeno fuzzy model was used to study the effects of Ni concentration, Sn
concentration and ageing time on the hardness and wear rate of the specimens.

3.5 Interaction Effect of Ni, Sn and Ageing Time

It is observed from Fig. 7a that at 4% concentration of Sn, the hardness of the
specimen is minimum at all concentrations of Ni. The hardness of the specimens
increased with increase in concentration of Sn up to 7%, beyond which the hardness
decreased. It is observed from Fig. 7b that the specimens aged for 1, 2 and 3 h
exhibited higher hardness than the solution treated specimens. The hardness of the
alloy decreased beyond an ageing time of 3 h.

Precipitation of equilibrium α and γ phases softened the matrix with increase in
ageing time [17]. It decreased the hardness of the matrix. Non-induction of spinodal
decomposition in the specimens with low concentration of Ni resulted in softer
matrix. Figure 7c displays that the hardness of the specimen increased with increase
in Sn content. Increase in Sn concentration beyond 6% decreased the hardness of

Fig. 6 Experimental versus predicted a hardness; b wear rate

Table 3 RMSE values of the developed models

Sl. Model Root Mean Squared Error
(RMSE)
Hardness Wear

1 Statistical regression model 25.5 1.85
2 Artificial neural network model 58.41 58.41
3 Sugeno fuzzy model 17.7 1.84
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the matrix. The primary contribution of Sn to hardness is by solution hardening
rather than spinodal hardening.

As shown in Fig. 7d, wear rate of the specimens was high at low concentration of
Sn and 10%–12%ofNi.Minimumwear rate is observed in the specimens that had high
hardness,which is consistentwith theArchard’s adhesive theory ofwear.As observed
from Fig. 7e and Fig. 7f, the solution treated samples (ageing time = 0 h) had poor
wear resistance. This is attributed to the soft nature of the matrix [20]. At high
concentration of Sn, the wear resistance of the specimens was high at all ageing times.

Fig. 7 Interaction effect of a %Ni and %Sn on hardness; b %Ni and ageing time on hardness; c %
Sn and ageing time on hardness; d %Ni and %Sn on wear rate; e %Ni and ageing time on wear rate;
f %Sn and ageing time on wear rate
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4 Conclusion

The Cu-Ni-Sn spinodal alloys with varying compositions were cast successfully.
Mathematical (RSM) and soft computing (ANN and Sugeno fuzzy) models relating
the concentration of Ni, Sn and ageing time with the hardness and wear rate of the
alloys were developed. The conclusions from the study are as follows:

• Among the developed models, Sugeno fuzzy model had high accuracy in pre-
diction and hence used to study the interaction effect of %Ni, %Sn and ageing
time on the hardness and the wear rate of the specimens. The integration of
neural networks and fuzzy logic principles in ANFIS improved the prediction
efficiency of the Sugeno fuzzy model.

• The hardness and wear resistance of the specimens improved with the increase
in ageing time.

• High concentration of Ni and Sn increased the hardness and wear resistance of
the specimens. Ni contributes to spinodal hardening and Sn contributes to
hardness by solution hardening.
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Development of Policy Designing
Technique by Analyzing Customer
Behavior Through Big Data Analytics

Puja Shrivastava, Laxman Sahoo, Manjusha Pandey
and Sandeep Agrawal

Abstract Technological developments and market trends are two leading affairs of
the current era, posing customer as most important entity to be caught. Use of big
data analytics to retain customers by offering them customer-oriented policies and
making them feel important and precious for the service-providing company is the
core thought behind this research paper. A framework to obtain process and analyze
service usage data, with a new algorithm known as Altered Genetic K-Means
clustering algorithm based on mapReduce is presented here. This paper implements
mapReduce-based Altered Genetic K-Means Clustering (AGKM) algorithm on data
acquired from BSS/OSS of telecom CRM and cleaned by R, to categorize cus-
tomers having similar call activities. Results show that specific group of customers
such as students, senior citizens, housewives, business people, and employees can
be identified and according to their call timings, durations, call types, net usage,
etc., policies (tariff plans in this case) can be designed. The novelty of this work is
in its thought of capturing customers by knowing them well in place of first pre-
dicting churn and then taking action.

Keywords Big data analytics ⋅ K-means clustering ⋅ Genetic algorithm
MapReduce ⋅ Framework ⋅ Service usage ⋅ Customer behavior
Policy designing

P. Shrivastava (✉) ⋅ L. Sahoo ⋅ M. Pandey ⋅ S. Agrawal
School of Computer Engineering, KIIT University, Bhubaneswar, Odisha, India
e-mail: pujashri@gmail.com

L. Sahoo
e-mail: laxmansahoo@yahoo.com

M. Pandey
e-mail: manjushapandey82@gmail.com

S. Agrawal
e-mail: sandygarg65@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
P. K. Pattnaik et al. (eds.), Progress in Computing, Analytics and Networking,
Advances in Intelligent Systems and Computing 710,
https://doi.org/10.1007/978-981-10-7871-2_55

573



1 Introduction

Policy designing is a crucial task due to its importance in deciding the survival and
future success of business. Competitive scenario compels to take help of new
technologies to know the market trends plus the customer needs. Evolution of big
data technology has provided a good platform where structured, semi-structured,
and unstructured data generated in one action or for one entity can be processed
together. An overall framework under the big data environment starting from the
study of data generation, collection, processing, and analyzing is presented in this
paper, with the novel thought of capturing customers without giving them any
chance to get agitated with the services of company. To achieve the goal of cus-
tomer retention through big data analytics is not as easy as it seems due to the lack
of any generalized architecture and algorithm. This paper discusses a generalized
architecture in second part, customer behavior modeling in third section, AGKM in
fourth segment, results and discussions in fifth part, and conclusion and future
scope in sixth phase.

2 Framework for Customer-Oriented Policy Designing
Technique

This section having two parts where the first part discusses state of the art and
second part presents the architecture proposed by authors.

2.1 State of the Art

Very few academic works are available in the context of architectures for the big
data environment and attached systems. Evolution of big data technology has
changed the perception of computer scientists with the shift of technology toward
the data-centric architecture and operational models. An architecture called as Big
Data Architecture Framework (BDFA) is proposed in [1] to deal with all portions of
big data environment such as infrastructure, analytics, data structures, models, life
cycle of data, and data security. Real-time big data is the current and upcoming
challenge, and an architecture is proposed in [2] for the real-time big data generated
from the different sensors. The three main elements of this architecture include
remote sensing big data acquisition unit (RSDU), data processing unit (DPU), and
data analysis decision unit (DADU) where the first unit obtains data from the
satellite and sends it to the base station, second unit compiles the data, and third unit
provides decisions based on the results received from the DPU. Architectures for
customer relationship management system in the context of big data technology are
studied in [3] proposed by different service-based companies. It concludes in the
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three sections: collaborative technologies, operational technologies, and analytical
technologies in the ecosystem of big data. Design of a new architecture for the
customer relationship management system for the tourism industry in the context of
big data environment is proposed in the [4]. Current architectures deal with data
sources, data compilations, and conclusion making as subsections; internal func-
tions of these subsections can be rearranged as per the data set.

2.2 Proposed Framework

A generalized framework under the big data environment is presented in Fig. 1 with
five phases named as data generation system as first phase, study of system con-
straints and data types in second phase, third phase is data filtration in the form of
customer details and service usage details, fourth phase is analytical engine with
AKGM, and last phase is the customer-oriented data product (policy).

Phase 1 of this architecture is the data generation system since the availability of
data is the root of further work. Customer relationship management (CRM) data of
telecom sector is considered as a case here so the business support system
(BSS) and operation support system (OSS) are data generation systems and provide
all data including customer details and call detail records (CDR).

Phase 2 works on the types and structures of the generated data and the limi-
tations of the existing system. Customer details are structured data sets, but CDRs
are number of log files generated for each calls either it is a voice call, video call,
SMS or MMS. Recognition of data types and structures is more important for the
analysis. Limitations of physical infrastructure, software applications, monetary,
strategic planning, skill development, and vision are studied in the second part of
this phase.

Phase 3 this phase filters the obtained data in the form of customer details and
the attributes of call activities in its one section; another section acquires available
data analyzing algorithm for big data environment if possible.

Phase 4 is the analytical engine to analyze the cleaned and processed data and
categorize it in clusters of customer having similar service usage activities. Here a
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Fig. 1 Proposed architecture
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new algorithm named as Altered Genetic K-Means (AGKM) clustering algorithm is
projected to overcome existing problems of K-Means clustering algorithm in big
data environment.

Phase 5 this phase is the customer-oriented data product; after the analysis of
data, a recommender system can generate policies according to the service usage
details provided to it.

3 Modeling of Customer Behavior

Traditionally, four types of customer behavior models are defined: economic,
learning, psychoanalytic, and sociological models. Economic model is based on
maximum utility and learning model is based on the change of customer behavior
after the service use. Psychoanalytical model based on the personal interests and
ideology of customer and sociological model based on the sociological condition of
customer [5]. Author has canvassed the behavior of telecom customer in the form of
calling activities, use of messaging services and data usage as shown in Table 1
named as details of customer behavior. Objective of this work is to study the call
activities and net usage of customer as behavior to further generate tariff plans for
the benefit of both customer and company. Customer behavior is defined here with
the help of attributes according to the services such as calling, messaging, and net
pack with additional value vouchers [6]. Table 2 describes attributes of customer
behavior, and Table 3 shows the attributes required to represent customer details.

Table 1 Details of customer behavior

S.N. Name
of service

Kind of
service

Count of
use

Day of
use

Time of use Duration

1. Calls Local No. of
calls per
day/
week

Working
days/
weekends

Working
hours/
non-working
hours

Short (5 mnts)/
medium (5 mnts
to10 mnts)/long
(More than 10
Mnts)

National
International

2. SMS/
MMS

Local No. of
SMS/
MMS
per day/
week

Working
days/
weekends

Working
hours/
non-working
hours

Short/long SMS/
MMSNational

International

3. Internet
pack

Net use No. of
Net
begin

Working
days/
weekends

Working
hours/
non-working
hours

Minutes or hours
spent on Internet
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To analyze the customer behavior, two data sets are used: first is set of attributes for
the description of calling/messaging/net usage activities, and another is a set of
attributes describing customer details.

Table 2 Attributes of customer behavior

Attribute Name Description

Callshort Call duration less than 10 min
Callmedium 10 min < Call duration <= 30 min
Calllong 30 min < Call duration
Calllocal Count of local calls per 24 h
Callnational Count of long distance calls per 24 h
Callinternational Count of calls made out of country per 24 h
Callworkinghours No. of calls in working hours
Callnon-workinghours No. of calls in non working hours
Callworkingdays No. of calls in working days
Callnon-workingdays No. of calls in non-working days
SMSshort 160 characters
SMSlong More than 160 characters
SMSlocal No. of local SMS per 24 h
SMSnational No. of national SMS per 24 h
SMSinternational No. of international SMS per 24 h
SMSworkinghours No. of SMS in working hours
SMSnon-workinghours No. of SMS in non working hours
SMSworkingdays No. of SMS in working days
SMSnon-workingdays No. of SMS in non-working days
MMSshort 600 KB
MMSlong More than 600 KB
MMSlocal No. of local MMS per 24 h
MMSnational No. of national MMS per 24 h
MMSinternational No. of international MMS per 24 h
MMSworkinghours No. of MMS in working hours
MMSnon-workinghours No. of MMS in non working hours
MMSworkingdays No. of MMS in working days
MMSnon-workingdays No. of MMS in non-working days
Netloging No. of times net connected per 24 h
Networkingdays Net usage in working days
Netnon-workingdays Net usage in non-working days
Networkinghours Net usage in working hours
Netnon-workinghours Net usage in non-working hours
Nettime No. of hours spent on Internet
VVcall Value voucher for calling service
VVmessage Value voucher for messaging service
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Let B = {b1, b2, b3,…bn}, be the set of defined behavior that is call, messaging,
and net usage activities. C is a subset of set B and |C| denotes the number of defined
behaviors included in C. CDR = {set of call detail records}, obtained from oper-
ation support system (OSS), where each call detail is a kind of behavior. |CDR|
denotes the total number of call detail records in a particular time period. Each
behavior can be identified by behavior identification number (bid). Support of C is
the proportion of behavior in CDR that contains C, i.e., ϕ(C) = |{CDR| CDR ∈
CDR, C ⊆ CDR}|/|CDR|. The support count or frequency of C is the number of call
detail records in CDR that contains C [7]. So, customer behaviors can be obtained
as patterns and clustered for similar patterns.

4 Altered Genetic K-Means Clustering for MapReduce

Implementation of data mining techniques for big data analytics needs several
modifications and enhancements in algorithms. Right now not a single algorithm is
suitable for the big data analytics. Every algorithm suffers from the problem of high
computing time and stability. Combining clustering algorithms and including dis-
tributive environment concept can provide better algorithms [8]. Implementation of
k-means in mapReduce framework faces the problem of local optimum convergence;
inclusion of evolutionary algorithmwith k-means clustering algorithm inmapReduce
framework improves the cluster quality but increases the time complexity [9].

A combination of genetic and k-means algorithms in MapReduce is imple-
mented in [10] which shows improvement in the quality of clusters by providing
globally optimized clusters but increases the time complexity. To overcome the
problem of time complexity and obtaining globally optimize clusters, author has
proposed an alteration of genetic k-means algorithm for big data clustering in
MapReduce framework, by opting only first three steps of genetic algorithm.

Table 3 Attributes of
customer description

Attribute Name Description

Cust_Id Identification of customer
Gender Female/male
Ageteenage 13 = < Age < 18
AgeAdult <= 18
Ageseniorcitizen <= 65
Profession Type of work
Social-status Annual income
Phone-service Mobile, landline, Internet
Type-of-service Prepaid, postpaid
Payment-method Cash, e-payment, credit card
Paperless-bill Yes/no
Bill-range Money spent on phone recharge
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4.1 Altered Genetic K-Means Algorithm (AGKM)
for MapReduce

Step1: Form chromosome—A string of length k * d where k = number of clusters
expected and d = number of attributes.

Step2: Initialize chromosome by randomly selecting data points from the data set.
Step3: Create p number of chromosomes = population.
Step4: Divide data set in p parts; each part with one chromosome is allocated by name

node to p number of data nodes.
Step5: Shape clusters as per the centroids encoded in chromosome at every data node by

allocating data points xi, i = 1, 2, …n, to clusters Cj with center zj where
Step6: Here xi − zj

�
�

�
� is Euclidean distance. Euclidean distance between two points x and

y, calculated as d=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

i=1
xi − yið Þ2

s

Step7: Update chromosome by substituting new centroid zi
* which is the mean point of the

respective cluster, computed as
z*i =

1
ni

∑
xj ∈ ci

xi, i = 1, 2 . . . k.

Step8: Iterate for the till convergence or fix number of iteration.
Step9: Final chromosomes from all data nodes are passed to the reducer, and reducer

combines chromosomes according to their similarity.
Step10: Obtain clusters according to newly combined chromosomes which will provide

globally optimized clusters.

Selection of chromosomes on the basis of fitness, sending them to mating pool,
crossover, and mutation—all these steps of genetic algorithms are not required for
the proposed clustering algorithm; thus, it reduces the computation time that is the
time complexity.

5 Results and Discussions

Presented algorithm implemented with R on Hadoop2.7.0 single node is installed
on Ubuntu 14.0 with core i5 processor, 8 GB RAM, and 500 GB hard disk. Results
show the call activity of particular age group, gender, profession, call timing, and
call duration with month-wise net pack usage. Figure 2 clearly shows that literate
people make more calls than illiterate people—the red cluster shows literate group,
and group cluster shows group of illiterate people.

Figure 3 clearly shows the five distinct clusters of people with different profile
with total number of calls made.

Figure 4 depicts the clusters of male and female making frequent SMS/MMS.
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Fig. 2 Literate and illiterate people group

Fig. 3 Profession and total number of calls made

Fig. 4 Gender and SMS/MMS frequency
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6 Conclusion and Future Scope

To develop a generalized policy design technique, we need an algorithm for the
better categorization of data in big data environment. Big data clustering techniques
are trending due to the inclusion of evolutionary techniques in it. Genetic K-Means
clustering algorithm for big data analytics provides better clusters, but it faces the
problem of increased time complexity. Presented AKGM clustering algorithm is an
alteration of Genetic K-Means clustering algorithm and provides globally optimized
clusters from the data set in less computing time.

AGKM clustering algorithm is framed for Hadoop/MapReduce, and it works
smoothly as per the expectations by providing globally optimized clusters within
less computing in comparison with others.

Further, we have planned to implement this algorithm on variety of data sets
with multiple node implementation of Hadoop, to obtain global clusters of similar
customer behavior.
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Analytical Model for OpenFlow-Based
Software-Defined Network

Chiranjit Sarkar and S. K. Setua

Abstract Software-defined network (SDN) is an emerging network architecture
that can be adapted as a building block for cloud-enabled data centers. SDN
decouples the traditional network in Data Plane (collection of forwarding devices or
OpenFlow-enabled switches) and Control Plane (collection of one or more con-
trollers), which communicates with each other using OpenFlow protocol. Proper
installation of SDN necessitates the performance test of OpenFlow-enabled
switches and controllers. Efficiency, reliability, and scalability are few parameters
that should be considered to calculate the efficiency of an OpenFlow-based SDN.
An analytical model of the OpenFlow-based network is suggested in this paper. Our
proposed model is based on queueing theory and exponential models. The average
packet arrival rate of a controller and maximum waiting time for an
OpenFlow-enabled switch to get a PACKET_OUT message are taken as parameters
to define our approach.

Keywords OpenFlow ⋅ SDN ⋅ M/M/1 queueing model

1 Introduction

In traditional networks approach, the network architect faces many difficulties when
different network vendors use their own protocols or different protocols to com-
municate with the global world. Moreover, each and every year network vendors
introduce a variety of new products to the market that follows different or new
protocol, resulting in much more complex scenarios for network architects to
manage the entire network. To overcome this situation, SDN is considered as a
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promising approach toward the future Internet [1], and OpenFlow is an outstanding
implementation of SDNs. OpenFlow was initially introduced by Nick McKeown to
empower the research experiments [2]. SDN decouples the traditional network into
two major parts, Data Plane: collection of OpenFlow-enabled switches or routers
that creates the physical fabric of the network, and Control Plane: one or more
controller(s) that control the Data Plane, in other words the controller is the only
device which has some policies to make a decision for new incoming flows or
packets.

In OpenFlow networks, OpenFlow-enabled switches by their own cannot make
any decisions; they can only forward packets following the instructions of a cen-
tralized controller. This offers a higher flexibility of packet flows in the routing and
gives freedom to change the behavior of a segment of the network without
influencing overall traffic. In SDN, only software changes are required to enable
OpenFlow on a system (network) and hardware vendors need not open up their
system to support OpenFlow. However, most work focuses on availability, scala-
bility, and functionality. The performance of OpenFlow networks has not been
investigated properly till date.

Understanding the performance and limitation is a key factor to enhance the
productivity of SDN in production (cloud-enabled data center) or experimental
environment with some new protocols and mechanism. Therefore, we aim to
provide a performance model of an OpenFlow system in this paper. The model is
based on the results of queueing theory and probability distribution function. The
advantage of our analytical model is that it can provide results in a few unit of time
whereas the simulation or real-time OpenFlow-based networks may require several
units of time to complete, depending on the computing hardware. Additionally, the
M/M/1-N feedback queue increases approximation of the actual controller
performance.

The model analyzes the packet waiting time for an OpenFlow-enabled switch, as
well as the probability to drop packets if the OpenFlow-enabled switch is under
high load. The model also analyzes the packets arrival rate of a controller. Using the
information stated above, the model can derive a conclusion when a controller is
unable to handle a new OpenFlow-enabled switch and when an OpenFlow-enabled
switch shifts from one controller to another.

The remaining sections of the paper are structured as follows. An overview of
OpenFlow architecture is given in Sect. 2. In Sect. 3, we summarized the previous
related works. Our proposed model is introduced in Sect. 4. We conclude the paper
by summarizing the main contribution in Sect. 5.

2 Overview of OpenFlow

OpenFlow is one of the building blocks of a software-defined network (SDN). It
was initially standardized by the Open Network Foundation (ONF) [3], as a
standard communication interface between the Control Plane and Data Plane
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(OpenFlow-enabled switches and routers, both physical and virtual or
hypervisor-based). The ONF has publicly released their first OpenFlow protocol
version (v1.0.0) on December 2009 [4].

In SDN, entire network decouples into two planes (i.e., Control Plane and Data
Plane); these open two new interfaces for network managers, namely Northbound
Interface and Southbound Interface. In Northbound Interface, APIs are used for
deploying policies or rules in the controller(s) that eventually control the SDN.
Southbound Interface, a type of open-source protocol known as OpenFlow proto-
col, is used to establish a secure communication channel between Control Plane
(controller(s)) and Data Plane (OpenFlow-enabled switches or routers).

An OpenFlow-enabled switch in an OpenFlow network contains a set of queues
for ingress ports [5] and a set of flow tables which contain flow entries to perform
respective actions. Whenever any packet is received in any port of an
OpenFlow-enabled switch, OpenFlow-enabled switch executes the procedures
shown in Fig. 1. OpenFlow-enabled switch extracts the header field from the
incoming packet and performs a pipeline-based searching operation to find a match,
over a set of flow tables [5] associated with that particular OpenFlow-enabled
switch. If a match is found in any of the flow tables, a corresponding set of
instructions or actions are executed and update relative statistics (i.e., update
counters) for that particular flow entry. If a packet header does not match any flow
entry in the entire set of flow tables, this is referred as table miss, and the behavior
of table miss depends on the table configuration. On first flow table miss, the
instructions in the flow entry may explicitly direct the packet to another flow table,
where the same process is repeated again. Whenever final table miss occurs, the
associate OpenFlow-enabled switch either drops that particular packet or encap-
sulates it as a PACKET_IN message and forwards to the controller via a reserved

Fig. 1 Flowchart detailing packet flow through an OpenFlow-enabled switch
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port. After receiving a PACKET_IN message, the controller processes it and
acknowledges the OpenFlow-enabled switch with a PACKET_OUT message con-
taining some encapsulated instructions.

3 Related Work

Different communication protocols are used in traditional network, but in SDN
architecture a single type of protocol is deployed to build a communication channel
between OpenFlow-enabled switches and controller(s), known as OpenFlow pro-
tocol. OpenFlow allows users to implement rules into the flow tables of an
OpenFlow-enabled switch using Secure Shell (SSH). Using the OpenFlow protocol
agents, flow tables built a communication channel by exchanging messages and
configuration management with the controller(s). Nowadays, there are several
controllers available which support OpenFlow protocols, for example, Floodlight
[6], Beacon [7], Open Daylight [8], POX/NOX [9], Ryu [10]. Each of the men-
tioned controllers is discriminated with respect to the programming language,
performance, and the application domain. As SDN is a new emerging technology,
the controller performance is a very important issue which we are going to analyze
in this paper.

In [11], Zhihao Shang and Katinka Wolter presented an OpenFlow queueing
model that illustrates the influence of packet_in message’s probability over the
performance of OpenFlow networks by capturing the packets’ sojourn time in both
OpenFlow-enabled switches and controllers.

In [12], Michael Jarschel et al. derived a basic model that considers the for-
warding speed and blocking probability of packets between an OpenFlow-enabled
switch and an OpenFlow controller and validates using a simulation. Their model is
based on measurements of switching time over OpenFlow hardware, and it can also
be used to estimate the packet sojourn time and the probability of lost packets.

In [13], Samer Salah Al_Yassin proposed a queueing model that is an
OpenFlow-based model of controller–switch interaction, which can be used to
estimate the packet sojourn time and the probability of lost packets in such a
system. The author suggested sojourn time, average packet executed time, waiting
probability metrics of the Control Plane in his paper for evaluation.

4 Design and Analysis

In our model, each OpenFlow-enabled switch of the network is connected to more
than one controller, packets are assumed to arrive to OpenFlow-enabled switches
and controller(s) by following a Poisson process and those packets are served by
following an exponential distribution. To analyze such scenario, we prefer to use
M/M/1 queueing model.
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Each ingress port of the OpenFlow-enabled switches and the controller has a
finite amount of queue capacity of length M and N, so we use M/M/1: M queueing
model and M/M/1: N queueing model, respectively. The behavior of the packet
flow in our model is identical to SDN. When a packet is arrived in an
OpenFlow-enabled switch for the first time, the controller installs a flow entry. The
remaining packets of the same flow are forwarded directly.

Our queueing model for OpenFlow network is represented in Fig. 2a.
The OpenFlow-enabled switches and controller are modeled as queueing nodes to
analyze the time of our OpenFlow-based network. We assumed that a controller
connects with n number of OpenFlow-enabled switches, each OpenFlow-enabled
switch has m numbers of ingress port, and each port has a queue of finite length M
to store incoming packets which is processed with respect to the arrival time, i.e.,
First Come First Serve (FCFS) order which is shown in Fig. 2b. Each port of the
OpenFlow-enabled switch is either connected to an end user or an
OpenFlow-enabled switch.

The packets arrival process to each port follows a Poisson process. The average

arrival rate within jth port of ith OpenFlow-enabled switch is λ jð Þ
i , and arrival rate

in different ports is independent. The processing time of flows in the
OpenFlow-enabled switch follows exponential distribution with the parameter μs,
which represents the expectation of flow processing rate. All OpenFlow-enabled
switches in our model have the same service rate μsð Þ, and controller(s) have service
rate of μc.

Fig. 2 a Queueing model of OpenFlow-based networks. b Queueing model of OpenFlow-enabled
switch
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In our model, we present two different scenarios that help us to decide whether a
controller is capable to handle an OpenFlow-enabled switch or not.

Scenario I.

Adding a new OpenFlow-enabled switch to a controller already controlling
n number of OpenFlow-enabled switches.

The service rate of the queue associated with jth port for ith OpenFlow-enabled

switch (i.e., μðjÞsi ) is expressed in (1) as follows:

μðjÞsi = λ jð Þ
i ⋅

μs

∑m
j=1 λ

jð Þ
i

ð1Þ

The traffic intensity of jth port of ith OpenFlow-enabled switch (i.e., ρðjÞi ) is
expressed in (2) as follows:

ρ jð Þ
i =

λ jð Þ
i

μðjÞsi
ð2Þ

The probability of the queue in jth port of ith OpenFlow-enabled switch is full

(i.e., PðjÞ
Mi
) is expressed in (3) as follows:

P jð Þ
Mi

= ρ jð ÞM
i ⋅

1− ρ jð Þ
i

1− ρ jð ÞM +1
i

 !
ð3Þ

The arrival rate in jth port is affected by the finite queue length (i.e., λ jð Þ
ie ) is

expressed in (4) as follows:

λ jð Þ
ie = λ jð Þ

i ⋅ 1−P jð Þ
Mi

� �
= λ jð Þ

i ⋅
1− ρ jð ÞM

i

1− ρ jð ÞM +1
i

 !
ð4Þ

Packets arrive the OpenFlow-enabled switch following Poisson process. The
packets that are matched with the flow table are forwarded accordingly to the
instruction stated in the flow table following exponential distribution. Packets that
suffer a table miss are forwarded to the controller as PACKET_IN message.

The probability of new flow rate (rate of issuing PACKET_IN message) in jth

port of ith switch is denoted as P jð Þ
nfi . Packets are classified into two classes [14]

leaving the OpenFlow-enabled switch in Poisson process: a new flow rate of

P jð Þ
nfi ⋅ λ

jð Þ
ie and existing flow rate of 1−P jð Þ

nfi

� �
⋅ λ jð Þ

ie . A total arrival rate of an ingress

port for the ith OpenFlow-enabled switch (i.e., λi) is expressed in (5), and total new
flow rate (i.e., Psnf

� �
i) is expressed in (6).
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λi = ∑
m

j=1
λ jð Þ
ie ð5Þ

Psnf
� �

i = ∑
m

j=1
P jð Þ
nfi ⋅ λ

jð Þ
ie ð6Þ

Now, we estimate the arrival rates of the controller before λcð Þ and after λCNð Þ
adding a new OpenFlow-enabled switch to the controller which is already con-
nected to n OpenFlow-enabled switches.

The controller arrival rate λcð Þ for n OpenFlow-enabled switches is expressed
in (7).

λC = ∑
n

i=1
Psnf
� �

i ð7Þ

We assume that the controller system is stable in the scenario where λc < μc.
Now, when we connect a new OpenFlow-enabled switch (s) to this controller, its

arrival rate increases with rate Psnf
� �

s. So the new arrival rate for this controller
becomes λCN is expressed in (8) as follows:

λCN = λC + Psnf
� �

s ð8Þ

The probability of the new OpenFlow-enabled switch finding new flows Psnf
� �

s
can be calculated using (6).

If λCN > μc½ �, then the new switch is not suitable to be connected to the current
controller and shifts to next available controller.

The blocking probability of jth port of ith OpenFlow-enabled switch (i.e., PðjÞ
Bi
) is

expressed in (9) as follows:

P jð Þ
Bi

= 1−P jð Þ
Mi

� �
ð9Þ

Hence, the number of packets lost in jth port of ith OpenFlow-enabled switch

(i.e., PðjÞ
lossi ) is expressed in (10) as follows:

P jð Þ
lossi = λ jð Þ

i ⋅P jð Þ
Bi ð10Þ

Scenario II.

An existing OpenFlow-enabled switch decides to shift from one controller to
another when it has to wait for a limited amount of time. Although an
OpenFlow-enabled switch is incapable of taking any decisions, but in this paper we
are formulating a straightforward function based upon the acknowledgement time
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interval of PACKET_OUT message from the controller. As previously mentioned,
we assume that the controller has the arrival rate of λC and the service rate of μc.

The traffic intensity of the controller(s) (i.e., ρc) is expressed in (11) as follows:

ρc =
λc
μc

ð11Þ

Pk is denoted as the k number of new flow present in the controller system, and
the normalized form of the probability distribution is as follows:

∑
N

k=0
Pk =1

P0 +P1 +P2 +⋯+PN =1

P0 + ρ ⋅P0 + ρ2 ⋅P0 +⋯+ ρN ⋅P0 = 1

P0 1 + ρ+ ρ2 +⋯+ ρN
� �

=1

P0
1− ρN +1

1− ρ

� �
=1

P0 =
1− ρ

1− ρN +1

ð12Þ

Here, P0 (in (12)) denotes the probability when a controller is not dealing with
any flow, i.e., controller system is empty.

P1 = ρ ⋅P0 = ρ ⋅
1− ρ

1− ρN +1

� �
ð13Þ

P1 (in (13)) denotes the probability when a controller is dealing with a single
flow, i.e., controller system contains only one new flow.

Hence, the probability that a new flow comes to the controller and serves directly
without any waiting is P0 +P1ð Þ.

The probability of the controller queue is full (i.e., PN ) is expressed in (14) as
follows:

PN = ρN ⋅P0 = ρN ⋅
1− ρ

1− ρN +1

� �
ð14Þ

The number of expected flows in the controller system (i.e., Lc) is expressed in
(15) as follows:
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Lc = ∑
N

n=0
n ⋅Pn = ∑

N

n=0
n ⋅ ρn ⋅P0 =P0 ⋅ ρ ⋅ ∑

N

n=0
n ⋅ ρn− 1 =P0 ⋅ ρ ⋅ ∑

N

n=0

d
dρ

⋅ ρn

=
1− ρ

1− ρN +1 ⋅
ρ

1− ρð Þ2 ⋅ 1+N ⋅ ρN +1 − N +1ð Þ ⋅ ρN� 	
=

ρ

1− ρN +1ð Þ ⋅ 1− ρð Þ ⋅ 1+N ⋅ ρN +1 − N +1ð Þ ⋅ ρN� 	
ð15Þ

The arrival rate of the controller is effected by the finite queue length of N
(i.e., λe) is expressed in (16) as follows:

λe = λc 1−PNð Þ= λc 1− ρN ⋅
1− ρ

1− ρN +1

� �
 �
= λc

1− ρN

1− ρN +1

� �
ð16Þ

By applying Little’s formula (17), we can get the expected time spent (sojourn
time) in the controller system of a new flow (i.e., Wc) is expressed in (18).

Lc = λe ⋅Wc ð17Þ

Wc =
Lc

λe
=

1
λe

⋅
ρ

1− ρN +1ð Þ ⋅ 1− ρð Þ ⋅ 1+N ⋅ ρN +1 − N +1ð Þ ⋅ ρN� 	
=

1
λc

⋅
1− ρN +1

1− ρN

� �
⋅

ρ

1− ρN +1ð Þ ⋅ 1− ρð Þ ⋅ 1+N ⋅ ρN +1 − N +1ð Þ ⋅ ρN� 	
=

1
λc

⋅
ρ

1− ρNð Þ ⋅ 1− ρð Þ ⋅ 1+N ⋅ ρN +1 − N +1ð Þ ⋅ ρN� 	
ð18Þ

The mean service time for a PACKET_IN messages in the controller is denoted

by 1
μc

� �
.

So, turn-around time (T) for a controller to produce PACKET_OUT message for
respectable OpenFlow-enabled switch can be formulated as given in (19), which is
as follows:

T =Wc +
1
μc

ð19Þ

If an OpenFlow-enabled switch waits for the PACKET_OUT message from the
controller more than T amount of time, then the OpenFlow-enabled switch will
assume that the controller is either idle or incapable to serve it. In this scenario, the
OpenFlow-enabled switch shifts from one controller to next available controller.
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5 Conclusion

In this paper, we have suggested an analytical model based on M/M/1 queueing
model for an OpenFlow-enabled SDN to understand the performance and limita-
tion. We have formulated two scenarios, one describing the limitation of a
controller to control the number of OpenFlow-enabled switches based on the flow
rate and another measuring the tolerance of an OpenFlow-enabled switch based on
sojourn time to decide when to shift from one controller to another. These two
expressions may help the researcher or the network engineer for a more reliable
SDN-based network.
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Enhanced Parallel Image Retrieval
Technique Using Relevance Feedback

M. Sridevi, Vishnu Balakrishnan, Janardhan J. Kammath
and Sherine Davis

Abstract The retrieval of relevant images to a given query is a challenging
problem. Many researchers have proposed solutions to solve this problem. The idea
of ‘Human in Loop’ adds more useful data to the existing data, which can help
refine the output of content-based image retrieval (CBIR) system. In this paper, we
extend on ‘Human in Loop’ by setting up a relevance feedback system. It helps the
CBIR system to understand closer similarities between images which mere feature
vectors and algorithms can’t identify. This paper aims at improving the perfor-
mance and efficiency of a CBIR system by using Bitmaps to show relevance among
the vast number of images, for which feature vectors have already been extracted
and stored, and parallel indexing and comparison process are performed to reduce
computation time. Use of Bitmap helps learn the feedback obtained from multiple
users regarding the relevance between various images until a saturation point is
reached. The results show its superiority in comparison with existing models such
as QBIC, MARS and VIPER techniques.

Keywords CBIR ⋅ Colour moments ⋅ Bitmaps ⋅ Parallelization
Image retrieval
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1 Introduction

This generation has seen the rise of the various image capturing technologies,
especially with advancement in portability, speed and simplicity of capturing
images through devices like mobile phones, personal digital assistant (PDA), digital
single-lens reflex (DSLR) camera and GoPros. The rapid growth in digital images,
as seen on the Internet, is attributed to such developments. And this in turn raises
the issue of how this vast collection of digital images can be managed, and much
more importantly how relevant images can be retrieved with relative ease and
accuracy. CBIR deals with this segment of issues in digital imaging. Most of the
proposed solutions use properties like colour, texture and shape for comparison and
retrieval. Hence, the choice of colour model, distance metric and colour features are
critical to the success of the scheme. Once accuracy is achieved in the retrieval of
images from huge databases, next objective would be to improve the response time.
Large image database incurs large response time due to the factors like the number
of features being queried and lack of proper structure in storing of feature vectors.
This makes parallel processes for the CBIR framework. The choice of such process
also becomes critical for the success of the image retrieval system.

2 Related Work

Many systems and methods have been proposed and studied in [1–4] both in
commercial and academic domains. All of them have a basic framework with
preprocessing of the image, which deals with extracting relevant features, creating a
feature vector, comparing this against the many feature vectors stored in a database,
for the corresponding set of images stored and then retrieving the most similar one.
Emphasis must be given to fine-tuning each of these separate processing segments.
Some studies that worked on improving this base framework include, [1] showing
that better results can be achieved by using a combination of multiple features, like
texture using grey-level distribution moments (GLDM) and spatial grey-level
dependence matrix (SGLDM) methods and shape using Fourier descriptors and
moment invariants. In [2], the effect on precision and recall of CBIR systems is
computed for different colour models (RGB, I1I2I3, YIQ, HSV, HSI, YUV, LAB,
XYZ, CMYK, YCbCr and HMMD), colour features (colour moments, colour
histogram and colour coherence vector) and distance metrics (Euclidean distance
and quadratic distance) and showed HSV fares well in comparison with the rest.
The author in [5] emphasizes the impact of ‘Human in Loop’, technically referred to
as relevance feedback system, also seen in multimedia analysis and retrieval system
(MARS) [3, 6]. Davar Giveki et al. [4] discuss about the merits of using wavelet
transforms and segmentation, where images are initially converted into various
colour models and later broken down into multiple colour channels for the
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respective colour models, after which they are segmented, on which wavelet
transform is done to obtain the necessary feature vectors.

3 Proposed Work

Efficiency in a CBIR system refers to the ability of the system to put out relevant
images to what was requested from a vast collection of images present in data sets.
Obtaining higher levels of efficiency is possible if more association can be made
between images based on various attributes. But, this is limited by various technical
issues, hindering the process of identifying similar images. Moving out from the
realm of the system as software components working within themselves with
material provided, they can be extended by considering the response given by a
client, to the result which was shown, for the query that was made. This helps
model a relationship between images beyond the scope of what was discerned by
the feature extractors.

This paper works on a technique that makes use of the feedback given by clients,
to model relationships between images based on similarity or relevance to a query.
This model also matures, in terms of knowledge, over the period of usage (across
multiple queries). Every query adds to knowledge base of the system, in turn
building up on efficiency over time, ensuring that further queries display results
with improved levels of relevance.

The paper implements a relevance feedback system and results to a query are
displayed, the client is given options to provide feedback to the system, stating
whether if the image displayed is relevant to the query image submitted or not. This
helps realize relations between images outside the scope of the algorithms. All these
feedbacks are recorded using a greyscale image, whose size depends on the number
of images. With the use of such a structure, a 2-dimensional array, the relation
between each image pair can be recorded and they can be easily extended across
transitively relevant images. It also reduces space requirements and provides ease in
accessing data stored.

The basic framework as shown in Fig. 1 consists of the following: colour-based
feature extraction, edge-based feature extraction, comparison, result and relevance
feedback. The blocks, colour-based feature extraction and edge-based feature
extraction are expected to consume much time for large data sets. Hence, it is
preferred to parallelize them over multiple smaller sets within the data set.

3.1 Feature Extraction

One of the most important steps of content-based image retrieval is feature
extraction. By feature extraction, this paper only deals with the visual feature
extraction and not any form of textual features. And, among the visual features, this
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paper deals with only the general features like colour and shape. As the viewpoint
varies with the people, there is no single best method for any feature extraction.
A widely chosen feature for comparison of images is colour histogram [7]. But,
colour histogram doesn’t provide a mechanism to uniquely differentiate images, and
hence edge features are also taken into consideration.

3.1.1 Colour Feature Extraction

Colour is one of the most important features of an image, and thereby colour
extraction is made as one of the most important parts of image retrieval. One of the
most widely used colour-based feature extraction techniques is colour histogram
[5, 7]. A histogram is a representation of a number of pixels in an image graphi-
cally. It is an easy technique, and it can be used to understand the distribution of
colour in an image. The histogram remains the same with the small changes in
camera position. The problem with this technique is that there is a possibility even
for two different type of objects will have similar histograms. So, it is very
important to have some other feature extraction technique along with it.

The colour feature extraction is done for all the images in the data set, and the
results are stored in a csv file. For a large data set, serially extracting features from
images will be time-consuming. Hence, this operation is carried out in parallel.

Similarly, the same colour histogram is done for the query image, and the result
is stored as a colour feature vector which is forwarded to the next step (i.e. com-
parison block).

3.1.2 Edge Feature Extraction

An edge can be described as a sudden discontinuity in brightness in an image. This
sudden change or discontinuity describes the shapes in an image. So, the edge
detection would also mean understanding shapes in the image, which could be very
useful in image retrieval.

There are different approaches for edge extraction, and this paper uses most
widely used Canny edge detector [8]. Like the colour feature extraction, the edge

Fig. 1 Basic framework of the proposed system
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extraction is also done in parallel for all the images in the data set, and then they are
stored in a pkl [9] file. And the edge feature is extracted from the query image and
stored in edge feature vector.

3.2 Relevance Feedback

Better understanding about the relation between images can be obtained using
relevance feedback mechanism. This additional input obtained at a later stage is
incorporated using ‘Evaluation’ phase. The most relevant images collected after the
procedure of comparison, realized using ordering of images in terms of the degree
of dissimilarity, is analysed using the feedback available from clients after previ-
ously executed queries. These feedbacks provide a simple prompt to the client
asking whether if a given image is relevant to the image that was submitted by the
client as a query, which can be answered as ‘yes’ or ‘no’. The feedback, for a given
pair of images, submitted is recorded using a greyscale image [10]. The feedback
helps refine the degree of dissimilarity. The formulae used are mentioned in Eq. (1).

4 Comparison and Evaluation

The comparison function employed implements a naïve method of finding simi-
larities among images using Euclidean distance metrics. The feature vectors
recorded in these files are distributed across multiple threads to process them in
parallel. The images are split equally across the number of threads available. This is
crucial, as it ensures that the system doesn’t end up spending majority of the time in
managing the threads. Larger the number of cores, faster the system.

The computation done by each of the spawned thread results in a metric that
defines the degree of dissimilarity (DoD) between a given pair of images [11].
Larger the value makes the images more dissimilar. DoD is computed using the
formula as given in Eq. (1). All the results of the computation are gathered up in a
list and sorted in descending order or decreasing order in terms of similarity
between images. The most relevant ones are passed on to be evaluated by the next
functional block named ‘Evaluation’.

DoD=0.6 ×A x, yð Þ+10×B imgx, imgy
� � ð1Þ

where A = chi-squared distance between two feature vectors of images x and y
B(imgx,imgy) = value returned by matchshapes(imgx imgy) for images x and y
Unlike the mentioned techniques in [1, 2, 4], here precision and recall rates

improve with number of queries made, rather than staying static. Hence, relevance
feedback makes the system dynamic and realistic and improves the overall per-
formance as is shown in Fig. 2.
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4.1 Performance Analysis

For analysing the performance of the CBIR, two widely used metrics, namely
precision and recall, are used [12]. Precision is defined as the CBIR system’s ability
in retrieving relevant images and is given by Eq. (2), while recall is defined as the
CBIR system’s ability in retrieving all the relevant images and is given by Eq. (3).
They are defined as follows: (Table 1).

Recall Rð Þ= No.of relevant images retrieved
Total no.of relevant images

ð2Þ

Precision Pð Þ= No. of relevant images retrieved
Total no. of images retrieved

ð3Þ

Figure 2 shows the average precision obtained by the proposed solution. It can
be seen that the precision of retrieval is a continuously increasing curve and all the
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Fig. 2 Average precision of retrieval

Table 1 Average precision (%) for 30% recall

Category CBIR RF1 RF2 RF3 RF4 RF5

African 70 83.31 91.14 94.43 95.55 97.73
Beach 60.04 68.84 80.15 84.25 91.13 94.66
Building 51.24 68.86 75.51 85.53 91.23 92.12
Bus 48.89 63.33 70.08 76.42 82.37 91.06
Dinosaur 100 100 100 100 100 100
Elephant 52.23 62.41 73.33 82.52 86.83 90
Rose 65.55 73.29 82.16 86.67 88.89 91.09
Horse 73.43 91.47 97.52 97.52 98.96 98.96
Mountain 55.84 67.93 76.48 82.61 88.46 92.35
Food 66.67 81.79 88.15 93.33 96.71 97.8
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classes of images in the database reach approx. 100% precision towards the end.
Thus, using the concept of ‘Human in Loop’, i.e. relevance feedback, in image
retrieval enhances the performance of the system to achieve more relevant and
precise results (Table 2).

Figure 3 shows the effect of parallel processing in image retrieval. It can be seen
that as the number of cores available for processing increases, the execution time
for feature extraction and image retrieval decreases. Thus, the uses of multiple cores
for parallel processing improve the system performance significantly.

5 Conclusion

This paper implemented a CBIR system that made use of relevance feedback to
obtain additional input, valuable information pertaining to the relevance between
images, which is used to refine further query processing for similar images. The
result shows that the first few iterations of queries on the same image provide
precision and recall which is completely dependent on the success of underlying

Table 2 Average precision (%) for 20% recall

Category CBIR RF1 RF2 RF3 RF4 RF5

African 66.5 78.51 81.34 85.28 88.33 90
Beach 51.67 66.99 76.06 81.66 85 90.65
Building 56.82 76.39 88.74 93.04 100 100
Bus 53.19 68.33 76.51 78.17 88.67 91.72
Dinosaur 100 100 100 100 100 100
Elephant 66.67 76.14 81.62 90.05 93.24 96.84
Rose 75 85.16 91.52 95 95 95
Horse 80.21 85.33 95.21 95.21 98.33 100
Mountain 41.67 63.44 75.03 81.79 88.31 95.11
Food 61.58 78.25 90 95.12 98.17 98.17
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feature detection techniques. But at later stages, with enough number of client
inputs obtained, the computation of relevant images has become faster and very
high levels of precision and recall is obtained. This work can be extended further on
huge databases for retrieving relevant images by making use of more efficient
structures that can hold inter-image relational information, reducing computational
cost and time.
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Extrapolation and Visualization of NPA
Using Feature Based Random Forest
Algorithm in Indian Banks

J. Arthi and B. Akoramurthy

Abstract The instigation of Non-Performing Assets (NPAs) in Indian banks was
post 2009, when world was doing quantitative easing (QE) to save them off
recession in 2008. The problem of NPA in India has witnessed the gross NPA rise
to 79.7% and net NPA from 2.8% in September 2015 to 4.6% in March 2016.
Banking has its NPA data increasing year by year which is a serious concern for the
Indian banks. In this paper, an algorithm to determine and predict NPA is proposed.
The proposed algorithm creates a pattern based on NPA data sets from various
banks, and features are extracted to predict and eradicate financial debts. Also, a
visual banking dashboard is developed exclusively for NPAs. The learning task in
the proposed Feature based Random Forest algorithm is carried out by incorpo-
rating features extracted from the dataset considered and hence improves the pre-
diction accuracy. The result of prediction is visualized using Tableau which, not
only provides insights on the data but also aids in data-driven decision making.

Keywords NPA ⋅ Data visualization ⋅ Random forest algorithm
Prediction

1 Introduction

Banking is an important segment that contributes to the economic progress of a
country. The contribution of technology to the banking industry has leveraged the
reach of banking to a much greater extent. Banking channels have been highly
benefited with the emergence of technology paving way to Internet banking, mobile
banking, and even satellite banking. From business driver to an enabler, technology
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has occupied a significant position to influence the banking industry through its
various supporting tasks such as analytics, prediction, visualization. Right from
service delivery to security, technology has empowered the banking domain.
Banking industry has been facing a lot of issues in handling its customers. The
changing demands and the need to handle a variety of customers have created a
pressure to the bankers to indulge in the efficient use of technology. Among the
several issues in banking, non-performing asset (NPA) has become one of the grave
issues that affect the credit delivery of banks. With banks occupying a significant
position in the economic growth, their performance plays a crucial role. Bank’s
performance is measured by several factors which include operating income and
expenses, return on assets, return on equity, net interest margin, and as NPA reflects
the performance of banks, it becomes very essential to identify and eliminate the
occurrence of it. NPA arise primarily due to the credit defaults in banks.

Efforts have been taken to purge the factors that contribute to the occurrence of
NPA in banks including the economic conditions, growing number of defaults,
inappropriate lending policies, deprived credit appraisal systems, deviation of
funds, mismanagement. Despite these efforts, the problems with NPA are on the
rise and this can be brought down only if it is possible to predict the occurrence of
NPA. This can be achieved by observing and analyzing the NPA-related data.
Analyzing such data is quite difficult as the occurrence of NPA is different in
different banks. Though researches and efforts have been carried out to predict NPA
occurrence in banks, it is affected by various parameters such as interest rates and
hence it is becoming quite difficult to accurately predict and communicate the
occurrence of NPA to the bankers.

In this context, the need for a dedicated algorithm to predict NPA with the
changing parameters is required. It can be observed that the prediction is not to be
restricted to that of the NPA but also with respect to the factors influencing them.
Hence, the analysis of such data needs to take a different approach when compared
to that of the analysis of any other data set. Analytical reasoning is central to the
analyst’s task of applying human judgments to reach conclusions from a combi-
nation of evidence and assumptions. Financial data analysis is one of the most
sensitive and challenging tasks to any data analyst as the task of analysis not just
stops with the prediction about the data but also with respect to the communication
of the result to aid financial expert’s appropriate decisions. Data visualization is one
of the most powerful means of communicating the information gained through data.
Business analysts use data visualization as a powerful means of communication and
at times use it for decision making. With the growing need for data visualization,
the field of visual analytics has gained significant importance. The strength of
financial data analytics can be further enhanced by making use of visual analytics.
Visual analytics incorporates computational and theory-based tools with various
interactive techniques and visual representations to enable human-information
discourse. The design of the tools and techniques is based on cognitive, design, and
perceptual principles. This science of analytical reasoning provides the reasoning
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framework upon which one can build both strategic and tactical visual analytics
technologies for threat analysis, prevention, and response.

This paper proposes an algorithm that is exclusive for handling financial data to
predict the occurrence of NPA. Also, the power of visual analytics is utilized to
augment the decision-making task by creating a visual interaction with the data.

2 Theoretical Study

An asset is a resource with economic value that an individual, corporation or
country owns or controls with the anticipation that it will provide future benefit.
Assets contribute to the profitability of banks. Non-performing assets refer to a
classification for loans that are in default or are in arrears on scheduled payments of
principal or interest. Non-performing assets are classified based on the time taken
for the overdue payment. The identification of risk is one of the major tasks of a
banker in case of assets since it directly contributes to the bank performance. The
following figure illustrates the various types of assets that are to be classified as
non-performing assets (Fig. 1).

2.1 Concept of NPA

All the advances given by a bank are termed as assets. Assets in banks can be
classified either a performing asset or a non-performing asset. An asset is per-
forming when it generates the expected income (i.e., repayment) and does not pave
way to any unusual risks. It becomes a non-performing asset if it fails to generate
the expected income or may lead to some risks. In other words, non-performing
assets include the assets in a bank that do not generate regular income. Asset in
banks becomes non-performing when it stops generating income like interest fees,
commission or dues for more than 90 days. NPA is confined to loans, advances,

Fig. 1 Classification of NPA
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and investments. Loans are assets for banks as the repayment of principal and
interest payments is one of the primary sources of cash flows. Banks yield profit out
of these loans. If the payments get delayed by a period of 30 days beyond the
specified due date, then it is classified as past due and if it exceeds beyond a period
of 90 days then it is termed to be a non-performing asset.

3 Literature Review

Several researches have aimed to study the causes for non-performing assets, its
detection and elimination. Such studies have exemplified the negative impact that
NPA causes not only on the stability of banks and its growth but also on its
performance. The issue of NPA and its impact on the profitability of banks were not
much considered in the Indian banking sector prior to 1991. The accounting
treatment also failed to project the problem of NPA, as interest on loan accounts
was accounted on accrual basis [1]. The major cause for the alarming increase of
NPAs in public sector banks is mismanagement of the banks. Narasimham Com-
mittee identified the NPAs as one of the possible effects of malfunctioning of public
sector banks [2]. It has been examined that the reason behind the falling revenues
from traditional sources is 78% of the total NPAs accounted in public sector banks
[3]. An evaluation of the Indian experience in Financial Sector Reforms published
in the RBI Bulletin gives stress to the view that the sustained improvement of the
economic activity and growth is greatly enhanced by the existence of a financial
system developed in terms of both operational and allocation efficiency in mobi-
lizing savings and in channelizing them among competing demands (2015). The
application of visual analytics to financial stability monitoring was elaborated in the
work of [4]. This paper analyzes the various means of visualizations such as fixed,
interactive, and non-interactive visualizations and how they can be incorporated to
illustrate the financial stability of an organization. This paper also describes and
categorizes the analytical challenges faced by macroprudential supervisors and
indicates where and how visual analytics can increase supervisors’ comprehension
of the data stream to support informed decision and policy making. The work in [5]
proposes a random forest-based early warning system for banks to prevent bank
failures. The key variable used here is the rate of interest that the bank is charging
on its loans, average rate of interest the bank is paying for its deposits, and the
average rate of interest the bank is charging for its loans. Based on this, the random
forest algorithm was able to create a warning for the expected bank failure. The
work in [6] briefs about the various statistical and intelligent techniques that were
used in bankruptcy prediction. This paper illustrates various intelligent techniques
such as data envelopment analysis, neural networks, and case-based reasoning
techniques that were used to predict bankruptcy.

From the study of the existing works, it is evident that very few works have
focused on the prediction of NPA.
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4 Contributions of the Proposed System

Based on the theoretical study, it can be observed that the need for handling NPA is
crucial. The study of the existing systems makes it evident that very few works have
been proposed to predict the occurrence of NPA in Indian banks. The proposed
system:

• Provides a methodology to handle NPA data for prediction
• Classifies features that contribute to the occurrence of NPA
• Proposes a novel feature-based random forest algorithm
• Utilizes the power of data visualization to illustrate the prediction of

NPA-related data

5 Proposed System

The need for handling non-performing assets has found significant importance as it
does not generate any income for banks and also the banks are required to make
provisions for such NPA out of the current profit. The contribution of NPA to
bankruptcy is also on the rise, and hence, the need for prediction has become
crucial. The prediction on the occurrence of NPAs will be a boon to banks as this
prediction may help them to forecast. Unlike traditional methods, the prediction for
NPA requires additional parameters for consideration as several factors contribute
to the occurrence of NPA. In this regard, feature-based random forest algorithm is
proposed which constructs a large number of trees to achieve higher classification
accuracy. The following section describes the proposed feature-based random forest
algorithm and the classification of features that contribute to the occurrence of NPA
in banks. The working of the proposed system is shown in Fig. 2.

The non-performing asset data is collected from various banks and is prepro-
cessed. Preprocessing is one of the most common tasks in manipulating data sets.
Though random forest algorithm is capable of handling tasks such as identifying
outliers and handling missing values, the task of the proposed feature-based random
forest algorithm can be simplified by executing the preprocessing task separately.
For the preprocessing task, the proposed system makes use of the box plot analysis.
Box plot analysis is employed not only to empathize the data that is considered but
also to comprehend the distribution of data. This preprocessing task also enables the
identification of the internal features (discussed in the next section) that contribute
to the occurrence of NPA. Preprocessing yields an optimized data set by eliminating
the outliers and also identifies valid internal features that contribute to the occur-
rence of NPA in banks. The term valid is used here as the utilization of box plot
analysis for preprocessing enables the system to identify the valid range of values
present in the data in which the values are distributed. Only if the values are
significant they are considered for feature classification. Pattern creation is done
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based on the internal features extracted (F1) and the optimized data that is obtained
as a result of the preprocessing task. The proposed system makes use of the pattern
that has the best of the internal features denoted by f (significant features with a
valid range of values among patterns) and the external features F2 for creation of the
pattern. The proposed feature-based random forest algorithm takes the optimized
data set along with the features F (which includes f and F1) and a training set S. The
following section describes the feature-based random forest algorithm. The pre-
diction results are visualized using data visualization techniques. In this work, data
visualization tool Tableau is used for the visualization of the predicted results.

6 Feature-Based Random Forest Algorithm

Random forest algorithm is a notion of the general technique of random decision
forests that are an ensemble learning method for classification, regression, and other
tasks that operate by constructing a multitude of decision trees at training time and
producing class i.e. the mode of the classes (classification) or mean prediction
(regression) of the individual trees. Random forest algorithm is commonly utilized
in several machine learning tasks and is not specific to any particular application. In
this paper, feature-based random forest algorithm is proposed which is dedicated to
the prediction of non-performing assets in Indian banks. The proposed algorithm
works by creating a pattern which is obtained as a result of preprocessing. From this
optimized data set, patterns are created to determine the features with which trees
are to be built in the feature-based random forest algorithm.

Fig. 2 Working of the proposed system
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6.1 Feature Classification

Internal features: The parameters that are considered for the credit risk analysis
and those that are present in the NPA data set are considered as the internal features.
This includes factors such as credit rating and customer portfolio. It is denoted by
F1 since they are the primary features based on which the pattern is to be created for
the formation of trees. The best among the factors are chosen, and those factors are
considered for improving the accuracy of classification. This is denoted by f.

External features: In this case, the varying interest rates are considered as the
external feature. Interest rate is one of the prime factors that influence the customers
in getting and repaying loans. Apart from this, rate of interest that the bank is
charging on its loans, average rate of interest the bank is paying for its deposits, and
the average rate of interest the bank is charging for its loans can also be considered
as external factors. Since it is not fixed and is not a dependent variable with respect
to the attributes in the data set, it is termed as external features. It is denoted by F2.
The following figure illustrates the proposed feature-based random forest algorithm.

Algorithm Feature based Random Forest
Algorithm

Precondition: A training set S=(x 1,y1),..,(xn,yn), features F 
from pattern P, number of    trees      in forest B

function RandomForest(S,F)
H Ø
for iϵ1,…,B do

S(I) A bootstrap sample from S
pI PatternTreeLearn(S(I),F1,F2,f)
H H U {pI}

end for
return H
end function
function PatternTreeLearn(S,F1,F2,f)

At each node:
f pattern that best has F1

Split based on best feature in f and F 2

return the learned tree
end function 

Feature based Random Forest Algorithm

The proposed algorithm takes a training set S as the input along with the features
F that is obtained from the pattern created (P). The number of trees in the in the
forest is taken as B. Here, H denotes the prediction result. Pattern based on which
the learning is carried is implemented with the features that were mentioned. It can
be observed the best of the internal features are considered for arriving at the
decision of the split in the tree. The term best is utilized since the features that have
the optimal value among the patterns are considered so that when the sample is
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extracted with replacement, there will not be complexity in splitting the trees. This
is done in order to improve the accuracy of classification and in turn improve the
prediction results. Since the proposed algorithm is dedicated to handling NPA,
external factors such as interest rates are also considered. Thus, the split in the tree
is to be based on the best among the internal factors f and the external factors F2.
This function yields the learned tree which is used for determining the prediction
result. This feature-based random forest algorithm enables the user to vary the
features, and hence, more number of features may be added or reduced. Based on
the nature of banks, the features may also be modified.

7 Experimental Results

The proposed system makes use of the data set collected from various public sector
and private sector banks in India. The data set consists of 15-year NPA data which
had been extracted from secondary source for 10 public and private sector banks
based on market capitalization. Implementation of the proposed system is carried
out using R language. SPSS is used to analyze the input data. Data visualization is
carried out with tableau. Figure 3 illustrates the application of box plot analysis to
the attributes in the data set. It can be observed that various statistical parameters
can be extracted from the preprocessing task. Outliers can be easily identified, and
the range of data can be determined. Moreover, the mean of the data can be
obtained which in turn contributes to the determination of variance. Variance is one
of the most important terms that have to be considered when implementing the
random forest algorithm as it is one of the prime factors for splitting the trees.
Hence, the application of the box plot analysis to the preprocessing task can be
found much suitable. Figure 4 illustrates the analysis of pattern using the decision
boundary. Data in blue line denotes the possibility of data can be predicted. Red

Fig. 3 Preprocessing using
box plot analysis
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line denotes non-possibility of data prediction. Classifying a considerable portion of
data as ‘not viable’ for prediction is the based on the features extracted from the
dataset. The identified internal and external features optimize the dataset considered
for prediction task. The following figures illustrate the classification accuracy of the
proposed feature-based random forest algorithm.

F1 score is used to determine the classification accuracy. The F1 score is cal-
culated using Eq. (1)

F1 = 2 ⋅
precision . recall
precision + recall

ð1Þ

Fig. 4 Pattern analysis using
decision boundary

Fig. 5 Six-month data
prediction using FRFA
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Figures 5 and 6 clearly show that the proposed feature-based random forest
algorithm is able to achieve classification accuracy to a maximum of 0.89 which is
quite high when compared to other methods that aim to predict NPA. Figures 7 and
8 illustrate the prediction of NPA using data visualization. The visualization is not
only done for the actual data but also for the estimated data. Hence, the proposed
system is not only able to achieve higher classification accuracy but also visualizes
the data so as to facilitate understanding of data to the bankers in a simplified
manner.

Fig. 7 Data visualization using tableau for actual data

Fig. 6 One-year data prediction using FRFA
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8 Conclusion

NPAs reflect the overall performance of the banks. The Indian banking sector faced
a serious problem of NPAs. A high level of NPAs suggests high probability of a
large number of credit defaults that affect the profitability and liquidity of banks.
The extent of NPAs has comparatively higher in public sectors banks. To improve
the efficiency and profitability, the NPAs have to be scheduled. Various steps have
been taken by the government to reduce the NPAs. It is highly impossible to have
zero percentage NPAs. With the influence of data analytics on the bank data, it is
possible to predict the occurrence of NPA. In this paper, a system to predict and
visualize NPA was proposed. A dedicated algorithm to handle NPA-related data,
feature-based random forest algorithm is proposed. The proposed algorithm clas-
sifies the features considered for the NPA prediction and creates pattern based on
those features. The main advantage of this algorithm is that the features can be
varied based on the type of the bank considered. The proposed system is executed
using the data collected from 10 public and private sector-based banks in India with
nearly 15 years of data. The proposed algorithm was able to achieve a maximum of
0.89 as the classification accuracy which is quite high for NPA data prediction. The
visualization of the prediction results using tableau will be a boon for the bankers
and can be a ready to implement solution for the bankers to forecast NPA
occurrence.

Fig. 8 Data visualization using tableau for estimated data
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Discovering Significant Performing
Variables of Athlete Students Through
Data Mining Techniques

Parag Bhalchandra, Aniket Muley, Rahul Sarode,
Sinku Kumar Singh, Mahesh Joshi and Pawan Wasnik

Abstract Performance analysis of student-athletes has been a concern of many
research studies. A number of factors including social, emotional, financial con-
ditions are found to have adverse effect on academics and sport performances.
Similarly, the academic stress and sports performance have been associated with
various factors belonging to personality attributes, cognitive competencies, con-
centration level, socioeconomic background, locality, etc. However, these were
hidden and no attempts were made to discover them. In the underlined research
work, these aspects were discovered using data mining techniques. We have
devised out our own dataset for the work from actual field data. Principal com-
ponent analysis was implemented in SPSS platform for finding significant factors in
our study.
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1 Introduction

In recent years, there has been a tremendous scope for data mining techniques as it
gives us abilities to discover hidden data from large datasets. Data mining helps us
to look for association between variables and pattern matching in large data which
otherwise is invisible to naked eye [1, 2]. The data mining application needs a data
warehouse or a large dataset and typical data mining algorithms. Data mining is
operative in many fields, viz., business management, sales analysis, customer
prediction, scientific analysis; it has tremendous scope for educational data also.
Nowadays, due to computerizations, ICT technology, Web portals, and the edu-
cational institutes are equipped with digital data. Such large digital data, accumu-
lated over the years, resulted in educational data warehouse. These warehouses can
be explored with data mining approaches, called Educational Data Mining
(EDM) or Academic Analytics. The discovered association between variables or
patterns through EDM can be used for proper resource management of academia
and student-centric activities [3, 4].

The key objective of this study is to set up educational mining applications to
collected datasets. The lesser research objective is to inspect association of variables
related to physical fitness of students. A student’s dataset was created with actual
physical tests on grounds and using standard questionnaire method [2]. The sec-
ondary research objective, as stated above, comes in consideration mainly because
the physical fitness and general health of student-athletes have been more and more
alarming in recent days. The students are under significant training stress which can
cause subjective stress and influence health outcomes. Student-athletes experience
elevated stress at unsurprising level due to number of personal, financial, and
managerial factors. Some of these factors have been discovered before [5]. How-
ever, other similar factors and their association with previously discovered factors
are still hidden. This case is very promising for data mining applications. Today,
college students have declined physical activities due to number of factors. College
sports students have to perform academic assignments as well as physical activities
demanding large part of their mental, physical energy. This creates imbalance
between academics and sports performance which resulted in academic stress
among student players. Academic has been studied widely as an important predictor
of health, physical fitness, and performance of both player and non-player students.
Stress is manifested as an alarm for physical fitness. It is in plural forms like unease,
dejection, unwillingness, and different forms of negative thoughts. It is common
phenomenon in student life which may affect his occupational life ahead.

On this backdrop of discussions, it is very necessary to examine associations
among the research discovered variables with the stress and performance. Since
these associations are invisible, we need to implement data mining algorithms for
their discovery. Three schools of our university took this as an interdisciplinary
challenge. These schools have collaboratively tried to establish data mining tech-
niques to personally devise out dataset. A student’s primary dataset was collected
with actual physical tests on grounds and using standard structured questionnaire
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method. According to Bernstein et al. [6], stress is viewed as a negative psy-
chophysical effect of situation that affects an individual’s life and daily activities. It
appears to be problem in occupational activities. The situations, occurrences that
cause disruption, threat to daily work or desired assignments are defined as stres-
sors. Stress does not have uniform effect on peoples rather it varies according to
age, sex, emotional maturity, cognitive ability, personality attributes, etc. Every
individual may find that there are some factors which would be stressors for him/her
but not for others. Up to some extent, stress would not have any effect but when a
person perceives it at high degree then it would affect his/her daily activities,
occupation, etc. Thus, enhancing the ability of coping with stress is very important
during college life.

On this background, many researchers have identified stress as an important
predictor for performance of college students in academics and sports [7]. Aca-
demic stress and sports performance have been associated with various factors
belonging to personality attributes, cognitive competencies, concentration level,
socioeconomic background, locality, etc. [8]. The negative impact of stress is seen
as anxiety, physical, and psychological weakness. The remedies for stress man-
agement includes several techniques like time management, good study habits,
social support, positive thinking, enhancing hobbies, exercise. Students perceive
that to manage the time for big volume of content, difficulty level of content and
pressure of achieving higher grade create stress among them [9, 10]. It has further
revealed that stressors alone are not only responsible for stress but also the
mechanism of person to react the stress and his perception of stress is important
factor in forming stress. The reviewed literature demonstrates that the stress can go
ahead to academic decline, poor relationships with peers and family members, and
overall frustration with life [11, 12]. Students frequently get fatigue, uncomfortable
mind, restlessness due to decreased physical fitness. Fitness in physical form is very
necessary to live a quality life. Our work is relied on scientific definition of fitness
with six factors [5, 13]. Association of these six factors is already analyzed in Petrie
and Stoever [14], Sandler [12]. However, no evidence was found to discover hidden
association between these variables. In the light of the above discussions, there is
compelling interest in all investigators in determining the health-related physical
fitness and general health of student-athletes. The School of Educational Sciences
has Department of Physical Education which has helped us to get concise data
about fitness of students. The School of Computational Sciences and Statistical
Sciences helped for introduction of data mining and other logics. A brief overview
of collected information is given in next section.

2 Methodology

As the purpose of this study is to determine health-related physical fitness on
general mental health of students, we did some prior work before actual experi-
ments could start. In order to devise out our own dataset, we did assessment of
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students using fitness tests. These tests were actually performed on the ground. All
the data was personally collected from the fieldwork.

The proper enactment of dataset took six months time. Some distinguished
activities in data collection are elaborated as below:

1. In all, 200 urban and 200 rural student-athletes participated in the study and their
age ranged between 18 and 28 years. This is taken as targeted population.

2. Personally tailored dataset for data mining purpose. The data source was primary.
The data was collected through respondents in the form of physical fitness test
and questionnaires during the intercollegiate games/sport event under the juris-
diction of Swami Ramanand Teerth Marathwada University, Nanded, MS, India.

3. There were considerations related to the sampling method and sample size. The
purposive sampling method and nonrandom method of sampling were under-
taken. The sample size was set to 200 for urban and rural. The sample is also
categorized in biological maturity of student-athletes in two age groups
including 18–22 years and 23–28 years. The collected data also included
demographic information about age, height, weight, and rural or urban resi-
dential information.

4. For proper scientific analysis, the inclusion criteria were set as,

a. An informed consent was taken from the student.
b. Age group was fixed as 18–28 years.
c. Locality was set as urban or rural depending upon post-Graduation College’s

location.
d. During the time of study, the student was not part of any health treatment.
e. No dependency on drugs, alcohol, and cigarette smoking during the exper-

imental period.

5. Similarly, the exclusion criteria were decided to be,

a. Should not have on the go physical illness or injuries within 2 weeks of
study as well as should not have any chronic disease like cardiac, respiratory.

b. Non-consent given students were ignored.

6. The assessment of physical fitness tests was done through the following means
[6, 12, 14].

a. Flexibility was assessed using the sit and reach test using flexometer foot
stop.

b. Cardiovascular strengths were measured using the nine (9)-minute run test.
c. The hand grip dynamometer was used for measuring hand grip strength.

7. The General Health Questionnaire (GHQ-12) [6, 12, 14] was used to determine
mental health. Responses were recorded using four-point Likert scale (0, 1, 2,
3). The correlation between inventories was determined using Pearson’s product
moment coefficients [1, 2].

8. After all the data collection, it was reviewed for three times to eliminate errors
and unexpected readings.
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3 Results and Observations

The SPSS 22.0v software’s [2] descriptive statistical tool was used for all studied
variables. Initially, we have performed chi-square test to see the significance of
physical fitness of students with their habits, to test the significance of students with
their age, and to test the independent of age from performance [7]. In this study,
while computing exercising habits of student-athletes in terms of performing and
non-performing, as well as rural and urban resident aspects, it is found that there is
no significant difference in such point of view. It clearly shows that athlete’s
awareness about exercise is independent of location. Further, questionnaire was
tested by SPSS 22.0v software and factor analysis is performed through
Kaiser-Mayer-Olkain measure.

Figure 1 shows age group-wise frequency distribution of the athletes. Table 1
shows the significant difference among the rural and urban student-athletes with
their types of exercises. Table 2 shows the significant difference about the frus-
tration level of student-athletes in rural and urban student-athletes. It is also
observed that rural resident student-athletes are found to be more frustrated than
urban living student-athletes. It may be mainly due to the lack of awareness,
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Fig. 1 Age group-wise frequency distribution of the athletes

Table 1 Locality versus exercise type chi-square tests

Value df Asymp. sig. (two-sided)

Pearson chi-square 121.379a 20 0.000
Likelihood ratio 147.863 20 0.000
N of valid cases 400
NB a20 cells (47.6%) have expected count less than 5. The minimum expected count is 0.50
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unavailability of advanced facilities, equipments, advanced technology, healthy
food, and financial support. Table 3 shows significance difference among conflicts
of rural and urban student-athletes. Further, it is observed that urban resident
student-athletes are having conflict of interests. Table 4 represents the significant
difference among pressure on rural and urban student-athletes. Through descriptive
statistical tool it is also found that the rural background student-athletes are under
more pressure than urban resident student-athletes. It may be due to unavailability
of facilities and unawareness as compared to urban student-athletes.

From Table 5, it is observed that changes among rural and urban student-athletes
are significant. These changes are found in urban resident student’s more than rural
student-athletes. From Table 6, it is observed that there is significance among
different age group student-athletes with their pressure sustaining capacity of
student-athletes. Based on cross-tabulation of our dataset it is observed that pressure
sustaining student-athletes of 27–29 age group is found to be more as compared to
other age group student-athletes.

Table 2 Locality versus frustrations chi-square tests

Value df Asymp. sig. (2-sided)

Pearson chi-square 96.545a 16 0.000
Likelihood ratio 119.805 16 0.000
N of valid cases 400
NB a6 cells (17.6%) have expected count less than 5. The minimum expected count is 1.00

Table 3 Locality versus conflicts chi-square tests

Value df Asymp. sig. (2-sided)

Pearson chi-square 96.545a 16 0.000
Likelihood ratio 119.805 16 0.000
N of valid cases 400
NB a6 cells (17.6%) have expected count less than 5. The minimum expected count is 1.00

Table 4 Locality versus pressures chi-square tests

Value df Asymp. sig. (2-sided)

Pearson chi-square 31.752a 11 0.001
Likelihood ratio 34.583 11 0.000
N of valid cases 400
NB a6 cells (25.0%) have expected count less than 5. The minimum expected count is 0.50
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Table 7 represents total variation of 61.66% explained by the principal com-
ponent analysis (PCA) performed for athlete students. Here, six-factor solution
suggested by eigenvalues greater than one criterion explained 61.66% of the vari-
ance in the data. After being varimax rotated to obtain a simple structure, the
six-factor solution gave a clear idea about the factor structure. The loading factors
are greater than 0.50 was considered significant. It is observed that larger the
absolute size of the factor loading, the more important the loading in factor matrix.
When the original 12 items were analyzed by the PCA with varimax rotation, a six
factor emerged. Table 8 represents the rotated component matrix for six factors. In
the first factor, it is observed that physiological and behavioral aspects of the
students are significant. The second factor explores significance of the parameters
about conflicts and living arrangements of the students. The third factor suggests
that self-imposed and frustration parameters are found to be significant. Further, it
has been identified that changes, exercise timing, and age of the students are sig-
nificant parameters in the fourth to sixth factors, respectively.

Below Fig. 2 represents scree plot from which we can easily identify a number
of useful factors, wherein a sharp break in sizes of eigenvalues which results in a
change in the slope of the plot. This suggests that a six-component solution could
be the right choice which includes the total variance of 61.66%; about 33.23% of the
total variance is represented in the first three loading factors. These loading factors
are shown in Fig. 3.

Table 5 Locality versus changes chi-square tests

Value df Asymp. Sig. (2-sided)

Pearson chi-square 35.968a 10 0.000
Likelihood ratio 43.216 10 0.000
N of valid cases 400
NB a8 cells (36.4%) have expected count less than 5. The minimum expected count is 1.50

Table 6 Age group versus pressures chi-square tests

Value df Asymp. Sig. (2-sided)

Pearson chi-square 58.487a 33 0.004
Likelihood ratio 45.672 33 0.070
Linear-by-linear association 0.382 1 0.537
N of valid cases 400

NB a30 cells (62.5%) have expected count less than 5. The minimum expected count is 0.02
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Table 8 Rotated component matrix

Component
1 2 3 4 5 6

Age –0.046 –0.019 0.026 –0.074 –0.012 0.825
Living_arrangement 0.105 0.718 –0.291 –0.129 0.115 0.020
Exercise_time 0.080 –0.025 –0.045 0.091 0.701 0.307
No._of_cigararte_per_day –0.119 0.145 0.230 –0.332 0.061 0.187
Frustrations –0.031 –0.230 0.590 –0.271 –0.080 –0.265
Conflicts –0.059 0.829 0.191 0.032 –0.035 –0.032
Pressures 0.025 –0.097 –0.014 0.071 –0.768 0.303
Changes 0.041 –0.005 0.147 0.845 0.031 0.035
Self_imposed 0.034 0.079 0.754 0.168 0.016 0.156
Physiological 0.763 0.183 –0.140 0.149 –0.104 –0.154
Emotional –0.549 –0.004 –0.236 0.448 0.092 –0.213
Behavioral 0.729 –0.116 0.026 0.044 0.176 0.002

Fig. 2 Scree plot
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4 Conclusion

This study had given emphases on the most influencing parameters affecting per-
formance of the athlete students through data mining techniques. These parameters
and their association were invisible earlier. The experimentations were carried out
on personal dataset which was devised out after recording field activities for six
consecutive months. The data mining algorithms were implemented through SPSS
platform. It is seen that the smoking habits are significant among the urban athlete
students. The study was extended further by applying rotated factor analysis, and it
is observed that the physiological and behavioral variables, living arrangements,
conflicts, frustration parameters significantly affect the performance of students.
Our data mining experiments explore association of stress level with age. Further,
the location parameter from this various aspects is observed to affect confidence
level of athlete students. The urban resident students are found to be more attentive
as compared to rural ones. This may be due to availability of advanced amenities
with them. This is also a reason for frustration among rural athletes. In future, these
parameters can be taken into consideration for computing the performance of the
rural and urban athlete students.
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Newspaper Selection Analysis Technique

Gourab Das and S. K. Setua

Abstract Print agencies are fighting for their existence in current data-driven and
digital era. Everyday they are coming up with some new approaches to attract the
current generation. Going with the flow, they are now seeking the help of the data
scientist to innovate new ideas by analyzing the future business. Standing on this
approach, this paper predicts the reading habits of the common people. To create a
good analogy on the dataset, we have segregated our thoughts into data prepro-
cessing and machine learning. Training a machine learning model using raw data
alone can never produce good solution in most of the cases. Efficient preprocessing
techniques need to be embedded in order to have better result. It is utmost important
to note that not all the machine learning models are quite useful. To get better
accuracy in this classification problem, we have trained the dataset using ensemble
classifier like gradient boosting and extreme gradient boosting. After training both
the classifiers with train dataset, we have predicted the accuracy on unseen test
dataset. Main aim of this paper is to show that these machine learning models
generalize the test dataset quite well and do not overfit on the train dataset.

Keywords Data analysis ⋅ Newspaper ⋅ Preprocessing ⋅ Machine learning
Gradient boosting ⋅ Extreme gradient boosting

1 Introduction

Print industries are living dangerously with the advent of television, Internet, and
social media. Their existence is getting threatened by the lack of reading habit of
young generation in the current digital age. Print agencies are engaging in an
intensive competition among themselves to capture this shallow market. So, they
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are looking for new ideas to earn high revenue. The profit of the print industry is
coming from the advertisement and circulation of the newspapers and magazines.
Simultaneously, they are also following the cost-cutting avenue. To capture max-
imum reader, the print media is now adopting various business ideas like creation of
reports containing high values, excellence printing quality with lower cost, forming
multimedia platform, proper selection of advertisement to capture the current
generation. Most recently, they are seeking the help of data scientist such that they
can take decisions to form a good business model after analyzing the data
scientifically.

Currently, we have the abundance of data on various application domains which
is also known as big data in the world of information and technology. Analysis of
this huge data is gradually becoming an important aspect in corporate parlance.
Data analysis technique can be segregated into two parts: data preprocessing and
machine learning. Generally, machine learning model can never be trained directly
with the raw dataset. Attributes related to the dataset which is also known as feature
have the maximum importance. Data preprocessing technique performs various
pre-training operations on those features. It is quite natural that machine requires
numerical data such that they can be processed by well-known learning technique
but it contains several non-numerical attribute values which is necessary to be
substituted by suitable numerical value before being used for training purpose.
Besides, many values of the datasets may not be available in both training and test
dataset. These empty cells are required to be filled with some kind of numerical data
such that maximum information can be extracted. Feature selection, feature
extraction, and feature engineering are three of the most important techniques in
data preprocessing. Feature selection techniques allow us to select the subset of
important features among all. Another well-known technique, feature extraction
combines all the features and generates a new set of features. Feature engineering is
one of the most important aspects of the domain of data science. It is a technique to
create additional features inferring from existing features such that prospect of
learning can be enhanced.

After all requisite preprocessing, appropriate machine learning model is utilized
for training with the data. In this paper, we have performed a supervised learning
task where the models are trained on a training dataset in the presence of a variable
which is known as target variable. After training the model, it is necessary to predict
the values of target variable on the unseen test dataset. Our problem is modeled on a
“Newspaper Reading” dataset. It is a binary classification problem where our aim is
to correctly predict whether a person would read a particular newspaper or not.
Scientific analysis and learning techniques need to be embedded to extract as much
information as possible from the dataset such that accuracy in predicting unknown
test dataset can be maximized. Ensemble learning algorithms like gradient boosting
[1] and extreme gradient boosting [2] have been utilized in this paper. Both the
models are evaluated on the basis of accuracy metrics of unseen test dataset.
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Structure of the paper is as follows: Sect. 2 mentions brief description of the
various data preprocessing technique. Ensemble machine learning techniques
especially gradient boosting and extreme gradient boosting are specified in Sect. 3.
Section 4 gives the detailing of the dataset we have worked on. Section 5 consists
of all the experimental results. Finally, we conclude the paper with Sect. 6.

2 Data Preprocessing

Generally, machine learning model can never be trained directly with the raw
dataset. These datasets consist plenty of non-numerical and categorical values, and
it is essential to replace categorical values by suitable numerical data before being
used for training. Preprocessing techniques must be embedded before the actual
implementation of machine learning or deep learning. There are no hard and fast
rules for preprocessing rather it is completely dependent on the application domain.
Some of the general methods of doing these are given below.

• Substitution of categorical and non-numerical data with suitable numerical
values.

• Filling the empty cells with some numbers.
• Feature selection.
• Feature extraction.
• Feature engineering.

2.1 Substitution of Categorical and Non-Numerical Data
with Suitable Numerical Value

Many attributes of a dataset are provided in forms of non-numerical and categorical
values. It is necessary to replace those values with suitable number before applying
the learning algorithms. Various policies can be implemented and are described as
follows:

i. Replacing each category by some sequential number 0, 1, 2, up to N−1, where
N is the number of distinct categories assigned to a particular attribute.

ii. Substituting each category with some correlation value calculated from the
target variable and the corresponding categorical variable.

There are various ways to replace the categorical and non-numerical data. But
they are dataset dependent. All techniques are not quite useful to every dataset.
Before applying a particular technique, the dataset should be analyzed rigorously.

Newspaper Selection Analysis Technique 627



2.2 Filling the Empty Cells with Some Numbers

Some attribute values of the dataset to be used for training purpose by the machine
learning algorithm may not be available in most of the cases. It is essential to fix the
problem by replacing these null values with some constant values. Selection of
these constants is quite arbitrary; we may select some random number like 0.01,
−999, 999 or define some fixed value after finding some kind of correlations
between the null attribute values and the target variable. Sometimes, it is also useful
to remove those features where most of the cells are empty.

2.3 Feature Selection

Feature selection technique guides us to select the most important features among
all which has maximum impact on the target variables. Non-important features
sometimes negatively affect the machine learning model. It reduces the accuracy of
the classification problems and increases the mean-square error of the regression
problem. Bad features overfit on training dataset and fail to generalize on the unseen
test dataset. Scikit learn [3, 4] provides many inbuilt methods to deal with such
problems and are described as follows:

i. Select K Best feature selection model assigns score to the K best features in
the dataset based on their importance.

ii. Recursive feature elimination (RFE) technique removes a feature one by one
in every iteration and trains the model with remaining features of the dataset
recursively.

iii. Stability selection [5] is based on subsampling in combination with selection
algorithms. Scikit learn implements it using randomized lasso [6] and ran-
domized logistic regression.

iv. In Scikit learn, every regression and classification algorithm has an attribute
known as “feature_importances_” which assigns scores to every features
based on their importance after learning.

2.4 Feature Extraction

Feature extraction is a useful technique to build derived set of features by mapping
the original one into new and reduced feature base. It reduces the complexity of the
feature base and helps to train the model much quicker than using original feature
set. If proper methods are followed, desired result can be extracted from this
technique. Some of the feature extraction techniques are principal component
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analysis (PCA), supervised PCA, Kernel PCA, Isomap [7], locally linear embed-
ding [8], t-SNE [9] etc.

2.5 Feature Engineering

Among the five techniques mentioned above to implement data preprocessing,
Feature engineering has the maximum impact to adjudge the goodness of the
model. Creation of additional features inferring from existing features is known as
feature engineering. Real life problems may be specified using single dataset or
spanned across multiple datasets. To enhance the accuracy of the learning model, it
is utmost important to find the correlations among the various features in the
datasets. Single dataset may be described using explicit or visible set of features and
implicit or invisible set of features. Sometimes, it may be useful to discover and
augment some implicit features by finding some relationship with the target vari-
able. In multiple dataset problems using the same technique, we can generate some
features by exploring the pattern between the external attribute values and the target
variable. Time series analysis is an important tool in feature engineering process.
The biggest down fall of this technique is that it varies across problem domain.
Dataset belonging to different domain has different way to engineer the features.
Domain knowledge always plays a key role in defining and discovering the impact
factors of the hidden features.

3 Machine Learning Methods

Supervised machine learning methods are segregated into regression and classifi-
cation problem. Regression problem is based on continuous target variable where
we aim to predict data and to reduce the root-mean-square error with respect to
values of the target variable. But, classification problem is based on discrete target
variable; here, we train the model to increase the accuracy of predicting the target
variable. The analysis we perform in this paper is a classification problem. In this
paper, we implemented averaging or ensemble machine learning methods to solve
the problem. Boosting methods are the most useful to enhance or boost the per-
formance of ensemble model. Gradient boosting and extreme gradient boosting are
the part of the boosting algorithm.

Boosting. The idea of boosting introduces the concept of weak learner. Weak
learners are those whose performance is slightly better than random choice.
Boosting algorithm attempts to convert the weak learner into strong learner. This
conversion is made possible by ensembling or averaging all the weak learners using
weighted average technique. Basic boosting algorithm can be described using
following steps.
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Step 1. Base learner assigns equal weight to all the sample points in the dataset.

Step 2. Higher weights are assigned to the points which have been misclassified by
previous classifier and trained again by another weak learner.

Step 3. Iterate Step 2 until there is no change in accuracy in classification problem
or no change in error in a regression problem.

Some of the boosting algorithms are Adaboost (Adaptive Boosting), gradient
boosting, and extreme gradient boosting. We have considered the later two for this
paper.

Gradient Boosting [1]. Decision tree is utilized as weak learner. Sequentially,
many weak learners are added one by one to minimize the cost function using very
well-known optimization technique called gradient descent. Gradient boosting
creates a strong learner which is maximally correlated with negative gradient of cost
function.

Extreme Gradient Boosting (XGBoost) [2]. Extreme gradient boosting is the
regularized version of gradient boosting. It has both linear and tree learning model.
Its computation speed is quite high and has great bias-variance trade-off. XGBoost
objective function consists of both cost function and regularized function, and it is
specified in (1) [10]:

Objðθ, fÞ=LðθÞ+ΩðfÞ. ð1Þ

Here, L is the loss function, Ω is the regularization term, θ are the parameters to
be learned, and f is the learnable function containing the structure of tree and leaf
score. For regression problems, loss function is mean-squared-error and for clas-
sification problem it is log-loss. Regularization part is expressed in (2) [10]:

ΩðfÞ= γT+
1
2
λ ∑

T

j = 1
w2

j

 !
. ð2Þ

where T is the number of leaves, γ is the coefficient, and w is the vector of scores on
leaves.

4 Datasets

The dataset utilized in this paper is specified as a binary classification problem. Our
aim is to predict the newspaper reading habits of an individual person. Multiple
newspapers are circulated in a particular zone. Among those we have to predict the
readability of a particular newspaper based on some appropriate machine learning
model like boosting. Two datasets have been provided to train the model. Those are
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customer data and family data. Customer data describes the background of the
individual subscriber; target variable is also mentioned in this dataset and it is sized
over 100 K. Family data table details the family of the individual belongs to the first
dataset. Feature engineering process in this case generates new attribute values by
discovering some kind of correlations between the features in the family data and
the target variables in the customer data, and it has the size around 150 K. Per-
taining on this information, we have to train a model to maximize the accuracy level
on unseen test set.

5 Experimental Results

In this paper, we have trained gradient boosting and extreme gradient boosting
model with the newspaper reading datasets. We have divided the whole datasets
into training dataset and test dataset. Both the models are trained with the training
set in a way such that prediction accuracy on unseen test set can be maximized.
Attributes of this dataset are described in forms of A0, A1, A2 up to A37, A38.
Target variable is A10. Family data contains feature like A0, B1, B2, B3, and B4.
Two datasets are related by attribute A0. As part of feature engineering, we have
created three new features A40, A41, and A42 in customer data to embed the
information hidden in family data. Some of the features of both the datasets are
filled with null values; we have replaced those null contents with −999. Visual-
ization of the relationship between various attributes of the dataset with the target
variables A10 helps us to extract the set of important features. Figure 1 plots the
heat map to represent the correlation among various attributes.

From the Fig. 1, we can see that the features A28 and A37 are represented by a
line which specifies that there exists no correlation of A28 and A37 with all other
attributes.

Amount of correlationship for rest of the attributes with target variable A10 is
described by bar chart in Fig. 2. After performing the preprocessing steps, we have
used these data for training of gradient boosting and extreme gradient boosting
classifier. We split this dataset into 60% training dataset and 40% test dataset and
shuffle it randomly. Performance of these 2 models is determined by the accuracy
on the unknown test dataset.

5.1 Gradient Boosting Classifier

We have trained the model using various parameters but the variances of accuracy
on unknown test dataset are large for various models. Using Scikit-learn
GridSearchCV, we have identified the best model with the highest accuracy.
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The parameters for the above model are learning rate = 0.21, depth = 6, and
number of estimate = 400. After training, the model accuracy is 92.75% for the
target variable A10 on the training dataset. When we have tested this gradient
boosting classifier on unseen test dataset, it has got the accuracy 88.3%. So, it can
be specified that model does not overfit on training dataset and generalizes the test
dataset fairly. We have plotted the important features in Fig. 3.

5.2 Extreme Gradient Boosting Classifier

Our second model is extreme gradient boosting classifier. Various parameters
settings generate different accuracies on the unknown test dataset. GridSearchCV is
utilized again to extract the best model. The parameters setting for the best model
we have obtained are learning rate = 0.21, depth = 6, number of estimate = 600,
and L2 regularization parameter = 0.3. Accuracy of the model on the training

Fig. 1 Correlations among various features

632 G. Das and S. K. Setua



Fig. 2 Correlation with target variable A10 with all other attributes

Fig. 3 Feature importance in gradient boosting
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dataset is 93.2%, and on unseen test dataset, it is 88.28% corresponding to the target
variable A10. Just like gradient boosting classifier, we can say that extreme gradient
boosting classifier does not overfit on training dataset and generalizes the test
dataset quite well. We have plotted the important features in Fig. 4.

The most important feature in extreme gradient boosting classifier is also A4
then A3, A42 and so on as shown in Fig. 4. Zero correlation of A28 and A37
corresponding to Fig. 1 is also correctly justified as extreme gradient boosting
feature importance score for A28 and A37 are 0.

We have trained both the models with the datasets for higher depth and higher
estimate. Although the accuracy on the training dataset increases due to overfit on
the training data, it fails to generalize on the unseen test dataset. But for the best
model with accurate depth and estimate, both gradient boosting classifiers and
extreme gradient boosting classifier generalize the test dataset quite well and do not
overfit on the train dataset.

Fig. 4 Feature importance in extreme gradient boosting
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6 Conclusion

Data preprocessing techniques are the utmost important thing before training a
learning model. After generating three features in the customer data inferring from
the family data, we have managed to increase the accuracy 3 and 4% at one lap. But
there exists no state-of-the-art technique to preprocess data. This data preprocessing
technique is completely dataset and application dependent. So understanding the
dataset is quite important to preprocess data in terms of feature engineering, feature
selection, and in many ways. In machine learning aspect, there is a scope of
improvement in terms of model selection, parameter selection, and so on. In this
paper, we have classified the accuracy of reading habits of particular newspaper
using gradient boosting and extreme gradient boosting. From the results, it has been
shown both the models generalize the test dataset very well and do not overfit on
the training dataset.
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Variants of Wormhole Attacks and Their
Impact in Wireless Sensor Networks

Manish Patel, Akshai Aggarwal and Nirbhay Chaubey

Abstract In wireless sensor networks, nodes have limited battery, transmission
power, and processing capabilities. For routing the packets, cooperation between
nodes is needed. Wireless sensor network is vulnerable to wide range of attacks.
A more dangerous attack is wormhole attack in which packets are received in one
area and replied in another area of the network. For on-demand routing protocols,
route discovery mechanism is affected by wormhole attack and routing is disturbed.
In this paper, we have presented variants of wormhole attacks and their impact in
wireless sensor networks.

Keywords Wireless sensor network ⋅ Attack ⋅ Vulnerable ⋅ Wormhole

1 Introduction

Wireless sensor networks consist of densely deployed sensor nodes. Sensor nodes
are deployed in an area known as sensor fields. A sensor node consists of
analog-to-digital converter, battery, processor, and radio transceiver [1, 2]. Sensor
nodes are remotely managed. These nodes are vulnerable to many types of security
attacks [3].

In wormhole attack, one malicious node records packets from one area of the
network and through high-speed out-of-band channel tunnels to another malicious
node in different part of the network [4, 5]. In on-demand routing protocols, route
request packet is captured by one malicious node and tunnel to another malicious
node which is far away located and replied to the destination. The destination node
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believes that source node is just one or two hops away but actually it is many hops
away. The destination node sends route reply packet, and a route is created between
source and destination through malicious nodes. Wormhole attacks and damages
many ad hoc routing protocols such as ad hoc on-demand distance vector routing
(AODV) and dynamic source routing (DSR) [6]. To launch the attack, attacker does
not need to know protocol used or services offered in the network or any secret
material in the sensor node. Detecting wormhole attack is very hard, and it is a
gateway to many more attacks such as sinkhole, denial of service, jellyfish, black
hole, selective forwarding, Sybil.

Section 2 presents description of wormhole attack. In Sect. 3, we have described
variants of wormhole attacks. Simulation result and analysis are presented in
Sect. 4. Finally, conclusion is presented in Sect. 5.

2 Description of Wormhole Attack

As shown in Fig. 1, two malicious nodes M1 and M2 create a high-speed
low-latency tunnel. M1 is located in one area of the network, and M2 is located in
another area of the network. Malicious node M1 captures traffic from one area and
tunnels it to another area. Due to this, the routing process is disturbed [7, 8].
Suppose W is a source node which broadcasts route request packet to establish path
with node Y. The route request packet is captured by malicious node M1 and tunnel
to malicious node M2. Malicious node M2 replies it to node Y. Node Y sends route
reply packet to node W on the same path. After establishing the path, the data
packets send by node W to node Y follow path through the tunnel. Malicious node
can analyze the traffic, drop, delay, reorder, and modify the packets. Due to
wormhole, many more attacks can be launched.

M1 M2

A B

W

X

Y

Z

Wormhole link

Fig. 1 Wormhole attack with two malicious nodes
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3 Variants of Wormhole Attack

In [9–11], authors have presented the simulation of attacks in wireless sensor
network. In this section, we have discussed some of the variants of wormhole
attacks.

3.1 Sinkhole-Based Wormhole Attack

In this type of attack, the goal of attacker is to attract the traffic and then selectively
forward the packets. To launch this attack, two high-powered malicious nodes are
needed. An attacker put one malicious node near to the destination node and
another malicious node near to the source node. When the destination node sends
route reply packets, it is captured by first malicious node and tunnels it to second
malicious node. The tunneled RREP reaches faster to the source node compared to
the normal route. Source node and all its neighbors use path to the destination
through second malicious node. An attacker can selectively forward the packets
while dropping the others.

3.2 Denial of Service-Based Wormhole Attack

In this type of attack, when second malicious node receives route request packet
from first malicious node, it broadcasts to all its neighbors and the neighbor nodes
send it to the destination. When the neighbor nodes receive the route request packet
from the legitimate path, the packet will be dropped because it is a duplicate packet.
The RREQ forwarded through the legitimate path cannot reach the destination.
When the destination node sends route reply packet, the neighbor nodes will not
have reverse route to forward the RREP packets. The route reply packet is not
forwarded by the neighbor nodes of the destination.

3.3 Black hole-Based Wormhole Attack

When the source node broadcasts the RREQ packet, it is captured by malicious
node and tunnels to another malicious node. Second malicious node replies it to the
destination. When the destination node sends RREP packet, it is received by the
source node via tunnel. In this way, path is created between source and destination
via malicious nodes. When the source node sends data packets, the packets will be
dropped by the malicious node. It creates a black hole attack.
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In indirect black hole attack, a route reply packet is captured by the malicious
node M and it is tunneled to the target node T. The target node T forwards it to the
source node. The source node and all other neighbor nodes mark the target node T
as the first hop neighbor. The target node T has incomplete route toward the
destination. Due to this, all packets are dropped. It creates an indirect black hole
attack.

3.4 Jellyfish-Based Wormhole Attack

During the route discovery process, two malicious nodes establish tunnel and all the
traffic reaches to the destination via this tunnel. Malicious node can launch jellyfish
attack in three different ways: (1) jellyfish attack by reordering the packets in which
an attacker node reorders the data packets before the packets are forwarded,
(2) jellyfish periodic dropping attack in which an attacker selectively drops the
packets, and (3) jellyfish delay variance attack in which an attacker delays packets
randomly.

4 Result and Analysis

We have simulated variants of wormhole attacks in NS2. We assumed that all
sensor nodes are static. We have measured packet delivery ratio and throughput for
two scenarios: without creating the attack and after creating the attack. Packet
delivery ratio is used to measure the no. of packets delivered to the destination node
to that of the packets delivered from the source node. Throughput is the no. of data
packets delivered from source to the destination per unit of time. The results of
sinkhole-based wormhole attack are given in Table 1, denial of service-based
wormhole attack are given in Table 2, black hole-based wormhole attack are given
in Table 3, and jellyfish-based wormhole attack are given in Table 4.

Table 1 Result of sinkhole-based wormhole attack

No. of nodes Without attack
PDF (%)

With attack
PDF (%)

Without attack
throughput (KBPS)

With attack
throughput (KBPS)

60 99.70 85.14 84 72.15
80 99.76 85.90 84.75 72.90
100 99.78 86.20 85.10 73.20
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5 Conclusion

To launch the wormhole attack, attacker does not need to break any cryptography
mechanism. Wormhole is very dangerous for wireless sensor network as it is the
gateway for many attacks. We have presented the impact of all these attacks in
wireless sensor network. During the attack, packet delivery ratio and throughput
decrease sharply. Impact of multiple wormhole attackers in wireless sensor network
is a future research issue.
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Optimal Choice Between Chemotherapy
and Immunotherapy for Leukemia
Treatment Depends on Individual
Patients’ Patho-physiological State

Probir Kumar Dhar, Tarun Kanti Naskar and Durjoy Majumder

Abstract Chemotherapy is the firsthand choice of any cancer therapy including
leukemia. However, immunosuppression is commonly seen in leukemic patients.
So for the management of leukemia, cytokine-based immunotherapy is also sug-
gested as either a combination therapy along with the conventional chemotherapy
or alone. However, therapy is applied on individual patients on the basis of
evidence-based medicine, i.e., population-based statistical analysis and/or on the
basis of clinicians’ personal experience. Here, we propose an analytical rationality
for therapeutic selection among these two options. Our simulation runs suggest that
choice would be based on individual patients’ patho-physiological state like
immunity profile or another hematological status. Simulation runs also suggest that
in some cases chemotherapy may bring detrimental effect and direct immunother-
apy would be beneficial for long-term successful therapeutic outcome. Further, this
model helps in the optimization of cytokine-based immunotherapy protocol.
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1 Introduction

Considering immunity, several models of solid tumors are available. These models
were designed with competition between tumor and immunocytes which are
basically the representation of predator–prey systems in ecology [1–5]. Later, host
immunity and tumor interaction within tumor microenvironment are considered in
model [6]. Role of antibody in the efficiency of cellular immunity is also considered
in model [7].

However, very few models have considered immunotherapeutic strategy under
the condition of leukemia. Considering chronic myeloid leukemia (CML), it is
postulated that in application of lower dose chemotherapy, outcome will depend on
individual patients’ T cell population [8]. Immune-boosting mechanism may
facilitate the possibility of therapeutic outcome [9]. However, further analytical
work negates the therapeutic strategy of combined application of lower dose
chemotherapy with G-CSF in CML [10].

So far, majority of the immunity-based leukemia models do not consider the
other lineages of the hematopoietic system (like RBC and platelets) and hence
ignore the effects of toxicity imposed by leukemic cells or drug-related toxicity on
the normal counterpart of the hematopoietic system. These limitations have been
overcome in a delay ordinary differential equation (DODE)-based model of leu-
kemia [11, 12]. Inclusion of toxicity effect makes the system move toward the
physiological collapse and represents immune suppression and pancytopenic fea-
ture that are commonly observed in leukemia condition [11]. Flexibility of this
model offers a special feature to test the efficacy of different therapeutic strategies or
their combinations like chemotherapy and/or immunotherapy (cytokine-based or
adoptive immunotherapy).

Conventionally, immunotherapy is applied synergistically with chemotherapy,
and in clinic, it is generally applied after the completion of chemotherapy. This is
practiced with the assumption that chemotherapy reduces the tumor (leukemic)
load, and thereby, immune system can overrule within the physiological system.
However, drug toxicity and toxicity imposed by malignant (leukemic) cells are the
realistic limitations in clinic toward the outcome of chemo-/immunotherapy
application. Application of myeloablative chemotherapeutic drug simultaneously
eliminates the immune population to such a lower level that application of
immune-boosting agent fails to generate immune population to counter leukemic
load as well as other normal (cellular) counterpart of the hematopoietic system.
Through this analytical model, here we propose an analytical framework to opti-
mize not only the patient-specific treatment selection but also the dose, duration,
and time of application.
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2 Modeling Methods

A DODE model was developed to test the efficacies of different therapeutic
strategies, namely low-dose chemotherapy (CHEMO), high-dose myeloablative
chemotherapy (MYL) along with RBC (TRBC) and platelet (TPLATELET) transfusion,
and immune-boosting agent as cytokine (CYT) [11, 12]. The developed model cells
with three states, i.e., normal cell (g), drug-sensitive cell (s), and dug-resistive cell
(r), have been considered. Each cellular state belongs to three lineages—erythro-
cytic, leukocytic, and megakaryocyte lineage. According to the cell maturity level
in each lineage, three types of cell, i.e., stem cell (S), precursor cell (erythroblast,
P1; leukoblast, P2; megakaryoblast, P3); and mature cell (RBC, B1; WBC, B2, and
platelet, B3), population are considered (Table 1). Different considered variables
and their parametric values (along with their unit) that are used in model are already
described in ref. [12]. Algorithmic steps for model development are represented
stepwise in Fig. 1. The model is represented by the following DODE.

NðkÞ=AN k− 1ð Þ+ ∑
4

m=1
AmN k− dkmð Þ+RBCtf TRBC kð Þ

+PLATELETtf TPLATLET kð Þ
ð1Þ

where N(k) = [N1(k); N2(k); …; N21(k)], N(k-1) = [N1(k − 1); N2(k − 1); …;
N21(k − 1)], N(k − dk1) = [N1(k − dk1); N2(k − dk1); …; N21(k − dk1)], N(k −
dk2) = [N1(k − dk2); N2(k − dk2); …;N21(k − dk2)], N(k − dk3) = [N1(k − dk3);
N2(k − dk3); …; N21(k − dk3)], N(k − dk4) = [N1(k − dk4); N2(k − dk4); …;
N21(k − dk4)].

In Eq. 1, matrix A is a [21 × 21] matrix whose diagonal elements ai,j are
represented by (1 + mNx − c1 × Nxdr − aNx − CNxy − CNxz − Cmyl × MylNx
dmyl(k) + CCYT × mDCYT × dCYT(k)) where (i, j) ≡ (1,1), (2,2), (3,3),… (21,21).
In Nx, x denotes the cellular state (i.e., normal (g), drug-sensitive (s), and
drug-resistive (r)) of concerned cell type (N). For example, P2s represents
drug-sensitive (s) leukoblast (P2) cell type. Again the multiplication rate, apoptosis
rate, and differentiation rate of the concerned cell type (Nx) are denoted by mNx, aNx,
Nxdr. c1 works as an ON/OFF switch for cell differentiation. It will become ON on
the day of differentiation of the concerned progenitor cell. CNxy and CNxz are
representing the conversion rate (C) from concerned cellular state (represented by
first subscript) to another cellular state (represented by second subscript). For
example, CP2rs represents conversation rate of leukocyte cell type from
drug-resistive to drug-sensitive state. The matrix elements a(i, j) = CNyx + CNzx

are representing the conversion rates from other cell types where (i, j) ≡ (i-2, j-1),
(i-2, j), (i-1, j-2), (i-1, j), (i, j-2), (i, j-1)) with i = j = 3, 6, 9, 12, 15, 18, 21.

In Eq. 1, in matrix A1, a1(i, j) = Sgdr/3 is represented by (i, j) = (4,1), (7,1),
(10,1). Again, a1(i, j) ≡ Ssdr/3 where (i, j) ≡ (5,2), (8,2), (11,2). Again,
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a1(i, j) = Srdr/3 where (i, j) ≡ (6,3), (9,3), (12,3). In matrix A2, a2(i, j) = P1gdr/3
where (i, j) ≡ (13,4), for a2(i, j) = P1sdr/3 where (i, j) ≡ (14,5) and a2(i, j) =
P1rdr/3 where (i, j) ≡ (15,6). For the other elements of A2 matrix, a2(i, j) = 0. In
matrix A3, a3(i, j) = P2gdr/3 where (i, j) ≡ (16,7), for a3(i, j) = P2sdr/3 where
(i, j) ≡ (17,8), and for a3(i, j) = P2rdr/3 where (i, j) ≡ (18, 9). For the other
elements of A3 matrix, a3(i, j) = 0. In matrix A4, a4(i, j) = P3gdr/3 where
(i, j) ≡ (19,10), for a4(i, j) = P3sdr/3 where (i, j) ≡ (20,11), and for a4(i, j) =
P3rdr/3 where (i, j) ≡ (21,12). For the other elements of A4 matrix, a4(i, j) = 0.

2.1 Inclusion of Toxicity Effect

Genotypic toxicity effect due to malignancy is represented by the matrix element a
(i, j) = − Tox, where (i, j) ≡ (1,2), (1,3), (4,5), (4,6), (10,11), (10,12). Tox is a

Table 1 Considered variables in model: number of cells (Nx), multiplication rate (mNx), apoptosis
rate (aNx), differentiation rate (Nxdr), differentiation delay (Nxdt), and conversion rate (CNxy and
CNxz). In Table 1, rows marked green, blue, and gray indicate the considered variables for normal,
dug-sensitive, and drug-resistive cell, respectively

Cell type Nxa a a a a a

(Cells
/µL)

mNx

(Cells 
/day) 

aNx

(Cells 
/day)

Nxdr
(Cells 
/day) 

Nxdt
(Days)

CNxy & CNxz

(Cells/day)  

St
em

Stem cell Sg mSg aSg Sgdr Sgdt CSgs,CSgr

Ss mSs aSs Ssdr Ssdt CSsg,CSsr

Sr mSr aSr Srdr Srdt CSrg,CSrs

Pr
og

en
ito

r 
ce

ll

Erythroblast P1g mP1g aP1g P1gdr P1gdt CP1gs,CP1gr

P1s mP1s aP1s P1sdr P1sdt CP1sg,CP1sr

P1r mP1r aP1r P1rdr P1rdt CP1rg,CP1rs

Leukoblast P2g mP2g aP2g P2gdr P2gdt CP2gs,CP2gr

P2s mP2s aP2s P2sdr P2sdt CP2sg,CP2sr

P2r mP2r aP2r P2rdr P2rdt CP2rg,CP2rs

Megakaryoblast P3g mP3g aP3g P3gdr P3gdt CP3gs,CP3gr

P3s mP3s aP3s P3sdr P3sdt CP3sg,CP3sr

P3r mP3r aP3r P3rdr P3rdt CP3rg,CP3rs

M
at

ur
ed

 c
el

l

RBC B1g mB1g aB1g B1gdr B1gdt CB1gs,CB1gr

B1s mB1s aB1s B1sdr B1sdt CB1sg,CB1sr

B1r mB1r aB1r B1rdr B1rdt CB1rg,CB1rs

WBC B2g mB2g aB2g B2gdr B2gdt CB2gs,CB2gr

B2s mB2s aB2s B2sdr B2sdt CB2sg,CB2sr

B2r mB2r aB2r B2rdr B2rdt CB2rg,CB2rs

Platelet B3g mB3g aB3g B3gdr B3gdt CB3gs,CB3gr

B3s mB3s aB3s B3sdr B3sdt CB3sg,CB3sr

B3r mB3r aB3r B3rdr B3rdt CB3rg,CB3rs

aFor all parametric values, we have followed Dhar and Majumder 2015 [12]
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fractional number representing the malignancy-related toxicity effect on the normal
cell population. The high phenotypic cachexia effect due to P2r is represented by
the matrix element a(i, j) = − MTox1, where (i, j) ≡ (1,9), (4,9), (7,9), (10,9),
(13,9), (16,9), (19,9). The medium phenotypic cachexia effect due to P2s is rep-
resented by the matrix element a(i, j) = − MTox2, where (i, j) ≡ (1,8), (4,8), (7,8),
(10,8), (13,8), (16,8), (19,8). The low phenotypic cachexia effect due to B2s is
represented by the matrix element a(i, j) = − MTox3, where (i, j) ≡ (1,17), (4,17),
(7,17), (10,17), (13,17), (16,17), (19,17). The low phenotypic cachexia effect due to
B2r is represented by the matrix element a(i, j) = − MTox3, where (i, j) ≡ (1,18),
(4,18), (7,18), (10,18), (13,18), (16,18), (19,18). For the other elements of A matrix,
a(i, j) = 0. MTox1, MTox2, and MTox3 all are fractional numbers representing the
cachexia effects by P2r, P2s, B2r, and B2s on the normal cell population.

2.2 Inclusion of Immunity-Related Killing

Again, the immunity-related killing effect is represented by the matrix elements
a(i, j) = killim × killeff × CF(k − 1) where i = 2, 3, 8, 9, 17, 18, 20, 21 and for all
i, j = 16.

Fig. 1 Stepwise development of algorithm. Step1, heterogeneous cell population of the
hematopoietic system (green, blue, and gray circles representing g-type, s-type, and r-type cell
populations, respectively. The dashed black arrows indicating the feedback signals, solid black
straight arrows representing the cell differentiation, and curved solid black both side arrows
representing the conversions of cells); Step 2 includes the effect of cachexia (it is the detrimental
effect produced by the leukemic blast cells on the normal cell population that result in complex
symptoms like loss of weight) on g-type cells by the s- and r-type cells (green, blue, and black
solid arrows represent phenotypic effect of low, medium, and high cachexia, respectively, whereas
solid magenta arrows represent genotypic toxicity effect); Step 3 design of MYL and cytokine
(represented by the red part and yellow part, respectively) within the TCU (therapeutic control unit
represented by concentric circular block)
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2.3 Inclusion of Drug Application in Model

Again, dmyl represents the MYL drug profile in the system. MylNx denotes the MYL
drug sensitivity of the concerned cell type. Cmyl represents the ON/OFF switch for
MYL drug application. Again, dCYT represents the CYT drug profile in the system.
CCYT represents the ON/OFF switch for CYT drug application. mDCYT denotes the
cytokine drug sensitivity.

2.4 Inclusion of Supportive Therapy

In RBCtf matrix, RBCtf(13,1) = 1 on the day of RBC transfusion, else = 0 for
RBCtf(i, j) = 0 where i≠ 13 and j = 1. In PLATELETtf matrix, PLATE-
LETtf(19,1) = 1 on the day of platelet transfusion, else = 0 for PLATELETtf
(i, j) = 0 where i≠ 19 and j = 1.

3 Simulation Results

Simulation exercises have been carried out with the developed algorithm consid-
ering the parameter setting for a vigorously grown leukemia as presented in Dhar
and Majumder 2015 in the presence of high-dose MYL or low-dose CHEMO and
cytokine therapy either in single or in combination [12]. MATLAB 6.5 platform has
been used for simulation run. Simulation observations are depicted as follows.

3.1 Application of MYL and Cytokine Therapy

In case of (high-dose) MYL application either in single or in combination with
cytokine shows no positive outcome in terms of long-term leukemia-free survival
[12]. With MYL regimen, leukemic cell population was found to remain in lower
quantity as long as drug level in system is above a certain threshold level without
significant level of toxicity. As time progresses, with the accumulation of toxicity,
there is a delay in subsequent MYL application. As a result, with the completion of
MYL regimen, the leukemic cells are found to regain its growth in an exponential
manner.

Simulation studies indicate that at the starting point of the therapy, cytokine
application (for immune boosting) alone would be successful, provided there is a
minimum level of functional immunocytes (i.e., leukocytes that are capable of
killing leukemic cells) and this becomes the most important for long-term thera-
peutic benefit.
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Furthermore, simulation exercises suggest that though MYL can reduce leu-
kemic cells rapidly; however, prior MYL application simultaneously reduces the
leukocytic lineage to such a lower level that later cytokine application failed to
boost immunity to minimum threshold level (required to counter leukemic popu-
lation). At that time, number of leukemic cells is another determining factor that
prevents immune boosting, as at that moment leukemic cell count was enough to
produce considerable toxicity that prevents development of new leukocyte.

3.2 Application of CHEMO with Cytokine Therapy

For the above leukemic condition, rigorous simulation study has been carried out by
varying dose, application cycle, and interval for the following therapeutic strategies:
CHEMO in single, CHEMO followed by cytokine therapy, and cytokine in single.
Simulation indicates that only CHEMO application shows no positive outcome in
terms of long-term leukemia-free survival; However, an optimal choice between
CHEMO followed by cytokine therapy or cytokine in single for a successful
treatment outcome in terms of recovery of normal cell populations with the con-
straint that the simultaneous elimination of malignant counterpart from system will
depend on patients’ patho-physiological condition. It has been found that here a
judicious dosing strategy (i.e., drug dose, cycle, and interval between two suc-
cessive drug applications) is needed for the strategy of CHEMO followed by
cytokine therapy and/or cytokine in single and this plays an important role in
therapeutic success.

When chemotherapeutic drug dose was varied in steps, it was found that above a
certain higher dose (upper bound), later application of cytokine becomes unable to
ensure leukemia-free survival. This indicates chemotherapy over dose completely
removed the normal leukocytic lineage from the system (Fig. 2a). Again, variation
in chemotherapeutic drug application cycle shows similar result due to same reason
(Fig. 2b). Variation in CHEMO application interval (gap period is varied from
14 days to 16 days) while keeping the cytokine application starting day remains
fixed; i.e., on day 160, it was observed that change in interval modulates the need of
supportive therapy (number and types of transfusion). Hence, this, in turn, either
favors or inhibits the growth and development of leukemic cell population as well
as leukocytic cell population (Fig. 2c). Moreover, time gap between last CHEMO
and first application of cytokine dose and CHEMO-cytokine schedule plays an
important role in therapeutic outcome.

Thus, in the present parametric settings, for CHEMO strategy the optimized
dose, cycle number, and interval are determined (through simulation) to be 0.35, 8,
and 15 days, respectively. In the present parametric settings, leukocyte number is in
optimum level to dominate over the malignant cell in long run, and as a result,
long-term leukemia-free survival is possible.
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With 14-day interval (between two successive CHEMO doses), the gap period
between last CHEMO dose application and first CYT dose would be 10 days and
chemo schedule manages to keep the malignant cells to remain within a level (on
day 160, Sr cell count is 8.8027 against B2g as 231) so that it could be dominated
by the functional immunocytes (WBC population), whereas in case of 16-day
interval, gap period between last CHEMO and first CYT dose becomes shorten to
6 days and this chemoschedule was unable to maintain B2g to a requisite amount
(on day 160, B2g cell count is 235 against Sr as 8.84) to compete against leukemic

Fig. 2 Effect of chemotherapeutic drug (drugmyldose) on drug-resistive stem cell population (Sr)
with the variation in dose (in A), drug application cycle (in B), and drug application interval (in C).
In a, the continuous line, dotted line and dashed line correspond to drug dose (drugmyldose) 0.35,
0.345, and 0.351, respectively. In b, the continuous line, dotted line, and dashed line correspond to
cycle (nmyl) 8, 7, and 9, respectively. In c, the continuous line, dotted line, and dashed line
correspond to interval (tmyld) 14, 15, and 16 days, respectively. In all the cases, minimum WBC
number requirement to start leukemic cell killing is considered as 224. In all the plots, x-axis
represents ‘Days’ and y-axis represents ‘Counts’
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population. Hence, application of cytokine drug could not get enough target cells
(i.e., normal leukoblast cells) to boost. Hence, in this case, no positive outcome is
possible.

Simulation studies show that with the present parametric settings, delay in first
CYT drug application is also failed to control leukemic growth (Fig. 3a). From
overall simulation studies, it is noted that there should be a minimum number of
functional immunocytes (B2gmin) to start immunity-related killing of leukemic cells
and it is determined to be 224 (Fig. 3b).

3.3 Application of Cytokine Therapy Alone

With the application of cytokine drug (drugCYTdose) alone, it is assumed that min-
imum required number of WBC (B2gmin) would be 3065 to start leukemic cell
killing. With this setting, dose of cytokine (drugCYTdose) was varied in steps and it
was found that higher dose completely removes the leukemic population, whereas
below a threshold value (drugCYTdose = 0.8) cytokine therapeutic schedule was
unsuccessful to control leukemia-free survival (Fig. 4).

Fig. 3 a Effect of delay in CYT drug application starting day (tCYT) on drug-resistive stem cell
population. In the 2D graph, the continuous line corresponds to tCYT = day 160, the dotted line to
tCYT = 161, the dashed line to tCYT = 162, and the dot dashed line to tCYT = day 163. In all the
cases, minimum WBC requirement to start leukemic cell killing is considering as 224. b Variation
in minimum immunity cell population (B2gmin) to start malignant cell killing. In the 2D graph, the
continuous line corresponds to B2gmin = 223, the dotted line to B2gmin = 224, and the dashed line
to B2gmin = 225. In all the plots, x-axis represents ‘Days’ and y-axis represents ‘Counts’
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4 Discussion

Through this model, the conventional competitive approach of tumor immune
system dynamics can be represented. This model shows therapeutic success will
depend on immune potentiation. This corroborates the earlier model [8]. Moreover,
this observation adds the finding that this can be true for acute leukemic cases, as all
simulations are carried out with vigorously growing leukemia.

Our developed model also confirmed the previous finding of Michor et al.
2005 that combination of low-dose chemotherapy and cytokine has no extra ther-
apeutic benefit [13]. However, here we have identified the condition and mecha-
nism. Prior applications of MYL have a deteriorating effect on immunocytes of
system, and hence, later application of cytokine is unable to provide
immune-potentiating effect due to unavailability of cytokine target cells (im-
munocytes). Moreover, our simulation study shows that a minimal level of func-
tional immunocytes, if present in the system then, there is no need of prior
MYL application.

Through this analytical model, cytokine-dosing strategy can be optimized
depending on the patients’ patho-physiological state, i.e., leukemic burden, number
of functional immunocytes, and sensitized immunocytes. In the model, immune
potentiation is considered in terms of functional immunocytes. Therefore, through
this model, efficacy of adoptive immune therapy can also be assessed. We hope this
analytical model not only helps in choosing the right therapeutic regimen but also
provides a way out in designing therapy in leukemia patients.

Fig. 4 a Effect of cytokine dose (drugCYTdose) on drug-resistive stem cell population. In the 2D
graph, the continuous line corresponds to drugCYTdose = 1, the dotted line to drugCYTdose = 0.9,
and the dashed line to drugCYTdose = 0.8. b The figure on the right is a zoomed version of the
figure in the center. Here, minimum WBC requirement to start leukemic cell killing is considered
as 3065. In all the plots, x-axis represents ‘Days’ and y-axis represents ‘Counts’
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Trusted Model for Virtual Machine
Security in Cloud Computing

K. Sathya Narayana and Syam Kumar Pasupuleti

Abstract With growing of cloud computing, security of virtual machines also
increases due to malicious insiders and external attackers. Virtual machines (VMs) in
cloud computing need to be protected, since they are hosting critical data. In this
paper, we propose trusted model for VM security in cloud computing. In our model,
we encrypt the VM image and store in cloud, and it stops inside attackers from
violating the confidentiality. Then, trusted third party (TTP) keeps on monitoring the
VMs in cloud for integrity of VMs. Further, we are improving the availability of
virtual machines using snapshot technique. Snapshot is very useful when VM is lost.
Through security analysis, we prove confidentiality, integrity, and availability of VM.
We evaluate the performance of our scheme in performance analysis.

Keywords Cloud computing ⋅ Virtual machine (VM) ⋅ Confidentiality
Integrity and availability ⋅ Hypervisor

1 Introduction

Cloud computing is rapidly increasing due to its benefits such as low cost and
scalability. In cloud computing model, physical resources are virtualized and
delivered to end users. These virtualized resources are created using virtualization
software. This is called hypervisor or virtual machine monitor (VMM). Hypervisor
is a platform; it allows multiple OSs run on single physical machine. There are two
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types of hypervisors: type 1 hypervisor (bare metal hypervisor) and type 2
hypervisor (hosted hypervisor).

In type 1 (Fig. 1), hypervisor is directly run on physical hardware and com-
municates with hardware directly. There is a privilege domain which manages the
guest virtual machines and controls the resource sharing between the virtual
machines. In type 2 (Fig. 2), hypervisor is run above the host operating system and
communicates with hardware though OS. Host operating system is managing and
controlling the virtual machines. In the security point of view, type 1 environment is
far better than type 2 environment. In type 2 environment, attackers easily com-
promise the hypervisors because vulnerabilities are more in the type 2 environment
because host operating system has larger code. But in type 1 environment, privi-
leged domain has lesser code and less vulnerability. Even though privileged domain
(Management VM) is also untrusted because it has whole operating system, device
drivers, and also software components of VM management.

However, VMs in cloud computing are insecure due to following reasons:
(1) Virtual machine configuration can be modified during virtual machine load time

Fig. 1 Type 1

Fig. 2 Type 2
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or run time. (2) Since multiple users share the same physical hardware, malicious
users can attack the other VMs by injecting malicious code. (3) When virtual
machine migrates, the information of VM may leak. (4) External attackers may
attack the software components of a cloud environment.

To secure the VMs in cloud computing, recently Jinho Seol et al. [1] proposed
cloud architecture, which isolates VM owner’s data from malicious management
VMs or cloud administrators using hardware security module. Such restriction
protects the VM owner’s data from malicious cloud administrators. But in per-
formance point of view, it has minimal penalties. Similarly, Chunxiao Li et al. [2]
proposed a secure execution environment on virtualized computing platform under
assumption of an untrusted management operating system. This is a secured vir-
tualization architecture, even under an untrusted management operating system. But
it creates high computation overhead on server.

In this paper, we propose a trusted model for VM security in cloud computing.
In our model, first data owner generates key pair and encrypts the virtual machines
using key. Key generation module has cryptographic keys. These keys are deliv-
ering to encryption/decryption module for encrypt or decrypt the virtual images.
Then, our model uses trusted third party to verify the integrity information of virtual
machines. The trusted third party is separated from the cloud because these attacks
on the virtual machines will be reduced. For availability of virtual machine, we are
using snapshot. Through the security and performance analysis, we prove security
and efficiency of our model.

The main contributions of our paper as follows:

• We propose trusted model for securing VMs in cloud, and this encrypts the VM
image and stores it in cloud for confidentiality.

• Then, we use trusted third party to verify the integrity of VMs in cloud.
• We ensure availability of VM by using snapshot technique in cloud.
• We analyze the security and performance of our scheme through security and

performance analysis.

Rest of the paper is organized as follows: Problem statement is described in
Sect. 2, proposed method is described in Sect. 3, security and performance analysis
are discussed in Sects. 4 and 5, respectively, and finally, conclusion is described in
Sect. 7.

2 Problem Statement

2.1 System Architecture

The system architecture consists of three entities: data owner, cloud server, and
trusted party (Fig. 3).
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Data owner: The data owner creates VM and stores it in cloud.
Cloud server: The cloud server provides platform for creating VMs.
Trusted third party: The TTP verifies the integrity of VMs.

2.2 System Model

Securing the virtual machines from malicious insiders and hypervisor level, attacks
are difficult task. In untrusted cloud computing environment, an attacker can easily
compromise the VM and access data from VMs. Thus, confidentiality, integrity,
and availability of VMs in cloud need to be protected. In traditional methods, guest
user encrypting the virtual machines and storing these keys in the cloud, it would be
chance for steeling the cryptographic keys by cloud service provider and access the
VM. To address these issues, we propose a trusted model to secure VM in cloud
computing, and it ensures the confidentially, integrity, and availability of VM
image in cloud.

2.3 Threat Model

In threat model, we consider following attacks, which are occurred in virtual
environment.

• Untrusted cryptographic environment: Cryptographic operations are occurred
in privileged VM. Decrypted VM is stored in memory of privileged VM. So
plaintext of the VMs is stored in memory of privileged VM. Cloud administrator
easily accesses the plaintext of VM by using root access on privileged VM.

• Violating the integrity of virtual machines: Cloud providers can easily change
the virtual machines by accessing on storage devices.

Fig. 3 System architecture
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• Man-in-middle attack: When guest users are accessing the virtual machines,
cloud administrator sends the access of corrupted VM than allocated VM.

• Unauthorized login: Many cloud service providers are storing the crypto-
graphic keys of virtual machines in their servers. Because of this, cloud mali-
cious insiders access VMs and login the VMs without user concern.

• Untrusted management: The guest user sends a request (shutdown the VM) to
cloud administrators to shutdown the VM. They ignore to shutdown the VM.
But guest user thinks that VM is stopped. By this, VM is running without user
concern. Zero-day attacks are easily happened in these VMs.

2.4 Design Goals

We propose a trusted model to ensure the following goals:

• Confidentiality: protect data of VM from illegal access by unauthorized users.
• Integrity: protect the correctness of data from attackers.
• Availability: make virtual machines in cloud which should be available to the

users.

3 Proposed Method

We propose cloud architecture; it protects the security of guest VMs by providing
confidentiality, integrity, and availability. Our proposed method consists of five
phases: (1) key generation module, (2) encryption module, (3) integrity module,
(4) decryption module, and (5) availability module.

3.1 Key Generation Module

Key generation is responsible to generate the keys used for encryption. Generate
using random bit generator. Key generation module is presented in key manage-
ment. In the key generation module, generate the two pair keys (Uk, Vk). Uk is
public key generated in trusted authority. Uk ∈ (g, Zp)—here p is prime, g is
random bits generated by random bit generator. Uk is a public key for all the VMs,
and Vk is sent to the decryption module by secure channel.
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3.2 Encryption Module

When a user stops the running virtual machine, then VM data stores in cloud. The
encryption module encrypts the VM data before it stores in cloud. Encryption
module interacts with key generation module to get encryption keys to encrypt the
image. For encrypt the VM images, we are using asymmetric key like RSA. After
encryption process, encryption module sends the VM image to cloud. These
encrypted VM images are protected from the attacks and illegal access by attackers.
The procedure for encryption is as follows:

Plain VM images (VMp): This is original VM images.
Encrypted VM images (VMc): This is encrypted VM images. This is created after
processing of encryption module using Eq. (1).

VMc =Ef VMp, Uk
� � ð1Þ

where Uk is a public key, and Ef is the encryption function.

3.3 Integrity Verification Module

The main idea of integrity verification is to improve and protect the correctness of
data. Initially, the data owner generates hash values for encrypted image using
Eq. (2) and sends to the trusted third party. The TTP collects the hash values of
every running process by Eq. (3) and compares the present hash value with initial
value which is shown in Eq. (4), if both are identical send the message, integrity is
protected. Otherwise, integrity of the VM lost.

(i) Initial virtual machine hash values are

h1 =H VMcð Þ ð2Þ

(ii) TTP collected VM hash values are

h2 =H VMcð Þ ð3Þ

(iii) Compare the both hash values and send the results to the data owner.

VMh = ðh1 ≡ h2Þ ð4Þ

After integrity verification, the results send to data owner.
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3.4 Decryption Module

If integrity of VM is protected, then data owner decrypts the VM image in cloud for
accessing it. The major functionality of image decryption module is to decrypt the
VM image. It intercepts a request to stored image from the disk. After getting VM
image from disk, data owner decrypts VM image using private key as shown in
Eq. (5).

Stored VM image = VMc

Data owner key or private key = Vk

Decrypt the virtual image obtained from storage

VMd =Df VMc,Vkð Þ ð5Þ

Df is a decryption function.

3.5 Availability Module

To obtain availability of the VMs, we are using snapshot technique, which is a
default property of hypervisor.

Snapshot: Snapshot in virtualization is file-based snapshot, and snapshots save the
state of the virtual machine, VM image, and configuration of the virtual machine
certain point of time. We can make several snapshots during the virtual machines
running. It provides the user to come previous state of the virtual machine by using
snapshot. When user wants to reproduces the same virtual machine environment in
different situations, snapshot provides such environments.

Live migration [9] is also used for providing availability of the virtual machines.
Live migration is transfer the virtual machines from one physical system to another
physical system with low downtime when current physical system lack of resour-
ces. Hybrid approach [10] technique is used for better live migration with low
downtime. This technique was using both pre-copy and post-copy of traditional live
migration methods.

4 Security Analysis

In this section, we analyze our proposed method on security terms. In this, we
consider three aspects of VM security: confidentiality, integrity, and availability.
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4.1 Confidentiality

In the encryption module, after user shutdown the VMs, these VMs are encrypted
before stored in the cloud. The encrypted keys of these VMs are stored in the
trusted third party not in the cloud. This will provide protection to the VMs from the
inside attacks. To protect confidentiality of the virtual machine, we built secure
connection between guest user and VM images. By this, we can stop man-in-middle
attacks on virtual machines. Hence, virtual machine image encryption protects the
confidentiality of VM data from any unauthorized copying of virtual machines.

4.2 Integrity

The integrity of the virtual machines is protected securely by verifying the integrity
in trusted third party. It is effective way to verify the integrity of the VM. Hash
values of VMs are collected and those hash values are sent to the trusted third party.
VMs encrypted and stored in the cloud after shutdown of the VMs. Our integrity
verification method detects the any intrusions in the virtual machine (data, con-
figurations, and applications) to stop affecting the virtual environment.

4.3 Availability

For the availability of the virtual machine, we are using snapshot, which is the basic
property of hypervisor. Applications running in the VMs are accidently stopped or
corrupted. In this time, snapshots are working as recovery points. It will avoid the
VM delete and work as backup data.

5 Performance Analysis

In this section, we evaluate the performance of our proposed method in terms of
computation overhead and communication overhead.

In our experiment, we set up the cloud platform using open stack. This platform
consists of two servers: controller and compute. The controller node system
requirements of our scheme Intel i7-6500U with 16 GB RAM and for computing
node Intel i5-2450U with 4 GB RAM. The TTP machine set ups with 4 GB RAM,
2 core. We used pairing cryptography library in our experiment.
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5.1 Computation Overhead

Computation power of our scheme would be calculated in three modules. These are
encryption, decryption, and integrity check module.

In encryption and decryption modules, we measure the performances of guest
images using cryptographic operations. In our method, we used RSA 256-bit
algorithm for encryption and decryption. Figure 4a, b shows the computation
overhead of encryption and decryption modules, respectively. From Fig. 4a, b, we
can observe that as soon as the size of VM is increasing, computation cost is also
increasing linearly.

In integrity phase, we use SHA-1 hashing algorithm to generate the hash value
of VMs, and it has more rounds to mix the information; so it is unable to break the
hashing of VMs. It is a fastest hashing function for short strings. From Fig. 5, we
can see the computation cost for integrity verification.
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Fig. 4 a Computation overhead of encryption module. b Computation overhead of decryption
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6 Related Work

Recently, several methods have been proposed to address the security of guest VMs
in cloud computing.

Jinho Seol et al. [1] proposed a cloud architecture, which protects guest users’
data from cloud administrators using hardware security module. They are giving
priority to provide protection from internal attacks than external attacks. They are
providing restricted interfaces for privileged domain, and it would be creating
communication overhead between privileged domain and guest VMs. Chunxiao Li
et al. [2] proposed security architecture for securing the virtual machine images
from untrusted management environment. In this method, execution environment is
protected from inside attacks by modifying hypervisor. For securing the storage of
guest VMs, a guest user should encrypt the VM images or should provide master
key for cryptographic operations. However, these actions are burden for guest users.

WANG Chunlu et al. [3] present an integrity validation framework that provides
integrity verification for virtual images on real time. In this method, they are
concentrating on providing a correctness of data by integrity verification. However,
this scheme lacks in providing confidentiality of virtual machines. Seongwook et al.
[4] proposed an H-SVM; it is a hardware-based approach for protecting the virtual
machines from untrusted hypervisor. In this method, hypervisor has low access to
memory pages in hardware. But hypervisor is still participating to allocate the
memory pages to the virtual machine for better resource management. However, in
this scheme, dynamic page mapping and unmapping of memory pages slow down
the performance of virtual machines. Muhamamad Kazim et al. [5] proposed a
security method that providing protection for virtual disk images in cloud by
encryption. Their proposed method is used to protect disk images from data leakage
and malware attacks. However, this scheme lacks in correctness of VM disk ima-
ges. C. Ram et al. [6] proposed a method that gets maximum security by using a
cryptographic coprocessor. However, these approaches are focused on protecting
specific operations rather than protecting entire execution environment. F. Zhang
et al. [7] proposed the nested virtualization method that is cloud-visor adding
addition hypervisor layer. If hypervisor was compromised, nested hypervisor
should provide confidentiality and integrity of the virtual machine. However, per-
formance degradation occurs because the nested hypervisor intercedes between
guest VMs and hypervisors. X. Chen et al. [8] proposed a method overshadow that
creates a multishadowing; this method shows a different view of memory pages
according to access level. It gives additional layer of protection for application
under vulnerable guest OS. However, this method is concentrating only on memory
pages of data. But our method protects the entire execution environment. Ashima
Agarwal et al. [9] explain a live migration; this technique is providing availability
of the virtual machines. Live migration transfers the virtual machines from one
physical system to another physical system with low downtime when current
physical system lack of resources. Shashank Sahni et al. [10] proposed a hybrid
approach for live migration; this technique is used for better live migration with low
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downtime. This technique is using both pre-copy and post-copy of traditional live
migration methods. However, we are using snapshot technique for availability of
the VMs instead of live migration.

7 Conclusion

In this paper, we proposed a trusted third party for protecting VMs in cloud
computing. In our model, we encrypt the VM image and store in cloud for confi-
dentiality of VM. Later, we verified the integrity of VM by trusted party using
cryptographic hash functions. For availability of VM, we used snapshot method to
backup the VM data. Through the security analysis, we proved the confidentiality,
integrity, and availability of VM in cloud. We analyzed the performance of our
scheme in performance analysis. Hence, this trusted model will protect the VMs in
cloud.
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An Efficient Technique for Medical
Image Enhancement Based on Interval
Type-2 Fuzzy Set Logic

Dibya Jyoti Bora and R. S. Thakur

Abstract Medical images are generally of poor contrast and hence needs a special
enhancement technique to improve the visibility before further analysis on those
images can be done. The membership function in a Type-1 fuzzy set is not properly
defined and hence there lie uncertainties in the result. But, type-2 fuzzy set con-
siders uncertainty in the type-1 membership function itself. Hence, a type-2 fuzzy
set based enhancement technique is introduced in this paper. A new membership
function is defined. Through the new membership function, the fuzziness of the
image is reduced to a great level which automatically enhances its contrast. The
results obtained are found better than the traditional state of the art algorithms.

Keywords Image enhancement ⋅ Contrast improvement ⋅ Entropy
Fuzzy image processing ⋅ Medical image ⋅ Type-2 fuzzy set

1 Introduction

Medical images are poorly illuminated and often suffer from low contrast [1]. These
poor contrast images may hamper in the process of proper diagnosis of patients.
Since the poor quality of images leads to information loss in the image and hence
results in inaccurate analysis. So, there arises the need of a proper enhancement
technique to increase the visibility of poor contrast images. The crisp based tech-
nique is not sufficient enough to deal with the vagueness present in a medical image.
So, fuzzy set-based techniques are suggested for medical image enhancement [1].
Zadeh [2] first introduced the concept of the fuzzy set where a membership function
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is used for finding out the degree of contribution of every pixel towards the fuzzy set.
The values of the membership degree lie in [0, 1]. But, the membership function
defined is not definite and results may vary from researcher to researcher depending
on the type of the membership function like Gaussian, triangular etc. So, Zadeh [3]
again brought the concept of type-2 fuzzy set concept in [3]. In the type-2 fuzzy set,
the membership function of the type-1 fuzzy set is also considered fuzzy and it is
again refined by a new membership function which is an interval based on proper
lower and upper bound. The enhancing power of type-2 fuzzy set based enhance-
ment technique is totally dependent on how efficient the new membership function
is. So, in this paper, we have defined a new efficient membership function. On
deriving this membership function, we have gone through the different membership
functions presented by the authors in [4–6]. Although the current enhancement
technique is employed on gray medical images, the same can be easily extended to
color medical images by choosing a suitable color space for color based
computations [7].

The rest of the paper is organized as follows: in Sect. 2, previous work done in
the field and motivation towards proposed work are presented. In Sect. 3, the
definition of the image in fuzzy logic is illustrated. In Sect. 4, an in-depth dis-
cussion on type-2 fuzzy set is carried out. In Sect. 5, the methodology of the
proposed approach is described by properly illustrating the involved techniques.
Section 6 is the experiment and result discussion section. Finally, the conclusion is
drawn at Sect. 7.

2 Related Works and Motivation Towards
Proposed Work

Ensafi et al. [6] showed that type-2 fuzzy logic system is performing better contrast
enhancement than the type-1 fuzzy counterpart. For the type-2 fuzzy enhancement,
they have introduced a new membership function. The proposed technique is
actually extended type-2 version of the type-1 adaptive fuzzy histogram
hyperbolization.

Lin et al. [8] proposed a novel method FACE (Fuzzy Automatic Contrast
Enhancement) which first performs fuzzy clustering of the input image where the
pixels with same colors in the CIELAB color space are classified into analogous
clusters with smaller characteristics. In each cluster, pixels are spread out from the
center to enhance the contrast. The authors introduced a universal contrast
enhancement variable and optimize its value to maximize entropy value.

In [9, 10], Chaira introduced a type-2 fuzzy set based medical image contrast
enhancement technique where she used Hamacher T co-norm as an aggregation
operator to form a new membership function. The new membership function pro-
duces the enhanced version of the original image. The type-2 fuzzy set has the
benefit that it considers fuzziness in the membership function itself.
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Tizhoosh et al. [11] introduced the concept of image enhancement through fuzzy
histogram hyperbolization. They then brought the concept of local adaptive feature
to two previous fuzzy enhancement techniques: minimization of fuzziness and
fuzzy histogram hyperbolization and obtained results far better than their global
version [12].

In [13], Tizhoosh used type-2 fuzzy set-based technique for thresholding images
through a new measure of ultrafuzziness. The author demonstrated the efficiency of
the proposed technique by thresholding laser cladding images.

Bansal et al. [14] introduced a fingerprint image enhancement technique where
they first pre-process the image with Hong’s algorithm after that apply type-2 fuzzy
logic to produce the final enhancement. The efficiency of the proposed technique is
proved through experiments in several images.

From the literature, it is observed that medical images contain a very high level
of vagueness which is not possible to be removed using type-1 fuzzy set-based
techniques because of the crisp nature of the membership function. So, type-2 fuzzy
set-based techniques are developed to deal with the fuzziness of the type-1 mem-
bership function. The capability of the type-2 fuzzy set is fully dependent on the
new membership function. So, specifically from the works of Ensafi et al. [6] and
Chaira [9, 10], we have been motivated to design a new membership function
whose value ultimately offers the enhancement version of the input low contrast
medical image.

3 Definition of Image in Fuzzy Logic

Fuzzy set for the first time is introduced by Zadeh [2] in 1965. A fuzzy set F can be
defined as a pair (X, μ) where X is a class of objects {x1, x2, . . . . . . . . . , xn} with
continuous grades of membership in X measured with a membership function μ,
such that μ: X→ ½0, 1�. The fuzzy set F can also be represented as
fμðx1Þ ̸x1, μðx2Þ ̸x2, . . . . . . , μðxnÞ ̸xng. If μðxÞ=0, then x not considered as an
object of class X, while if, then x is regarded as fully belong to X. If, then x is
considered as a fuzzy object. The support of ðX, μÞ is the set fx∈XjμðxÞ>0g and
the core or kernel is fxjμðxÞ=1g[15].

A formal fuzzy image processing step can be depicted through the following
Fig. 1:

More formally, a definition of image processing in fuzzy logic can be put
forward [16, 17] in the following way:

Consider, I x, yð Þ is our original image. F is the set of mappings which map
I x, yð Þ into the fuzzy domain 0, 1ð Þ (perception domain). Here perception refers to
any subjective characteristic of the concerned image. In the fuzzy domain, the
image is represented by If (x, y). A set of fuzzy operators ξ, say, changes this fuzzy
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image If x, yð Þ into If ðx, yÞ′. Finally, a defuzzification function D transfers it back to
the original domain.

In fuzzy logic [16], an image If of size M ×N and L gray levels is considered as
an array of fuzzy singletons where every singleton has a value of membership
which denotes its degree of brightness level from 0 to L-1. A fuzzy singleton
represents a fuzzy set with one supporting point. So, mathematically we can write
the equation of the image If in the fuzzy set as follows:

If =⋃m⋃n
μðgmnÞ
gmn

ð1Þ

where gmn is the gray value associated with the (m, n)th pixel and μðgmnÞ is its
membership value. Different subjective properties of the image like sharpness,
brightness, edginess etc. can be characterized by the membership function either
globally or locally [17].

4 Type-2 Fuzzy Set

In 1975, Zadeh introduced the concept of the type-2 fuzzy set [3]. The uncertainty
exists in the membership function of Type-1 membership function leads to the
invention of the type-2 fuzzy set. The type-2 fuzzy set is an extension of the type-1
fuzzy set and found very useful in cases when there arises difficulty in agreeing on
the accuracy of the type-1 membership function due to vagueness in its shape,
location or other such parameters [6, 18]. Mainly four such reasons are identified
which fuels the uncertainty [6, 18] which are: (i) uncertainty in the meaning of the
words, (ii) penalty associated with a histogram of values, (iii) uncertainty in the
measurements, and (iv) noise present in the data.

Fig. 1 Fuzzy image processing
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Now, in Zadeh’s type-2 fuzzy set, the membership function is bound under
interval based values with proper upper and lower bound. It implies that type-1
membership function is blurred to obtain the type-2 membership function. Mendel
et al. showed this in their paper [18] and the following diagram (Fig. 2) from the
same paper illustrates this fact.

Say A be a type-2 fuzzy set. It can be represented as follows [9, 10, 12]:

ATYPEII = x, μ⌢Aðx, uÞj∀x∈X,∀u∈ Jx⊆½0, 1�
n o

ð2Þ

where μ
⌢

Aðx, μÞ is the Type II membership function, Jx is the primary membership
function of x and the upper and lower limits (shown clearly in Fig. 3) are defined
as:

μupper = ½Jx�α

μlower = ½Jx�1 ̸α ð3Þ

where 0 < α ≤ 1.
The FOOTPRINT OF UNCERTAINTY (FOU) is used to show the uncertainty

in the primary membership of a type-2 fuzzy set. The following equation expresses
the FOU in terms of the primary membership function Jx:

FOUðATYPEIIÞ=⋃x∈XJx ð4Þ

Fig. 2 a Type-1 membership
function; b Blurriness invokes
the type-2 membership
function

Fig. 3 Type-1 and Type-2
fuzzy set membership area
with respect to upper and
lower limit
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Because of its capability to deal with uncertainty in a much better way than its
counterparts like the type-1 fuzzy set, intuitionistic fuzzy set, type-2 fuzzy set has
been used in major areas of image processing like edge detection, thresholding,
image enhancement and image segmentation [4, 9, 10, 13, 19]. In image
enhancement, it is proved quite beneficial [9, 10]. The efficiency of type-2 fuzzy set
on image enhancement is fully dependent on how cleverly the type-2 membership
function is defined.

5 Methodology of the Proposed Approach

The proposed technique is mainly based on the works presented in [6, 9, 10].
First, the image I of size M ×N is fuzzified using the following primary mem-

bership function Jx as:

Jx =
I − Imin

Imax − Imin
ð5Þ

where I is the gray level of the image (say A) of the range 0 to L-1, Imin is the
minimum gray value and Imax is the maximum gray value.

Now, next thing we need to define upper and lower bounds so that an interval
based type-2 fuzzy set can be constructed. These upper and lower bounds can be
easily calculated with the Eqs. (3) described in Sect. 4. Here, we need to find an
optimal value of α through trial and error strategy.

Now, for designing the new membership function, we focus on the fact that a
darker region should look brighter. This is possible if we somehow make a higher
value of μupper for dark portion as it will lead to having higher gray values for them.
Based on this idea, we have introduced following Eq. (6) for calculating the new
membership function:

μ
⌢

A =
μlow ⋅ λ+ μhigh ⋅ ð1− λÞ
1− ð1− λÞ ⋅ μlow ⋅ μhigh

ð6Þ

where λ is calculated using the equation below:

λ=
Imean
L

ð7Þ

where Imean is the mean gray value calculated from the image and L is the number
of gray levels in the image.
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In the Eq. (6), a greater portion of μhigh is allocated in the numerator section and
finally, a normalized output is obtained through the division with the defined
denominator in the equation.

6 Experiment and Results Discussion

In this section, the efficiency of the proposed technique is verified through proper
experiments conducted on some poor contrast medical images collected from
MedPix imaging database [20]. Matlab is used for implementing the proposed
technique. Experiments are conducted on a system with i-5 processor and 64-bit
Windows 10 operating system. We have compared our results with some state of
the art algorithms CLAHE [21] (where clip limits are determined with a binary
search based technique described in [22]) and an intuitionistic fuzzy image
enhancement technique introduced in [1].

Now, first, we try to find the value of α which will give a better enhancement
result. For that, we adopted trial and error strategy. We begin with α = 0.3 and ends
with α=0.8.

From the results (shown in the above Fig. 4), it is clearly visible that
enhancement result is better for α≥ 0.7. So, we have fixed our α value as 0.7 for the
rest of the experiments.

The experiments are conducted on more than 30 different medical images. The
results and comparative study are provided below for four such images in Fig. 5.

To compare the results both subjective and objective evaluations are carried out.
They are demonstrated below:

Fig. 4 a Original Image; b Result for α=0.3; c Result for α=0.4; d Result for α=0.5; e Result
for α=0.6; f Result for α=0.7; g Result for α=0.8
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6.1 Subjective Evaluations

Subjective evaluation is carried out on the experimental results by 5 experts from
the field. Mean Opinion Score (MOS) [6] has been determined by the experts for
the proposed approach based on how much contrast is enhanced with the lesser
appearance of vagueness in the boundaries and region of interests. The score 1

Image 1:

Image 2: 

Image 3:

Image 4: 

(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

(a) (b) (c) (d)

Fig. 5 a Original Low Contrast Image; b Enhancement done by intuitionistic fuzzy; c Enhance-
ment done by CLAHE; d Enhancement done by the proposed technique
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signifies excellence performance, 2 indicates very good, 3 for good, 4 means
average, 5 is for bad and 6 represents worst performance.

The following Table 1 gives the overall evaluation:
So, the average rating is 1.4 which is in between excellent and very good. So, the

results can be considered as very good and proposed method can be recommended
for contrast improvement of poor contrast medical images.

6.2 Objective Evaluations

To conduct the objective evaluation, we have adopted two metrics: Entropy and
PSNR (Peak Signal to Noise Ratio). The entropy of an image can be calculated
using the following Eq. 8:

E= − sumðp ⋅ * log2ðpÞÞ ð8Þ

where p is the histogram counts obtained from the histogram of the concerned
image.

The PSNR value of an image is calculated using the following Eq. 9:

PSNR=10 log10ðMAXi2 ̸MSEÞ ð9Þ

where MAXi the maximum possible pixel value of the image and MSE is the Mean
Squared Error obtained with the following equation no. (10):

MSE= ∑
M

ðy=1Þ
∑
N

ðx=1Þ
½Iðx, yÞ− I ′ðx, yÞ�2 ð10Þ

where, M, N are the dimensions of the image and I x, yð Þ is the original image,
I 0 x, yð Þ is the enhanced version of the image.

Table 1 Subjective evaluation

Expert Is visual improvement done after
enhancement: Yes/No

Visual improvement rating (Value
Ranges from 1 to 6)

1 Yes 2
2 Yes 2
3 Yes 1
4 Yes 1
5 Yes 1
Average Yes 1.4
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We have selected entropy and PSNR for the objective evaluation as both of these
two metrics include not only the enhancement impact and but also consider the
noise sensitivity issue. For a better enhancement, the entropy value should be high.
And, for a better suppression of noises, the PSNR value should be high. So, higher
the values of entropy and PSNR, the better are the enhancement achieved by an
enhancement technique.

From the Table 2, it is clear that on average, the proposed approach is showing
higher values of entropy and PSNR than the other state of the art techniques in
comparison, this means the proposed approach succeeds to produce better
enhancement results.

7 Conclusion and Future Work

We have introduced an interval type-2 fuzzy set based enhancement technique for
poor contrast medical images in this paper. A new type-2 fuzzy membership
function is proposed. The vagueness in the boundaries and region of interests are
removed to a satisfactory level. The experimental results prove the superiority of
the proposed approach through both subjective and objective evaluations. So, the
proposed technique can be considered as an efficient one to be used as a
pre-processing step in every area of medical imaging where critical analysis of the
input image is utmost required for an accurate result. The future work for further
improvement of the proposed technique is possible if local region based
enhancements on predefined sized tiles of the input image are adopted than globally
considering the entire image at a time. Also, the proposed work may be extended to
medical color image enhancement if a proper color space other than RGB is
considered for color based arrangement and computations involved.

Table 2 Objective evaluation

Image no. Objective evaluation Intuitionistic fuzzy CLAHE Proposed approach

Image 1 Entropy 6.1954 6.0712 6.7869
PSNR 24.7129 24.1331 24.8607

Image 2 Entropy 6.0101 5.9712 6.1994
PSNR 29.7169 26.5197 31.4253

Image 3 Entropy 7.1041 6.9017 6.7357
PSNR 12.2485 11.0866 11.2091

Image 4 Entropy 4.98245 4.4811 5.34275
PSNR 13.7620 13.1866 15.2806

Average Entropy 6.0730125 5.8563 6.2661875
PSNR 20.110075 18.7315 20.693925
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Employing Kaze Features for the Purpose
of Emotion Recognition

Ashutosh Vaish and Sagar Gupta

Abstract In this research, a novel approach for emotion detection is exploited by
taking the Accelerated Kaze (A-Kaze) features for emotion recognition. The Kaze
Features work in a way such that object boundaries can be preserved by making
blurring locally adaptive to the image data without severely affecting the
noise-reducing capability of the Gaussian blurring, thereby increasing the accuracy
of the system. After extracting the Kaze features, GMM is constructed and thus a
Fisher Vector representation is made. The extracted features are passed through an
SVM detector. An efficiency of 87.5% has been shown thus proving that Kaze can
also be used effectively in the field of facial image processing.

Keywords Real time ⋅ Emotion recognition ⋅ Kaze features
State of mind ⋅ Accelerated Kaze ⋅ Facial expressions

1 Introduction

The face of a human is a site for majority of sensory inputs and outputs and is thus
capable of understanding and communicating someone’s effective state of mind.
A number of researchers have been working on detection of emotions, through
facial cues [1, 2]. Facial expressions give a way to the machine for understanding
human emotions. The application of the system includes the purpose of pain
detection in people who are unable to communicate effectively verbally, such as
children [3], and also for detecting mental disorders, such as depression and anxiety
[4]. Although a number of systems are available for the purpose, our approach
ensures that a system with high accuracy and low computation cost can be
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constructed. It is shown by [5] that emotions are experienced similarly in people
regardless of their culture.

The emotion detection is accomplished in three steps, namely preprocessing,
feature extraction followed by training the classifier. The preprocessing ensures that
all the images being given to the system are uniform in nature (color, size, etc.) and
of high quality. A feature descriptor converts the image into a machine-usable form,
which is then fed into the classifier. An N-class classifier is used for detecting the
emotions into n different classes.

Since the Extended Cohn–Kanade Dataset [6] used is free from illumination
variance, occlusion, and head poses, it is used in the approach. The approach is
novel in detecting and computing the emotions through Accelerated Kaze (A-Kaze)
features, which makes the blurring locally adaptive without severely affecting the
noise reduction capability of Gaussian blurring, thus preserving the boundary lines
of the image. In the presented approach, from preprocessed images, the A-Kaze
features are taken. With the application of Gaussian mixture model (GMM), Fisher
Vector (FV) is constructed. These are used for training the SVM for recognition of
emotion. The N emotions can be classified by using N classifiers in the approach of
one-against-all technique that we have used. The block diagram has been presented
in Fig. 1.

The presented system results in 87.5% accuracy when trained and tested on CK+
dataset.

2 Literature Review

This section describes the overall literature review of the developments in the field
of emotion detection and the usage of Kaze features in other areas.

2.1 Emotion Recognition Systems

Face localization is the primary step in emotion detection. The facial images taken
in the dataset for emotion recognition are free from occlusion and are taken in an
ambient environment. Viola-Jones [7] developed an effective approach for facial
recognition using Haar-like features. The next step of feature description extracts

Fig. 1 Working of the proposed approach
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information from the image, thus representing them in digital form based on various
algorithms. Rathee et al. [8] utilizes LBP features and finds the emotion.

SVM is trained with the descriptors of various emotions and tested on test data to
find the efficacy of the system. Some researchers utilize k-nearest neighbor, linear
discriminative analysis, etc., for classification. In [8, 6], the authors have utilized
multiclass SVM for expression classification.

2.2 Feature Descriptors

Previously Speeded-Up Robust Transform [9] (SURF) and Scale-Invariant Feature
Transform [10] (SIFT) features have been used for the purpose of feature repre-
sentation. The A-Kaze features used in this paper were first introduced by [11] as
Kaze and then revised as A-Kaze in [12]. These features have been proven better
than the other two descriptors as the blurring in the image is made locally
adaptive, thus the natural boundaries of the image are preserved, only eliminating
the noise. The Kaze features have been successfully used in [13] and in [14]. Kaze
features have been successfully employed for classification of echocardiography
videos in [15].

3 Kaze

Kaze features overcome the difficulty of preserving the natural boundary of images.
The previous feature descriptors depicted the features at various scale levels by
constructing or rounding off the Gaussian scale-space of an image. But the bor-
derline of the objects is smoothened to the same extent as that of both details and
noise, thereby severely affecting localization accuracy and distinctiveness.

From the previous research [16], it is duly known that nonlinear diffusion
approaches yield better results than linear ones and astonishing results have been
obtained in the applications such as image segmentation [17] and denoising [18].
Therefore, 2D features are detected in a nonlinear scale-space by the means of
nonlinear diffusion filtering. The expansive computations and high number of
iterations because of small step size limited the usage of the nonlinear diffusion
filtering from practical computer vision components, such as feature detection and
description.

This limitation is overcome by the use of additive operator splitting
(AOS) technique [19]. The classic nonlinear diffusion formulation is depicted in the
following equation number (1):
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∂K
∂t

= div oðx, y, tÞ ⋅ ∇Kð Þ ð1Þ

where div represents divergence and ∇ represents gradient operators. The diffusion
is made adaptive to the local image structure due to conductivity function (o) in the
diffusion equation. The function c is dependent on the local image differential
structure. The scale parameter is represented by t.

The scale-space in logarithmic steps that are arranged in a series of C octaves
and L sub-levels is discretized. Down sampling is not performed at every new
octave as was the case with SIFT, thus the original image resolution is maintained.
The sub-level indexes are usually identified by a discrete index c and a sub-level
l and are mapped to their corresponding scale f according to Eq. (2).

fj c, lð Þ= f02c+ l ̸L, c∈ 0 . . .C− 1½ �, l∈ 0 . . . L− 1½ �, j∈ 0 . . .M½ �. ð2Þ

where f0 represents the base scale level and N gives the total number of the filtered
images. Convolving an image with Gaussian of standard deviation, f is similar to
filtering the image for time f2/2. This has been depicted in Eq. (3).

tj =
1
2
f 2j , j= 0 . . .Mf g. ð3Þ

The maxima are searched in all images except where j = 0 and j = M. The
response is checked over a window of 3 × 3. We have used A-Kaze features as
presented by [12].

4 Experimental Results

The proposed method is evaluated on Extended Cohn–Kanade Database [5] for
emotion detection. The algorithm has been explained below:

4.1 Algorithm

1. Images from the dataset are lifted and preprocessed.
2. Images are cropped, grayscaled, and registered to remove any movements or

rotation of head.
3. A-Kaze features are extracted from the images.
4. With the application of Gaussian mixture model, Fisher Vector (FV) is

constructed.
5. The FV generated is used for training SVM.
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4.2 Results

The features are extracted using the facial feature descriptor mentioned above. The
A-Kaze features are then used for making the Fisher Vector (FV) representation by
the application of Gaussian mixture models. The FV representation is then used for
training the classifier.

Eighty percent of the images are used for constructing the classifier, while the
other 20% is used for testing the system. Confusion matrix of the proposed
approach is shown in Table 1. As per our knowledge, this is the first time that the
Kaze features are being used for the purpose of emotion detection.

We utilized 100 Gaussians and created Fisher Vectors having a dimension of
12200 of the whole dataset for training the classifier. The reduction algorithms,
such as PCA and LDA, were used, but observed to be lowering the efficiency of the
approach and thus neglected due to minimal computation speed difference when
using A-Kaze. Setting the number of Gaussians as 150, 200 yielded nearly same
results. The respective accuracies of each emotion are given in Table 2.

The Fisher Vectors were used to train the linear kernel SVM classifier. We have
used one-against-all technique. LIBSVM [20] toolkit was used for classification of
images into various emotions. An overall accuracy of 87.5% was achieved.

Table 1 Confusion matrix of the proposed approach

Anger Disgust Fear Happy Sad Surprise

Anger 20 1 0 0 0 0
Disgust 2 38 0 2 1 2
Fear 0 0 14 1 0 0
Happy 0 0 0 28 1 4
Sad 3 1 0 0 19 1
Surprise 0 5 0 0 0 37

Table 2 Respective
accuracies of the emotions

Emotions Accuracy (in %)

Anger 95.23
Disgust 84.44
Fear 93.33
Happy 84.85
Sad 79.17

Surprise 88.09

Employing Kaze Features for the Purpose … 683



5 Conclusion and Future Scope

A-Kaze features were used for the very first time for detection of emotion. The
Fisher Vectors were constructed using GMM. The number of Gaussians was kept
fixed at 100. An accuracy of 87.5% was achieved. The Kaze features have turned
out to be having huge potential for application into similar fields such as
micro-expression analysis, depression detection, and pain recognition.
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Application of Artificial Immune System
Algorithms in Anomaly Detection

Rama Krushna Das, Manisha Panda, Sanghamitra Dash
and Sweta Shree Dash

Abstract Anomaly detection is a concept which is widely applied to a number of
domains. Anomaly-based intrusion detection system (ABIDS) has the ability to
detect previously unknown attacks which are important since new vulnerabilities
and attacks are constantly appearing. There are several techniques of anomaly
detection techniques which are developed over the years, practically and in research
area to observe new attacks on the network systems. This paper proposes the better
artificial immune system (AIS) algorithm for anomaly detection. We have taken
two datasets; one is the NSL-KDD dataset which purely focuses on intrusion
detection (ID) and another Adult dataset which is not meant for ID. Here, we have
performed our assessment by using the NSL-KDD dataset which is an altered
version of the broadly utilized KDDcup99 dataset. The evaluation for selection of
better AIS algorithm is done by several parameters such as accuracy, specificity,
False Negative Rate, False discovery Rate, and Negative Predicted Value.

Keywords Anomaly detection ⋅ Artificial immune system ⋅ Intrusion detection
system ⋅ Accuracy ⋅ Specificity ⋅ False Negative Rate (FNR)
False Discovery Rate (FDR) and Negative Predicted Value (NPV)
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1 Introduction

Anomaly detection is the main security issue that has been studied in different
research areas and application fields [1]. The two main advantages of ABIDS
compared to signature-based intrusion detection systems are as follows: first, the
power of detecting unknown attacks and “zero day” vulnerabilities. This occurs due
to the facility of anomaly detection systems for modeling the common process of
the system and for the detection of deviations against them. The second benefit is
for each and every system, the profiles of the normal activity are already person-
alized, so building or creating the same is very problematic for an attacker to know
with certainty what are the steps it should carry out, in order not to get detected [2].
In this paper, a brief study of anomaly detection is made on the clean KDD-Cup 99
dataset of NSL-KDD [3, 4] and Adult dataset [5]. The artificial immune
system-based classifiers are used for the evaluation on the above two datasets.
The AIS classifier algorithms AIRS1, AIRS2, AIRS2Parallel, CLONALG, CSCA,
Immunos1, Immunos2, and Immunos99 are used to evaluate different parameters
from the above two datasets. The results of parameters are compared for both the
above datasets to justify the best classifier. The test option percentage split is used
for training and testing the AIS classifiers. Several parameters such as accuracy,
specificity, False Negative Rate (FNR), False Discovery Rate (FDR), and Negative
Predicted Value (NPV) are also used for the selection of the best classifier.

2 Anomaly Detection Techniques

Anomaly detection techniques may be divided into knowledge, statistical, and
machine learning-based ABIDS, which further have principal subtypes of each.
Other than the above possibilities, the question of how much efficient it should be a
prime consideration in selecting and implementing ABIDS. In the statistical-based
techniques, it captures the network traffic results and creates a profile which rep-
resents its problematic behavior. This created profile is centered on metrics such as
the traffic rate, the number of packets for each protocol, the rate of connections, the
number of different IP addresses [6–8]. One of the most extensively used
knowledge-based IDS schemes is the expert system approach, and it mainly
comprises of three steps. This system is mostly planned for the classification of the
audit data based on a set of rules. In the first rule, the identification of different
attributes and classes from the training data occurs. In the second rule, a set of
classification rules, parameters, or procedures are deduced. In the third rule, clas-
sification of the audit data occurs [9, 10]. The machine learning techniques are
based on the establishment of an explicit or implicit model which permits the
patterns examined to be classified.

688 R. K. Das et al.



3 Application of Anomaly Detection

Anomaly detection is used in a variety of domains such as fault detection, bank
fraud, credit card fraud detection, mobile phone fraud detection, health problems,
insurance claim fraud detection, image processing, video surveillance, context
error, insider trade detection, intrusion detection, event detection in sensor net-
works, and detecting of ecosystem turbulence. It uses preprocessing to remove
anomalous data from the dataset.

4 Experiment

This experiment is carried out, using a PC with Intel Core i5 Processor, @
2.30 GHz, 16 GB RAM, Windows 10 Professional (64 bit) OS, and Weka [11] data
mining tool. Weka contains tools for data preprocessing, classification, regression,
clustering, association rules, and visualization. It is also widely used for developing
new machine learning schemes [12]. Here, we have taken two types of datasets for
the evaluation process, and those are the NSL-KDD dataset and the Adult dataset.
NSL-KDD dataset [13] consists of 41 attributes and one target attribute (types of
attacks). The target attribute consists of five subclasses namely Normal, DoS, R2L,
Probes, and U2R. It consists of 125973 total number of instances. The other dataset
used is Adult dataset [14] which consists of two sets, one for learning purpose and
other for testing. The dataset has 14 attributes and a target attribute consisting of 2
subclasses. One class is less than equal to 50 k and another is greater than 50 k,
which is based on income. It consists of 48842 total number of instances. Both the
datasets were evaluated using different AIS algorithms, and the results were found
out using Weka tool and compared against each other.

Below are two tables, Tables 1 and 2, giving values for accuracy, specificity,
FNR, NPV, and FDR for the two dataset used. Some of the artificial immune
system algorithms are used for the evaluation process, based on several evaluation
criteria.

Table 1 Results of the AIS algorithms taking NSL-KDD dataset

Algorithm Accuracy Specificity FNR NPV FDR

AIRS1 0.9405 0.9423 0.6137 0.9623 0.2879
AIRS2 0.9366 0.9396 0.5896 0.9647 0.3876
AIRS2PARALLEL 0.9287 0.9494 0.3296 0.9436 0.4265
IMMUNOS1 0.9188 0.9512 0.2810 0.9352 0.4613
IMMUNOS2 0.9207 0.9154 0.2355 0.9512 0.2747
IMMUNOS99 0.9060 0.9470 0.2925 0.9292 0.4637
CLONALG 0.9263 0.9392 0.6056 0.9456 0.2020
CSCA 0.9775 0.9812 0.3658 0.9824 0.1013
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Table 1 shows different values of accuracy, specificity, FNR, NPV, and FDR
values against the NSL-KDD dataset for different AIS-based classifiers.

Table 2 shows different values of accuracy, specificity, FNR, NPV, and FDR
values against the Adult dataset for different AIS-based classifiers. We can see that
in this case the Adult dataset is not compatible with the AIRS2 and AIRS2Parallel
algorithms. Here, we can draw a point that if the proper dataset is not chosen, then
the classifiers are unable to process it irrespective of days we run it.

5 Discussion

From the above experiment, we came across different results such as accuracy,
specificity, FNR, NPV, and FDR for NSL-KDD dataset as well as for the Adult
dataset. The attributes of NSL-KDD dataset are compatible with each AIS classi-
fiers taken but the attributes of Adult dataset are incompatible with AIRS2 and
AIRS2Parallel algorithms. Due to the incompatibility of the Adult dataset, we were
not able to get results for those two mentioned algorithms in spite of running it for
45 days. In other cases, we can see that both the dataset show better results for
CSCA classifier. It is observed from the above experiment that the CSCA classifier
gives highest accuracy rate of 0.9775 and lowest False Negative Rate (FNR) of
0.3658 for NSL-KDD dataset. It is also observed that the CSCA classifier gives
second highest accuracy rate after AIRS1 of 0.7762 and second lowest FNR rate of
0.3941 for Adult dataset. Hence, it can be concluded that, for both the datasets,
CSCA classifier shows high value of accuracy with respect to low values of FNR.

Different figures are shown below representing the graphs with accuracy,
specificity, FNR, NPV, and FDR for the NSL-KDD dataset and Adult dataset.

Figure 1a, b shows the classification accuracy for NSL-KDD and Adult dataset
for different AIS algorithms representing graphically.

Figure 2a, b shows the graphical representation of specificity of NSL-KDD and
Adult dataset for different AIS algorithms.

Table 2 Results of the AIS algorithms taking Adult dataset

Algorithm Accuracy Specificity FNR NPV FDR

AIRS1 0.7816 0.7045 0.2954 0.6971 0.3028
AIRS2 Could not find any result after running it for 45 days
AIRS2PARALLEL
IMMUNOS1 0.7003 0.769 0.2309 0.6927 0.3072
IMMUNOS2 0.7665 0.5 0.5 0.3832 0.1167
IMMUNOS99 0.7071 0.7671 0.2328 0.6919 0.308
CLONALG 0.7665 0.5 0.5 0.3832 0.1167
CSCA 0.7762 0.6058 0.3941 0.6743 0.3256
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Figure 3a, b shows the graphical representation of classification of FNR of
NSL-KDD and Adult dataset for different AIS algorithms.

Figure 4a, b shows the graphical representation of classification of NPV of
NSL-KDD and Adult dataset for different AIS algorithms.

Figure 5a, b shows the graphical representation of classification of FDR of
NSL-KDD and Adult dataset for different AIS algorithms.

Fig. 1 Classification accuracy for a NSL-KDD dataset and b Adult dataset

Fig. 2 Specificity for a NSL-KDD dataset and b Adult dataset
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Fig. 3 Classification of FNR for a NSL-KDD dataset and b Adult dataset

Fig. 4 Classification of NPV for a NSL-KDD dataset and b Adult dataset

Fig. 5 Classification of FDR for a NSL-KDD dataset and b Adult dataset
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6 Conclusion

Anomaly-based intrusion detection system is attracting many of the researchers due
to the increasing vulnerabilities and attacks in the network system. In this paper, we
represented a detailed application of the AIS algorithms in the field of anomaly
detection. From the rigorous experiment and discussion, we can conclude that the
CSCA algorithm is a better AIS algorithm for the anomaly detection system. The
result is based on several parameters like accuracy, specificity, FNR, NPV, and
FDR. We can see that the NSL-KDD dataset shows better results in case of CSCA
classifier. The Adult dataset also showed comparatively better results in case of
CSCA classifier. So, we can conclude that CSCA classifier is better suited for
anomaly detection. It can also be concluded that, for getting better results through
Weka tool using different AIS classifiers, it is advisable to select compatible
datasets for the best result.
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Higher Order Neural Network and Its
Applications: A Comprehensive Survey

Radha Mohan Pattanayak and H. S. Behera

Abstract Over the years, neural networks have shown its strength in various fields
of research. There is a vast improvement in the efficiency and effectiveness of
various classification techniques mainly with the introduction of higher order neural
networks. Due to great learning and storage capacity with grater computational
ability than the existing traditional neural networks, nowadays, researchers are very
much attracted toward the higher order neural network due to their nonlinear
mapping ability with less number of input units. In this paper, a comprehensive
survey on Pi-Sigma higher order neural network and its different applications to
various domains over more than a decade has been reviewed. These techniques are
vastly used in classification and regression in several domains including medical,
time series forecasting, image processing, and engineering. The extensive survey
provides a recent development in higher order neural network and its applications in
several application domains.
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1 Introduction

Data analysis is the process of examining data to find useful patterns and draw
conclusions that assist in decision-making process [1]. It integrates various tech-
niques under statics, engineering, and science to perform pattern recognition,
rotation distortions, etc. [2]. Since 1990, the data mining tools and techniques have
been used extensively, in various areas of engineering, design, business manage-
ment, e-commerce, microarrays gene expression, stocks, production control, etc.
A neural network architecture is suitable for approximating higher order functions
such as polynomial equations, but modeling high-frequency nonlinear discontinu-
ous data is very difficult. In early days, different types of feed forward and recurrent
neural networks have been used by the researchers, but these networks suffer from
some limitation such as more training time, inefficiency, and high implementation
cost. Due to these limitations, researchers are attracted toward higher order neural
network (HONN).

In late 1980s, the HONN models were introduced with the addition of some
higher order logical processing units with the earlier version of the feed forward
neural network. Basically, the HONNs are good in solving the nonlinear problems.
The first HONN model is developed by Ivakhnenko [3]. Learning, invariance, and
generalization in higher order neural networks have been developed by Giles and
Maxwell [4] and Mats B. [5] in 1987 and 1990.

This paper mainly focuses on extensive survey of four higher order neural
networks like PSNN, JPSNN, RPNN, and DRPNN. Section 2 describes different
variants of higher order neural networks. Section 3 briefly describes different
real-life applications of these networks. Section 4 describes analytical discussion
about these networks, and finally the conclusion and future work are discussed in
Sect. 5.

2 Higher Order Neural Network (HONN)

Over the year, the traditional NNs [6] have been used in various diversified areas,
but in recent time the HONNs are playing the major role with some unique features
such as stronger approximation with faster convergence property, high storage
capacity, and higher fault tolerance capacity in classification. Table 1 shows PSNN
with its different variants used in various diversified applications.

2.1 Pi-Sigma Neural Network (PSNN)

To overcome the increased weight problem in single layer network, Shin Y. et al.
[8, 10] have developed Pi-Sigma neural network (PSNN) as a feed forward network
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Table 1 Different types of PSNN in various application areas

Variants of
PSNN

Author Year Application domain Reference

BPSN Shin et al. 1991 Realization of Boolean
function

[7]

PSNN Shin et al. 1991 Classification [8]
RPNN Shin et al. 1992 Function approximation [9]
PSNN Shin et al. 1992 Classification [10]
PSNN Ghosh et al. 1992 Classification [11]
PSNN Shin et al. 1992 Pattern recognition [12]
PSNN Shin et al. 1992 Pattern classification [13]
RPNN Shin et al. 1995 Classification [14]
CPSNN Shin et al. 1997 Classification [15]
RNN Medsker et al. 1999 Classification [16]
RPSN Hussain et al. 2002 Image compression [17]
RPNN Voutriaridis C.

et al.
2003 Pattern recognition [18]

RPNN Ghazali et al. 2006 Prediction of financial time
series

[19]

PSNN Xiu et al. 2007 Model for switch reluctance
motor

[20]

VCS-PSNN Song et al. 2008 Visual cryptography [21]

PSNN Nie et al. 2008 To train Pi-Sigma [22]
PSNN Husssain et al. 2009 Prediction of speech signal [23]
DRPNN Ghazali et al. 2007 Time series forecasting [24]
DRPNN Ghazali et al. 2009 Prediction of time series [25]
DRPNN Ghazali et al. 2009 Prediction of financial time

series
[26]

RPNN Ghazali et al. 2009 Prediction of financial time
series

[27]

DRPNN Ghazali et al. 2010 Classification [28]
JPSNN Husaini et al. 2011 Temperature prediction [29]
PSNN Husaini et al. 2011 Temperature forecasting [30]
JPSNN Ghazali et al. 2012 Prediction of temperature [31]
RPNN Yu et al. 2012 Train to RPNN [32]
RNN Cao et al. 2012 Wind speed forecasting [33]
CRO-PSNN Panigrahi et al. 2013 Pattern classification [34]
DE-PSNN Karali et al. 2013 Train HONN [35]
CRO-PSNN Sahu K. et al. 2013 Training to PSNN [36]
PSNN Panigrahi et al. 2013 Time series forecasting [37]
PSO-GA-PSNN Nayak et al. 2014 Classification [38]
RPNN Behera et al. 2014 Classification [39]
JPSNN Nayak et al. 2014 Classification [40]

(continued)
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(FFN), which finds the product of sum of the inputs units and feeds it into a
nonlinear function. The model has a single hidden layer of tunable weights and
product units in the output layer [47]. As shown in Fig. 1, the input layers are
connected to the summing layer and the outcome result of this layer is inputted to
the product unit. In between input and summing layer, the weights are trainable and
in between summing and product unit, it is non-trainable, i.e., set to unity. Though
the network structure has used only one trainable hidden layer, the trainable weights
drastically reduce the training time. The activation function used by summing unit
is linear activation function, whereas it is nonlinear for product unit, which is used
to calculate the output of the network. The output of the network and the output of
jth hidden unit, i.e., hj, can be calculated in Eqs. (1) and (2), respectively.

Table 1 (continued)

Variants of
PSNN

Author Year Application domain Reference

PSNN Nayak et al. 2015 Stock market forecasting [41]
FFA-PSNN Nayak et al. 2016 Classification [42]
PSNN-TLBO Nayak et al. 2016 Classification [43]
BHO-JPSNN Nayak et al. 2016 Nonlinear classification [44]
DE-CRO-PSNN Panigrahi 2017 Pattern classification [45]
RPNN Waheeb et al. 2017 Time series forecasting [46]
Black hole optimization (BHO), teaching learning-based optimization (TLBO), genetic algorithm
(GA), firefly algorithm (FFA), visual cryptography schema-Pi-Sigma neural network
(VCS-PSNN), complex Pi-Sigma neural network (CPSNN), practical swarm optimization
(PSO), chemical reaction optimization (CRO)
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Fig. 1 Pi-Sigma neural
network (PSNN)
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Y = f ∏
k

j=1
hj

 !
ð1Þ

hj = θj + ∑
k

i=1
WijXi ð2Þ

where θj is the bias, Wij is weight between ith input and jth hidden unit.

2.2 Jordan Pi-Sigma Neural Network (JPSNN)

By reducing the increase of no of weight vectors along with the processing unit [8],
Jordan [48] has been developed a new recurrent HONN as JPSNN. It is very similar
with the feed forward PSNN structure. The JPSNN has a recurrent connection
between output and input which is not in PSNN. The JPSNN network structure has
three layers such as input, product, and summing. The weight vector Xk(t) between
input and hidden layers is trained, while the weights from the hidden layer to output
layer are fixed to 1, as shown in Fig. 2. The newly generated data can be tested with
trained weight vector, and the time delay will be represented by Z−1. The output of
the JPSNN is feed forward until it reaches to hk, then there will be an error which
occurs and this will be passed to the input unit in a backward pass. By incrementing
the weights in iterative way, all the weights in the network will be updated. The
output of the network can be calculated by in Eq. (3). Let Xk is the input vector to
the network at time t for kth external inputs, and Wij are the trained weight for
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external inputs, hk(t + 1) is the hidden layer summing unit, Y(t + 1) is the output at
time t + 1, and f(.) is activation function used as sigmoid function.

Y tð Þ=
Xk tð Þ if 1≤ k≤N
1 if k=N +1
Ok tð Þ if k=N +2

8<
: ð3Þ

2.3 Ridge Polynomial Neural Network (RPNN)

By combining more than one PSNNs, Shin et al. [14] have developed the RPNN as
a feed forward neural network (FFNN). As shown in Fig. 3, in RPNN structure, all
PSNN consists of input layer, summation unit vectors in one hidden layer, and a
product unit vector in output layer. RPNN network architecture is of two types,
such as static and dynamic. In static structure, the number of units and weights of a
network remains constant as its first construction but in dynamic network structure
during the learning time the network size may be changed [14].

The output of the each PSNN network, the jth summing unit of each PSNN, and
the output of the RPNN can be calculated by in Eqs. (4), (5), and (6), respectively,
where X1, X2, X3, …Xi are the input signals, the weight between each input unit Xi

and hidden units Yki is Wkij for the kth output unit.

Pi nð Þ= ∏
j

i=1
hj nð Þ ð4Þ
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Fig. 3 Ridge polynomial
neural network (RPNN)
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hj nð Þ= ∑
i

j=1
Wkij ×Xi nð Þ+ θkj ð5Þ

Y nð Þ= f ∑
k

i=1
Pi nð Þ

� �
ð6Þ

2.4 Dynamic Ridge Polynomial Neural Network (DRPNN)

By considering a recurrent link into the RPNN structure, a new NN, i.e., dynamic
ridge polynomial neural network (DRPNN) has been proposed by Ghazali R. et al.
[24], where it combines the properties of HONN and RNN. As shown in Fig. 4, the
DRPNN structure has been constructed by collecting several numbers of PSNNs
with different degree. The structure has a feedback link in between the output and
input layers, where the activation of the output unit will be feed to the summing unit
in each PSN unit and allowing to each PSN to see the output of the previous pattern.
DRPNN structures have memories which help the network for retaining the
information which can be used later. In the network, all the weight vectors are
learnable in between input and the first summing layers, but the rest are set to unity
value. Let U1(n), U2(n), … Um(n) are the external inputs and y(n − 1) is the output
of the network at previous time. So the total inputs to the network will be the
combination of all external inputs U(n) and y(n − 1). The total inputs to the
network, i.e., Zi nð Þ, the output of the DRPNN, i.e., y nð Þ, the output produced by
each PSN structure, i.e., Pi(n) and the summation unit in each PSN, i.e., hi nð Þ can be
calculated in Eqs. (7), (8), (9), and (10), respectively, where k is the total number of
PSN used, hj(n) is the summation unit in each PSN structure, and Wjo and σ are bias
and sigmoid function, respectively.

Zi nð Þ= Ui nð Þ, if 1≤ i≤M
y n− 1ð Þ, i=M +1

�
ð7Þ

y nð Þ= σ ∑
k

i=1
Pi nð Þ ð8Þ

Pi nð Þ= ∏
i

j=1
hj nð Þ� � ð9Þ

hi nð Þ= ∑
M +1

i=1
Wij nð Þ+Wjo ð10Þ
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3 Literature Survey

A higher order PSNNs have been developed by Ghosh and Shin [11]. It has one
layer of weight vector which reduced the training time drastically. Shin and Ghosh
[7] developed a higher order PSNN which will reduce the weight vectors along with
the processing units. To solve classification problem, Nayak et al. have developed
BHO-JPSN [44] and GA-JPSN [40]. They compared the proposed model with
various algorithms and found that in both cases, the proposed model has shown
better accuracy upon the classification problem. Nayak et al. [42] proposed the
PSNN with firefly algorithm to optimize the weights of PSNN. Nayak et al. have
developed a hybrid PSO-GA-PSNN model [38] and TLBO-PSNN [43], to increase
accuracy for the classification problem. Nie and Deng [22] used a hybrid genetic
learning algorithm to train the PSNNs which overcome the speed problem of
PSNN. Shin et al. [15] proposed complex Pi-Sigma network (CPSN) to reduce the
weights in the PSN structure. They measured the performance of the CPSN and
found that the proposed network is having very fast learning and less computational
complexity. To train the dataset, Behera and Behera [39], has proposed RPNN with
firefly algorithm (FFA) and compared the result of FFA-RPNN with FFA-MLP,
and finally found that FFA-RPNN has shown better result in all different datasets.
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Fig. 4 Dynamic ridge
polynomial neural network
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Panigrahi et al. [34] and Sahu et al. [36] proposed CRO-PSNN algorithm and
compared the result with two differential evolution (DE) algorithms. The compar-
ison result showed that the proposed method has better accuracy over other two
methods. To train the PSNN, Karali et al. [35] have proposed DE algorithm, and
Panigrahi [45] proposed DE-CRO. The result of the algorithm has been tested with
CRO, CRO-HONN, DE/rand/1/bin, and DE/best/1/bin and found that the proposed
model has shown better result over others.

Husaini et al. [29, 49] proposed JPSN for prediction of temperature for next day.
The prediction result is compared with MLP and PSNN and found that the mean
absolute error of JPSN was lowest from PSNN and MLP. Nayak et al. [41] pro-
posed gradient descent (GD) and GA-PSNN for prediction in stock markets. The
experimental result showed the GA-PSNN model performs better result in terms of
average percentage of errors (APE). Hussain et al. [23] proposed PSNN for the
prediction of speech signal. They compared the result of PSNN with fundamental
link network and MLP and found that the FLN showed higher signal-to-noise ratio
over PSNN. Ghazali et al. have proposed RPNN [19] for forecasting the financial
time series data. By comparing RPNN model with MLP, FLNN, PSN, they found
that RPNN showed better result with more learning speed. Ghazali et al. [50, 24]
proposed DRPNN for the prediction of the exchange rate time series. They com-
pared the result with MLP and RPNN and found that DRPNN showed good pre-
diction result. Husaini et al. [30] have proposed PSNN for forecasting temperature.
They compared PSNN with MLP based on two parameters, i.e., (a) minimum error
and (b) CPU time and found that PSNN has performed better prediction compared
to MLP.

Song et al. [21] have proposed visual cryptography schema with PSNN
(VCS-PSNN), to encode a secret image into n different participants. Though PSNN
has smaller numbers of weight and less training time, VCS-PSN model reduces the
communication rate and differentiate the information in an encrypted image. Hus-
sain and Liatsis [17] have proposed a new RPSN which utilizes both the formation
of dynamic image and predictive image coding. In this work, they used the RPSN
as predictor structure in differential pulse code modulation (DPCM) system. They
tested RPSN with PSN and HONN and found that the peak signal-to-noise ratio
(PSNR) value of RPSN has shown more accuracy and performance for both 1-D
and 2-D images. Xiu et al. [20] have developed a switched reluctance motor
(SRM) by implementing Pi-Sigma neural network. They have also used
Takagi-Surgeon (T-S)-type fuzzy inference system (FIS) [51] and found that the
proposed model has shown high accuracy, fast computational speed, and robustness
characteristic. Panigrahi and Behera [37] have implemented five normalization
techniques such as Min-Max, decimal scaling, z-score, vector, median to normalize
the univariate time series data. The experimental result has represented that decimal
scaling and vector process have shown better accuracy compared to others.

To predict the stationary and non-stationary financial time series, Ghazali et al.
[26, 52, 53] have developed DRPNN as a HONN. They compared the simulation of

Higher Order Neural Network and Its … 703



DRPNN with other HONN models and found that DRPNN has better performance
to capture the chaotic movement of the signal with more profit. To improve effi-
ciency of RPNN, Yu et al. [32] have developed the RPNN by adding a penalty term
to train the network. In this model, they have used monotonicity theorem and two
convergence theorem and they proved that the corresponding algorithm has
monotonicity properties as well as weak and strong convergence. Barbounis T. et al.
[54] and Cao Q. et al. [33] have developed RNN for forecasting the wind speed.
They compared this model with ARIMA and found that the recurrent model per-
forms better over ARIMAmodel and also found that the multivariate model is shows
better result over univariate model. Rao R. V. et al. [55] have developed TLBO
method to find the solution for large-scale nonlinear problem. They compared this
optimization model with some recent model in different benchmark problems such
as multimodality, regularity, and dimensionality and found that in all aspects, TLBO
shows better performance over other techniques. By applying regional connectivity
strategies on third-order HONN, L. Spirkovska et al. [56] used the network structure
to attain the rotation and translation invariant recognition in pattern recognition
application. Hara Y. [57] has defined an unsupervised method, Learning Vector
Quantization (LVQ) and Maximum Likelihood (ML) to classify the synthetic
aperture radar (SAR) image and found that the ML has shown better accuracy over
LVQ method. Voutriaridis C. et al. [18] have proposed to RPNN for function
approximation then in pattern recognition task in the network and found a good
result. Hsieh T.J. et al. [58] have proposed artificial bee colony (ABC) algorithm
with RNN network, i.e., ABC-RNN for forecasting the stock price. They compared
the result of ABC-RNN with various methods and found that ABC-RNN has shown
better accuracy over all methods.

4 Analytical Discussion

Many of the HONNs have exponential increase in weights which makes to increase
the order of the network, but in contrary the PSN structure has less number of
weights and capable of solving the classification problem with more accuracy and
high speed manner. The PSN structure has forwarded many difficult problems such
as zeroing polynomials [59] and polynomial factorization [60], more effectively
over other HONNs.

The HONNs are using multivariate polynomials, so it is causing explosion of
weights, but in contrary RPNN [9, 16] uses univariate polynomial, so it is very easy
to handle. Though RPNN has capacity to increase the information, it helps to solve
more complex problems with fast learning [61, 62].

By considering the past inputs and target values, the RPNN can contain dynamic
systems [52] but this type of dynamic representation will not accomplish to a
network of internal feedback. But in contrary, DRPNN has a recurrent feedback
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[27] so the network outputs depend on external inputs along with entire history of
the system inputs. DRPNN has memories which have capacity to solve the above
limitation and demonstrate a strong dynamic performance.

Figure 5 shows different research works performed in various diversified areas
such as classification, prediction, and forecasting, others, i.e., image coding,
cryptography, pattern recognition, and many more in various HONNs, i.e., PSNN,
JPSNN, RPNN, DRPNN over the years.

5 Conclusion

In this study, we provide a comprehensive overview of procedures, functionalities,
and applications of PSNN and its different variants such as JPSNN, RPNN, and
DRPNN. Mainly the survey has focused with its different generalizations in various
diversified fields such as temperature forecasting, stock market prediction, image
processing, cryptography for image compression, nonlinear classification with
different datasets from 1991 to 2017. PSNN is a very popular feed forward network,
and it has been implemented widely in various application domains. During the
above-mentioned period, we found that many of the researchers have trained to all
the four network modules by using different optimization algorithms such as dif-
ferential evolution (DE), PSO, GA, CRO, TLBO for reducing the approximation
error and optimizing the weight vector.

With the above-explained models and their algorithms, our future research will
include testing these models with more numbers of nonlinear boundary classifi-
cation problems, evolution of these models by using some optimization techniques,
training the network models by using some hybrid optimization models which will
increase the efficiency of model and classification accuracy, and in addition with,
the performance of the HONN can be improved by optimizing the architecture
using any evolutionary algorithm.
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Application of Genetic Algorithm
to Derive an Optimal Cropping Pattern,
in Part of Hirakud Command

Ashutosh Rath, Sandeep Samantaray, Sudarsan Biswal
and Prakash Chandra Swain

Abstract Proper management with available limited water resources is to be given
top priority to meet the threat of food security due to increase in population.
Establishment of a new major irrigation project is a challenging task due to social,
environmental and other multiple causes. The present study is conducted on Sen-
hapali Canal, a distributary of Hirakud system in Sambalpur District of Odisha
State, India, which is very close to Hirakud Dam over River Mahanadi. In the
present work, experiments are conducted to develop a suitable cropping pattern
through optimization techniques like LINDO and Genetic Algorithm. The devel-
oped cropping pattern gives net returns of Rs. 585 lakhs while using LINDO and
Rs. 590.07 lakhs if GA is used. Hence, the cropping pattern obtained by using
Genetic Algorithm may be adopted by the farmer to get more net returns than the
existing one adopted by farmers.
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1 Introduction

There is a great necessity of irrigation in Indian tropical climate. Agriculture plays
an important role in economical performance of the country. It contributes about 15
to 20% of the total GDP. More than 60% of population of the country depend
directly or indirectly on agriculture. Due to rapid increase in population and stag-
nation in agricultural production there is an increase in food scarcity in Odisha.
Hence an integrated planning of available land and water resources in the state is
required to maximize the economic returns. Optimization techniques are used to
find the best feasible solution and operating policy which can provide improvement
in the system performance. Genetic Algorithm (GA) based on the concept of nat-
ural selection and process of evolution utilized largely for solving all types of
optimization problems considering all the boundary conditions. The aim of this
study is to develop a method to get maximum yield from a particular crop land and
also by managing the irrigation water in that particular area. Frizzone et al.
developed a separable linear programming model, considering a set of technical
factors which might influence the profit of an irrigation project. Srivastava et al. [7]
proposed an integrated Genetic Algorithm (GA) for development of watershed and
NPS pollution model. Kumar et al. [4] described the application of Genetic
Algorithm (GA) in water distribution to various crops from an irrigation reservoir.
Azamathulla et al. [1] made a comparative study between the Genetic Algorithm
and linear programming for high efficiency of reservoir operating system. Yang
et al. [8] used Genetic Algorithm for multi-objective planning of both surface and
subsurface water. Mehdipour et al. [5] described rule curve for reservoir operation.
Singh [6] developed a optimization model to increase farm income. Banik et al.
derived a comparative crop water assessment using CROPWAT. CROPWAT is
used to develop a model for water assessment of using field data. The aim of the
present work is to formulate a feasible and acceptable cropping pattern in the
proposed study area for deriving optimal benefits.

2 Study Area

The Senhapali Distributary, given in Fig. 1, emerges out of the power channel of
the Hirakud system to provide irrigation to villages Chaunrpur, Senhapali, Ber-
hampura, Baguria, Bakbira, Jharpali, Tihikipali. The CCA of Senhapali Distributary
is 871 ha. There are two cropping seasons, namely kharif from June to December
and Rabi from January to May. The study area produces a large portion of food
crops of the Odisha State. So this area is also known as the food bowls of the state
of Odisha. At the present scenario, the farmers of the area are showing their dis-
interest in cultivation, because of huge financial loss they are facing for last few
years due to uncertainty of rainfall and decrease in the water availability.
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3 Materials and Method

3.1 CROPWAT 8.0

The CROPWAT software which was developed by FAO, in the year 2006, applied
to find the water needed for various crops. The software requires the data such as
climate/ETo, rain, soil, types of crops.

3.2 Flow Monitoring with Flow Tracker

The Flow Tracker is described in Fig. 2. As per the specification, it can be operated
with a frequency of magnitude 10 MHz. It is found that acoustic velocimeters can
be applied for measuring both mean and turbulent velocities accurately and report
estimates of the error based on velocity range settings. The Flow Tracker ADV
measures the phase change caused by the Doppler shift in acoustic frequency that
occurs when a transmitted acoustic signal reflects off the particles in the flow.

Fig. 1 Command area map
of the Senhapali Distributary
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The magnitude of the phase change is proportional to the flow velocity. The flow
velocity determines the phase change. It can measure the velocities of various
sections even in shallow depth of about 3 cm with a velocity ranging from 0.1 to
450 cm/s. The various parts of the instruments are shown in the figure.

3.3 LINDO: Classical Optimization Techniques

LINDO: Optimization methods are designed to provide the ‘best’ values of system
design and operating policy variables values that will lead to the highest levels of
system performance.

3.4 Genetic Algorithm

3.4.1 Methods of Operation of GA

It is one of the popular methods used for optimization, which was put forth by John
Holland (1960). But it became more popular in the 1980s. Its concept was based on
biology. Darwin’s principle: survival of the fittest. It is based on the bio-inspired
operators like mutation, crossover and selection. In engineering, first the model was
transformed to a function and solution is found and then the parameters are found
which are to be optimized. Genetic Algorithm optimization tool always provides a
potential solution. The Genetic Algorithm is expressed by encoding of the search
space, represented by a chromosome. 1. It starts with a set of population. 2. Solution
for each one is found and new population was found on the basis of data in which
new population is better than the old one. 3. Then the Solution is done on the basis

Fig. 2 Flow Tracker with 2D
probe principle of operation
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of more fitness value which will help for reproduction of next generation. 4. Process
was continued till the termination criteria were satisfied GA.

3.4.2 Steps of Genetic Algorithm

1. Population initialization using random generation. 2. Fitness function evaluation
for each individual. 3. Following steps are updated until the stopping criteria are
reached. i. For reproduction best fit individual is selected. ii. Crossover and
mutation processes are done to generate new offspring. iii. Again fitness of indi-
vidual member is calculated. iv. Less fit individual is replaced with new one. 4. Best
solution was found. 5. Process will be continued until reach the stopping criteria

4 Derivation of Optimized Crop Pattern

The objective function is determined by considering the net benefits that the farmers
are expected to get after deducting all the expenditures given in Eq. (1). While (2),
(3) and (4) present the cost of fertilizers, seeds and labour, the constraints are the
available land and the water flow in the canals which is ascertained with the help of
the Flow Tracker given by Eqs. (6), (7) and (8).

Objective function:

MAXP= ∑
n

i

½ Pi*Yi*Aið Þ−Ai½ Cost of Fertilizersð Þi + Cost of Seedð Þi
+ Cost of Labourð Þi + Cost of water requirementsð Þi��

ð1Þ

where

P Profit,
Pi Price of each crop in market (Rs/qntl),
Yi Yield of each crop (qntl/ha),
Ai Area of each crop (ha).

Cost of Fertilizer = ½ðUi *UcÞ + ðDi *DcÞ + ðMi *McÞ� *Ai ð2Þ

where

Ui Urea required for each crop (kg/ha),
Uc Cost of urea (Rs/kg),
Di DAP required for each crop (kg/ha),
Dc Cost of DAP (Rs/kg),
Mi MOP required for each crop (kg/ha),
Mc Cost of MOP (Rs/kg).
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Cost of Seed= ½ðSi * ScÞ� *Ai, ð3Þ

where Si = Seed required for each crop (kg/ha),

Sc = Cost of seed (Rs/kg).
Cost of Labour = ½ðLi * LcÞ� *Ai, ð4Þ

where Li = Labour required for each crop (person/ha),

Lc= Cost of labour (Rs/person).
Cost of Water = ½ðWri*WcÞ�*Ai, ð5Þ

where Wri = Water requirement for each crop (m),

Wc = Cost of water (Rs/ha * m), ha = hectare, m = Metre.
Water availability constraints:

∑ ðWri*AiÞ≤Wt ð6Þ

where Wt = Total water available from canal.
Land area constraints in different seasons:

∑Ai ≤At, At =The Cultivation area in different Season Kharif and Rabið Þ
ð7Þ

Crop area constraints:

Lbi ≤Ai ≤Ubi,

where Lbi = Lower bound of each crop, Ubi = Upper bound of crop nonnegative
constraints:

Ai ≥ 0 ð8Þ

4.1 Crop Yield of the Study Area

In this study, the crop yield for the kharif season only for the study area is taken into
consideration. The data are verified by comparing with the report collected from
Irrigation Department, Government of Odisha. Then the Solution is done on the
basis of more fitness value which will help for reproduction of next generation. The
detail of which is described in Table 1.
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4.2 Water Requirement of Crops Using CROPWAT

CROPWAT is applied to find out the crop water requirements of the crops of the
study area by considering local climatic conditions, soil data and rainfall data, as
given in Table 2.

4.3 Discharge Measurement

The canal is divided into various cross sections for the velocity measurement. The
instrument is placed at various width and heights to calculate the velocity. The
calculated discharge at various sections is given in Table 3.

5 Results and Discussions

With the present cropping pattern, the farmers are getting a net benefit of 0.6705
million USD. The LINDO optimization suggests a net benefit of 0.8775 million
USD by adopting the cropping pattern proposed by the software. By using the
maximization technique and putting that equation in the main function and taking

Table 1 Crops and yields data of the study area

Crop Yield (quintal/ha) Crop Yield (quintal/ha)

Paddy 33 Til 5.5
Maize 22 Potato 110
Arhar 10 Vegetables 125
Green Gram 6 Chilly 15
Black gram 5 Ginger 160
Other pulses 5 Turmeric 40

Groundnut 13

Table 2 Crop water requirement (CWR) value for each crop in study area

Types of crops CWR
(m)

Cost of crop
(Rs/qntl)

Types of crops CWR
(m)

Cost of crop
(Rs/qntl)

Paddy 0.7901 1900 Potato 0.3042 1100
Maize 0.322 4000 Vegetables 0.2892 1500
Green gram 0.308 7250 Chilly 0.2338 10000
Black gram 0.308 8500 Ginger 0.2338 8000
Other pulses 0.244 8000 Turmeric 0.2338 11000
Groundnut 0.1931 4900 Arhar 0.308 10950
Til 0.2088 14000 Potato 0.3042 1100
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the fitness function and constraint function into consideration, the values are cal-
culated in GA. The crossover value and population values are changed, and after
various iterations, the best cropping pattern for kharif season is found out. The
benefits suggested by GA are more as compared to the LINDO. The optimal
cropping pattern suggested by the Genetic Algorithm is given in Table 4.

It gave the different area of crops which should be adopted to arrive at the
maximum profit. The cropping pattern is shown below.

GA gave the best fitness value and mean fitness value at generation value
indicated by Fig. 3. The figure clearly shows the best and mean fitness values. The
area of allocation by GA for various crops is shown in the graphical form in Fig. 4.

6 Conclusions

In this study, a total of 13 different types of crops for kharif season have been taken
into consideration for investigation. The total cultivable area considered for cal-
culation is equal to the total cultivable area adopted by farmers for kharif.

Table 3 Measured discharge data

Number Mean velocity (m/s) Area of section (m2) Discharge (m3/s)

1 0.359 2.311 0.830
2 0.426 1.938 0.826
3 0.482 1.675 0.807
4.1 0.332 2.395 0.795
4.2 0.369 2.141 0.790
5.1 0.354 2.173 0.769
5.2 0.435 1.705 0.741
6.1 0.280 2.625 0.735
6.2 0.300 2.43 0.729
7 0.380 1.905 0.724
8 0.344 1.978 0.680
9 0.251 2.504 0.629
10 0.287 2.175 0.624
11 0.732 0.840 0.615
12.1 0.545 1.106 0.602
12.2 0.441 1.204 0.531
13.1 0.504 1.045 0.527
13.2 0.596 0.827 0.493
14 0.199 2.015 0.401
15 0.147 2.048 0.301
16 0.275 0.660 0.181
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Table 4 Proposed crop areas
by GA

Crop Notation Area of crop (ha)

Paddy P 460.21
Maize M 34.61
Arhar A 24.49
Green gram O 34.94
Black gram B 43.54
Other pulses S 76.44
Groundnut G 9.85
Til T 19.74
Potato U 18.00
Chilly C 29.49
Ginger I 9.97
Turmeric W 9.91

Vegetables V 99.76
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The major crop in the study area is paddy. The present benefits the farmers are
getting are amount to 0.6705 million USD. The cropping pattern suggested by
LINDO, the profit suggests a net benefit of 0.8775 million USD in kharif season.
This is about 46% more as compared to the present habit. A net benefit of 0.885
million USD using Genetic Algorithm is obtained. This is about 48% more as
compared to the present one. Hence GA is found to be an effective optimization tool
for optimal crop planning and can be used for other command area. The study will
help the farmers to improve their standard of living. The benefits can be further
increased by adopting the principle of crop rotation and providing proper marking
facilities.
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Collaborative Filtering Using Restricted
Boltzmann Machine and Fuzzy C-means

Dayal Kumar Behera, Madhabananda Das, Subhra Swetanisha
and Bighnaraj Naik

Abstract Recommender system is valuable to find items as per users’ taste from a
large volume of items. Various popular techniques to perform personalized rec-
ommendations are content based, collaborative, and hybrid recommender. Collab-
orative filtering is widely used in this domain which can be of memory based or
model based. The datasets used in recommender systems are very often sparse.
Hence, accurate prediction can be made by grouping users/items into cluster. In this
paper, an attempt is made to cluster the users using FCM clustering algorithm, and
then, RBM is used to predict the user’s preferences. Experiment is carried out on
MovieLens benchmark dataset. The results depict the performance of using both
FCM and RBM to build the model for recommendation.

Keywords Collaborative filtering ⋅ Restricted Boltzmann Machine
User-based filtering ⋅ Movie recommendation

1 Introduction

In the age of Web 3.0, the exponential growth of data and number of users of the
Internet results information overload problem. It is very challenging to efficiently
extract the constructive information from all the available online information
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(structured and unstructured) as the growth of the Internet is increasing rapidly day
by day. Recommender system (RS) is collection of software tools and techniques
that direct users in a personalized way to appealing/required items from a huge
space of option. This personalized RS aims to discover new item to the user from a
large collection of data based on the past preferences and tastes. Systems using
recommendation can use different recommendation techniques like collaborative
filtering-based [1, 2], content-based [3], knowledge-based [4], and hybrid recom-
mendations [5, 6]. Content-based system recommends items that are similar to the
items that the users liked in the past. However, collaborative filtering-based rec-
ommendation is simple and recommends items that other users with similar tastes of
the active user liked in the past.

However, recommendation system is considered to be a bigdata problem as the
number of items and preferences of users are huge and unstructured. Most of the
collaborative filtering algorithms are not suitable for very large datasets. In the
paper [7], R. Salakhutdinov et al. proposed how RBM, i.e., Restricted Boltzmann
Machine, can be applied on large dataset and compare the result with SVD model.
In this paper, we have used Fuzzy C-means to cluster, upon which Restricted
Boltzmann Machine is implemented to predict the rating of the user for which they
have not given the rating, and based on the predicted rating, the system recom-
mends movies to the user. We have used the MovieLens dataset for experiment and
compare the result of RBM with FCM and K-means.

2 Related Works

Collaborative filtering (CF) [8] is considered as the most popular technique
implemented in recommender system. Goldberg et al. [9] introduced CF to deal
with information Tapestry. In the literature, different methods are proposed in view
of predicted ratings accuracy.

To devise recommendations for a group of users, the popular method is k-nearest
neighbors-based CF. Fernando Ortega et al. [10] explained how group recom-
mendations are performed using Matrix Factorization (MF), where proposed
method is considering different size of the datasets. Hamidreza Koohi et al. [11]
proposed a FCM approach and compared the result with K-means & SOM for the
MovieLens dataset. Edjalma Queiroz da Silva et al. [1] proposed genetic
algorithm-based recommendation for combining various feasible techniques on
MovieLens dataset.

Collaborative filtering is also widely used in the field of movie recommendation.
María N. Moreno et al. [12] proposed a structure to deal with some of issues like:
scalability and sparsity associated with movies’ recommendation. Shouxian Wei
et al. come up with an approach using tags and ratings [5]. The main objective is to
improve the fusion ability considering various aspects. Meng-Hui Chen et al. [13]
proposed an AI-based immune network for collaborative filtering in movie
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recommendation. In the paper [14], a hybrid model using improved K-means and
genetic algorithms (GAs) for movie’s recommendation system is proposed by Zan
Wang et al. to deal with the information overload problem.

3 Collaborative Filtering

CF approaches are divided into two categories: User based and item based.

3.1 User-Based CF

User-based collaborative approaches [11] measure the similarities between users.
Table 1 depicts the rating matrix of users for different movies. To find the similarity
among users, one popular method used in RS is Pearson’s correlation coefficient.

sim A,Bð Þ= ∑m∈M rA,m − rAð Þ rB,m − rBð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m∈M rA,m − rAð Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m∈M rB,m − rBð Þ2
q ð1Þ

The sim A,Bð Þ in Eq. 1 [11] calculates similarity between two users A & B. The
symbol r represents average ratings of the user, and rA,m represents preference or
rating of user A for movie m.

3.2 Fuzzy C-means Clustering (FCM)

Fuzzy logic can be applied to those problems where multi-valued logic is expected
instead of crisp logic. Therefore, Fuzzy logic can be used for clustering because the
idea behind the clustering is to group similar objects based on some degree of
membership. Fuzzy C-means is a popular approach for Fuzzy classification.

In Fuzzy C-means, a data element is allowed to present in every cluster with
membership grade from 0 to 1. Let the sample set be X = {x1; x2;…; xn} divided

Table 1 Rating database for
user-item matrix

Movie 1 Movie 2 Movie 3 Movie 4

User 1 5 – – 5
User 2 – 5 3 –

User 3 5 – 4 3
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into C groups with centers as cj (j = {1; 2; …; C}) using FCM and the aim is to
minimize the objective function [15], which is represented in Eq. 2.

Ja = ∑c
j=1 ∑n

i=1 u
a
ij∥xi − cj∥2, 1≤ a≤∞ ð2Þ

where uij є[0,1] signifies the membership of ith data element to jth cluster center.

3.3 Restricted Boltzmann Machines (RBM)

RBM consists of two layers, a layer of visible units and a layer of hidden units with
no connections in the same layer. RBM model [7] can slightly outperform Matrix
Factorization and can be used as a deep model to learn.

Training RBM has two phases: (1) forward pass and (2) backward pass or
reconstruction. In the forward pass, input data from all visible nodes are being
passed to all hidden nodes. At the hidden layer’s nodes, X (input data) is multiplied
by a W (weight between the neurons) and added to hidden layer bias “h_bias.” The
resultant value is fed into the sigmoid function, which produces the node’s output/
state. In the reconstruction phase, the samples from the hidden layer play the role of
input. Contrastive divergence (CD) is actually a matrix of values that is computed
and used to adjust values of the W matrix. Changing W incrementally leads to
training of W values. Then, on each step (epoch), W is updated to a new value W′

as shown in Eq. 3 where ∝ is the learning rate. Figure 1 represents RBM layers in
movie recommendation.

W ′ =W +∝*CD ð3Þ

Fig. 1 RBM for movie
recommendation

726 D. K. Behera et al.



4 Experimental Design

The aim of this paper is to apply FCM [16] and RBM to user-based CF. The users’
rating dataset is generally sparse and large in size. In order to predict rating of the
missing entry in the dataset, RBM is used. To begin with, the dataset is divided into
tenfold cross-validation subsets. In each case, 80% of the dataset is taken as training
set and rest 20% is taken as test set for recommendation prediction. Firstly, clus-
tering technique is applied to find the nearest group, and then on the resulting
cluster, RBM is used to predict the missing ratings. The proposed experimental
model is depicted in Fig. 2.

In the clustering process, Fuzzy C-means [16] clustering method is taken
because it handles continuous rating between 0 and 1. Also, it deals with nonlin-
earities and uncertainties as compared to K-means and SOM [11]. FCM provides
degree of belongingness of every user that belongs to different clusters. In order to
find user group, centroid method is considered for defuzzification.

Once the RBM model is trained, it can be used to predict movies that an
arbitrarily selected user from the testing set might like. This can be accomplished by
feeding in the user’s watched movie preferences (rating) into the RBM and then
reconstructing the input. The values that the RBM produced are the estimated value
of the user’s preferences for movies that the user has not watched based on the
preferences of the users that the RBM was trained on. Finally, top K best movies
are chosen for recommendation.

Fuzzy C-Means  Clustering

Rating Matrix

.Train set Train set 

Restricted Boltzmann Machine

Active userEstimating Rating Value

Recommendation

Fig. 2 Experimented model
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5 Experimental Results

5.1 Dataset

In this study, MovieLens dataset from “grouplens.org” Web site is taken for
experiments. It is considered as the benchmarked dataset for evaluating recom-
mender system. The dataset used here contains one million real ratings from 6000
users on 4000 movies. It is so sparse: about 7% of ratings are available and rest 93%
of ratings are missing.

5.2 Evaluation Metrics

In this work, precision, recall, and recommendation accuracy [11] are calculated for
evaluating the results of the experimented method using Equations 4, 5, and 6
where tp is true positive, tn is true negative, fp represents false positive, and fn
represents false negative.

Accuracy=
∑ tp + ∑ tn
Populationj j ð4Þ

Precision=
∑ tp

∑ tp + ∑ fp
ð5Þ

Recall =
∑ tp

∑ tp + ∑ fn
ð6Þ

In the recommendation step for the active user, a set of movies with their
resultant recommendation score is considered as output. If the recommendation
score is more than 50%, the item is considered as relevant, otherwise irrelevant. The
confusion matrix for the active user can be computed as shown in Table 2, and for
all the users in the testing set, average value is taken for different matrices.

Table 2 Recommendation
confusion matrix

Recommended Not recommended

Relevant True positive (tp) False negative (fn)

Irrelevant False positive(fp) True negative (tn)
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5.3 Implementation

5.3.1 Importing Necessary Libraries

After downloading the dataset, necessary libraries are imported to the projects
workspace. Libraries like “Tensorflow” and “Numpy” are taken to model and to
initialize the RBM, “Pandas” to easily manipulate the datasets, and “matplotlib” to
plot the graph.

5.3.2 Loading and Formatting the Data

The input to the model contains X neurons, where X is the number of movies in the
dataset. Each neuron contains a normalized rating value as 0 to 1. If user has not
watched the movie, the value is 0 and for high rating, the value is closer to 1. After
loading the dataset, the rating is normalized as per the requirement. Unnecessary
columns are deleted from the dataset.

5.3.3 Setting the Model Parameters

To evaluate the proposed method, 80% of the data taken as training and 20% for
testing for each tenfold cross-validated dataset. To minimize the dataset, first,
clustering technique is used to cluster the dataset, and on different clusters, RBM is
used. Sigmoid and Relu functions are taken as activation function. Mean Absolute
Error is taken as error function. Each epoch uses certain batches with some size
(e.g., each epoch uses ten batches with size 100).

5.3.4 Recommendation

Once the model is trained, it is used to predict movies that an active user might like.
This is implemented by feeding the preferences of user’s watched movie into RBM
and then reconstructing the input. The output given by the RBM estimates the
item’s recommendation score for the active user. Based on the score, categories of
relevant and irrelevant items are found, and then, the evaluation metrics are cal-
culated from the confusion matrix.

5.4 Results

Table 3 shows the performance of RBM + K-means for different number of
clusters.
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Table 4 shows the results of FCM with RBM for different number of clusters. In
case of three clusters, RBM with FCM algorithm results 82.8 accuracy, whereas
with K-means results 79.6% accuracy.

6 Conclusion

Recommender system helps the end users to save time in finding relevant items out
of large collections as per their tastes. But users’ preferences on the items are very
less as compared to number of items available. So finding the most suitable similar
users and estimating the missing ratings is a major challenge in a sparse dataset. In
this work, a recommendation model is designed by using Restricted Boltzmann
Machine with different clustering techniques to predict the users’ preferences for
movie ratings. The model is implemented in python language, and some of the
libraries used are tensorflow, numpy, and pandas. As per the achieved outcomes on
the MovieLens dataset shown in Tables 3 and 4, it is observed that RBM with FCM
clustering algorithm performs better as compared to RBM with K-means algorithm.
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MistGIS: Optimizing Geospatial Data
Analysis Using Mist Computing

Rabindra K. Barik, Ankita Tripathi, Harishchandra Dubey, Rakesh
K. Lenka, Tanjappa Pratik, Suraj Sharma, Kunal Mankodiya,
Vinay Kumar and Himansu Das

Abstract Geospatial data analysis with the help of cloud and fog computing is one
of the emerging areas for processing, storing, and analysis of geospatial data. Mist
computing is also one of the paradigms where fog devices help to reduce the latency
period and increase throughput for assisting at the near of edge device of the client. It
discusses the emergence of mist computing for mining analytics in geospatial big
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data from geospatial application. This paper developed a mist computing-based
framework for mining analytics from geospatial big data. We developed MistGIS
framework for Ganga River Management System using mist computing. It built a
prototype using Raspberry Pi, an embedded microprocessor. The developedMistGIS
framework has validated by doing preliminary analysis including K-means clus-
tering and overlay analysis. The results showed that mist computing can assist the
fog and cloud computing hold an immense promise for analysis of big data in
geospatial application particularly in the management of Ganga River Basin.

Keywords River ⋅ Cloud computing ⋅ Open-source GIS ⋅ Geospatial big
data ⋅ Fog computing ⋅ Mist ⋅ Edge ⋅ Overlay analysis ⋅ K-means

1 Introduction

Cloud computing-based GIS framework has the unique capability to share and
exchange of various formats of geospatial big data belonging to the different
stakeholders. Cloud-based framework has also created an interface which used by
different types of users to access geospatial big data along with associated metadata
in a secured manner [1]. This cloud computing-based GIS framework has leveraged
for many application fields, that is, land use, urban planning, marine, health, coastal
and watershed management.

There are numerous emerging applications of cloud computing-based GIS
framework. It has the ability to integrate and analyze heterogeneous thematic layers
along with their attribute information to create and visualize alternative planning
scenarios [2]. It has been integrating common geospatial data for various operations
such as statistical computing, overlay analysis, data visualization, and query for-
mation. These features differentiate cloud-based framework from other geospatial
decision support systems [3].

Geospatial data contains geospatial distributions and informative temporal data.
In traditional setup of cloud computing-based GIS framework, it inputs the
geospatial data to the cloud server where it processed and analyzed [4]. This scheme
has taken large processing time and required high Internet bandwidth. Fog com-
puting overcomes this problem by providing local computation near the edge of the
clients. With the concept of Mist computing, it enhances the cloud and fog com-
puting for geospatial data processing by reducing latency at increased throughput.
Fog devices such as Intel Edition and Raspberry Pi provide low-power gateway that
can be able to enlarge throughput and reduce latency near the client’s edge layer
[5]. In addition, it reduces the cloud storage for geospatial big data. Also, the
required transmission power needed to send the data to cloud is reduced, and now
we send the analysis results to cloud rather than data. This leads to improvement in
overall efficiency. Fog devices can act as a gateway between clients such as mobile
phones and wearable sensor devices. The increasing use of smart devices led to
generation of huge geospatial big data. Cloud, fog, and mist services leverage these
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data for assisting different analysis. It suggests that the use of low-resource machine
learning on fog devices which kept close to smart devices. This research paper
presents a MistGIS framework that relied on geospatial big data analysis on Ganga
River Basin, India. So geospatial big data have been processed at the mist and edge
using fog devices and finally have been stored in the cloud layer. In the present
research paper, it has presented the following contributions:

• It gives the detailed concepts and architectural framework about the edge, cloud,
fog, and mist computing;

• It discusses about proposed architecture of MistGIS framework that leads to
process the various geospatial data analysis at the edge computing environment;

• It performs a unique case study of Ganga River Basin Management System has
been elaborated with the use of mist assisted cloud architecture by doing overlay
analysis and K-means clustering.

2 Related Works

2.1 Edge Computing

Data are gradually produced and processed at the edge of the network. Same works
have been done before in microdata center, and cloudlet as cloud computing is not
constantly capable enough for data processing when the volumetric data are pro-
duced at the edge of the network devices. Edge computing allows for more edge
devices or sensors to interface with the cloud. However, the cloud computing
environments are not set up for the volume, variety, and velocity of data. It has
changed in the systems before the cloud must be adapted to improve make use of
the cloud services accessible [6].

In the concept of edge computing, both data producers and consumer come into
play for data processing and analytics. At the edge nodes, the processing are per-
formed the different computing tasks from the cloud as well as request service and
content from the cloud layer. Edge computing can perform various task such as data
storage, distribute request, computing, processing, and delivery service from the
cloud computing layer to client tier layer [7]. With the verity of jobs in the edge
network, the edge nodes need to be well calculated to meet the requirement effi-
ciently in privacy protection, security, and reliable service.

2.2 Cloud Computing

Cloud computing is a computation model that provides shared resources and
on-demand facilities over the Web. It possesses computational infrastructure and
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adequate storage for data visualization and analysis. Cloud computing can provide
an evolution from the desktop/laptop to different cloud data servers. Various
Internet-based processing architectures have created in an open environment with
shared assets. It was facilitated by four distinct types of service model, that is,
Platform as a Service (PaaS), Infrastructure as a Service (IaaS), Software as a
Service (SaaS), and Database as a Service (DaaS). It has deployed multitenant
design and instance of services which has permitted various types of clients to
contribute smooth services. Another characteristic in cloud computing environment
is to rely on geospatial Web services in geospatial applications [8]. Various cloud
platforms have provided different functionalities and applications statistics through
geospatial Web services [9, 10].

2.3 Fog Computing

Fog computing was first coined by Cisco in 2012. It is a computing paradigm that
decentralizes the resources in data centers for improving the quality of experience
and service. Fog computing does not require computational resources from cloud
data centers. In this way, data storage and computation are brought closer to the
users leading to reduced latencies as compared to communication overheads with
remote cloud servers. It refers to a computing paradigm that uses interface kept
close to the devices that acquire data. It introduces the facility of local processing
leading to reduction in data size, lower latency, high throughput, and
power-efficient systems. Fog computing has successfully applied in smart cities and
health care [5, 6, 11]. Fog computing solves the problem by keeping data closer to
local computers and devices, rather than routing everything through a central data
center in the cloud. Fog devices are embedded computers such as Intel Edison and
Raspberry Pi that act a gateway between cloud and mobile clients. From the above
discussions, we can see that it requires an efficient, reliable, and scalable fog
computing-based GIS framework for sharing and analysis of geospatial [12] and
medical big data across the Web. Fog computing is a novel idea that helps to reduce
latency and increase throughput at the edge of the client with respect to cloud
computing environment [13].

3 Proposed Model

3.1 Mist Computing

Mist computing has taken edge and fog computing concepts further by pushing
some of the computation to the edge of the network, actuator devices and to the
sensor which build the entire network for cloud data center. With the help of mist
computing, the computation has performed at the edge of the network in the

736 R. K. Barik et al.



microcontrollers of the embedded nodes. The mist computing paradigm decreases
latency and increases the autonomy of a solution [14]. Cloud, fog, and mist com-
puting are complementary to each other w.r.t. the application tasks, which are more
computationally intensive, and can be executed in the gateway of the fog layer
while the less computationally intensive tasks can be executed in the edge devices.
The processing and the collecting of data are still stored in the cloud data center for
the availability to the user. The important application of mist computing is a col-
lection of different services which has been distributed among the computing nodes
[15–17]. Both, fog computing and mist computing, are derived by Cisco and
positioned between the edge and the fog, which has extended the client–server
architecture, similar or equal to edge [18, 19]. By considering this mist computing,
the proposed framework, that is, MistGIS has sketched for processing of geospatial
data analysis.

3.2 MistGIS Framework

Figure 1 shows the proposed architecture MistGIS framework. The MistGIS
framework has categorized into four layers as cloud layer, fog layer, mist layer, and
edge layer. In MistGIS framework, we used Raspberry Pi in every fog node for
better efficiency in time analysis. In this framework, Raspberry Pi Model B Plat-
form has employed. Raspberry Pi consists of a 900 MHz 32-bit quad-core ARM
Cortex-A7 CPU with 1 GB RAM. For Wi-Fi connectivity in Raspberry Pi, it used
Wi-Fi dongle of Realtek RTL8188CUS chipset.

Fig. 1 Conceptual overview of MistGIS framework
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4 Case Study: River Ganga Basin Management

4.1 Geospatial Database for Ganga River Basin

Ganga River alongside her voluminous streams being the foundation of divine and
physical edibles of Indian evolution. Accordingly, her opulence is one of the major
nationwide trepidations. The physical surroundings of the Ganga Basin being ruled
by gigantic multifaceted amalgamation of man-made and natural practices that lead
to ecological filth. For regulatory of these filths, Ganga River Basin Environment
Management Plan (GRBEMP) pursues, customs & resources to fortify the basin
atmosphere against distinguishable hostile impressions. For growth of GRBEMP,
Ministry of Environment and Forests of India in consortium with seven IITs of
India has come to build a robust system for suitable management of Ganga Basin.
In GRBEMP framework, it has given temporal and geospatial information of
administrative boundaries, soil, DEM, land use, dam, and well location data related
to basin of Ganga [20, 21]. Figure 2 shows the various layer of Ganga River
geospatial database in Quantum GIS environment.

The shape files related to dam and well locations have used in MistGIS frame-
work. Basically, geospatial database of well location of Ganga has been utilized for
K-means clustering and overlay analysis.

Fig. 2 Integrated geospatial database for Ganga River Basin
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4.2 Machine Learning Approaches in MistGIS Framework

In this section, it has used K-means unsupervised machine learning for doing
clustering to group similar items together [22]. In the present study, we are using R
tools for K-means clustering implementation. It has taken well location shape files
for operation. For implementation in R, it has required to convert shape files into.
csv file format. The converted.csv files are used for clustering. In these techniques,
we used longitude, latitude, wellcode, district, and well-type parameters from that.
csv files. Figure 3a shows the clustering on longitude and latitude where it has
divided into five number of clusters. Figure 3b has illustrated the clustering on

Fig. 3 a Five clusters in K-means approach; b Cluster in state-wise of India; c Cluster in well type
related to the Ganga Basin; d Overlay analysis has performed in thin client layer [23]; e Overlay
analysis has performed on mobile client layer in MistGIS framework [24]
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longitude and latitude where it visualized as per state-wise. From Fig. 3b, it has
clearly visualized that there are eight numbers of states and one union territory lies
with Ganga. Figure 3c described the location of well and categorized according to
the types of well type. From the above clustering analysis, it experimented that
there is required to add additional fog nodes in between fog computing layer and
cloud computing layer. So, it requires to illustrating the idea of Fog-to-Fog interface
for better and efficient management of geospatial data.

4.3 Performing Overlay Analysis in MistGIS Framework

In this segment, we are performing overlay analysis with the help of downloaded
geospatial data of location of well type related to Ganga Basin [25]. It has found
that well location geospatial data are saved/stored in shape (.shp) file formats. We
uploaded the data with the use of QGIS Cloud plug-in in association with Quan-
tum GIS open-source software [26, 27, 21]. This plug-in has unique capability to
store the shape files in cloud server. After storing the desired files, it immediately
generated the Web address for thin and mobile user for visualization of data.
Figures 3d and 3e show the overlay analysis on thin and mobile client, respectively.
It has observed that overlay analysis is one of the useful and important techniques
for geospatial data visualization. In the developed MistGIS framework, it has also
experimented that the different sets of clusters have generated with well-type
geospatial data that are remained on the lines of the Ganga River Basin. It has
concluded that how many fog nodes required for run time analysis of various data
sets which reduced the analysis overhead on cloud server.

5 Concluding Remarks

In this paper, River Ganga Basin geospatial database was considered for case study
usingMistGIS architecture. We further leveraged machine learning approaches such
as K-means clustering on well-type data from River Ganga Basin geospatial
database. We also validated MistGIS architectures for application-specific case
studies. Raspberry Pi used as processors in mist computing layers. Mist nodes not
only reduce storage requirements but also result in efficient transmission at
improved throughput and latency. The edge computing done on fog nodes creates
an assistive layer in scalable cloud computing. With increasing use of wearable and
Internet-connected sensors, enormous amount of data is being generated. The cloud
could be reserved for long-term analysis. Mist computing emphasizes proximity to
end users unlike cloud computing along with local resource pooling, reduction in
latency, better quality of service, and better user experiences. In our future studies,
we will add various intelligent tasks with the help of the developed MistGIS
architecture. This paper relied on fog computer for low-resource machine learning.
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As a use case, we employed K-means clustering on Ganga River Basin data. Fog
computing reduced the onus of dependence on cloud services with availability of
big data. We can expect mist architecture to be crucial in shaping the way big data
handling and processing happens in near future. It would be interesting to study the
feasibility aspects of MistGIS implementation in health sector.
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Unsupervised Morphological Approach
for Retinal Vessel Segmentation

B. V. Santhosh Krishna, T. Gnanasekaran and S. Aswini

Abstract Glaucoma, diabetic retinopathy, atherosclerosis, hypertensive retinopa-
thy, age-related macular degeneration (AMD), retinopathy of prematurity (ROP) are
some of the retinal diseases which may lead to blindness manifest as artifacts in the
retinal images. For the early diagnosis of these systemic diseases, retinal vessel
segmentation of retinal is initial assignment. In present scenario, retinal blood
vessel segmentation automatically and accurately remains as a challenging task in
computer-aided analysis of fundus images. In this paper, we put forward an
unsupervised morphological approach for automatically extracting blood vessels
from retinal fundus images that can be used in the computer-based analysis. Pro-
posed method uses mathematical morphology with modified top-hat transform for
preprocessing and hysteresis thresholding for the segmentation of blood vessels.
The proposed approach was evaluated on the DRIVE database and is compared
with the recent approaches. Proposed method achieved an average accuracy of
95.95% and best accuracy of 97.01% shows that the approach is efficient.
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1 Introduction

Ophthalmologists make use of human retina for the analysis and diagnosis of var-
ious systemic diseases. In general, retinal image called as fundus is used for diag-
nosing and treating ophthalmologic and cardiovascular diseases like age-related
macular degeneration (AMD), diabetic retinopathy (DR), glaucoma, retinopathy of
prematurity (ROP), hypertension, arteriosclerosis, and choroidal neovascularization
[1]. Some of these diseases are more dangerous. The above diseases may cause
blindness when they are not diagnosed accurately and perform early intervention [2].
Accurate retinal vessel segmentation plays a significant role in enumerating these
features for medical diagnosis. Retinal vessels are the only part of blood circulation
system which will be non-invasive when it is observed directly [3]. For quantitative
analysis of retinal images, vessel segmentation is the initial step [4]. Morphological
features of blood vessels, such as length, width, branching angles can be extracted
using segmented vascular tree. Manual segmentation is very lengthy and tiresome
task since it needs more training as well as skill set. It is universally acknowledged
by the physicians that automatic quantification is the fundamental step for building a
computer assisted diagnosis for systemic disorders in retinal images. In the clinical
study of various retinopathic pathologies, two-dimensional (2D) color fundus and
three-dimensional (3D) optic coherence tomography (OCT) images are generally
agreed and in use [5]. Due to the difficulty in procuring OCT images, fundus images
are utilized by majority of physicians. Furthermore, the high price of getting OCT
images makes it unsuitable for large scale diagnosis. Hence in this work, we mainly
focus on vessel segmentation automatically from fundus images that helps physi-
cians to identify the pathologies in retinal images. Here for testing the proposed
approach, fundus images, field of view (FOV) mask, ground truth images were taken
from globally accepted dataset—Digital Retinal Images for Vessel Extraction
(DRIVE). The input to the segmentation approach is the color fundus image. First,
the input RGB image is converted to the green channel image, and then prepro-
cessing is carried out using CLAHE and modified top-hat transform. Then Gaussian
hysteresis thresholding is applied for vessel extraction, and smoothing is done using
kernel filter. Comparison is done between the ground truth image and the segmented
image for the measurement of accuracy.

The organization of the rest of the paper is as follows: Related works are dis-
cussed in Sect. 2. Proposed approach is presented in Sect. 3. The experimental
results are discussed in Sect. 4. Conclusion and future work is given in Sect. 5.

2 Related Works

Several works on retinal vessel segmentation on fundus images are found in the
literature which can be classified as follows: machine learning-based implementa-
tions, matched filtering mechanism, morphological image processing, model-based
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and vessel tracking methods [1]. Further, machine learning-based algorithms are
classified into supervised and unsupervised approaches. Lupascu et al. suggested a
segmentation approach by means of unsupervised clustering. They used features of
pixels extricated from the output of various filters and transforming them to self
organizing maps. In this approach, DRIVE dataset is used and obtained accuracy
rate of 94.59% [6]. Fraz et al. suggested a method based on dual Gaussian where a
collection of Gabor filter and second-order derivative, where a feature vector is
generated using mathematical morphological transform. In this method, an accuracy
rate of 94.56% is achieved [7]. Yin et al. introduced a method where it deals with
vessel edge detection. Maximum a posteriori (MAP) method is utilized to detect
vessel edge points and achieved 92.67% accuracy [8]. Nguyen et al. used a mul-
tiscale line detection approach with different lengths for enhancement. In this
approach, accuracy rate of 94.07% is obtained [9]. Roychowdhury et al. proposed a
supervised approach where mathematical morphological processing is applied for
binary imaging and achieved accuracy of 95.2% [10]. Sohini Roychowdhury et al.
offered an unsupervised iterative blood vessel segmentation approach with an
average accuracy, sensitivity, and specificity of 0.9595, 0.7281, and 0.9684, cor-
respondingly [11]. Azzopardi et al. suggested a combination of shifted filter
responses for detecting blood vessels, and achieved average accuracy, sensitivity,
and specificity are 0.9442, 0.7655, and 0.9704, respectively [4]. Bao et al. sug-
gested a cake filter-based segmentation method in which they used real component
fusion for separating vessel pixels from the background pixels. Later, a simple
thresholding method is used for getting final vessel map [12]. Another method
proposed by Mapayi et al. uses adaptive thresholding method on gray-level con-
currence matrix and achieved a accuracy rate of 95.11% [13]. Recently, Zafer
Yavuz et al. proposed a novel method which uses Gabor, Frangi Gauss filters along
with top-hat transform for preprocessing and K-means and fuzzy means for vessel
segmentation. They reported 95.71% accuracy with DRIVE dataset [14].

3 Proposed Method

An outline of the proposed approach is as follows: First, green channel image is
extracted from the original color (RGB) fundus image. Contrast Limited Adaptive
Histogram Equalization (CLAHE) is employed on the green channel image for
enrichment of disparity in blood vessels and as a result, normalized green channel
image is obtained. Image smoothing is done using Gaussian Kernel mean filtering.
Then vessel contrast enhancement is done by applying morphological modified
top-hat transform. As a result of morphological operations, white bright retina
structures are eliminated and blood vessels are enhanced. Extraction of blood
vessels is made using hysteresis thresholding technique. Finally, comparison is
made between the segmented image and the ground truth image from the DRIVE
dataset for measuring accuracy, sensitivity, and specificity. This process is
explained using a flow diagram in Fig. 1.
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3.1 RGB to Green Channel Image

Preprocessing is carried out as the initial step in image segmentation since training
of images is not required. Preprocessing will dilute the non-uniform illumination of
images during image acquisition and remove the noise present. In this stage, the
extraction of green channel image is done from the original fundus color image.
Further processing is done on green channel image. The green component image
shows the higher disparity with blood vessels and surroundings over the remaining
two color component images (red and blue) as shown in Fig. 2. Hence, retinal
features are clearer in the green channel image.

3.2 Contrast Stretching

For enriching the disparity of blood vessels, Contrast Limited Adaptive Histogram
Equalization (CLAHE) is employed. This method improves vessel structure by

Green Channel
Image extraction

Contrast Stretching
(CLAHE)

Mean Filtering with
Gaussian Kernel 

Modified TopHat
Transform

Hysteresis  
Thresholding

Ground truth image

Segmented
Image

Kernel 
Filtering

Accuracy Assessment

Fundus 
Image

Fig. 1 Block diagram of proposed method

Fig. 2 Red, green, blue planes generated from fundus image
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cutting the histogram at some threshold and equalizing by avoiding amplification of
noise. The clipping level with clip limit is set from 0 to 0.01 which is used to
determine the noise level for smoothening and improving the contrast level in
histogram. In our approach, clip limit is set from 0 to 0.02. To keep the consistency
with other modalities, image intensities are inverted in a way that the intensity of
the vessels is better than the background as shown in Fig. 3.

3.3 Mean Filtering with Gaussian Kernel

Smoothing of image is carried out using a mean filter of size 3*3 followed by a
Gaussian Kernel of size 3*3 with a standard deviation of 1.5. The overall perfor-
mance is improved due to reduction of noise while using this filter. We assume that
the kernel is unimodal and isotropic. Here a background image is generated and
subtracted from the former image which results in homogenization of the
background.

3.4 Vessel Enhancement

Enhancement of vessels in artery is done using a combination of morphological
connected (dilation, erosion, top hat) set of operations. Morphology deals with
shapes. Morphological image processing is performed by sliding a structuring
element over an image. In the output image, every pixel’s value is obtained by
comparing the corresponding pixel in the input image. On binary image, the fun-
damental operations of mathematical morphology such as dilation (dilating the
boundary), erosion (eroding the boundary), opening (erosion followed by dilation),
and closing (dilation followed by erosion) are performed. On a gray-level image,
dilation brightens small dark areas. Darkening of small bright areas like noise is
done by erosion, and removal of small bright spots is made by opening. Closing
will brighten small dark area and remove small dark holes. Noise sensitivity is one

Fig. 3 a Original image. b Gray image. c CLAHE image
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of the problem in implementing top-hat transform that results in a condition that in
an image that is opened pixels values are always fewer than or equal to the input
ones. In such conditions, the subtracted image holds modest intensity variations that
can be set up in the data. To circumvent these issues, a modified top-hat transform
(1), which is adopted from [19], is given by

MThat =G− G ∙ ECð Þ ◦EO ð1Þ

Here G is the input green channel image, and EC and EO are the structuring
elements of disk shaped for both closing ð∙) and opening (◦) operators with a radius
of 8 pixels.

3.5 Hysteresis Thresholding

Vessel segmentation is performed using hysteresis thresholding method. This
method uses a twofold operation in such a way that thresholding is done for two
limits of gray values in the intensity of the image. Twofold threshold procedure
performs better than single thresholding, as in some cases where the intensity of the
objects at some places is maximum, but in certain places the contrast between
object and background falls less than noise level. Threshold computation is made
quicker by using a percentile-based threshold rule [20]. To build up this rule, factors
considered are (i) high confidence vessels are separated by strong threshold,
(ii) high confident background pixels are separated by weak threshold, and (iii) the
vessels in the map are classified by gray levels thicker than the background pixels
as illustrated in Fig. 4.

Depending upon the percentile of the image surface that is charged positively,
the two threshold limits are calculated. The thick area under the histogram corre-
lates to the image surface positively enclosed with vessels. The strong threshold
(Ts) is given by the percentile enclosing it. The scrambled portion covered under the
histogram correlates to the image surface covered by background. Hence, the weak
threshold (Tw) is calculated by deducting the portion of the image surface positively
covered by background from 100%. Later, Ts selects only vessels pixels and Tw

selects all vessel pixels practically. As a final step, post-processing is done using a

Fig. 4 Histogram of vessel
map
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small kernel (morphological closing operator) of 3*3 size is used for smoothing the
boundaries and object size to remove small undesired objects

4 Experimental Results and Discussion

4.1 Evaluation Methodology

The proposed technique is examined both qualitatively and quantitatively with 20
images from DRIVE dataset [15]. The qualitative assessment is performed based on
visual observations. Visual inspections of segmentation approach of the proposed
framework are shown in Fig. 5 with major processing steps. Quantitative assess-
ment is made by examining the error images, which are acquired by subtracting the
segmented image by the proposed method in relative to the one which is manually
segmented image available as ground truth in the dataset. The quantitative
assessment of the image segmentation is done in the form of sensitivity (Sn),
specificity (Sp), accuracy (Acc), and precision (PPV). Accuracy depicts the overall
segmentation performance. The ground truth databases are utilized to calculate
accuracy. Sensitivity also known as true positive rate shows effectiveness in
detecting the pixels with positive rates. Specificity also called true negative rate
measures the detection of pixels with negative rates. Specificity is associated with
the false-positive rate (FPR). Precision (PPV) describes random errors which is a
measure of statistical variability. These metrics are defined in Table 1.

Fig. 5 a Original fundus image, b gray image, c enhanced gray image (green channel image),
d smooth cross section, e reconstruction by dilation, f reconstruction by erosion, g output after
thresholding, h FOV mask, i segmented output
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4.2 Experimental Results

The proposed method uses 20 fundus images, FOV masks, and ground truth images
from the dedicated test set of DRIVE dataset. All simulations are carried out in
MATLAB tool on a laptop with Intel core i3 processor with 2.4 GHz with 2 GB
RAM. Results of the proposed method are shown in Table 2. The average accuracy,
sensitivity, specificity, and precision of our method are 0.9595 (95.95%), 0.7281,
0.9684, and 0.7813, correspondingly (Table 3).

Table 1 Performance
metrics

Performance metric Formula

Accuracy (Acc) (TP + TN)/(TP + FP + TN + FN)
Sensitivity (Sn) TP/(TP + FN)
Specificity (Sp) TN/(TN + FP)
Precision (PPV) TP/(TP + FP)
where TP—true positive, TN—true negative, FP—false positive,
and FN—false negative

Table 2 Results obtained by proposed method on DRIVE dataset

Image no Sensitivity (Sn) Specificity (SP) Accuracy (Acc) Precision (PPV)

01_D_Test 0.8041 0.9780 0.9626 0.7821
02_D_Test 0.7638 0.9856 0.9629 0.8581
03_D_Test 0.6696 0.9836 0.9523 0.8185
04_D_Test 0.7327 0.9846 0.9614 0.828
05_D_Test 0.7189 0.9803 0.9558 0.7903
06_D_Test 0.6647 0.9821 0.9512 0.7999
07_D_Test 0.6849 0.9811 0.9542 0.7845
08_D_Test 0.6319 0.8460 0.9643 0.7947
09_D_Test 0.6948 0.9837 0.9643 0.7901
10_D_Test 0.7172 0.9792 0.9576 0.7555
11_D_Test 0.7011 0.9801 0.9551 0.7757
12_D_Test 0.7082 0.9734 0.9505 0.7153
13_D_Test 0.7007 0.9859 0.9586 0.8434
14_D_Test 0.7811 0.9795 0.9635 0.7703
15_D_Test 0.7709 0.9764 0.9617 0.7155
16_D_Test 0.7279 0.9780 0.9554 0.7663
17_D_Test 0.7105 0.9793 0.9656 0.7595
18_D_Test 0.7368 0.9778 0.9587 0.7404
19_D_Test 0.8343 0.9824 0.9701 0.8108
20_D_Test 0.7984 0.9749 0.9619 0.7165
Maximum 0.8343 0.9859 0.9701 0.8581
Minimum 0.6319 0.8460 0.9505 0.7153
Average 0.7281 0.9684 0.9595 0.7813
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5 Conclusion and Future Work

In this paper, we have given an unsupervised morphological approach for seg-
mentation of retinal vessels. DRIVE dataset is used for examining the performance
and observed that the proposed method achieved average accuracy, sensitivity,
specificity, and precision of 0.9595, 0.7281, 0.9684, and 0.7813, respectively. As a
concluding remark, we strongly believe that our method can be extended for effi-
cient automated diagnosis and disease screening with fundus images. In the future
work, we aim to study the measurements of segmented retinal vessels and adapt
them into the proposed vessel segmentation method for screening of various retinal
diseases.
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Classification of Intrusion Detection Using
Data Mining Techniques
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J. Chandrakanta Badajena, Ajay Kumar Jena and Himansu Das

Abstract Nowadays, Internet became a common way for communication as well
as a key path for business. Due to the rapid use of Internet, its security aspect is turn
more important day by day for which various network intrusion detection systems
(NIDSs) are used to protect network data as well as protect the overall network
from various attacks. Various intrusion detection systems (IDSs) are placed in
different positions of network to protect it. There are various ways by which
intrusion detection system can be implemented from which decision tree approach
is most commonly used. It provides the easiest way to identify the most corrected
field to select, manage, and make proper decision about their identification from a
large dataset. This paper focuses to identify normal and attack data present in the
network with the help of C4.5 algorithm which is one of the decisions tree tech-
niques, and also it helps to improve the IDS system to identify the type of attacks
present in a network. Experimentation is performed on KDD-99 dataset having
number of features and different class of normal and attack type data.
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1 Introduction

Nowadays, every organization and institution use Internet for their communication
as well as one of the business medium to reach to the customer. As much as the use
of Internet increased, the growth of network attacks also increased accordingly [1]
for which high confidence on network systems connectivity and their resources has
generally increased the potential damage due to the presence of attacks which are
launched against the systems from remote resources. It is quite very difficult to
prevent all the type of attacks by using firewalls because every time different attacks
contain unknown weaknesses or bugs [2]. Therefore, real-time intrusion detection
systems are used to detect attacks and also used to stop an attack in progress; it
gives an alarm signal to the authorized user or network administrator about the
presence of malicious activity or the presence of attacks.

Intrusion detection includes a lot of tools and techniques such as machine
learning, statistics, data mining, and so on for the identification of an attack [1, 3].
In recent years, data mining method for network intrusion detection system has
been giving high accuracy and good detection on different types of attacks [4].
Decision tree technique is one of the intuitionist and frank classification methods in
data mining which can be used for this purpose. It has a great advantage in
extracting features and rules. So, the decision tree gives a greater significance to
intrusion detection. The tree is constructed by identifying attributes and their
connected values which will be used to examine the input data at each intermediary
node of the tree. After the tree is formed, it can advise newly coming data by
traversing, initial from a root node to the leaf node by visiting all the internal nodes
in the path depending upon the test environment of the attributes at each node. The
main issue in constructing decision tree is which value is chosen for splitting the
node of the tree.

In this paper, an improved version of C4.5 algorithm is proposed from the basic
concept of C4.5. The detection of intrusion components undergoes two stages. In
the first stage, the algorithm evaluates the KDD-99 dataset [5] and constructs the
decision tree for detecting the class type as ‘Normal’ or ‘Attack’ type of data in the
leaf node in the tree. In the second stage, the classification of attack type is done
which will show the attack type. We have considered four types of attacks such as
DOS, R2L, U2R, and PROBE [6].

The rest of the paper is organized as follows. Section 2 provides the basic
concepts about intrusion detection system with their attack types and also an idea
about the decision tree. Section 3 provides some related work for IDS using DT.
The proposed model for intrusion detection with respect to attack classification is
presented in Sect. 4. In Sect. 5, we illustrated the results and experimental analysis
of the proposed model with result comparisons. Finally, Sect. 6 concludes the
work.
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2 Basic Concepts

In this section, we discussed about IDS with its classification methods and about
various attack classes. It also focuses how decision tree is constructed and various
techniques in decision tree for making proper decision.

2.1 Intrusion Detection System

Intrusion detection system is the software systems which are basically designed to
identify and helps to prevent the malicious activities and security strategy violations.
Intrusion detection systems (IDSs) were first introduced by James P. Anderson [7].
These systems are placed at the choke point such as organization’s connection to a
stem line or can be placed on each of the hosts that are being monitored to defend
from intrusion which is classified as analysis approach and placement of IDS [8].

Based on analysis approach, it can be either misuse detection or anomaly
detection. Misuse detection approach is also known as signature-based approach
which is basically used for detecting known type of attacks. In case of anomaly
detection monitors the network traffic and compares it with established normal
traffic profile. It makes decisions on the basis of network behaviors with the help of
some statistical techniques. This approach is able to identify unknown attacks.

According to placement approach of IDS, it can be classified as host-based and
network-based systems [9]. In host-based IDS, it is present on each host that needs
for monitoring. It is able to determine if an attempted attack is successful and can
detect local attacks. In Network Based Systems is monitored the network traffic
from unauthorized access by which the hosts are makes secure connection with host
systems. This mechanism takes less cost for deployment, and it is also promising
for identifying attacks to and from multiple hosts.

Many researchers have proposed and implemented IDS according to which
network attacks are having four major categories. Every attack on a network can be
one of these attack type [6, 10].

Denial-of-Service Attack (DoS): Attacker makes the systems as busy as possible
and also makes system or network resource unavailable to its actual users.

Remote to Local Attack (R2L): Attacker targets to access one or no of network
systems which main purpose is to view or steal data illegally and introduce different
type malicious software to network system.

User to Root Attack (U2R): This attack type starts working out with access to a
normal user account on the system and is able to exploit some vulnerability to gain
root access to the system.
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Probing Attack: Probing is an attack in which the attackers scan the network
systems in order to find out the weaknesses of the network system that may later be
exploited so as to compromise the system.

2.2 Decision Tree

Data mining is the procedure for discovering knowledge from huge datasets with
the help of statistics and artificial intelligence technique to solve complex real life
problems [11–19]. The decision tree (DT) is an important classification method in
data mining classification. A decision tree is defined as a flowchart-like or tree-like
structure from different verities of data. In DT, each inner node represents a test on
an attribute, whereas each stem represents the outcome of the test and each leaf
node represent a class label. The path from root node to leaf node represents the
classification rules [20]. From an intrusion detection perspective, classification
algorithms can distinguish network data as attacks, benign, scanning, or any other
category of interest using information like source/destination ports, IP addresses,
and the number of bytes sent during a connection [21].

A decision tree classifier has a simple form which can be compactly stored and
that efficiently classifies new data. This classifier consists of various algorithms like
CART, ID3, C4.5 [22–24].

CART: Classification and regression tree (CART) was proposed by Leo et al. [25]
as an umbrella term. It constructs a binary tree model which means a node in a
dataset can only be divided into two groups. CART can handle any type of data like
both categorical and numerical data. CART uses Gini index for selecting attribute.
The attribute with the largest reduction in impurity is used for splitting the nodes of
the dataset. It uses cost-complexity pruning and also generates regression trees [26].

ID3: In 1980, a machine researcher named J. Ross Quinlan developed a predictive
modeling tool at the University of Sydney which is known as Iterative Dichot-
omiser 3 (ID3) [26]. This algorithm was designed based on the principles of
Occam’s razor, with the idea of creating the smallest, most efficient decision tree.
ID3 uses information gain of each attribute for construction decision tree. The
features having the highest gain can select for the splitting of data records. ID3
algorithm has some drawbacks, such as for a while, data may be over-classified,
only one attribute at a time is considered for making decision tree. Only one
attribute at a time is tested for making a decision, and it does not handle continuous
attribute as well as missing value for making tree.

C4.5: C4.5 is the extension of ID3 algorithm and an arithmetical classifier. It
overcomes the problems associated with ID3 algorithm like handling continuous
data and missing values. It follows the same procedure as ID3 for categorical data
and uses split ratio technique for numerical type of data. This approach is better
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classifier in comparison with ID3. It can easily handle the missing values of the
dataset.

3 Related Work

Many researchers proposed various anomaly detection mechanisms for IDS with
the help of decision tree of which some are discussed below.

Rai et al. [27] used C4.5 decision tree for making taking decision. They have
taken into consideration the two important issues, feature selection and split value
for constructing the decision tree. In this paper, the algorithm was designed to
address these two issues. This paper implements its algorithm by selecting the
attributes from different levels of decision tree nodes, and then, it calculates the gain
ratio for every attribute. Then select the attribute with the largest gain ratio to decide
the root node of the decision tree. This paper used a novel approach for selecting the
best attribute to split the dataset on each iteration. This work gets good accuracy with
even less number of features selected using information gain.

Swamy and Vijaya Lakshmi [4] used two techniques like voting criteria and
attribute selectionmethod for selecting best attribute for splitting attribute for reaching
in the leaf node or class node. In this work, firstly, all the attributes ware was selected
and then attributes ware was shorted according to min-max principle. If all attributes
ware belongs to the same class, then mark it as leaf node otherwise by using attribute
selectionmethod a best splitting attributewas taken.According to splitting criteria, the
classification is carried out until it does not reach the leaf node. If all attribute does not
belong to the same class thenmake amajor voting for selecting the leaf level. It detects
different types of attacks with high accuracy and less error-prone.

Phutane et al. [28] used data mining algorithms as improved C4.5 in order to
detect the different types of attacks with high accuracy and less error-prone as well
as it helps to increase performance of the system. In this approach, every time the
input which is coming from the client system is stored in a database. If incoming
data is similar to older one, then no need to go through the apriori algorithm, simply
test the type of data which is already defined. If not, then apriori algorithm is
applied which consists of associate rules in which all the data are collected. After
that, all the frequent item set should be found by applying minimum support
mechanism. Then, find the subsets which are common to at least a minimum
number constant of the item sets. This would continue until there is no further
extension or comparison is found. Then test the leaf data to the defined data type
like attack types or normal data. It uses apriori algorithm for making decision tree,
and minimum support mechanism gives the way for splitting of attributes or data.
This proposed work overcomes the limitations of ID3 algorithm and also increases
the system performance and better result in case of large database.

Shon Nadiammai and Hemalatha [29] gives four solutions for different IDS
problems, they included the problem of data categorization, high level of personal
effort, unlabeled data, and circulated denial-of-service attack efficacy. They solved the
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first problem (classification of data) using efficient data adapted decision tree
(EDADT). The aim of this method was to reduce the dimensionality of model by
feature extraction of significant features to every type of attack. The authors compared
the proposed algorithm to other methods like C4.5, SVM, and others. The results they
obtained show that their algorithm achieved the highest accuracy rate.

By studying various aforesaid algorithms, it is obtained that for making decision
tree selecting correct attribute and way of selection is more important and classi-
fying attack is much more important factor in IDS. For these reasons, our main
objective is to select the best attribute which has the highest gain ratio for con-
structing the decision tree which will give the result whether the data are a normal
data or an attack data. And our work also focuses to classify the data which are
attack type corresponding to its class type (DoS, R2L, U2R, and Probing).

4 Proposed Model

This system is the process of identifying the normal and attack data in the network.
For our work, we have used KDD99 dataset which was used in the third

International Knowledge Discovery and Data Mining Tools for building a network
intrusion detector [30]. It consists of 42 features including class column having
normal and attack type data. The proposed model undergoes two stages. In the first
stage, the network dataset is preprocessed in which dataset having discrete type of
data is converted to numeric data and then decision tree is constructed with the help
of preprocessed dataset which is capable of distinguishing the record of normal data
or attack data in the leaf node of the tree. The second stage is the detection phase
which identifies the attacks corresponding to its class type with their number of
occurrences and identifies the noisy data or missing-valued data named as unknown
attack. Figure 1 represents the proposed model of our approach.

Fig. 1 Flow of proposed model
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4.1 Proposed Modeling Framework

This proposed model is an improved version of C4.5 algorithm which handles both
continuous and categorical data simultaneously for classifying dataset as normal
and attack at leaf level. In basic C4.5, the dataset requires a shorted format, and it
handles categorical and continuous data separately which is a time-consuming
process and also selecting split value is an important factor for making decision
tree. By focusing such scenarios, we have modified some cases in our proposed
model, like instead of handling both categorical and continuous data separately, we
simply convert the categorical data to continuous data in preprocessing and without
any shoring the dataset we directly apply the algorithm for classification. For
splitting purpose, we have applied geometric mean which helps to give a better
decision tree result. This model makes the decision tree for identification of attack
and normal data present in the dataset. The steps of the algorithm are as follows:

After successfully construction of decision tree, we have to classify the attacks
according to its classification, such as either DoS or U2R, R2L or PROB type. For
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this reason, the dataset goes to the layered architecture to finding attack type with its
number of occurrences.

The input dataset samples undergo six stages in which at each stage the samples
are compared against the attack class type. Each attack class consists of its attack
name which belongs to that category. In each layer, the test result shows the number
of samples that belong to its category. Suppose a sample goes to the layered
architecture, then first it checks whether it is a DoS type if yes the simple discard
that sample and make DoS type as one, if no then it checked with R2L type if yes
then increase the no of occurrence of R2L type if no then check whether it is U2R
type and then Probing type. If the sample does not belong to these four attack types
then check whether it is a normal type data or not, if yes then increase the number of
occurrence of normal type, and if it does not belong to any one of these categories,
then make it as unknown attack type and note the number of occurrences. Finally,
the result shows the number of samples presents in each class type. In every layer,
the data are filtered to its appropriate class type. The classification of the flow of
attack is shown in Fig. 2.

5 Results and Experimental Analysis

In order to evaluate the performance of proposed algorithm for network intrusion
detection, we work on five different class classifications with the help of KDD-99
dataset for both training and testing purpose. For the training purpose, 21606
number of random samples is taken which consists of 20 number of class types as
one normal and 19 attack types. These 19 attacks belong to four major attack
categories with some undefined attack category mark it as unknown attack type.

Fig. 2 Flow of attack classification
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The purposed model successfully builds DT with proper identification of attack
type. From the total 21606 number of samples, verities of data which are identified
from the proposed model are given in Table 1.

The graphical representation of the result table is represented in Fig. 3.
The output scenario of proposed model is compared with other decision tree

algorithm like CART, existing C4.5 which is an extension of ID3 algorithm with
respect to performance time, accuracy, and error percentage which gives an idea
that proposed model gives better result when compared to other two presented in
Table 2 and graphically represented in Fig. 4.

Table 1 Result of proposed
model for data classification

Number of samples Number of samples

Normal 10221
Attack DoS 9083

R2L 1877
U2R 12
Probing 300
Unknown 113

Fig. 3 Result of types of
attacks and non-attack

Table 2 Result comparison with other classifiers

Classification techniques Performance time (min) Accuracy rate (%) Error rate (%)

CART 1.3 86.42 13.58
ID3 extension (C4.5) 16.26 99.079 0.91
Proposed model 4.5 99.79 0.51
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6 Conclusion

Decision tree is one of the most effective and popular technique for intrusion
detection system. It can make proper decision of whether the incoming network
traffic data are either an attack or normal data. The proposed model builds the
decision tree with the help of gain ratio and geometric mean for splitting the dataset.
It also successfully identifies different type of attacks present in the dataset with
identification of unknown data. The result of the proposed model is compared with
other DT techniques like CART and ID3 extension (C4.5) with the help of
KDDCUP-99 dataset, and proposed model gives 99% accuracy for attack identi-
fication with lesser time. The advantages of proposed model over C4.5 are the
probability to achieve high detection rate over dissimilar types of attacks with less
error rate and time. The future work is to test the performance of this model over a
large dataset and also to handle the classification of unknown attack in an automatic
control system.
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Rare Correlated High Utility Itemsets
Mining: An Experimental Approach

P. Lalitha Kumari, S. G. Sanjeevi and T. V. Madhusudhana Rao

Abstract High utility itemsets are having utility more than user-specified mini-
mum utility. These itemsets provide high profit but do not exhibit correlation
between them. High utility itemsets mining generate huge number of itemsets
considering only single interesting criteria. Existing algorithm mines correlated
high utility itemsets mining extracts itemsets that provide high utility with corre-
lation between them. The limitation of this algorithm is that it does not consider the
rarity of itemsets. To overcome this limitation, this proposed algorithm mines rare
correlated high utility itemsets. Firstly, it mines correlated high utility itemsets.
Secondly, it determines whether the itemsets support is no greater than minsup
specified by the user. It can be shown by experimental results that the proposed
algorithm reduces considerably runtime and number of candidate itemsets.

Keywords Correlated itemsets ⋅ Rare itemsets ⋅ Correlated high utility itemsets
Frequent itemsets

1 Introduction

Frequent itemsets mining methods generate a large number of itemsets that may not
be necessarily applicable for decision-making applications. Rare itemsets mining
generate important itemsets for some special applications such as inventory
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systems, biomedical systems, marketing analysis. Rare itemsets mining result in
itemsets with less minimum support threshold. High utility itemset mining
approaches were solely considering only the utility, but not considering the cor-
relation between them. Some research works have proposed effective algorithms for
mining correlated high utility itemsets that generate the high utility itemsets with
correlation. Those algorithms still generate more number of itemsets which do not
consider the frequency or rarity of itemsets. High utility itemsets with rarity are the
itemsets that are having utilities no less than user-given minimum utility and
considers itemsets rarity.

Many algorithms [1, 7–10, 12, 13, 22, 23] have been proposed for mining the
frequent itemsets in transactional databases. Apriori [1] is a well-known algorithm
which works on the basis of candidate generation and test approach for mining
frequent itemsets [1, 9, 12, 22, 23]. Apriori algorithm level-wise compares itemsets
that support with user-specified minimum threshold. It returns all itemsets which
satisfy minimum support threshold. Apriori-based approach algorithms need many
scans for mining frequent itemsets. FP-growth algorithm [7, 8] as proposed to mine
frequent itemsets efficiently than Apriori that considerably reduces number of scans.
This approach needs two scans to find frequent itemsets using FP-tree.

Rare itemsets mining [11, 19, 21] has been experimented in recent years to
generate all rare items that have low frequencies. Correlated itemsets mining is
proposed in [4–6, 18]. For instance, let us consider medical database which consists
the various symptoms as items: high temperature, headache, muscle pain, fatigue. If
we consider the symptoms for fever and compare with the symptoms of dengue
fever, there are several itemsets that appear to be the same as the symptoms for
dengue fever. It is very hard to differentiate normal fever from dengue fever. In this
case, identification of rare symptoms is necessary which causes the dengue fever.
To determine the rare itemsets, that are more valuable, rare itemsets must consider
with different values. This rare itemset must exhibit inherently the correlation with
other. Consider two itemsets such as:

A: (high temperature, headache, muscle pain), B: (high temperature, headache,
fatigue) are rare itemsets those are extracted from medical database. From these,
itemsets (high temperature, headache) are common in more number of transactions
and are correlated with each other. The itemsets (high temperature, headache,
muscle pain) should be considered as more important than (high temperature,
headache, fatigue). These itemsets are having low frequencies. These itemsets are
treated as more serious symptoms for determining dengue fever. Itemsets (high
temperature, headache, muscle pain, fatigue) can be considered as important rare
correlated high utility itemsets. Traditional rare itemsets mining algorithms are thus
not suitable to apply to mine useful rare itemsets in these circumstances. This leads
to motivate for proposing algorithm for mining rare correlated high utility itemsets.

The main contribution of this work is (a) a new algorithm called RCHUI miner
has been proposed for mining rare correlated HUIs. (b) This algorithm efficiently
mines all rare correlated itemsets with high utilities in two phases. First, it generates
correlated high utility itemsets. Second, it checks whether itemsets are rare itemsets
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or not. Third, experimental results reveal that the RCHUI miner approach generates
less number of itemsets with more interestingness.

The rest of paper is narrated as follows. Background knowledge has been
described in Sect. 2. RCHUI miner algorithm along with working principle has
been detailed in Sect. 3. Description of the experimental results of the RCHUI
miner has been discussed in Sect. 4. Finally, conclusion with future work has been
elucidated in Sect. 5.

2 Related Work

Many efficient algorithms to mine high utility itemsets have been proposed. For
mining high utility itemset, two-phase algorithm was proposed by Liu et al. [15]. In
this, transaction-weighted utility (TWU) has been introduced as upper bound to
utility to maintain the downward closure property and to prune search space.
Mengchi Liu and Junfeng Qu [16] have proposed an approach to mine high utility
itemset without generating candidates. They proposed a novel list called utility-list
structures to maintain information about each itemset to mine all high utility itemsets
effectively. However, two-phase algorithm follows the generate-and-test approach
for generating candidates, for which it consumes heavy computational resources.
Moreover, if more number of candidates is generated, time required to determine
utilities of them is increased. To overcome limitations mentioned above, IHUP [15]
and UP-growth [20] were proposed which are based on FP-growth approach.

UP-growth was proposed by Tseng et al. [20] for mining high utility itemset. In
their work, they proposed pattern growth-based technique within two scans of
database. By using various strategies, i.e., DLU, DGU, DGN, and DLN candidate
itemsets are pruned during mining process efficiently. HUI miner was proposed by
Liu et al. [15] with tight overestimated utility strategy for pruning the search space.
Many other studies have also been proposed to extend high utility itemsets mining.
To mine different concise representations of HUIs, such as maximal HUIs [3],
closed HUIs [17], and generators of HUIs, various efficient algorithms have been
proposed. HUIM on incremental, dynamic database and on data streams has been
proposed by Ahmed et al. in [2]. Itemsets with negative profits are also considered
in mining HUIs with negative unit profits using FHN algorithm proposed by
Philippe-Fournier et al. FHN discovered HUIs without generating candidates and
introduced several strategies to handle items with negative unit profits efficiently.
To avoid difficulties in setting a proper utility threshold in [14–17], attempts have
been done to mine a set of top k-itemsets with the highest utility.

Mining rare correlated high utility itemsets mining: The problem of rare cor-
related high utility itemset mining can be stated as to extract all correlated high
utility itemsets with rarity. An itemset ‘X’ is a rare correlated high utility itemset if
it is a high utility itemset whose bond, bond(X) is no less than a user-specified
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minimum bond threshold minbond, specified by the user and its support is no
greater than user-specified minimum support.

3 Basic Preliminaries

3.1 Utility Mining

Let I = {i1, i2, i3, …, in} be a set of items and a database called DB comprised of
tables having utilities and transactions. Utility table (Table 2) consists of itemsets
and their associated utilities. In the transaction table (Table 1), each transaction ‘T’
is assigned with individual identifier (Tid) and is a subset of ‘I,’ where every item
has been assigned with count value. The itemset containing ‘α’ items is called
α-itemset. Basic definitions are detailed in [15].

For a given database and minutil, high utility itemset is an itemset if its utility is
no less than given user-specified minimal utility threshold denoted as minutil, or the
product of a minutil and the total utility of a mined database, if the minutil is
expressed as percentage. It must be observed that maintaining downward closure
property of HUIs is difficult as it does not hold for high utility itemsets (HUIs).

For instance, consider a transaction database having only one transaction, {m, 1;
n, 1} and external utility of m = 1 and external utility of n = 2. And if minutil is 6,
then for u({m}) = 5, u({n}) = 10 and u({m, n}) = 15, {n} and {m, n} are high
utility itemsets and {m} is not. It indicates that the downward closure property does
not valid for high utility itemsets. This shows that high utility itemsets mining is
challenging compared to frequent itemset mining.

If the TWU of each item is not satisfied with minutil, then items are deleted from
transactions. If TWU of each item ≥ minutil, then transactions are rearranged
according to the ascending order of the TWU of every item. If the minutil is set as
30, then all items are having their TWU greater than minutil, i.e., 30 so no item is
deleted. If we set minutil is 40, then items ‘f’ and ‘g’ are deleted, and then trans-
actions are revised according to the ascending order of their TWUs. The TWU of
each item is presented in Table 3. The arrangement of each item according to their
TWU is as follows:

Table 1 Transactional
database

Tid Transaction Count

1 {c, e, a, b, d, f} {1, 3, 5, 5, 3, 1}
2 {c, e, b, d} {3, 3, 4, 3}
3 {c, a, d} {1, 5, 1}
4 {c, e, a, g} {6, 6, 10, 5}

5 {c, e, b, g} {1, 1, 2, 2}
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f > g > d > b > a > e > c

Current HUIM algorithms are having key problem that some large number of
itemsets are generated those have weak correlation between them. In this paper,
integration of utility and correlation is done with rarity as another constraint.
Researchers have already described different correlation measures [4–6, 14] in their
researches. Correlated itemsets can be found by using bond measure. Conjunctive
support of an itemsets X in database D is denoted as conj|X|, where conj|X| is the
number of transactions in conj(X).

The disjunctive support of an itemset X in a database D is denoted as disjsup(X)
and defined as |{Tc ∈ D/X ∩ Tc ≠ Φ}|. The bond of itemset X is defined as bond
(X) = conj(X)/disjsup(X). An itemset X is said to be correlated if bond(X) is
greater than minbond, for a given user-specified minbond threshold (0 ≥ min-
bond ≥ 1). Anti-monotonic property is maintained for bond measure.

Property 1 Anti-monotonicity of the bond measure can be defined as follows: Let S
and T be two itemsets such that S ⊆ R. It follows that bond(S) ≥ bond(R) [5]. By
using the above property, it can be stated that the problem of mining rare corre-
lated high utility itemsets as follows.

Definition 1 (Rare correlated high utility itemset mining) An itemset X is a rare
correlated high utility itemset if it is a high utility itemset and its bond(X) is no less
than a user-defined minimum bond threshold minbond, and its support should be
less than minsup specified by the user.

To mine rare correlated HUIs, the proposed algorithm behaves as follows: firstly,
our proposed algorithm extracts all correlated HUIs by using structures called as
EUCS. The structure of the EUCS is described in [6]. Fournier-Viger P. et al.
developed the approach to mine correlated high utility itemsets using EUCS
structure. This structure can be used to determine conjunctive and disjunctive
support of an itemset without scan database. This algorithm does not consider the

Table 2 Utility table

a b c d e f g

1 2 1 2 1 1 1

Table 3 Transaction-weighted utility (TWU) of each item

Item a b c d e f g

TWU 65 61 96 58 88 30 38
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rarity of itemsets. Secondly, proposed algorithm extracts rare correlated itemsets
that provide high utility. Algorithm 1 returns all high utility itemsets with
correlation-based EUCS structure. It will check whether TWU is more than minutil
to maintain downward closure property. Later, correlated high utility itemsets are
checked with their support. The itemsets that have support less than minsup are
extracted from EUCS structure. Itemset’s information is maintained in utility-list
structure. This algorithm has been explained in [16].

Proposed RCHUI miner Algorithm

Input: D: a transaction database, minutil: a user-specified utility threshold, minsup:
user-specified support threshold, minbond: user-specified bond threshold

Output: the set of rare correlated high utility itemsets

1. Determine TWU of every item by scan database D;

2. Let K* contain the set of items and each item TWU ≥ minutil;

3. Define ‘>’ on the ascending order of TWU values on K*;

4. Construct utility-list of every item k ∈ K* by scan D again and create EUCS;

5. Calculate the conjunctive support and disjunctive support of each itemset from
EUCS structure;

6. Determine the bond for each itemset;

7. Check if SUM({k}.utilitylist.iutils) ≥ minutil and bond(k) ≥ minbond.
k.support < minsup;

8. Then output each item k ∈ K* such that k.support < minsup;

9. Search (Θ, K*, minutil, EUCS);

4 Experimental Results and Analysis

The experimental results of the RCHUI miner have been illustrated in this section.
The RCHUI miner algorithm adopts basic framework from HUI miner. We
assessed our algorithms by performing experiments on computer with a 2.10 GHz,
Intel Core i3 CPU with 4 GB of RAM, and run on Windows 7. Implementation of
our proposed algorithm is done in Java. The performance of our proposed algorithm
can be evaluated with three datasets. We have considered absolute values for
maximum periods. For foodmart dataset, less number of candidates are generated
when minutil is set to 3k, 4k, 5k. For foodmart dataset (Fig. 1a), candidate itemsets
are generated more for all variations of minutil, i.e., for 3k, 3.5k, 4k, 5k. As a
second observation in mushroom dataset (Fig. 1b), we have noticed that the number
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of RCHUIs is quite less as compared to correlated HUIs. Figure 2 shows the
runtime comparison of mushroom dataset and foodmart dataset. Runtime has been
considerably reduced when compared to correlated HUIs with RCHUI miner.

5 Conclusion

In this work, a novel approach called RCHUI miner has been proposed for efficient
discovery of rare correlated high utility itemsets through bond measure. This
algorithm works in two phases; first, we find correlated high utility itemsets

(a) Foodmart dataset   (b) Mushroom dataset

Fig. 1 a, b Results of RCHUI for different datasets

(a) Foodmart dataset (b) Mushroom dataset  

Fig. 2 a, b Comparison of runtime for different datasets
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satisfying the minutil and minbond measures. In the second phase, rare correlated
high utility itemsets have been extracted. The rare correlated high utility itemsets
are used to identify rare symptoms of rare diseases in medical databases. This
algorithm can be useful to find various applications like fraud detection, intrusion
detection. By setting proper value to minsup, we can extract rare correlated high
utility itemsets. This algorithm can extend to incremental databases.
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Crow Search Optimization-Based Hybrid
Meta-heuristic for Classification: A Novel
Approach

Bighnaraj Naik and Janmenjoy Nayak

Abstract This paper proposed a novel crow search optimization-based hybrid
approach to solve classification problem of data mining. Being a recently developed
population-based algorithm, crow search algorithm (CSA) has been strived the
attention of all range researchers to solve wide range of complex engineering and
optimization problems. In this paper, CSA is used with functional link neural
network to solve classification problem. The results of the proposed method have
been compared with other swarm-based approaches, and the experimental results
reveal that the proposed method is superior to others.

Keywords Crow search optimization ⋅ FLANN ⋅ Classification

1 Introduction

The original evolvement of the term “meta-heuristic” is quite interesting and
intends to solve different wide range of problems through heuristic methods. The
algorithmic framework of meta-heuristic approaches is quite simple as general
algorithms which help to apply them for solving the real-life problems with a few
modifications. The broad classification of meta-heuristic-based algorithms can be of
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evolutionary-based, swarm-based, physical-based, chemical-based, population-
based and nature-based approaches etc. Although these approaches are quite suc-
cessful, but sometimes a single meta-heuristic may not be able to completely obtain
the true aspects of exploration and exploitation. Prior to the early days of research
on the use of a single meta-heuristic algorithm, last decade has seen some advance
hybrid methods by combining two or more algorithms for solving some real
complex real-life problems. The main advantage of using the hybrid methods is to
explore the strengths of each of the individual algorithms or procedures for some
synergetic performances in combination to both the algorithms. In such cases, if one
will be limited to exploration capabilities, then the other may lead towards
exploitation and the outcome of such meta-heuristic is quite promising one.
Moreover, hybrid approaches result more efficiently in terms of high accuracy or
good computational speed. Meta-heuristic algorithms involve the stochastic com-
ponents which make them suitable for global optimization and may not stuck at
local optima. While solving some complex optimization problems, quality solutions
may be obtained in a realistic span of time by using meta-heuristic algorithms. The
main advantage of using meta-heuristic algorithm is that it tends to global optimal
solution for complex problems [1].

Moreover, for solving multimodal and nonlinear problems, meta-heuristics have
shown promising potential in wide variety of diversified problems. With random
solutions and local search procedures, some meta-heuristics may able to solve some
complex problems, but they may not ensure for optimal solutions. As per Glover’s
convention, all optimization algorithms based on nature or simply called,
nature-inspired algorithms are called meta-heuristics [2]. Based on the literature of
the current research of the nature-inspired algorithms, it can be predicted that
surprisingly those are effective for solving complex real-world problems. The main
reason behind the success rate of nature-inspired and swarm-based algorithms
is having the capability to solve the NP-hard problems. To resolve the real-life
problems, some of the earlier developed optimization techniques fail and the
solutions of many real-life problems have been obtained by hit and trail methods.
So, this is the basis for the researchers to focus towards the development of some
competitive optimization algorithms, which are efficient to resolve the complex
problems. In this paper, a newly developed crow search optimization is considered
with functional link ANN for solving classification problems [19–28]. The reason
for choosing this algorithm is simple to understand and easy implementation of
computing steps. Further, the paper is divided into following parts: Sect. 2
describes the preliminaries, i.e., working procedures and principles of CSA. Sec-
tion 3 elucidates some latest literature of crow search optimization, which helps to
analyse its popularity. The proposed method has been described in Sect. 4. In
Sect. 5, the details about experiment such as experimental set-up and result analysis
have been elaborated. Section 6 concludes the work with some future research
directions.
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2 Preliminaries

2.1 Crow Search Optimization

This optimization is developed based on the behaviour of crows and is proposed by
Askarzadeh [3]. Normally, we may find the crows in almost all part of the universe,
and they are assumed to be the most intelligent bird among other birds in the birds’
community [4]. They have hefty brain as compared to the size of their body.
Moreover, the level of intelligence of their brain is considered to be just lower than
human brain. Because of this, they are able to remember their food storage locations
even after some months. They burgle food of other birds in their absence and
always try to be in safe and hiding place, where no one can reach. Also, it is true
that they behave intelligently, when they are in a group as compared to a single
crow. In any unfriendly situation, they may warn each other for better safety.
During seasonal time, they collect food, keep food for future in a safe place and also
able to intelligently hide the food from others [5]. They are able to remember faces,
and they can use tools with sophisticated communication skills.

By considering the above facts, the crow search algorithm is developed and it
simulates the optimization process in following ways. Crow can conceal their food
in a safe place, and at the time of need, they may use it. They are greedy in nature as
always a competition is there among them for searching better food locations.
During the search of safe location, at a certain moment, if any crow is finding that
some other one is following it, then suddenly the first crow is able to make fool the
other one by simply changing its destination. So, in the algorithm, the environment
where the crow finds its safe location and travels around is considered to be the
search space. The crow is considered to be as one member in the population, and
the whole group of crows is the population. Every position covered by crow/crows
is said to be one feasible solution, and the quality of food location searched by the
crow is considered to be the fitness function. Among all the food locations, the best
one is known to be the global solution to solve the problem.

3 Related Works

Since the development of CSA, it has been successfully applied in various problem
domains of engineering and other diversified areas. Literature of some of the
important applications is narrated below. Oliva et al. [6] have used CSA for seg-
menting the magnetic resonance image in an effective way. They found the results
obtained by their proposed method are superior and CSA is able to tackle some
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critical issues like early convergence, maintaining balance in between diversifica-
tion and exploration. With the help of population diversity information and
Gaussian distribution, Coelho et al. [7] have enhanced the performance of original
CSA and found some better results for their developed method for the application in
electromagnetic optimization. Sayed et al. [8] have introduced a new chaotic-based
CSA for solving feature selection problem with consideration of twenty benchmark
data sets. They found improved classifier performance with the proposed method as
compared to some other standard methods. For solving the problem of optimal
placement of static synchronous compensators, Choudhary et al. [9] have imple-
mented a novel technique with CSA to find the best location. With the proposed
method, they able to minimize the total line losses in the power system through the
placement of static synchronous compensators. Liu et al. [10] have proposed an
extreme learning-based model with CSA for resolving the fuzziness of the water
quality and incompatibility of water parameters. From the training and testing
results, they concluded that the ELM-CSA-based model can be used to evaluate the
quality of groundwater. Apart from these applications, some other applications have
been mentioned in Table 1. By inspiring from all these successful applications and
the popularity of CSA algorithm, in this paper, a novel attempt has been made for
solving the data mining problem with higher order neural network.

4 Proposed Model

In this proposed work, we have used CSA for obtaining an optimal functional link
ANN model (FLANN) for nonlinear data classification. In this section, the step by
step process to obtain the optimal weight set for the FLANN model from popu-
lation of weight sets (crow memory) by using crow search algorithm is illustrated.
Here, the objective is to find out the optimal weight set for FLANN model for faster
convergence during training and testing phases.

Table 1 Applications of CSA

Sl. No Method Area of application Reference

1 CSA Optimization problems [11]
2 CSA Cloud computing [12]
3 CSA Power system [13]
4 CSA Radial distribution networks [14]
5 Multi-objective CSA Optimization problems [15]
6 CSA Distribution system [16]
7 CSA Power generation [17]
8 CSA Document classification [18]
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4.1 PseudoCode of Proposed CSA-Based Method

Step – 1 

Set iter = 1. Initialize the crow memory ( )1 2, ...iter iter iter iter
NCM C C C= with N no. of 

weight set (crows), where 1
iterC represents 1st weight set (crow) at iteration ‘iter’ among N 

number of weight sets. Here the dimension of iterCM  and iter
NC depends on the dimension 

of the data set (D) used to train the FLANN model. 

Step – 2 

Compute fitness of all the weight set iter
iC for i=1 to N as follow:

for i=1:1:N

Compute ( ) ( )1 2, ...iter L
i iS D C s s sϕ= × = , where L is the no. of instances in 

D, ( )Dϕ is the functionally expanded data sets, S and is is the intermediate result

vector and ith intermediate result value of ith input instance from D respectively. 

Compute ( ) ( )1 2tanh , ... LO S o o o= = , where O is the output vector,

( )tanh . is the higher order activation function and io is the ith output value of ith

input instance from D.

Compute ( ) ( )1 1 2 2 1 2, ... , ...L L L
i ie o t o t o t o t e e e= − = − − − = , where e

is the error vector, io  and it is the ith output value and target value of ith input 
instance from D respectively.

Compute the total error of the network 
1

L
i

i
i

e e
=

= ∑
Compute the fitness of the weight set iter

iC is calculated as 1
i

i
f e=

End_for 

Step – 3 

Select best weight set iter
hC (best crow hiding point in iteration ‘iter’) in  iterCM based on 

the best fitness if . 

Step – 4 

while iter < Max_iter

for i=1:1:N

Randomly select one crow iter
iC
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Set Awareness Probability (AP).
If rand(1) >= AP

( )1 (1) ;iter iter iter iter iter
i i h iC C rand fl C C+ = + × × −

Else 1 (1);iter iter
i iC C rand+ = ±

End_if
End_for 

Evaluate all the weight sets (crows) in iterCM and 1iterCM +

If iter
iC in iterCM > 1iter

iC + in 1iterCM +

Then replace 1iter
iC + in 1iterCM + with iter

iC in iterCM . 
End_ if

Set weight set with best fitness among all weight sets in 1iterCM + as in Step - 2 . 

Update crow memory iterCM = 1iterCM + . 

Find out best weight set 1iter
hC + from 1iterCM + with best fitness value.

Update hiding position iter
hC = 1iter

hC +  . 
End_while 
Step – 5 
Find out best iter

bestC form _Max iterCM with best fitness value.
Step – 6 
Set iter

bestC weight set in FLANN network for faster convergence while training and testing 
phase. 

Exit
Step – 7 

In the above pseudocode, the recent literature on FLANN and its implementation
details may be obtained in [19–28]. In this study, the gradient descent learning has
been adopted to train the FLANN.

5 Simulation Result

The proposed scheme has been implemented in MATLAB and tested on data sets
from UCI repository [29]. Optimal fitness value of all the considered schemes is
carefully observed (Table 2).

Figure 1 represents the changes in fitness observed in considered schemes in
various iterations on Monk 2 data set. It has been noticed that fitness of PSO-based
FLANN model is found to be better than GA-based FLANN and CSA-based
FLANN. Similarly, the proposed model is found to be better in almost all the data
sets except Ionosphere data set (Table 2). During simulation, the crow search
algorithmic parameters of the proposed method are set as in Table 3. The FLANN’s
set-up and its parameters have adopted from previous literature [20–29].
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Table 2 Comparison of fitness among GA-based trained FLANN, PSO-based trained FLANN
and CSA-based trained FLANN

Data sets Fitness obtained by various hybrid models
GA-based trained
FLANN

PSO-based trained
FLANN

CSA-based trained
FLANN

Wine 2.462398 2.462398 2.729584
Iris 5.972679 5.97268 6.38756
Hayesroth 1.888252 1.869618 1.947664
Monk 2 2.024735 2.033361 3.057657
Ionosphere 1.677268 1.696773 1.689465
Hepatitis 2.58331 2.813839 2.947563
Pima 2.216361 2.216474 2.219834
Dermatology 1.888967 1.981951 2.877354
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Fig. 1 Performance comparison on Monk 2 data set

Table 3 Parameter setting
used for simulation

Parameters Suggested value

N: No. of crows 50
fl: flight length 2
AP: Awareness Probability 0.1

Max_iter 100
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6 Conclusion and Future Work

In this paper, a novel crow search optimization-based functional link neural net-
work model is developed to solve the classification problem of data mining. The
proposed method is compared with some other evolutionary- and swarm-based
methods like GA-based trained FLANN and PSO-based trained FLANN. The
performance is compared in terms of fitness of all the models. On testing eight no.
of data sets, the results divulge that the proposed method has obtained superior
results than others with less iteration. In future, the performance of the proposed
model may be tested on some other high-dimensional data sets to analyse the nature
of the algorithm and further, some more other swarm-based algorithms may be
taken into considerations for comparison purpose.
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A Survey of Feature Selection Techniques
in Intrusion Detection System: A Soft
Computing Perspective

P. Ravi Kiran Varma, V. Valli Kumari and S. Srinivas Kumar

Abstract In the process of detecting different kinds of attacks in anomaly-based
intrusion detection system (IDS), both normal and attack data are profiled with the
help of selected attributes. Various types of attributes are collected to create the attack
and normal traffic patterns. Some of the attributes are derived from protocol header
fields, and some of them represent continuous information profiled over a period.
“Curse of Dimensionality” is one of the major issues in IDS. The computational
complexity of the model generation and classification time of IDS is directly pro-
portional to the number of attributes of the profile. In a typical IDS preprocessing
stage, more significant features among the available features are selected. This paper
presents a brief taxonomy of several feature selection methods with emphasis on soft
computing techniques, viz., rough sets, fuzzy rough sets, and ant colony optimization.

Keywords Intrusion detection system ⋅ IDS ⋅ Feature selection
Soft computing ⋅ Survey

1 Introduction

Intrusion detection system (IDS) and Firewall [1, 2] stand in the front line of
defending the network perimeter. Anderson [3] proposed one of the earliest works
in the area of IDS that tried to monitor security violations through audit records.
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Denning [4] is one of the early researchers who provided a strong motivational
background for researchers in the area of IDS. He has demonstrated that, by pro-
filing the regular activity, any deviations from normal can be identified. The audit
records of several activities like the login and session activity, commands and
execution sequence of programs, file access activity are collected. These audit
records are used to detect the intrusions. Lunt [5] has done a survey of off-line and
on-line IDS and identified several audit trail attributes employed in the data set.
John et al. [6] reiterated the importance and the role of IDS in an organization’s
security posture. Dataset dimensionality is sometimes a bottleneck for computa-
tional intelligent and data analysis tasks. There exist many methods, algorithms, and
tools in order to minimize data size. Optimization often involves attribute selection
or reduction, and it is the objective of many researchers. Andreas et al. [7]
demonstrated the importance of feature selection and also presented the relation
between the selected features and accuracy. This paper presents a comprehensive
survey of feature selection methods with an emphasis on soft computing techniques,
viz., rough sets and ACO.

2 Soft Computing Techniques for Feature Selection

A remarkable contribution made by Pawlak [8, 9] to the research community is one
of the earlier works on rough sets. Rough sets (RSs) are very efficient mathematical
methods which can be used for attribute reduction. RS has an advantage that they
do not require any additional information other than the data set itself. RS deals
with the concept called vagueness. rough sets are based on calculating the similarity
between the values of attributes of the data set objects. This concept is called
indiscernibility. The application of rough set in the field of mobile communications
for “churn prediction” is demonstrated by Pawlak. RS is found to be useful at
several stages of knowledge discovery in databases (KDDs), [10] feature selection,
feature extraction, reducing of data, generating decision rules, and also for
extraction of patterns. Rough set-based dynamic reducts are used to create decision
rules for classification problem [11]. Chouchoulas and Shen [12] have contributed
to rough set-based dimensionality reduction and applied it to text categorization for
e-mail classification, where there is vagueness or incompleteness in the data. Their
work has proved the ability of rough set to considerably reduce data set sizes that in
turn reduces the storage size. Quick reduct, a greedy based, fast reduction algorithm
is used for reduction.

Discernibility matrix-based approach is one form of reduction processes using
rough sets proposed by Skowron and Rouszer [13]. The discernibility-based
reduction takes long computational time compared to quick reduct for large data

sizes. Let A
⌣

C be a set of conditional attributes and A
⌣

D be a set of decision attributes;

a decision-making table is defined as , A
⌣

all =A
⌣

C ∪A
⌣

D. Each ele-
ment of a discernibility matrix, eij, as shown in Eq. 1, consists of set of all
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conditional attributes A
⌣

C, that categorize the given objects, Oi and Oj into different
classes.

eij =
aĈ ∈ A

⌣

C: a ̂C Oið Þ≠ a ̂C Oj
� �

if ∃ aD̂ ∈ A
⌣

D, aD̂ Oið Þ≠ a ̂D Oj
� �

∅ if ∀ aD̂ ∈ A
⌣

D, aD̂ Oið Þ=a ̂D Oj
� �

(

ð1Þ

Jensen has worked on rough set applications in several domains. One such early
work by Jensen and Shen [14] is done in the area of World Wide Web
(WWW) bookmark data, where incompleteness and uncertainty of data can be
found. The authors have investigated the suitability of rough sets for data reduction
of bookmarks and found to be useful. Feature selection for face mammogram is
achieved with the help of rough sets and PCA [15]. Duntsch and Gediga [16]
explained the role of rough sets for the purpose of attribute minimization, rule
generation, and prediction. Thangavel and Pethalakshmi [17] have presented a
comprehensive review of various applications of rough sand also hybridized rough
sets for attribute reduction. However, all these works are based on greedy hill
climbing-based reduction. The drawback of greedy-based quick reduct algorithm is
that the solution may not be the global best solution at all times. Metaheuristic
search techniques along with rough sets found to produce best results compared to
greedy-based techniques.

3 Research Contributions in Feature Selection for IDS

KDD Cup 1999 dataset [18] is used as a benchmark dataset by the majority of
researchers in the area of IDS. This data set consists of 41 features and five major
classes of attacks including normal traffic. The goal of feature selection in IDS is to
select the most appropriate and important features from these 41, that results in a
reduction of data size. IDS will take lesser time to classify attacks with lesser
attributes, but the challenge is to maintain or improve the classification accuracy
and reduce the false alarm rate. Therefore, there is a never ending research in the
area of feature selection for IDS. Ganapathy et al. [19] surveyed the existing lit-
erature on feature selection and classification techniques in the area of IDS. Along
with the survey, they also proposed intelligent rule-based feature selection along
with an intelligent rule-based enhanced multiclass support vector machine
(IREMSVM) classifier. This algorithm is based on the Minkowski distance. They
have reported 19 selected attributes and an average accuracy of around 90%.
However, only three classes of attacks are considered.

Fries [20] proposed a genetic algorithm (GA)-based feature selection where each
bit location of the chromosome is treated as one feature. They employed a
wrapper-based feature selection with a fuzzy inference system as the classifier,
99.6% accuracy with 0.2% false positives (FPS) is reported after reducing the
features to eight. All the five classes are addressed here; however, since the
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approach is wrapper based, it consumes a lot of time. Li et al. [21] have employed
chi-square feature ranking method and used the top six features for classification
using transductive confidence machine for K-nearest neighbor. They have attained
an accuracy of 99.32% post the feature reduction phase with an FP rate of 2.81%.
They have used Euclidian distance for KNN clustering. The detection rates of User
to Root (U2R) and Remote to Local (R2L) attacks are lesser in this method. The
distance calculations have high computational complexity.

Sung and Mukkamala [22] utilized three types of feature ranking systems, viz.,
wrapper based, SVM, linear genetic programming, and multivariate adaptive
regression splines. Rufai et al. [23] proposed a membrane computing and bee
algorithm hybrid for selecting prominent features of IDS data set. They have
reported an accuracy of 95.60%. Again, since they are wrapper-based methods, the
time consumption for solution construction is large compared to filter-based
methods.

Barot et al. [24] used correlation-based feature selection along with a decision
table majority classifier. After selecting the top five features, they have reported
90.9% average classification accuracy. Correlation-based feature selection depends
on the merit of a feature subset F that contains n number of features; the merit is
given by Eq. 2. Their approach suffered from low classification accuracy and in
particular lower rates for U2R and R2L attacks. In Eq. 2, rcf is the average of all the
feature–classification correlations, and rff is the average of all the feature–feature
correlations.

MeritFn =
nrcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n+ n n− 1ð Þrff
p ð2Þ

Ahmed [25] has proposed a combination of statistical and optimization
problem-solving approaches for feature selection. He has compared the perfor-
mance of GA and particle swarm optimization (PSO) in selecting best particles of
principal component analysis (PCA). The PCA–GA method has produced an
accuracy of 98.2% for ten selected features, while the PCA–PSO method has
produced an accuracy of 99.4% for eight selected features. However, in their paper,
the fitness functions for both PSO and GA are not mentioned. An improvement of
accuracy was obtained by employing PCA feature reduction and neural network
classifier by Varma and Kumari in [26]. Few works that addressed the feature
selection problem in IDS are [27–32].

3.1 Rough Set-Based Feature Selection for IDS

Muthurajkumar et al. [33] applied rough sets for feature selection and fuzzy SVM
for classification; they have reported an average attack detection accuracy of
98.27%. Chimphlee et al. [34] have worked on rough sets for reducing the IDS data
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features. They have reduced the data set to 11 features and later evaluated with a
fuzzy C-means clustering algorithm. An accuracy of 93.45% is reported. RS lower
and upper approximations are used to find the important features of IDS data. Even
though good detection rates are reported for probe attacks, the detection rates of
other attacks are not promising. Rung-Ching et al. [35] identified 29 features; SVM
classifier is used to evaluate the identified features, and an accuracy of 89.13% is
reported. This work also suffers from lower detection rates.

Greedy search-based rough set quick reduct is used by Liu [36] for reducing
intrusion detection data attributes; they have obtained improved detection accura-
cies. Their algorithm produced 15 attributes and reported an accuracy of 99.19%
with decision tree as a classifier. However, the detection rates of all the classes of
attacks are not mentioned. Chunhua et al. [37] proposed elicitation-based rough set
attribute selection by employing different types of discretization techniques. An
accuracy of 92.46% is reported after the attribute reduction process. However, there
are no details about the major classes of attacks in this work, and it also suffers from
lower detection accuracy. Li-Zhong et al. [38] also tried to reduce the IDS data
features by using rough sets and evaluated the performance using neural network
classifier. They have obtained an accuracy of 88.5%. However, the works men-
tioned above are not heuristic search based, and hence, the solution set obtained
may not be the global best reduct.

Anazida et al. [39] have employed rough sets as a primary phase of attribute
selection. They have proposed a PSO–SVM combined wrapper based global best
attribute selection in the second phase. With their Rough-PSO approach, they have
identified six prime attributes and reported an accuracy of 93.408%. Sengupta et al.
[40] demonstrated the application of rough set-based reduct calculation in intrusion
detection data set. They have used a Q-learning algorithm to select the best reduct
out of different possible reducts produced by the discernibility matrix-based rough
set reducts. An accuracy of 98% is achieved with this approach.

3.2 Limitations of Rough Set-Based Feature Selection
for IDS

Most of the existing literature employing rough sets for IDS is greedy hill climbing
based, which produces a local minimal reduct. There is a need to apply global
search strategies and optimization techniques for IDS data set. Even though there
are few works employing heuristic search techniques, most of them are wrapper
based, and the algorithms take a long time for execution. Till now, no one has
applied rough set-based mutual information to find the core attributes of IDS data
set. Further, there is a need to study and find the feasibility and applicability of
ACO search with rough set feature significance as a heuristic factor. Varma et al.
[41, 42] have addressed these issues and applied a novel rough set and ACO-based
algorithms for IDS and obtained comparable results.
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There is a need to identify an essential network traffic features that are to be
monitored to detect most popular real-time intrusive attacks like DoS, DDoS,
probing, account hijacking. Varma et al. [43] proposed fuzzy entropy-based
heuristic in ant colony optimization (ACO) to search for a global best smallest set of
network traffic features for real-time intrusion detection dataset. The advantage of
fuzzy-rough techniques over rough sets based attribute selection is that fuzzy-based
methods do not require an additional phase of data discretization for real-valued
data. Rough set-based attribute selection requires the real-valued data to be dis-
cretized as a preprocessing stage. The proposed feature reduction algorithm is tested
on the University of California, Irvine (UCI), standard benchmark datasets and
found to be efficient. Further, the algorithm is applied to Real-Time IDS data set
and found to produce promising results.

4 Conclusion

While evaluating IDS, the terms True Positives (TP), True Negatives (TN), False
Positives (FP), and False Negatives (FN) are used. True Positives mean a number of
attacks correctly detected as attacks. True Negatives mean normal data correctly
detected as normal. False Positives mean a number of normal activity instances
wrongly detected as an attack by IDS. False Negatives mean a number of attacks
wrongly detected as normal. Intrusion detection literature uses several performance
parameters, which includes classification accuracy and number of features selected.

Classification accuracy is one of the performance measures of IDS. The main
goal or objective of feature selection or attribute reduction in IDS design is to see
that it maintains high classification accuracy, even after reduction. It tells how good
the classification model is, the higher is, the better. It specifies the percentage of
samples being correctly identified with their respective classes. The formula for
classification accuracy is given in Eq. 3.

Classification accuracy=
TP+TN

TP+TN +FP+FN
ð3Þ

Figures 1 and 2 show the comparative graphs of the evaluation parameters
classification accuracy and number of features selected. By comparing similar
feature selection algorithms for IDS, it can be observed that the soft
computing-based algorithms, the rough set theory, and ACO [42] proved to be
much promising. Researchers may explore several hybrid soft computing algo-
rithms for feature selection of IDS data sets.
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Feed Forward Neural Network-Based
Sensor Node Localization in Internet
of Things

Ajay Kumar and V. K. Jain

Abstract Internet of Things and wireless sensor networks have attracted world-
wide researchers because of their various applications in different fields. Specifi-
cally, in IoT, knowledge of location is a very critical issue which deals with
identifying the position of deployed node in the sensor network. It is extremely
advantageous to propose scalable, cost efficient, and proficient localization proce-
dure for IoT. This paper provides a sensor positioning algorithm named centroid
algorithm which is a range-free position identifying scheme. The centroid of the
polygon is used to compute the coordinates of estimate position to get better node
location precision and further neural networks such as feed forward have been
implemented to improve the accuracy. A comparison of centroid algorithm and feed
forward neural network-based localization has been done and found that the neural
network promises better results for higher localization accuracy.

Keywords Centroid algorithm ⋅ Global positioning system ⋅ Neural networks
Internet of Things ⋅ Wireless sensor networks

1 Introduction

Wireless sensor networks (WSNs) are the key components of Internet of Things
(IoT) that is comprised of hundreds or thousands of nodes. The nodes can nous the
environment, perform computation, and can communicate with other nodes in the
same environment. Nodes are deployed by scattering them in some area of interest
and are capable of communicating wirelessly. These networks are implemented for
performing a number of applications such as environmental monitoring, forest
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monitoring, industrial monitoring, agriculture monitoring, disaster prevention. The
network has source node to transmit their data to the destination node through
intermediate or relay nodes. The destination node is associated to a central sink,
also known as the Base Station (BS), which provide connection to the wired
world [1].

One of the easiest ways to identify the location is the physical configuration, but
it is not practically possible in big networks or when sensors are positioned in
unreachable areas like volcanoes and underwater [2]. The alternate way is to add
Global Positioning System (GPS) to every sensor node. But, GPS does not work
efficiently as the line of sight is not available due to high buildings and dense tree
areas, needed between satellite and receiver. The poor signal reception may
decrease the accuracy. Moreover, using GPS in the large-scale area is not cost
efficient. Therefore, many location estimating methods have been anticipated to
estimate the location of nodes in WSNs [3]. Newly proposed localization methods
[4] identify the location of various sensor nodes with the help of location of anchor
nodes, which can localize themselves using GPS or by nodes placed at known
position, in the network. Localization methods can be classified as range-based
methods and range-free methods [5], according to the mechanisms used for esti-
mating location.

Range-based position identifying methods first accurately determine the distance
or angle information between the nodes and then with the help of trilateration or
triangulation techniques they estimate the desired position of the nodes [6].
Range-free localization algorithms establish the communication using radio con-
nectivity to identify their location. Range-free algorithms are simple and low cost in
comparison to range-based techniques as in these schemes, distance measurement,
angle of arrival and special hardware are not used [7]. Range-free schemes are
widely used due to large observable advantages such as conservation in power
consumption and low cost [8].

Neural networks are the interconnections of neurons with activation functions.
Neural networks are trained so that a particular input yields a specific output [9].
Implementing neural networks in wireless sensor networks is a promising area for
more accurate and faster localization [10]. Various classes of neural networks
whose performance has been compared in this paper are feed forward networks,
radial basis networks, and recurrent networks.

J. Blumenthal et al. in [11] proposed a centroid algorithm which is a range-free
localization scheme. In this algorithm, all un-localized nodes locate themselves as
the centroid of all the received beacon’s positions. Centroid algorithm is simple and
easy to implement. C. Alippi et al. in [12] also proposed enhanced centroid algo-
rithms using certain weighted methods. Identifying node position using received
signal strength of RF signals has been considered broadly [13]. Two centroid
localization algorithms, the linear weighting centroid (LWC) and neighbor
weighting centroid (NWC), have been also proposed to improve the accuracy of
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centroid algorithm. Yu Liu et al. [14] proposed an improved centroid localization
algorithm (ICLA) approach uses additional topological knowledge and RSS for
considerably improvement in accuracy.

2 Proposed Methodology

2.1 Centroid Algorithm-Based Approach

In this technique, an unknown node finds its location using the well-known posi-
tions of the anchor nodes. Anchor nodes are the nodes which already know their
location as they are equipped with GPS. Centroid algorithm uses the location
information of all the beacons and calculates the position of unknown node as the
centroid of all the received beacon positions. Implementation of centroid scheme
contains the following actions:

• All anchor or beacon nodes transmit their position and uniqueness to all
unknown sensor nodes available in their communication scope. A node is in the
transmission range or not can be decided using the distance between anchor
node and unknown node. This distance can be estimated by measuring received
signal strength (RSS) at the unknown node. As we know, distance is inversely
proportional to RSS value using the formula given in Eq. (1).

Pr =
Pt Gt Gr λ

2

4πð Þ2 d2 ð1Þ

where

Pr Power (Received),
Pt Power (Transmitted),
Gt Antenna gain (Transmitter),
Gr Antenna gain (Receiver),
λ Transmitter signal wavelength (meters),
d Separation among anchor node and unknown node

• The nodes receive the signal information for a time T and collect the position
information from various fix (beacon) nodes.

• All un-localized nodes obtain their location by forming a polygon and measure
the centroid (Xest, Yest) from the known location of anchor nodes in their scope
by using the procedure mentioned in Eq. (2).
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Xest ,Yestð Þ= Xi +⋯+Xn

N
,
Yi +⋯+ Yn

N

� �
ð2Þ

where (Xi, Yi) and (Xn, Yn) are anchor nodes coordinates, (Xest, Yest) is the calculated
location of the node, and N is the number of beacon nodes.

2.2 Neural Network-Based Approach

Another technique to obtain the accurate localization is neural network-based
localization [9]. The neural network in the interconnection neurons with their
activation functions.

Using the recorded values of unknown nodes, a neural network can be trained.
Real positions of unknown nodes are provided to the input layer of neural network.
Hidden layer transforms input, which will be used by the output layer. Output layer
produces output as the estimated positions of unknown nodes. The accuracy of the
localization between the real and the estimated (calculated) values is measured
using mean square error (MSE) formula.

The neural network is trained by initializing the various layers and number of
neurons to each layer and transfer function to each layer is initialized. The output
generated from neural network is the estimated position of unknown nodes. From
real and estimated positions, mean square error can be measured. The process is
repeated with updated weights and biases till mean square error is less than that of
mean square error of centroid method.

3 Results

3.1 Centroid Algorithm-Based Approaches

Centroid algorithm is implemented and executed using the MATLAB R2013a
simulator. In this algorithm, we have taken 100 anchor nodes and performance has
been done by firstly taking 10 unknown nodes and then 50 unknown nodes. We
have deployed these nodes in the network area of 100 × 100 m with the com-
munication range of 30 m between them. The network was generated by using the
parameters given in Table 1.

In Fig. 1, dots represent the anchor node’s positions, stars represent the real
location of un-localized nodes, and circles represent the location of un-localized
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nodes estimated by centroid algorithm. The red lines represent the displacement of
unknown nodes from their real positions to positions estimated using centroid
algorithm. In Fig. 2, bars represent the estimated error of individual 10 unknown
nodes. Error has been defined as the variation between real and estimated positions
of unknown nodes. We observed that node 5 gives the maximum error as it is
displaced maximum from its real position after implementing centroid algorithm.
Similarly, node 6 gives the minimum error as it is displaced minimum. The average
error of all 10 unknown nodes comes out to be 0.2807 m.

In Fig. 3, dots represent the anchor node’s positions, stars represent the real
positions of un-localized sensor nodes, and circles represent the positions of
un-localized sensor nodes estimated by centroid algorithm. The red lines represent
the displacement of unknown nodes from their real positions to positions estimated
using centroid algorithm.

In Fig. 4, bars represent the estimated error of individual 50 unknown nodes. An
error has been defined as the variation between real and estimated positions of
unknown nodes. In Fig. 4, node 24 represents the maximum error as it is displaced
maximum from its real position to estimated position. Similarly, node 5 represents
the minimum error. The average error of all 50 unknown nodes comes out to be
0.1703 m.

Fig. 1 Location estimation
using centroid algorithm for
10 nodes

Table 1 Recreation
parameters for centroid
algorithm

Parameters Values

Number of anchor nodes 100
Number of unknown nodes 10 and 50
Communication range 30 m
Deployment area 100 * 100 m
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3.2 Neural Network-Based Approach

In case of neural networks, real coordinates of unknown nodes have been taken as
the key to the network, and with the help of neural networks, output data is
achieved. This output is the estimated coordinate location of unknown nodes
achieved by neural networks. Now, the output data is compared with the target data
and the variation between output data and target data becomes the error. Feed
forward neural network is trained and generated by using the parameters given in
Table 2.

Fig. 2 Error distribution for
10 unknown nodes using
centroid algorithm

Fig. 3 Location estimation
using centroid algorithm for
50 nodes

800 A. Kumar and V. K. Jain



Fig. 4 Error distribution for
50 unknown nodes using
centroid algorithm

Table 2 Simulation
parameters for feed forward
neural network

Parameters Values

Number of neurons 10
Number of epochs 50
Performance function MSE
Training function TRAINLM

Adaption learning function LEARNGDM

Fig. 5 Error estimation for
10 nodes using feed forward
networks
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3.2.1 Feed Forward Networks

Figure 5 represents the estimated error for 10 individual unknown nodes using feed
forward neural networks. Here, node 4 shows the maximum error which means it is
displaced maximum from its real position.

Similarly, Fig. 6 represents the estimated error for 50 individual unknown nodes
in which node 32 shows the maximum error. The average estimated error for 10
unknown nodes comes out to be 0.1574 m and for 50 nodes it is 0.0459 m.

Tables 3 and 4 show the performance comparison of the experimental results.
Average localization error for all unknown sensor nodes is used to evaluate the
performance of different localization schemes. After comparing the values, we can
say that feed forward neural networks have best performance than the other net-
works on the basis of estimated error. Therefore, implementing feed forward neural
network in localization is a better choice for higher localization accuracy.

Fig. 6 Error estimation for
50 nodes using feed forward
networks

Table 3 Performance
comparison for 10 unknown
nodes

Method Error in meters

Centroid algorithm 0.2228
Feed forward networks 0.1574

Table 4 Performance
comparison for 50 unknown
nodes

Method Error in meters

Centroid algorithm 0.1701

Feed forward networks 0.0459
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4 Conclusion

In this paper, centroid algorithm and feed forward neural networks have been
discussed and their performances are evaluated on the basis of error estimation.
Accurate localization of wireless devices is a crucial requirement for many appli-
cations. Therefore, neural network-based approaches have been used to obtain
better accuracy. It can be seen that radial basis neural networks give better results
than the other networks when error is taken into consideration. Therefore, neural
network implementation is a better option to obtain higher accuracy for localization
in wireless sensor networks required for Internet of Things.
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Recognition of Various Handwritten
Indian Numerals Using Artificial Neural
Network

Geetika Mathur and Suneetha Rikhari

Abstract In current years, extracting documents written by hand is extensively
studied topic in image analysis and optical character recognition. These extractions
of document images find their applications in document analysis, content analysis,
document retrieval, and much more. Many complex text extracting processes such
as maximization likelihood ratio (MLR), neural networks, edge point detection
technique, corner point edge detection are generally employed for extraction of text
documents from images. This article uses feed-forward propagation model of neural
network for recognition of various Indian handwritten numerals like Punjabi, Hindi,
Bengali, Telugu, and Marathi. Recognition is achieved by initially acquiring the
image, then preprocessing it and then feature extraction. Preprocessing is performed
by binarizing the image and segmenting the preprocessed image by cropping it to
its edges. Feature extraction involves the normalizing the numeral matrix into
12 × 10 matrixes. Feature recognition applies artificial neural network for detec-
tion of numerals. The network is constructed with 120 input nodes, 10 hidden layer
nodes, and 10 output nodes. The network has one input, single output, and a hidden
layer. The numbers used for training are divided using a morphological method,
and the network is trained for various Indian numerals. The proposed system has
98% recognition accuracy with respect to training data.

Keywords Neural network ⋅ OCR ⋅ Multilingual documents
Handwritten documents
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1 Introduction

Character recognition can be defined as the technique of sorting the given input
characters as per a predefined class of characters. Numerous researches have been
done in the field of handwritten number recognition schemes for Indian languages
in the past few years. Handwritten number recognition schemes for Guajarati
numerals using neural network [1], Bengali digits using multistage classifiers [2],
Devanagari numbers using support vector machines [3] are some of the examples
for the research being done on the handwritten numerals detection. Some challenges
with recognition of handwritten data are that the style of writing of character may
be non-uniform, there are different styles of writing same character, the curves in
the character are uneven, and two or more characters can be similar looking [4].
This may increase the complication in the recognition system.

Table 1 Indian numbers and its equivalents in English

Punjabi 
Number

Hindi 
Numbers

Telugu 
Numbers

Bengali 
Numbers 

Marathi 
Numbers

Corresponding
English number

1

2

3

4

5

6

7

8

9

0
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In accordance with the record of Indian census, In India, 122 main languages in
addition to 1599 additional languages are spoken. It becomes a difficult task for
recognizing any Indian character and digits. In the proposed recognition method,
artificial feed-forward neural network is employed to recognize various Indian
digits from 0 to 9. Table 1 shows the basic numbers. The accuracy rate for detection
of various numerals in this case is 98% which in previous works the recognition rate
for various languages was around 89%.

2 Optical Character Recognition

OCR for handwritten numerals contains five phases that are scanning of the text
image, preprocessing, segmentation along the sharp edges, extracting features, and
then post-processing. In scanning step, the digital image is acquired. The optical
scanner used can change the quality of image obtained, so it is critical to use a good
quality scanner. In practical applications, the images that are scanned are never
perfect as there is some unwanted noise in the acquired image which causes dis-
ruption in the recognition of the characters. Preprocessing stage provides appro-
priate transformation of image like from colored image into binary image for
feature extraction and then segmenting the image by cropping it to its sharp edges.
Feature extraction involves normalizing the numeral matrix into 12 × 10 matrices.
The neural network is the constructed with 120 input nodes and 10 output nodes for
feature recognition. The network has one input, single output, and a hidden layer.
The numbers used for training are divided using a morphological method, and the
system is trained for various Indian numerals. Figures 1, 2, 3, 4, and 5 show
examples for some of the Indian numerals [5].

Fig. 1 Samples of Punjabi number series

Fig. 2 Samples of Hindi number series

Fig. 3 Samples of Telugu number series
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The block diagram in Fig. 6 depicts the flowchart for the proposed recognition
system. It has five levels: scanning the image, preprocessing, segmentation along
the edges, extraction of features, and digit recognition.

2.1 Optical Scanning

In the scanning process, digitalization of the document is done. The quality of the
digitalized document depends greatly on the scanner used. So, a scanner with high
speed and good color quality is necessary for proper acquisition of the digital
image. The training as well as the test images are digitalized using a high-quality
scanner. The training data set had each character written ten times to improve the
recognition rate. An example of handwritten numerals obtained and scanned by
computer is depicted in Fig. 7a. The scanner we are using here is camera of a cell
phone.

Fig. 4 Samples of Marathi number series

Fig. 5 Samples of Bengali number series

Fig. 6 Flowchart for the
algorithm
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2.2 Preprocessing and Segmentation

The digitalized image is then preprocessed. Preprocessing involves binarization of
RGB image, detection of edge, and dilation of images present in image. In bina-
rization, using thresholding the gray image is transformed into binary image [6].
The first step is conversion of image into binary. Using this binary image, con-
nected regions of the text in the image are found and then the 8 neighbors-based
segmentation is computed. For the given pixel P with given coordinates (a, b) in the
given binary image B, all neighbors (a + 1, b), (a − 1, b), (a, b + 1), (a, b − 1),
(a + 1, b + 1), (a − 1, b − 1), (a − 1, b + 1), (a + 1, b − 1) are connected if the
values on neighbors are 1 in binary image, and for all those neighbors whose values
are 1, their connected neighbors are computed until no new connected neighbors are
found. Figure 7b shows the segmented regions obtained from binary image [7].

2.3 Feature Extraction

In character recognition, the most critical stage is extraction of required features.
Intensity distribution, pattern, shape, and texture of the isolated object of the seg-
mented objects could be examples of features of the object obtained [8]. The digit

Fig. 7 a Scanned image,
b segmented regions,
c extracted features
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images that are obtained from the preprocessed stage are then fed to the next stage
that is feature extraction. Each image is resized by 120 × 100 pixels.

The resized images must be standardized by cropping them sharp along the edge
of the numeral. This process is then followed by feature extraction stage in which
the image is resized again to meet the network’s input requirement, i.e., matrix of
size 12 × 10. In this matrix, pixel of value 1 will be assigned to the extracted
features. The 12 × 10 matrix is concatenated into a stream of data which then acts
as input to the network of 120 input neurons. Figure 7c shows the 12 × 10 matrix
extracted from the image.

2.4 Feature Recognition Using Feed-Forward
Neural Network

The proposed system uses feed-forward propagation neural network for identifi-
cation of the digits present in the given test image. Artificial networks are computer
algorithms which learn just like human learning. The used network has single input,
single output, and a hidden layer. This network is called feed forward as the
information is always fed forward, i.e., from input layer to hidden layer and then to
the output layer. The neural network is implemented in two phases,’ viz. training
phase and test phase. In training phase, the neural network is trained using different
sets of training samples (here different numerals from 0 to 9). The training numerals
are distributed using morphological technique. The database created contains 500
sample images (10 samples for a numeral × 10 numeral for each language × 5
languages). To train the network, the feed-forward neural network is created using
the following parameters:

1. Transfer function used for hidden layer: logsig
2. Transfer function used for output layer: logsig
3. Training function: traingdx
4. Total number of iterations: 9000
5. Performance function: Mean square error
6. Number of times the network is trained: 4
7. Number of times the network is tested: 6.

Training of the network stops when any one of the conditions is reached:

1. The maximum numbers of epochs are finally reached.
2. Performance is minimized with respect to the objective.
3. Mu surpasses the maximum value.
4. Amount of validation tests surpasses the max. value. [4].

Once the training is completed, a matrix which gives the data about the actual
and the expected classifications is computed by the classification system. This
matrix is named as confusion matrix In general terms “the confusion matrix depicts
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the number of ways the classification system got confused while making the pre-
diction.” Hence, the classification process is well determined using this matrix. This
classification performance is hence determined using a matrix. Each column rep-
resents the outcomes in the predicted class, whereas each row signifies the occur-
rences in the actual class of pattern recognition (or vice versa may also be true) [9].

The testing phase can be also referred as the recognition process. The extracted
features from the images are given to the trained network which then classifies the
digit according to the trained class. Figure 8 depicts the example of the test numbers
that can be utilized to check if the classification is done properly [10].

3 Result

The database of the numbers is created, and the test image set of ten images per
digit is employed for testing the system developed using the network. The results
are tabularized and displayed in Table 2.

The rate of recognition for the detected numerals is 98%.
Figures 9, 10, 11, 12, and 13 plot the confusion matrices for each given

languages.

4 Conclusion

The proposed method is able to train and recognize 100 numerals of the selected
Indian language efficiently. For the selected Indian input vector of 12 × 10, 98%
recognition rate is attained. If some unwanted noise is added in the image because
of unique writing styles, the network has to be trained for a longer duration of time
or be retained by increasing the hidden layer neurons. The advantage of this system
is its flexibility. The proposed algorithm can be implemented to recognize almost
any numerals of any language.

Fig. 8 Sample testing data
used to test the network for
Punjabi language

Recognition of Various Handwritten Indian Numerals … 811



T
ab

le
2

T
ab
ul
at
ed

re
su
lt

A
pp

lie
d
in
pu

t
N
o.

of
tim

es
th
e
in
pu

t
nu

m
er
al
s
ar
e
re
co
gn

iz
ed

pr
op

er
ly

(N
)

Pe
rc
en
ta
ge

re
co
gn

iti
on

(N
/1
0)

×
10

0%

Pu
nj
ab
i

B
en
ga
li

H
in
di

T
el
ug

u
M
ar
at
hi

Pu
nj
ab
i

B
en
ga
li

H
in
di

T
el
ug

u
M
ar
at
hi

0
10

10
10

10
10

10
0

10
0

10
0

10
0

10
0

1
10

9
10

10
10

10
0

90
10

0
10

0
10

0
2

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
3

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
4

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
5

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
6

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
7

10
10

10
10

10
10

0
10

0
10

0
10

0
10

0
8

9
10

10
10

10
90

10
0

10
0

10
0

10
0

9
10

10
10

10
10

10
0

10
0

10
0

10
0

10
0

N
ot
e:

W
he
re

10
is
th
e
nu

m
be
r
of

tim
es

th
e
ap
pl
ie
d
in
pu

t
di
gi
ts
ar
e
ap
pe
ar
in
g
in

th
e
te
st
im

ag
e

812 G. Mathur and S. Rikhari



1 2 3 4 5 6 7 8 9 10

Target Class

1

2

3

4

5

6

7

8

9

10

O
ut

pu
t C

la
ss

 Confusion Matrix
4

10.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
0

0.0%
100%
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%

0
0.0%
100%
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

0
0.0%

4
10.0%
100%
0.0%

100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%
100%
0.0%

Fig. 9 Confusion matrix for
Punjabi numerals
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Fig. 10 Confusion matrix for
Hindi numerals
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Fig. 11 Confusion matrix for
Telugu numbers
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Fig. 12 Confusion matrix for
Marathi numbers
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5 Future Scope

This developed algorithm can be used for recognizing digits in old document. This
designed system can be further extended for identification of handwritten characters
of various Indian languages.
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A Collaborative Location-Based
Personalized Recommender System

Madhusree Kuanr and Sachi Nandan Mohanty

Abstract With the rapid development of information and communication tech-
nology, numbers of tourists are increasing all over the world due to the easy way to
plan for the tour. Location-based recommender system considers both user’s
behavior and preference for recommendation process. In this paper, we have pro-
posed a location-based personalized recommender system which offers a set of
spots to the tourist by considering the place, food, and product preference of the
tourists. The proposed system uses collaborative filtering technique to recommend
the best spots along with food availability and product availability to the tourist
according to the opinions of the local users who already visited those spots. Cosine
similarity measure is used to find the local users who are similar to the given query
user. The results revealed that collaborative filtering is the more reliable technique
for personalized recommender systems. The proposed system is evaluated in terms
of precision, recall, and f-measure values.

Keywords Recommender systems ⋅ Collaborative filtering ⋅ Location-based
Cosine similarity

1 Introduction

In the age of information overload, nowadays people go for a variety of choices to
make decision about what to buy from market, where to visit for sparing time and
even to find the person to date. A recommendation system (RS) is a personalization
tool that recommends products to the taste of the individual users. Recommender
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system uses some data of the user from its click and other options and produces a
list of recommendations to the individual users. RS produces listing of recom-
mendations by using different approaches like collaborative recommendation
approach, content-based recommendation approach, and hybrid approach [1]. In
information retrieval, RS is tool whose objective is to assist users in their infor-
mation search processes, helping them to filter the retrieved products, using the
proposed product by information available on the internet to support users in their
search and information retrieval processes [2]. Collaborative recommender system
(CRS) is to exploit information about the past activities or the opinions of an
existing user community for predicting which items the current user of the system
will most possibly like or be interested in. Content-based recommender system
recommends items based on a comparison between the content of the items and a
user profile. It works with data that provided by the user either explicitly through
the ratings or implicitly through clicking on a link. Knowledge-based system filters
smartly a set of targets, in order to satisfy the preferences of user. This processing
extends knowledge, where the recommendation system has to interpret and then use
it. Recent research has established that a hybrid recommender system by combining
the techniques of collaborative and content-based recommender system could be
more effective than the pure approaches.

The rest of the paper is organized as follows. The next section contains the
related work. In Sect. 3, we have described the proposed model. Section 4 has
illustrated results and discussion. Finally in Sect. 5, we have explained conclusion
and future work.

2 Related Work

In modern research, recommender system is used in different domains for filtering
the information, which has been widely exploited in e-commerce, suggesting
products and services to users [3]. A recommender system is a personalization tool
that provides users with a list of items that best fit their individual flavor [4]. The
tourists themselves will be one of the main contributors to their current context.
Recent research evidence suggests that personalized and location-based recom-
mender systems discourse the design and execution issues for delivering
location-based tourism related content services [5]. Universal tourist support system
is built upon multi-agent and Semantic Web technologies for providing personal-
ized assistance and automation to the tourists with different preferences and often
changing requirements during their tours [6]. A collaborative recommender system
utilizes the knowledge implicit in a community of users with their preferences on
offered items to discover the relevance of these items to other users within the
community that have not conveyed any preference on the proposed items [7].
Collaborative filtering methods work on the gathering and analysis of a large
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amount of information on user behavior, activities, or preferences, in order to
predict what they would like based on their similarity with other users. A person-
alized location-aware recommendation system has been designed to infer user’s
preferences and thus to recommend nearby locations such as hospitals, food courts,
shopping, and so on [8].

The main perseverance of this research is the development of a recommender
system in tourism sector of India. These user profiles will be composed by func-
tionality levels regarding accessibility issues like country, state, place, location,
local foods, and local products in addition to basic socio-demography information.
This research presumes a vital importance in tourism sector in India and any other
area where individual user knowledge is a key factor. The output of the recom-
mender system will be recommendations of suitable places as per expectation of the
users.

3 Proposed Model

The proposed method uses collaborative filtering technique for recommendation
where it employs the cosine-based similarity to find the similar users to a particular
querying user which is a tourist. The steps involved in the proposed model are
shown in Fig. 1. It uses the opinions of the local people about the different spots
present in that place who have already visited those places. It measures their
opinions about a spot in terms of a rating value which is also defined through
certain parameters like crowd management, security, cleanness of the spot
according to the type of the place. The type of the spot the tourist wants to visit may
be spiritual, historical, and adventurous or place of fun. The local users also provide
information about the special localized food items and products available in that
spot through the rating values. The local user’s rates the food items according to the
criteria. The products are rated by the local users through the criteria like taste and
hygienic. It recognizes similar users based on the cosine similarity value. The
cosine similarity value is determined for all the local users with respect to the
querying user. The users who are having cosine similarity value as 1 are assumed as
the similar users because their place, food, and product parameters are matching
with the querying user. If a tourist, for example, wants to visit places in Bhuba-
neswar and his preference for place type is spiritual, food type is vegetarian, and
product type is ladies product then the similar users can be identified using cosine
similarity as shown in Table 1 and Fig. 2.

Out of those similar users, the users having rating value greater than 6 for place,
greater than 5 for food, and greater than 4 for product will be considered for the
recommendation. Then the average rating is calculated which is the average value
of the three rating values for place, food, and product for those users. These users
again will be sorted in the decreasing order of their average rating value. If two
similar users are having same rating values, then the user with latest rating value
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will be considered for recommendation. Then the system takes the top n users for
the recommendation. The places visited, food taken, and product purchased by
those users will appear in the recommendation list in that order.

Develop Database

Input by the query user 

Calculate the cosine similarity of the query user with all the database users 

Select the database users with cosine similarity 1

Eliminate the users with the help of item selection 

Compute the average rating of selected users 

Apply the Top-N recommendation 

Questioner 
Assessment

Fig. 1 Proposed model

Table 1 Cosine similarity of the querying user with some local users

User
Id

Country
name

State
name

Place
name

Place
type

Food
type

Product
type

Cosine
similarity

1 1 11 120 10 60 80 1
2 1 12 121 20 60 80 0.998
3 1 12 124 20 70 90 0.9973
4 1 12 121 30 70 100 0.9895
5 1 11 120 40 60 80 0.9827
6 1 11 120 10 60 80 1
7 1 13 131 40 70 80 0.9847
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4 Results and Discussion

4.1 Dataset Description

Two hundred (Male = 110, Female = 90) married individuals from Bhubaneswar,
Odisha, India, participated in the study. They were given the questionnaire, and
they took about 40 min to complete the questionnaire.

The socio-demographic profiles of male and female students were compared
using F test when the data were in interval scale and chi-square test when the data
were in nominal scale. More number of male individuals participated in the study
compared to the female individuals. Because of high male participants participated in
the experiment having enrollment ratio (>0.80). Most of the male individuals were
the natives from urban areas and the female individuals from semi-urban areas. Very
few male as well as female individuals were from rural areas. The both male and
female individuals were predominantly from nuclear family having minimum 1 to
maximum 5 members and few were from joint/extended families. The average
annual income of parents and family members of male and female individuals did not
differ. On the average, the annual income varied from as low as 5,000 to as high as 65
lakh Indian rupees (Table 2).

Fig. 2 Cosine similarity

Table 2 Participants sample profile

Characteristic Descriptive
statistics

Male Female χ2 F

Gender N (%) 112(77.50) 88(22.50) 121.00***

Birthplace
Urban
Semi-urban
Rural

N (%) 69(54.20)
28(27.70)
12(18.10)

46(42.2)
34(47.80)
11(10.00)

13.42***

Age M (SD) 20.81(4.50) 23.61(3.97) 28.34***

Years studied 15.99(3.06) 16.73(3.52) 52.11***

Family size 5.67(1.85) 5.69(1.34) 0.01
Income (in
INR)

466399
(771448)

530888
(988621)

0.42

INR Indian rupees, *p < 0.05. **p < 0.01. ***p < 0.001
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4.2 Evaluation Metrics and Result Analysis

Researches on recommended systems have been using several types of measures to
evaluate the quality of the recommended system. The power of the presented
approach is measured with the help of three evaluation metrics, i.e., precision,
recall, and f-measure. Precision can be defined as the fraction of recommended
items that are relevant. Perfect precision score of 1.0 means that every item rec-
ommended in the list was good. Another typical evaluation metric used by the
information retrieval is recall. It is defined as the fraction of relevant recommen-
dations that are presented to the user. Perfect recall score of 1.0 means that all good
recommended items were suggested in the list. F-measure is a single value obtained
by combining both precision and recall. It indicates an overall utility of the rec-
ommended list.

Precision=
Number of products liked and recommended

Number of products recommended
ð5Þ

Recall =
Number of products liked and recommended

Number of products liked
ð6Þ

F −measure =
2 * precision * recall
precision+ recall

ð7Þ

To evaluate the performance of the proposed system, initially 10 tourist places
are selected. Opinions of 20 users for each tourist places who are local to that tourist
place are collected in the database. The opinions contain information of the spots
with local food court and local market present in each tourist place. When a user is
booking a ticket online, then the system identifies its location of staying and also
takes some preference for food and shopping products as input. Then the system
computes the cosine similarity of the querying user with all the users present in the
database by using the following formula.

cos d1, d2ð Þ= d1 ⋅ d2ð Þ
d1k k d2k k ð8Þ

where ( ⋅ ) indicates vector dot product, and ||d1|| and ||d2|| are the length of vectors
d1 and d2, respectively.

Table 1 shows the result of finding cosine similarity of a query user with all the
local users available in the database. Figure 2 shows the cosine similarity calculated
for different users with respect to one querying user. The user having the cosine
similarity value exactly 1 is considered as the similar user to the querying user.

Precision and recall are calculated for different users for top N recommendations,
where N = 5. F-measure has been taken for test accuracy for five different users,
and the results are shown in Fig. 3.
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A graph is plotted showing the relation between precision and recall value which
is shown in Fig. 4.

5 Conclusion and Future Work

The proposed system will store the opinions of the local users about the spots and
the foods and products for purchase available in those spots. It uses collaborative
filtering technique to find the similar users to a given querying user. The system
recommends the best spots along with good foods and products. This system may
be helpful for tourists who wish to explore the best spots and avail the good foods
and products available in those spots. The proposed approach will only recommend
the spots available in Bhubaneswar. In the future work, we can apply the same
technique to tourists of all the states of India for accuracy of our proposed system.
In future, we will also try to recommend a itinerary plan to the tourists which will
recommend the order of visiting the spots along with food and product recom-
mendation by considering the shortest distance.

Fig. 3 Graph for precision,
recall, and f-measure

Fig. 4 Precision and recall
graph
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Resource Allocation in Cooperative Cloud
Environments

Himansu Das, Ajay Kumar Jena, J. Chandrakant Badajena,
Chittaranjan Pradhan and R. K. Barik

Abstract In cloud computing environment, cloud application services and
resources belong to different virtual organizations with different objectives. Each
component of cloud environment is self-governing and self-interested. They share
their resources and services to achieve their objectives. The cloud computing
environment provides infinite number of computing resources such as CPU,
memory and storage to the users in such a way that they can dynamically increase
or decrease their resources and its use according to their demands. In resource
allocation model having two basic objectives as cloud provider wants to maximize
their revenue by achieving high resource utilization while cloud users want to
minimize their expenses while meeting their requirements. However, it is essential
to allocate resources in an optimized way between two parties. In some situations,
single cloud may not satisfy all the requirements of the users. To achieve this
objective, two or more cloud providers cooperatively work together to satisfy the
user’s requirements. These cooperative cloud providers should share and optimize
the computational resources in a reasonable technique to make sure that no users get
much resource than any other users and also improve the resource utilization.
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Keywords Cloud computing ⋅ Resource allocation ⋅ Cooperative
Utilization bound

1 Introduction

In recent few years, the concept of cloud computing [1, 2] plays a vital role in both
the industry and academic people. In cloud computing environment, the software
and hardware are provided to the customers in the form of virtualization technol-
ogy. We can virtualize many resources such as computing resources, software,
hardware, operating system and network storage to manage them in the cloud
computing environment, and every virtualized environment has nothing to do with
the physical platform. It is an intelligence computing technique where service
providers are dynamically scalable their resources that are supplied to customer as a
service over the Internet. Cloud computing is particularly useful to small- and
medium-size businesses; those are completely outsourcing their data centre
resources from the cloud service providers. Due to the quick advancement of the
cloud computing technology, several service providers such as Amazon, Yahoo,
Microsoft, Google and IBM are deploying their data centres in different locations
around the globe to distribute the cloud services.

Resource allocation [3] is the core concept of the virtualized cloud environment,
which manages the computing resources in the cloud environment to facilitate the
execution of large number of tasks that entail significant computation. Resource
allocation [4] addresses several factors such as scheduling [5] and energy con-
sumption [6]. Identifying and selecting a favourable resource type dynamically to
execute a task in cloud environments must be analysed, and they have to be suitably
selected as per the task [7] properties. The computing resources must be allocated
dynamically to satisfy the quality of service (QoS) requirements as required by
users via service level agreements (SLAs) and also reduce energy consumptions [8].

The main objective of this work is resource allocation [9] in a cooperative cloud
environment [10] to allocate VM resources among the cloud users on demand basis
without exceeding their resource capabilities and expense in prices. When a cloud
provider allocates resource to multiple users, they proportionally occupy cloud
provider capacity and increase the expense. The objective is to allocate each user to
a required number of resources in order to maximize the resource utilization [11]
and minimize the total expense.

The remainder of this chapter is organized as follows. Section 2 provides the
related work of resource allocation, Sect. 3 describes the resource allocation
strategy in cooperative cloud environment, Sect. 4 discusses on analysis of result in
cooperative cloud environment, and finally Sect. 5 concludes the chapter with
future direction of this work.
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2 Literature Survey

Most of the complex computing environments like grid, cluster and cloud need
high-performance architectural design to solve the real-world complex problem
[12–17]. Cloud computing is one of the most emerging areas in the last decade
where computing resources are distributed geographically throughout the globe
with the help of virtualization technology. In cloud computing environment, one of
the most challenging issues is resource allocation [3, 10] where the resources are
distributed dynamically among the cloud users to reduce the expenses without
exceeding its resource capacity. Dynamic resource allocation and re-allocation [4]
of computing resources are the key components that accommodate unpredictable
demands which ultimately return profit for both cloud user and service providers.
But in very few situations, these resources may not be able to fulfil all the requests
of all the users simultaneously. So, some cloud providers cooperatively work
together to share their resources among themselves to satisfy all the request of the
users. It also provides on-demand resource management that shares the resources in
a reasonable way such that no other users get much better chance than other users.
Resource allocation using game theory is one of the most challenging areas pro-
posed in [3] to consider the fairness allocation of resources among the users and
also increase the resource utilization. They also propose how to reduce the wastage
of resources and better utilization of resources. The coalition and uncertainty-based
game theoretic principle also provides better resource utilization and user satis-
faction. Prediction mechanism [6] is designed by using support vector machine
(SVM) to estimate the resource utilization based on SLA. Optimization of resource
allocation problem using improved differential evolution algorithm is proposed in
[7]. An economic resource allocation strategy [9] focuses on minimum wastage of
resources using coalition formation and uncertainty principle of game theory. In the
recent work, Hassan et al. [10] proposed a cooperative game theoretic solution
which is jointly valuable to the cloud providers and to the cloud users also. In
dynamic horizontal cloud federation environment, they studied in the cooperative
resource allocation model by using game theory in which they used price-based
strategy to allocate the resources. They proposed two different utility maximizing
cooperative games such as maximizing the total profit of the primary cloud provider
and maximizing the social welfare for cooperative cloud provider. Some work also
emphasizes on quality of services [11] of resource allocation mechanism by using
game theory approach.

Finally, an efficient resource allocation mechanism is one of the fundamental
requirements in cloud computing environment. Many works have been done on
development and design resource allocation mechanism by using different archi-
tectures, algorithms and services. But there is need for development of cooperative
cloud environment where the resources are shared among the cooperative clouds.
By keeping view to this problem, one resource allocation model is designed and
experimented in cooperative cloud environment to provide the optimum resource
utilization.
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3 Resource Allocation Model

In cloud computing environment, resource allocation is one of the major challenges
in which resources are dynamically allocated among the end-users on demand basis
without exceeding their resource capabilities and costs. This resource allocation
model allocates the computing resources among the cloud users based on the users
demand in cooperative cloud environment. This resource allocation model is similar
to the model of [3] where resources are allocated based on the resource request and
allocation. Here, authors try to use the same resource allocation model as proposed
in [3] but in different environment, i.e. cooperative cloud environment where one
cloud has not enough resources to satisfy the request of the cloud users. In this
situation, two or more clouds cooperatively work together to satisfy the end-users
requirements and maximizes their resource utilization efficiently to get benefited out
of it.

3.1 System Model

Let us consider there are ‘n’ number of physical servers accessible in this cloud
environment. Each computing server has m kinds of resources. The total capacity of

all the servers can be represented in a capacity vector C= ðC mð Þ
1 , C mð Þ

2 , . . . ,

C mð Þ
j , . . . , C mð Þ

n Þ. There are several set of virtual machines that are used for com-
putational work. Each virtual machine has three number of computing resources
such as CPU, memory and storage. The detail configuration of each kind of virtual
machine is denoted in Table 1 which is used as data set for our computation in
resource allocation model. Each virtual machine incurred his certain prices as per its
use which is specified in Table 1.

Cloud providers are categorized based on four types of VMs, and each type is

denoted by the vector v⇀= v⇀1, v⇀2, v⇀3, v⇀4
� �

. The jobs submitted by the ith user are

denoted as Ji which consists of several virtual machines with specific configuration
as per the requirements of the user. These specific requirements may not be
available for a single cloud. In this case, two or more cloud providers cooperatively
work together to satisfy the user’s requirements by sharing their resources among
themselves to maximize their profit. The performance and satisfaction of the users
will be enhanced when the required numbers of VMs are assigned to the jobs as per

Table 1 Types of virtual
machines

VM type CPU Memory Storage Price

Small 1 × 1.6 1.75 0.22 1
Medium 2 × 1.6 3.5 0.48 1.3
Large 3 × 1.6 7 0.98 1.8
X Large 4 × 1.6 14 1.99 2
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the requirements. On the other hand, the cloud providers cost will raise to create
more number of VMs dynamically by cooperating among different cloud providers
along with their service level agreements. So, cloud providers should dynamically
take decision on the number of VMs assigned to each job when one cloud is not
enough to provide it in the same time they will cooperatively share the resources
among themselves by satisfying the service level agreements. Here, two basic
definitions of resource request matrix and resource allocation matrix that are used in
this paper are represented as follows.

Definition 1 (Request Matrix) The resources request by user can be defined by a
resource request matrix denoted by R. Let R be a resource request matrix with p × q
dimensions in which the rows indicate the VM types such as small, medium, large
and extra large that each user needs for their computation, and column indicates the
quantity of each resource types. This resource request matrix can be represented by
Eq. 1.

R=

r1
⇀

r2
⇀

⋮
rp⇀

0
BB@

1
CCA=

r11 ⋯ r1q
⋮ ⋱ ⋮
rp1 ⋯ rpq

0
@

1
A ð1Þ

Definition 2 (Allocation Matrix) The resource allocation matrix denoted by A nð Þ of
the p physical servers having n number of resources each can be described in Eq. 2.
Let A be resource allocation matrix with p × q dimensions which indicate number

of resources allocated to each server. Where a nð Þ
ij specifies the number of virtual

machines allocated to each physical server depending upon the user’s requirement.
The resource allocation matrix can be represented by Eq. 2.

A nð Þ =

a⇀1
n

a⇀2
n

⋮
a⇀p
n

0
BB@

1
CCA=

a nð Þ
11 ⋯ a nð Þ

1q
⋮ ⋱ ⋮
a nð Þ
p1

⋯ anpq

0
B@

1
CA ð2Þ

A resource allocation matrix A which specifies the collection of all possible
resource allocation status of each cloud provider of the virtual machines based on
the resource request matrix is represented in Eq. 3.

A= A CP1ð Þ, A CP2ð Þ, . . . , A CPmð Þ, . . . , A CPpð Þ
n o

ð3Þ

In Fig. 1, the resource allocation model implementation along with the example
is specified in which the resources are allocated to each physical server in cloud
environment. Let us consider there are two cloud providers available in this cloud
environment with certain capacity of each resource type such as number of CPUs
available, amount of memory available, amount of storage available and the amount
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of cost incurred as per uses. These two cloud providers’ resource capacity vectors
are represented as (50, 35, 8, 4) and (40, 25, 6, 2), respectively.

The resource request matrix of each user are represented in the R1, R2, …, Rn
individual vectors in which the resources like small VMs, medium VMs, large VMs
and extra large VMs will be requested when VMs are created on the physical
server. Suppose there are three cloud users’ requests for three different types of
VMs which can be represented as (20, 12, 4, 1), (30, 18, 6, 2) and (20, 10, 2, 1),
respectively. Now in this decision-making process, resource allocation model will
check the capacity of all cloud providers in data centre and analyse all the requests
of the cloud user to produce the resource requirement matrix which is represented in
Eq. 4.

R=
20 12 4 1
30 18 4 2
20 10 2 1

0
@

1
A ð4Þ

Fig. 1 Resource allocation model in cloud environment
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All these three requests of three users are neither served by the cloud provider 1
nor cloud provider 2. Cloud provider 1 can allocate resource for only user 1 and
user 2 because resource requirement of all three users is greater than the capacity of
cloud provider 1. So, allocation matrix of cloud provider 1 will be represented in
Eq. 5. In this allocation matrix, it is clearly seen that cloud provider 1 is unable to
satisfy the user 3 requirements.

A CP1ð Þ =
20 12 4 1
30 18 4 2
0 0 0 0

0
@

1
A ð5Þ

Similarly, cloud provider 2 can allocate resource for only user 1 and user 3
because resource requirement of all three users is greater than the capacity of cloud
provider 2. So, allocation matrix of cloud provider 2 will be represented in Eq. 6. In
this allocation matrix, it is clearly seen that cloud provider 2 is unable to satisfy the
user 2 requirements.

A CP2ð Þ =
20 12 4 1
0 0 0 0
20 10 2 1

0
@

1
A ð6Þ

As a result, neither cloud provider 1 or cloud provider 2 can satisfy the
requirements of three users which are specified in the resource request matrix in
Eq. 4. This may be the situation in which the requirements of the cloud users may
not be fulfilled by the single cloud only. In this case, two or more clouds coop-
eratively work together to satisfy all users requirement.

To address the aforesaid problem, now resource allocation model in cooperative
cloud environment [10] is used. Here, we consider two types of cloud providers
called primary cloud provider (PCP) having enough number of resources which
provide its resources to the other cloud providers, and another cloud provider called
secondary cloud provider (SCP) who borrowed resources from the primary cloud
providers due to its deficiency of resources due to high demand in case of certain
scenarios. A cloud provider can be at the same time both PCP and SCP. A PCP
initiates a cooperative environment when it realizes that at a certain situation in the
future it may not be able to provide services to its users due to its high requirements.
As a result, PCP dynamically increases its own infrastructure capabilities by asking
for additional VM resources from other SCPs for a certain amount of time. At the
same time, each PCP needs to ensure its quality of service requirements precise in
the service level agreement (SLA) contracts with the users. The main objective is to
maximize the PCP as well as SCP revenues and maximize their resource utilization
while minimizing the utilization cost of the VM resources provided by the SCPs. As
a result, it is essential to design a model for the resource allocation of VMs by
supplying among CPs. Such a mechanism needs to be eventually designed for
dynamic allocation and also ensure mutual benefits so that the cloud providers are
also encouraged to join or form cooperative platform.
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In Fig. 2, the resource allocation model implementation along with example is
specified in which the resources are allocated to each physical server in cooperative
cloud environment to address the aforesaid problem. This cooperative cloud con-
cept plays into role when one cloud may not have enough resources to satisfy all the
requirements of the users, then two or more cloud providers cooperatively work
together to satisfy the requirements of the users and in the same time they also
maximize their resource utilization based on the SLA.

In Fig. 2, the cooperative cloud environment is established between three cloud
providers based on certain SLA. Every user requests for certain type of VMs to run
its task as per their requirements. Multidimensional resources are required for
execution of a task or job, and these requirements differ from job to job.

To achieve the efficient resource utilization in cooperative cloud environment,
the resources should be distributed normally among the cloud providers in which it
makes an optimal allocation system between the providers which satisfy the fairness
and efficiency. In cooperative cloud environment, cloud users may have mixed

Fig. 2 Resource allocation model in cooperative cloud environments
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requests for different resource types as per their need. The resources are assigned to
the cloud users in as per their needs and accessibility. Each cloud user has highest
portion share of the total capacity among different resources which is called leading
share. The main objective of this resource allocation system is considered to be
equalizing the leading share of each cloud users.

Let us assume that the required resource matrix ‘R’. The total number of virtual

machines required for all the physical servers are C= ∑n C
nð Þ
1 , ∑n C

nð Þ
2 , . . . ,

�

∑n C
nð Þ
j ∑n C

nð Þ
k Þ. It is the first requirement to normalize the requirement matrix.

The normalized matrix can be defined as N, which is represented in Eq. 7.

N=
N11 ⋯ N1k

⋮ ⋱ ⋮
Ns1 ⋯ Nsk

0
@

1
A=

r11
C1

⋯ r12
C2⋮ ⋱ ⋮

rs1
C1

⋯ rsk
Ck

0
@

1
A ð7Þ

The major portion of any kind of resources allocated to the user is known as
dominant share of a user. Let us consider the scenario in Fig. 2, the total amount of

resources available on these two cloud providers are C=C 1ð Þ
1 +C 2ð Þ

2 = 90, 60, 14, 8ð Þ
and the resource requestmatrix is presented in Eq. 4. The normalizedmatrix [3] can be
represented in Eq. 8.

N=

2
9

1
5

2
7

1
8

1
3

3
10

3
7

1
4

2
9

1
6

1
7

1
8

0
BB@

1
CCA ð8Þ

Now according to normalized resource matrix, we get new allocation matrix for
each cloud providers. In this allocation matrix, cloud provider 1 can allocate the
resources to all users. The optimal allocation matrix for cloud provider 1 is rep-
resented in Eq. 9.

A* CP1ð Þ =
11 7 3 0.5
16 11 3 1
11 15 2 0.5

0
@

1
A ð9Þ

Similarly, the allocation matrix for cloud provider 2 is represented in Eq. 10.

A* CP2ð Þ =
9 5 2 0.25
13 8 2 0.50
9 11 1 0.25

0
@

1
A ð10Þ
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Now, all three users get resources from cloud providers and they can get leftover
resources from same physical server without changing cloud provider using
cooperative model of allocation.

4 Resource Utilization

In this resource allocation model, the main objective is to maximize the resource
utilization [11] and minimize the expenses. Suppose, in this allocation model, n
users want to share m number of computational resources. Each resource type Rj

has a fixed price pj as per their execution time and its type of VMs used is given in
Table 2.

Let A the allocation matrix be a s × k dimensional matrix where rows state the
VM type that each user needs and columns explain the amount of different types of
resources.

A CP1ð Þ =
20 12 4 1
30 18 4 2
0 0 0 0

0
@

1
A

From allocation matrix, another two n×m matrixes are obtained called total
execution time (TET) matrix and expense matrix (E). The entry tij of TET is the
turnaround time it takes for resource Rj to complete the task. The TET matrix will
be calculated as

TETðA CP1ð ÞÞ=
20× 0.8 12× 0.4 4 × 0.2 1× 0.1

30× 0.8 18× 0.4 4 × 0.2 2× 0.1

0 0 0 0

0
B@

1
CA

TETðA CP1ð ÞÞ=
16 4.8 0.8 0.1

24 7.2 0.8 0.2

0 0 0 0

0
B@

1
CA

ð11Þ

The entry eij of E is the expense the user pays for resource Rj to complete the
task. The expense matrix E will be calculated as

Table 2 Price and execution
time in virtual machine

Type Execution time Price in $

Small 0.8 1
Medium 0.4 1.3
Large 0.2 1.8
X Large 0.1 2
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E=

16× 1 4.8 × 1.3 8× 1.8 0.1 × 2

24 × 1 7.2 × 1.3 8× 1.8 0.2 × 2

0 0 0 0

0
B@

1
CA

E=

16 6.24 1.44 0.2

24 9.36 1.44 0.4

0 0 0 0

0
B@

1
CA

ð12Þ

Let wt and we denote the weights of total execution time and expense, then the
utilization can be computed by Eq. 13.

ui að Þi =
1

wt◦maxtij tij
� �

+we wt◦ ∑j eij
ð13Þ

To simplify the computation, let us assume wt =we = 0.5; then the utilization is

u1 að Þ1 =
1

0.5 × 16+ 16+ 6.24+ 1.44+ 0.2ð Þð Þ ≈ 0.05015

u2 að Þ2 =
1

0.5 × 24+ 24+ 9.36+ 1.44+ 0.4ð Þð Þ ≈ 0.0337

u3 að Þ3 = 0

Similarly for A CP2ð Þ =
20 12 4 1
0 0 0 0
20 10 2 1

0
@

1
A, the utilization is as follows

u1 að Þ1 =
1

0.5 × 16+ 16+ 6.24+ 1.44+ 0.2ð Þð Þ ≈ 0.05015

u2 að Þ2 = 0

u3 að Þ3 =
1

0.5 × 16+ 16+ 5.20+ 0.72+ 0.2ð Þð Þ ≈ 0.0524

Similarly for cooperative cloud environment and as per optimal resource allo-

cation matrix of the cloud provider 1 is A* CP1ð Þ =
11 7 3 0.5
16 11 3 1
11 15 2 0.5

0
@

1
A, the uti-

lization of cloud provider 1 is as follows.
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u1 að Þ1 =
1

0.5 × 8.8 + 8.8+ 3.64+ 1.08+ 0.1ð Þð Þ ≈ 0.0892

u2 að Þ2 =
1

0.5 × 12.8 + 12.8+ 5.72+ 1.08+ 0.2ð Þð Þ ≈ 0.0613

u3 að Þ3 =
1

0.5 × 8.8 + 8.8+ 7.80+ 0.72+ 0.1ð Þð Þ ≈ 0.0762

Similarly for cooperative cloud environment and as per optimal resource allo-

cation matrix of the cloud provider 2 is A* CP2ð Þ =
9 5 2 0.25
13 8 2 0.50
9 11 1 0.25

0
@

1
A, the uti-

lization of cloud provider 1 is as follows.

u1 að Þ1 =
1

0.5 × 7.2 + 7.2+ 2.6+ 0.72+ 0.05ð Þð Þ ≈ 0.0706

u2 að Þ2 =
1

0.5 × 10.4 + 10.4+ 4.2+ 0.72+ 0.05ð Þð Þ ≈ 0.0776

u3 að Þ3 =
1

0.5 × 7.2 + 7.2+ 5.7+ 0.36+ 0.1ð Þð Þ ≈ 0.0587

So now we can see the difference in utilization between normal resource allo-
cation and cooperative resource allocation. In normal resource allocation, two user
requests are satisfied, whereas in cooperative cloud resource allocation model, all
the three users’ requests are satisfied. So, it clearly proved that the cooperative
resource allocation model provides the better user satisfaction and resource uti-
lization than normal resource allocation model.

5 Results and Analysis

This section represents an evaluation of the resource allocation model in the
cooperative cloud environment and focuses on how resource utilization is enhanced
in cooperative cloud environment than normal cloud environment. The assessment
of this model is made by implementation of this model, and simulation shows that
the utilization in cooperative cloud environment is better and perfectly distributed
among all the cloud users than the normal cloud environment.
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5.1 Experimental Set-up

The experimental set-up to evaluate the performance of resource allocation model
consists of following specifications. There are three types of resources considered in
this experimental set-up that includes CPU, memory and disk storage. We consider
cloud provider offering four types of VM instances. Here, we consider four types of
VM instances VM = {VM1, VM2, VM3, VM4} which represents the small,
medium, large and extra large VM instances, respectively. These four types of VMs
that are used in this model are specified in Table 1, and its each VM types along
with its pricing model is specified in Table 2.

5.2 Results

In our experiment, we take four different types of resource requests from the user
side which are specified as (20, 12, 4, 1), (30, 18, 6, 2) and (20,10, 2, 1), with the
first number in each request indicates the number of small VMs required, the
second number indicates the number of medium VMs required, and so on. This
model also considers two cloud providers with capacity (50, 35, 8, 4) and (40, 25, 6,
2) which are presented. The capacity vector is represented as C1 = 50, 35, 8, 4ð Þ and
C2 = 40, 25, 6, 2ð Þ in resource allocation model.

When three users request for four different types of resource to cloud provider 1,
resource allocation system checks the capacity states of cloud provider 1 in data
centre and analyses that resource requirement of all three users is greater than the
capacity of cloud provider 1. So, this allocation model allocates the VMs to the user
1 and user 2 but user 3 does not get the resource due to insufficient resource.
Figure 3 represents the cloud provider 1 unable to provide the required number of
resources to the user 3.

Similarly when three users request for four different types of resource to the
cloud provider 2, resource allocation system checks the capacity states of the cloud
provider 2 in data centre and analyses that resource requirement of all three users is
greater than the capacity of the cloud provider 2. So, this allocation model allocates
the VMs to the user 1 and user 3 but user 2 does not get any resource due to
resource deficiency. Figure 4 represents the cloud provider 2 unable to provide the
required number of resources to the user 2.

In this resource allocation model, cloud provider 1 or cloud provider 2 cannot
allocate the resources simultaneously to all users at a time. So, to overcome this
problem, we use cooperative resource allocation model in cloud environment. In
this cooperative resource allocation model, cloud provider 1 dynamically and
transparently enlarges its own virtualization technologies by asking for further VM
resources with the cloud provider 2 for a specific period of time based on the SLA.

In previous existing model, capacity of cloud provider 1 and cloud provider
2 was C1 = 50, 35, 8, 4ð Þ and C2 = 40, 25, 6, 2ð Þ, respectively, but by using
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cooperative model for resource allocation, the capacity vector of service
provider becomes the summation of both cloud providers. It is represented as

C=C 1ð Þ
1 +C 2ð Þ

2 = 90, 60, 14, 8ð Þ.
Now cloud provider can allocate the resources to all three users using normalized

matrix given in Fig. 5. In cooperative model, cloud provider can provide the
resource to all users without enlarging its own physical infrastructure and all users
can get resources from same cloud provider without swapping to other cloud
providers.

5.3 Resource Utilization

This model considers that three users share four different types of computational
resources for their computation. Each resource has their fixed price for usages and

Fig. 3 Resource allocation for cloud provider 1 in cloud environment

Fig. 4 Resource allocation
for cloud provider 2 in cloud
environment
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execution time according to its capacity in given Table 2. The execution time and
pricing model are similar to the ones used by Microsoft Azure. The total execution
time (TET) matrix and expense matrix (E) are obtained from allocation matrix of
cloud provider 1, cloud provider 2 and cooperative cloud provider. The entry of
TET is the turnaround time it takes for resource Rj to complete its task. Similarly,
the entry of E is the expense of the user that pays for resource Rj to complete the
task.

In resource allocation model, we saw that cloud provider 1 allocates the
resources to the user 1 and user 2 but user 3 does not get the resource for its
execution. The TET and E of user 1 and user 2 get some values but user 3 gets null
values. So, utilization will be 0.05012, 0.0337 and 0 for cloud provider 1. Similarly
for cloud provider 2, resource allocation model allocates the resources to the user 1
and user 3 but user 2 does not get the resource. The TET and E of user 1 and user 3
get some values but user 2 gets null values. So, utilization will be 0.05012, 0 and
0.0524 for cloud provider 2.

In cooperative cloud environment, this allocation model allocates the resources
to the user 1, user 2 and user 3. The TET and E for user 1, user 2 and user 3 are
assigned with some values. So, utilization will be 0.05012, 0.0337 and 0.0524 for
cooperative cloud service provider which is represented in Fig. 6. So, we can

Fig. 5 Resource allocation in
cooperative cloud
environment

Fig. 6 Resource utilization
in cooperative cloud
environment
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analyse that cooperative resource allocation model gives better result compared to
previous existing model.

6 Conclusion

In this work, the resource allocation problem in cloud computing using cooperative
resource allocation model with normalized matrix was investigated. This model is
compared with resource allocation model of normal cloud environment. This work
not only supports resource allocation problems in cooperative cloud environment
for users, but also optimizes the resources in most efficient manner for each physical
server. In future work, this work can be modelled by using some optimization
techniques to maximize the resource utilization and minimize the expenses.
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