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Preface

The last decade has witnessed remarkable changes in IT industry, virtually in all
domains. The 50th Annual Convention, CSI-2015, on the theme “Digital Life” was
organized as a part of CSI@50, by CSI at Delhi, the national capital of the country,
during December 2–5, 2015. Its concept was formed with an objective to keep ICT
community abreast of emerging paradigms in the areas of computing technologies
and more importantly looking at its impact on the society.

Information and Communication Technology (ICT) comprises of three main
components: infrastructure, services, and product. These components include the
Internet, Infrastructure-based/infrastructure-less wireless networks, mobile termi-
nals, and other communication mediums. ICT is gaining popularity due to rapid
growth in communication capabilities for real-time-based applications. The Silicon
Photonics & High Performance Computing includes design and analysis of parallel
and distributed systems, embedded systems, and their applications in scientific,
engineering, and commercial deployment. CSI-2015 attracted over 1500 papers
from researchers and practitioners from academia, industry, and government
agencies, from all over the world, thereby making the job of the Programme
Committee extremely difficult. After a series of tough review exercises by a team of
over 700 experts, 565 papers were accepted for presentation in CSI-2015 during the
3 days of the convention under ten parallel tracks. The Programme Committee, in
consultation with Springer, the world’s largest publisher of scientific documents,
decided to publish the proceedings of the presented papers, after the convention, in
ten topical volumes, under ASIC series of the Springer, as detailed hereunder:

1. Volume # 1: ICT Based Innovations
2. Volume # 2: Next Generation Networks
3. Volume # 3: Nature Inspired Computing
4. Volume # 4: Speech and Language Processing for

Human-Machine Communications
5. Volume # 5: Sensors and Image Processing
6. Volume # 6: Big Data Analytics

v



7. Volume # 7: Systems and Architecture
8. Volume # 8: Cyber Security
9. Volume # 9: Software Engineering

10. Volume # 10: Silicon Photonics & High Performance Computing.

We are pleased to present before you the proceedings of Volume # 10 on
“Silicon Photonics & High Performance Computing.” Presently, the data is growing
exponentially. This data is an outcome of continuous research and development,
demanding our serious concerns toward its safety. Computing is all about pro-
cessing data in a meaningful manner; hence, it assumes a significant space in
today’s research arena. The present CSI-2015 track, Silicon Photonics and High
Performance Computing, is even more relevant due to this specific reason. It is our
pleasure and honor to serve as the editor of the proceeding of this track. This is a
constant and consistent activity organized and conducted by the Computer Society
of India, and it is a matter of satisfaction that the Springer has agreed to publish all
its proceedings.

This volume is unique in its coverage. It has received papers from all research
domains—from photonics/optical fiber communication systems used for different
applications to high-performance computing and cloud computing for social media
analytics and other very relevant high-ended applications such as supply chain
analysis and underwater signal processing. The articles submitted and published in
this volume are of sufficient scientific interest and help to advance the fundamental
understanding of ongoing research, applied or theoretical, for a general computer
science audience. The treatment of each topic is in-depth, the emphasis is on clarity
and originality of presentation, and each paper is adding insight into the topic under
consideration. We are hopeful that that this book will be an indispensable help to a
broad array of readers ranging from researchers to developers and will also give
significant contribution toward professionals, teachers, and students.

A great deal of effort has been made to realize this book. We are very thankful to
the team of Springer who have constantly engaged us and others in this process and
have made the publication of this book a success. We are sure this engagement shall
continue in future as well and both Computer Society of India and Springer will
choose to collaborate academically for the betterment of the society at large. Under
the CSI-2015 umbrella, we received over 100 papers for this volume, out of which
15 papers are being published, after rigorous review processes, carried out in
multiple cycles.

On behalf of organizing team, it is a matter of great pleasure that CSI-2015 has
received an overwhelming response from various professionals from across the
country. The organizers of CSI-2015 are thankful to the members of Advisory
Committee, Programme Committee, and Organizing Committee for their all-round
guidance, encouragement, and continuous support. We express our sincere grati-
tude to the learned Keynote Speakers for support and help extended to make this
event a grand success. Our sincere thanks are also due to our Review Committee
Members and the Editorial Board for their untiring efforts in reviewing the
manuscripts, giving suggestions and valuable inputs for shaping this volume.
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We hope that all the participated delegates will be benefitted academically and wish
them for their future endeavors.

We also take the opportunity to thank the entire team from Springer, who have
worked tirelessly and made the publication of the volume a reality. Last but not
least, we thank the team from Bharati Vidyapeeth’s Institute of Computer
Applications and Management (BVICAM), New Delhi, for their untiring support,
without which the compilation of this huge volume would not have been possible.

New Delhi, India Anurag Mishra
Belgaum, India Anirban Basu
Guna, India Vipin Tyagi
March 2017
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Tackling Supply Chain Management
Through High-Performance Computing:
Opportunities and Challenges

Prashant R. Nair and S. P. Anbuudayasankar

Abstract Conversion of a supply chain to value chain requires agility, adaptability,
communication, collaboration, decision support, elasticity, robustness, sensitivity,
and visibility. High-Performance Computing (HPC) and cloud computing systems
bring additional benefits of scalability, integration, portability, processing power,
storage, and interoperability for Supply Chain Management (SCM). Mega corpo-
rations and retail giants like Wal-Mart and Pratt & Whitney have deployed HPC for
SCM and thereby achieved efficient and effective data administration and analysis.
But the usages of HPC for SCM are restricted to a few large enterprises.
Deployment challenges include difficulty in migrating from legacy to high-end
systems, high cost, lack of skilled manpower, and application software. HPC along
with the cloud computing paradigm integrated in the Social Mobile Analytics and
Cloud (SMAC) stack can emerge as a game changer to integrate all stakeholders in
the value chain into a social network real-time and actionable intelligence. The
access to updates and timely information from all supply chain partners will also
transform enterprises to be forecast-driven as opposed to their conventional
demand-driven nature.

Keywords Supply chain management (SCM) � High-Performance Computing
(HPC) � Cloud computing � SMAC
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1 Introduction

Conversion of a supply chain to value chain requires agility, adaptability, com-
munication, collaboration, decision support, elasticity, robustness, sensitivity, and
visibility. Enterprises are now grappled with greater competition due to the influ-
ence of Internet, social media, and information superhighway. This is further
complicated by pricing pressures, outsourcing, and globalization. This has resulted
in enterprises increasingly offshoring both service and manufacturing bases to
low-cost and emerging geographies and economies.

ICT tools enable all processes of supply chain planning and execution.
Deployment of ICT across the supply chain has become the reason behind the
competitive edge for many enterprises [1]. Widespread adoption of technologies
like ERP, RFID [2], intelligent agents [3], transportation systems, barcodes, and
inventory control systems has brought about the outcome of better transparency,
visibility, and communication at both intra- and inter-enterprise levels. This will in
turn bring about better resilience, adaptability, responsiveness, and decision support
and thereby help enterprises gain a competitive edge. Actionable intelligence and
seamless information will be made available on demand and real time with the
additional provision of analytics. One prime barrier is not having uniformity in the
legacy information and transaction processing systems of suppliers and stake-
holders in the supply chain. A lion share of data needed by enterprises for their
supply chains is vested with suppliers, transporters, and warehouses, who have their
distinct information technology and systems and proprietary ERP or supply chain
software solutions. Another relevant issue is that enterprises are groping in the dark
to get an integrated image of their inventory, operations, and work flow, as majority
of them use legacy systems, which were usually intended for single branch and not
across a network of branches, divisions, suppliers, and partners [4]. This paper
provides an overview of the technologies of High-Performance Computing
(HPC) and cloud computing systems and its usage, application areas, and chal-
lenges in the context of deployment in Supply Chain Management (SCM) settings.

HPC and cloud systems for SCM bring additional benefits of scalability, inte-
gration, portability, processing power, storage, and interoperability for SCM. Mega
corporations and retail giants likeWal-Mart and Pratt &Whitney have deployed HPC
for SCMand thereby achieved efficient and effective data administration and analysis.

Integration of disruptive technologies like Social, Mobile, and Analytics along
with Cloud to form SMAC stack is poised to be the next wave of enterprise
computing. By 2020, IDC estimates that corporate spending on buying or building
IT/IS solutions worldwide could be north of the US$5 trillion mark. IDC estimates
that 80% of the revenue will be motivated by the SMAC stack, which is the
seamless combo of these SMAC technologies [5]. Technologies within SMAC
complement and supplement each other and collectively bring a force multiplier
effect to transform supply chains into value chains. The resultant value chain would
boast of the advantages of resilience, agility, collaboration, scalability, and visibility
[6]. This would benefit enterprises across all verticals and geographies.

2 P. R. Nair and S. P. Anbuudayasankar



2 High-Performance Computing (HPC)

HPC also referred to as supercomputing in the more colloquial sense started
emerging more than five decades back with systems having parallel processors
working in tandem. Distributed computing has come of age in the present day.
There are several massively parallel supercomputers equipped with several hundred
thousand high-end CPUs. Since 2013, Tianhe-2 which in Mandarin means Milky
Way-2, 33.86 petaflop supercomputer developed at National University of Defense
Technology, based at Guangzhou, China is currently numero uno in the Top 500
list of high-performance computers. Price ranges of HPC systems start from
US$10,000 to hundreds of millions of dollars each.

Supercomputing is a unique kind of distributed computing, wherein processors
or cores in individual processors synchronize their working and actions. A higher
form of distributed computing is cluster computing, when these systems operate
together as though they are one system. Typical HPC high-end computational
science and engineering problems in molecular modeling, weather forecasting, drug
discovery, computational fluid dynamics (CFD), CAD/CAM, 3D printing, rapid
prototyping, and simulation are handled through super computing. Cray leads the
market space followed by IBM, Intel, and SGI among the prime movers. Dana
Holding Corporation provides supercomputing infrastructure for US department of
defense (DoD) for its supply chain operations. HPCs are also an important building
block of the “cloud” by being the backbone for data centers and server farms who
host services on the cloud. Provision for big data analytics on the cloud infras-
tructure adds to the sheen. Efficiency is further enhanced by virtualization tech-
nology, which creates virtual machines through hypervisors on the cloud.
Associated with cloud is the deployment of large server farms for storage. This is
very eco-friendly and is often referred to as green computing as firms need not
invest on data centers or servers and can easily subscribe to these.

In 2011, Amazon public cloud, Amazon EC2 unveiled Cluster Compute EC2
instance, an early deployment of high-performance systems for the cloud. EC2
consists of two eight-core Xeon processors on a 10b network. In 2010, SGI started
on-request cloud HPC service called Cyclone [7]. However, HPC is only
accounting for around 3% of the computing industry. HPC promotes innovation for
enterprises especially when key business processes are integrated into it.

3 Cloud Computing

Forrester Research estimates the total worth of the cloud and associated technology
economy worldwide to be $241 billion by 2020 [8]. Prominent ERP solution
providers like Baan and SAP are increasingly selling cloud versions of their
products. These thin solutions reduce the Total Cost of Ownership (TCO) for
companies and contribute to improving profits as well as sales.

Tackling Supply Chain Management Through High … 3



Cloud computing is a type of user-friendly convenience computing, where all
components like software, hardware, storage, infrastructure, and platform are
subscribed to as per need of the client. Users access various applications through an
Internet browser. Complementing this is the proliferation of vast data centers in
which all software and databases are resident using virtualization with real-time and
on-demand access. Cloud is a carbon-positive technology as it enterprises espe-
cially SMEs need not maintain large number of servers, who occupy so much room
and guzzle power. Cloud computing utilizes software services shared over a
network.

Primary cloud is classified as public and private cloud. Public cloud services are
on demand through the public internetwork. Amazon, Apple, and Google have
architected massive public clouds, which are accessed by millions on a daily basis
with a host of value-added services. Private cloud is primarily meant for enterprise
internal workflow including collaboration with their units in the intranet and with
their partners in the extranet. These could also be outsourced to an external agency.
Recently, there are rapid developments to construct hybrid clouds that mingle best
attributes of private and public clouds. In these, the order of usage is initially private
and on complete utilization of this, migrates to public cloud [9].

4 HPC and Cloud Deployments for SCM

Major HPC advantages like scalability, integration, and interoperability are like a
wish list in SCM deployments. This renders efficient management and analysis of
the big data generated from multifarious sources. A unified view of the supply chain
is preferred by all suppliers, partners, customers, logistic providers, and other
stakeholders. The world’s largest retail giant, Wal-Mart stocks over 500,000 unique
products. Empanelled suppliers in their network battle intensely for shelf space and
SKU. Retailers continually need visibility of their inventory from point of sale to
warehouse as also the patterns of customer preferences and buying behavior. Many
world-class companies in the aerospace, life sciences, and automotive industries are
using HPC and mandating their supplier network to plug in.

Wal-Mart is an early adopter of HPC for SCM. HPC is used for the supply chain
activities like store, resource, and shelf space planning as also have visibility of all
their stores from their headquarters at Bentonville, USA. Pratt and Whitney, the
leading aerospace company, simulates inventory positions using supercomputing
systems. Various suppliers and partners are also encouraged to plug into the system
[10]. However apart from some large enterprises, who have touched the tip of the
iceberg, many are yet to leverage the power of HPC or the force multiplier effect
through the use of cloud and SMAC technologies. Perhaps, the biggest challenge
would be to convince all partners to drift from existing legacy computers to cloud or
supercomputers.

Cloud computers and its component services such as Software as a Service
(SaaS), Hardware as a Service (HaaS), and Platform as a Service (PaaS) are a
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dominant force in enterprise computing today. This game-changing technology
integrates all stakeholders be it suppliers, transporters, warehouses, customers,
distributors, or 3PL providers into a global extranet which encompasses the
extended supply chain. The front-end of this resembles a community which can
interact like a social network. Typical data points are information on prices,
delivery, or production schedules, inventory positions, service options, and updates.
The access to updates and timely information from all supply chain partners will
also transform enterprises to be forecast-driven as opposed to their conventional
demand-driven nature [11]. Major ERP vendors like Oracle, SAP, and Baan are
also moving onto the cloud bandwagon by offering cloud-based versions of their
product offerings.

Supply chain planning and execution processes which have been migrated to
cloud solutions comprise demand planning and forecasting, logistics and
e-procurement, distribution channeling, inventory tracking and management, stor-
age and transportation systems. Several vendors like IBM, Virtual Computer
Corporation, James Donald Armstrong (JDA) Software, and Ariba are offering HPC
and cloud-based services for supply chain processes [12]. Since 2011, FedEx has a
private cloud from the service provider, cloudX where sales workflow and customer
engagement have been migrated. COSCO Logistics, headquartered at Beijing, is the
largest 3PL company of China. This giant also holds the distinction of being
world’s second biggest marine shipping enterprise. COSCO takes advantage of
SaaS service and has mandated their partners to use their logistics management
software [13].

Intel was able to cut flab by substituting several of their order clerks using
applications on the cloud. Supply chain processes like demand and supply planning
and prediction, inventory tracking and replenishing, sourcing, and logistics were
migrated to the cloud [14]. However, enterprises who have go for HPC either
stand-alone or in conjunction with cloud or SMAC will have to come across hurdles
like legacy computers and software solutions among their suppliers and stake-
holders as part of their extended supply chain. Yet another challenge is privacy
issues in hybrid, private. and public clouds, social media, and smart phones. Lack of
skilled manpower and inter-operable application software are some of the other
barriers.

JDA cloud-based supply chain solutions can offer adaptive supply chain capa-
bilities for an extended enterprise ecosystem consisting of suppliers, partners,
transporters, storage facilities, and distribution networks. An intelligent supply
planning optimization workflow produces a master plan that delivers inclusive and
exhaustive analysis and visibility, as well as proactively identifies constraints and
exceptions. Popular cloud-based features in this package include [15]

• Inventor, transportation, distribution, and capacity planning
• Demand forecasting, shaping, and prioritization
• Exception-based alerts
• What-if analysis
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5 Conclusion

HPC solutions, both stand-alone as also in conjunction with cloud or with SMAC
stack have started making inroads into various processes and activities for SCM,
planning, and execution. These systems help in providing agility, adaptability,
communication, collaboration, decision support, elasticity, robustness, sensitivity,
scalability, portability, storage, processing power, data integration, interoperability,
and visibility to supply chains. HPC along with the cloud computing paradigm
integrated in the Social Mobile Analytics and Cloud (SMAC) stack can emerge as a
game changer to integrate all stakeholders in the value chain into a social network
real-time and actionable intelligence. Cloud computing can join together all supply
chain stakeholders into a real-time and interconnected social network like com-
munity with real-time updates. SMAC and cloud deployments for SCM are
expanding fast with some vendors offering Software as a Service based solutions.
However, HPC deployments for SCM are limited to some big players. Deployment
challenges include difficulty in migrating from legacy to high-end systems, high
cost, lack of skilled manpower, and application software.
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Energy Theft Identification in Smart Grid

K. Govinda, Rishav Shav and Surya Prakash

Abstract Smart grid is a new generation of electrical grid communication with
high management of power flow control, self-healing, energy efficiency, and
security through the digital communication networks and technologies. To develop
a smart grid from the existing power grid, we need to integrate ICT infrastructures
with grid and management of grid has to be automated in the smart way, this
requires sensing technologies, distributed communication, and pervasive computing
frameworks to make the smart grid more efficient and secure. Theft identifying is
one of the major issues faced by many service providers and this makes huge loss to
the power management and the provider. This paper proposes a secure power
management and theft identification in the smart grid.

Keywords Smart grid � Power theft � Infrastructure � Smart household meter
Smart line meter

1 Introduction

Smart grid is the future power grid with the integration of electrical power grid and
ICT which is developing all over world, it is a fully sustainable form of reliable and
green electrical energy in existing network with advanced technologies and com-
munication devices to manage the system in both sides [1]. These advanced
methodology and frameworks provide a great flexibility and management, this also
possesses a new class of risk [2]. Smart grid is one of the most critical infras-
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tructures that are augmented by the large-scale ICT and renewable energy inte-
gration [3], even with all the crises, smart grid is the best infrastructure to handle a
large set of management system that is distributed in the network. To provide grid
monitoring and control capabilities, numerous power applications are necessary to
exist [4]. Every year, the utility provider company fares their power theft from 20 to
30% and to that power, ministry loss is more than Rs. 125 billion [7], at this stage,
service providers took several steps to manage the distribution system, but this is
not enough to handle the power theft. This paper proposes a new model to handle
power losses in distribution system.

2 Literature Review

In [1], the author has proposed a security framework using location-based security
for protecting the SG infrastructure which is designed based on the algebraic code
based cryptosystems, they chose it for smart grids to create location-based security
applications.

In [2], the authors have done a study on threads on smart grid and solved it
through system engineering and fault management concepts and expanded the
range potential, range behaviors, and outcomes in the grid technologies with fault
tolerance.

In [3], the authors have investigated challenges and security issues in smart grid,
some important issues include privacy issue, identity spoofing, and so on and
challenges such as mobility, scalability, deployment, and so on.

In [4], the author has discussed about the cyber security threats in smart grid and
focused particularly on government grid infrastructures threats and measures to
control and monitor the systems from cyber attacks for smart grid environments.

In [5], the author has done a survey on smart grid cyber security communications
which elaborates the threats and vulnerabilities, solution proposed to these prob-
lems and relies on the system to make smart grid communication secured.

In [7], the authors have proposed a power theft monitoring system using GSM
module and integrated the part used for the project and discussed about it briefly;
the components used to implement for the projects such as sensors, circuits, etc., are
discussed.

3 Proposed Method

Smart grid technologies are the future power grid that functions with the renewable
energy, sensors, and smart meters to provide an efficient power usage and perfor-
mance management [6, 8, 9]. Energy power resource has the highest priority in
every field and thus it makes it as a huge resource and we provide a framework to
manage it and identify the theft in the field of line as shown in Fig. 1.
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3.1 Smart House Holds Meters (SHHM)

This meter has the GSM module which has unique ID given for the customer and
unique GSM number also, which is attached with Arduino board and the board is
connected to the meter and communicates with sensors and sends signal from the
house to the power distributing grid, the meter sends the power consumption level
to power distributing grid in a particular interval of time (for example, every 1 h)
and these values are stored in the server and to get processed, these values are
indexed in the table on the customer id, every usage based on time is stored
separately in another database table. In this way, we know how much power the
customer consumes in a particular interval of time and monitor the power activity of
customer Fig. 2.

Smart line meter which will be placed in the line post of the house where the
connection coming from the line to house is through smart line meter and this meter
communicates to the power distributing grid in the same interval of time as smart
household meter[10, 11]. This SLM will consist of a number of sockets to get input
from the line and output sockets to provide connection to the house, the line number
denotes the customer connected to the concerned port which will be stored in the
server (for example, 1 means the index will be stored), such that all the sockets
readings will be communicated to the Arduino, Arduino will send signal to the
GSM module and the power distributing grid will receive it and store it in database.

Fig. 1 System architecture

Fig. 2 Smart meter
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3.2 Smart Line Meters (SLM)

Refer Fig. 3 for the basic structure of a Smart Line Meter.

3.3 Arduino

Arduino is a open source hardware and software architecture that is a microcon-
troller, it can control the smart devices connected to it such as sensors, GSM,
Bluetooth, etc., this hardware is widely used all over the physical world and
implements the hardware in an efficient way, it is of ATMEL 8-bit AVR micro-
controller that is facilitated with complete components connected to its board [12].
Arduino is a preprogrammed device with boot loader that lets the user to upload the
programs into the chip flash memory Fig. 4.

The Arduino board is connected to the digital smart meter and readings are sent
to GSM module, this GSM signals the power distributing grid and processes the
received signal based on the customer id and meter signal. These components work
together as one device and manage the power grid and identify the power con-
sumption at time intervals.

3.4 Power Distributing Grid

The power distributing grid which receives the signal from the SHHM and SLM
stores the power values of the customers such that each power distributing grid
support is providing the service to customer and the data from the smart household
meters (SHHM) and smart line meters (SLM) are indexed in the server to process.

Here, the comparison is done between the received data of SHHM and SLM in
which the line not equalized will be identified and forwarded to the admin where
the line will be easily identified and theft can be prevented.

Fig. 3 Smart line meter
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The traveling of electricity loss is 2–5% of overall electricity and it is decreased
in the comparison table. The loss indication of more than the 5% percentage will be
denoted as theft status.

4 Results and Discussion

We have stimulated the GSM module in omnet++ by slotted aloha overload method
and slotted aloha optimal method. While sending the packets to the server which is
the local power distributing grid, the processing and sending time is calculated and
derived in Fig. 5.

Fig. 4 Arduino board

Fig. 5 Slotted aloha overload
versus optimal
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With the proposed model, power theft identification can be found imminently
and can be stopped before the high loss of power. Here, the architecture gives the
smart grid a flexible and scalable monitoring system and management system where
all the processes are automated through the server and this reduces human power
which is a benefit to the government.

5 Conclusion

The smart grid technologies are developing in many countries by establishing the
infrastructure in their smart cities; smart grid power management system provides
the information of all the connections in the networks and with technology, smart
devices, sensors, and smart meter. Thus, managing the power grid in an efficient
way and identifying the power theft imminently are the most important features of
the architecture and the smart grid becomes more secure and managing the system
will be flexible and scalable.
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Voltage Stability Analysis for Planning
and Operation of Power System

Akhilesh A. Nimje, Pankaj R. Sawarkar and Praful P. Kumbhare

Abstract Voltage control is an important phenomenon in the ever-escalating
power system. It is presumed that the voltages at various buses are within their
tolerable limits. The elements of transmission line absorb the reactive power. The
loads are mostly inductive which influence the voltage profile at buses. The paper
examines the voltage profile at various loading conditions and suggests the ways to
improve it. The paper studies the requirement of reactive power in a power system.

Keywords Stability � Load flow � Disturbance � Compensation
FACTS

1 Introduction

With the expansion of power system in terms of capacity addition and increasing
load demand, the researchers have shifted their focus more on voltage stability
issues. In the developed countries, where smart grid has been in operation, the
concept of power quality is given the utmost importance. The energy charges to be
paid by the consumers are the measure of voltage stability and power quality. This
has posed several challenges for the utilities to keep the power quality as per the
predefined standards before connecting it onto the point of common coupling. Poor
voltage regulation in suburban and rural areas of consumers is the consequence of
growing power demand and limited capacity addition. Most of the costly equip-
ments either in residential apartments and industrial areas are required to be swit-
ched off in the event of poor voltage regulation and voltage flicker. Such problems

A. A. Nimje (&) � P. R. Sawarkar � P. P. Kumbhare
Electrical Engineering, Guru Nanak Institutions, Nagpur, India
e-mail: nimjeakhilesh29@gmail.com

P. R. Sawarkar
e-mail: pankaj.sawarkar@gmail.com

P. P. Kumbhare
e-mail: praf369@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
A. Mishra et al. (eds.), Silicon Photonics & High Performance Computing,
Advances in Intelligent Systems and Computing 718,
https://doi.org/10.1007/978-981-10-7656-5_3

17



have scaled up recently due to the inclusion of nonlinear loads. The phenomenon
such as voltage stability and voltage collapse needs a closed monitoring and cor-
rective actions before it escalates. The proper planning and operation of power
system is thus the sole responsibility of power system analysts. This has initiated
the interests of a large number of scientists and engineers to solve the voltage
stability problem and improve the power quality by restructuring the generation,
transmission, and distribution of electric power systems. The voltage stability
problem has been identified by the dynamic behavior of the power system. On the
other hand, the load changes are the reasons behind the voltage collapse. The other
driving force is reactive power generation in alternators. The computational pro-
cedures [1] (Load flow) find applications during the initial planning stages of
voltage stability endangered power system or during the development phases of
various countermeasures. The maintenance of adequate system voltage profiles in
the event of small, medium, and large disturbances has been a matter of major
concern [2]. Load flow analysis and transient stability analysis are used as a tool to
determine the voltage security.

2 Power System Model

A power system model is generally nonlinear and is described by algebraic and
differential equations [3].

_X ¼ F X; Y ;Pð Þ ð1Þ

0 ¼ G X; Y ;Pð Þ; ð2Þ

where X = (d, x, Ed
′ , Eq

′ , Efd, VR, Rf, V and h at load bus); Y = (Id, Iq, V, h);
P = (PL/QL).

A change in parameters of Eqs. (1) and (2) brings the corresponding change in
X and the eigen values. Near an equilibrium point, _X becomes zero. Thus,

0 ¼ F X; Y ;Pð Þ ð3Þ

Linearising Eqs. (1) and (2) at X Poð Þ,Y Poð Þð Þ as follows:

D _X
0

� �
¼

@Fi
@Xj

@Fi
@Yj

@Gi
@Xj

@Gi
@Yj

" #
DX
DY

� �

If det @Gi
@Xj

� �
is not zero, then D _X ¼ ADX, where A ¼ @Fi

@Xj
� @Fi

@Yj
@Gi
@Yj

�1 @Gi
@Xj

h i

18 A. A. Nimje et al.



3 Voltage Stability

A static voltage stability analysis refers to the solutions obtained in Gauss–Seidel or
Newton–Raphson method of power flow. However, the dynamic voltage stability is
assessed by modeling the power system incorporating all mechanisms such as
swing, flux, excitation, generator load model, etc. At PV bus, P and V are specified
whereas Q and d are unspecified. Here, Q and d are updated using GS method. It
includes the following steps:

Step 1: Qi ¼ �Im V�
i

Pn
k¼1

YikVk

� �

Step 2: The revised value of d is obtained from Step 1. Thus, d rþ 1ð Þ
i ¼ V rþ 1ð Þ

i

¼ Angle of
A rþ 1ð Þ
i

V rð Þ
i

� �� �
Xi�1

k¼1

BikV
rþ 1ð Þ

k �
Xi�1

k¼iþ 1

BikV
rð Þ

k

2
64

3
75:

This gives a range of reactive generation, i.e., Qmin to Qmax, If Qi is not within
this limit that particular ith bus is then treated as “PQ” bus. In dynamic voltage
stability analysis, the machine currents prior to disturbance are calculated [4].

E0
i 0ð Þ ¼ Eti þ raiIti þ jx

0
diIti; where E0

i 0ð Þ ¼ e0i 0ð Þ þ jf 0i 0ð Þ and di 0ð Þ ¼ tan�1 f 0
i 0ð Þ
e0
i 0ð Þ
;

e0 1ð Þ
i tþDtð Þ ¼ E0

i

�� �� cos d 1ð Þ
i tþDtð Þ and f 0 1ð Þ

i tþDtð Þ ¼ E0
i

�� �� sin d 1ð Þ
i tþDtð Þ.

4 Numerical Investigation

A preliminary numerical investigation was performed on p model of a radial line of
length 250 km, 400 kV, three phase.
Test Data [5]
Line length = 250; Frequency in Hz = 50; r = 0.014 X/ph/km; L = 0.95 mH/Ph/
km;C = 0.01 lF/Ph/km; Conductance g = 0 S/ph/km. Receiving end (L-L)
voltage kV = 400 ∠0°; Pr = 600 MW; Qr = 450 MVAR.

4.1 Equivalent p Model

Z′ = 3.43193 + j 73.8878 ohms; Y′ = 1.82042e−007 + j 0.000789256 mho; Zc =
308.305 + j−7.22715 X; alpha l = 0.00567619 neper; beta l = 0.242143 rad =
13.8737°; A = 0.97084 + j 0.0013611; B = 3.4319 + j 73.888; C = −3.5773e−007
+ j 0.00077775; D = 0.97084 + j 0.0013611.
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4.2 Line Performance for a Given Load

Vr = 400 kV ∠0° (Line); Pr = 600 MW; Qr = 450 Mvar; Ir = 1082.53 A ∠−36.8699°;
cos /r = 0.8 lag; Vs = 488.585 kV (Line) ∠12.7122°; Is = 954.232 A ∠−28.1227°; cos
/s = 0.756597 lag; Ps = 610.969 MW; Qs = 528.024 Mvar; PL = 10.969 MW;
QL = 78.024 Mvar; %VR = 25.8146%; η = 98.2047%.

4.3 Line Performance for a Given Source

Vs = 420 kV ∠0° (Line); Ps = 450 MW; Qs = 300 Mvar; Is = 743.452 A ∠0°
−33.6901°; cos /s = 0.83205 lag; Vr = 359.457 kV ∠−12.229° (Line);
Ir = 841.028 A ∠−44.3699°; cos /r = 0.846746 lag; Pr = 443.375 MW;
Qr = 278.565 Mvar; PL = 6.625 MW; QL = 21.435 Mvar; %VR = 20.3521%;
η = 98.5278%.

4.4 Line Performance for Specified Load Impedance
of 250 + j * 0 Ohms Per Phase

Vr = 400 kV ∠0°(Line); Ir = 923.76 A ∠0°; cos /r = 1; Pr = 640 MW;
Qr = 0 Mvar; Vs = 411.346 kV ∠16.781°(Line); Is = 914.802 A ∠11.4034°;
cos /s = 0.995598 lag; Ps = 648.902 MW; Qs = 61.089 Mvar; PL = 8.902 MW
QL = 61.089 Mvar; %VR = 5.92495%; η = 98.6282%.

4.5 Line Performance at no Load and Determination
of Shunt Compensation

Vs = 400 kV ∠0°(Line); Vr = 412.013 kV ∠−0.00140194°(Line); Is = 185.008
A ∠89.946°; cos /s = 0.00094199 lead; VR = 400 kV; Shunt reactance = 2534.03
X; rating = 63.1405 Mvar.

4.6 Line SC at Load

Vs = 400 kV ∠0°(Line); Ir = 3122.18 A ∠−87.3406°; Is = 3031.15 A ∠−87.2603°.
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4.7 For Shunt Capacitive Compensation

VS = 400 kV; VR = 400 ∠0° kV; Pr = 600 MW; QR = 450 MVAR.
Vs = 400 kV ∠16.2325° (Line); Vr = 400 kV ∠0° (Line); Pload = 600 MW;

Qload = 450 Mvar; Load current = 1082.53 A ∠−36.8699°; cos /1 = 0.8 lag;
Required shunt capacitor: 319.327 X, 8.30679 lF, 501.054 Mvar; Shunt capacitor
current = 723.209 A ∠90°; Pr = 600.000 MW;Qr = −51.054 Mvar; Ir = 869.155
A ∠4.86354°; /r = 0.996399 lead; Is = 877.648 A ∠16.709°; cos /s = 0.999965
lead; Ps = 608.031 MW; Qs = −5.057 Mvar; PL = 8.031 MW; QL = 45.997
Mvar; %VR = 3.00326%; η = 98.6792%.

4.8 Series Compensator

Vr = 400 kV ∠0° (Line); Pr = 600 MW; Qr = 450 Mvar; %comp = 50%;
Required series capacitor: 36.9439 X, 71.8003 lF, 39.2281 Mvar;
Subsynchronous resonant frequency = 35.3553 Hz; Ir = 1082.53 A ∠−36.8699°;
PFr = 0.8 lag; Vs = 443.946 kV ∠6.73932° (Line); Is = 969.205 A at −28.1955°
cos / = 0.819804 lag; Ps = 610.965 MW; Qs = 426.767 Mvar; PL = 10.965
MW; QL = −23.233 Mvar; %VR = 12.6283%; η = 98.2053%.

4.9 Compensation Requirements

VS = 400 kV; VR = 400 ∠0° kV; Pload = 600 MW; Qload = 450 Mvar; Load
current = 1082.53 A ∠−36.8699°; cos / = 0.8 lag; Shunt capacitor: 329.45 X,
8.05154 lF, 485.658 Mvar; Capacitor current = 700.986 A ∠90°; Series capacitor:
36.9439 X, 71.8003 lF, 28.4606 Mvar; Subsynchronous resonant
frequency = 35.3553 Hz; Pr = 600 MW; Qr = −35.6575 Mvar; Ir = 867.553
A ∠3.40104°; cos /r = 0.998239 lead; Is = 884.446 A ∠152633°; cos /s =
0.992165 lead; Ps = 607.961 MW; Qs = −76.557 Mvar; PL = 7.961 MW;
QL = −40.899 Mvar; %VR = 1.47935%; η = 98.6906% (Figs. 1, 2, 3 and 4).

5 Discussion and Conclusion

For a given receiving end quantities at lagging power factor loads, PS and QS are
always higher than that of the receiving ends. This implies that the additional
required reactive power is supplied by the generators. There are active power losses
in the transmission section which can be minimized with the proper sizing of
conductors. The angular difference between VS and VR depends upon the
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transmission line reactance and the load power factor. If the voltage profile worsens
due to some of the reasons, the determination of shunt compensation helps to
restore and maintain the voltage within its tolerable limits. For an unloaded line, the
receiving end voltage is found more as compared with the sending end voltage due
to line charging capacitance. Or in other words, it can be said that on no load, the
capacitive reactance dominates the inductive reactance. If the line is short circuited
at the receiving end, the current reaches abruptly a very high value and lags behind
the voltage approximately by 90°. A series capacitor compensation may be
employed to bring down the transfer reactance between the buses. This helps in
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enhancing the static transmission capacity. The recommended percentage of series
compensation is limited to 25–30% as it would be uneconomical to go beyond 30%
due to economical constraints. The compensation may be provided with various
configurations (series and parallel) of capacitors and inductors for the purpose of
voltage control and maintain the power quality. There has been a tremendous
advancement in this field with the Flexible AC Transmission System (FACTS)
controllers. The voltage stability and power quality problems have been greatly
resolved with FACTS controllers.
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6 Future Work

Based on the preliminary numerical investigations as presented in Sect. 4 of this
paper, the work can be extended to fabricate a scale model of IEEE 9 bus system in
institute laboratory. The transmission model of p configurations would be devel-
oped for a balanced three-phase system [6]. With loads connected at bus 5, 6, and 8
and generations at 1, 2, and 3, the experimental and numerical results obtained with
Gauss–Seidel Method [7, 8, 9] will be compared for small variations in loads at
various buses. The voltages at various buses are required to be within the tolerable
limits [10, 11, 12]. If it violates, the appropriate compensations with RC loads
would be applied to compensate for voltages (Figs. 5 and 6).

Fig. 5 R-L load

Fig. 6 R-C load
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Application of Distributed Static Series
Compensator for Improvement of Power
System Stability

Praful P. Kumbhare, Akhilesh A. Nimje and Pankaj R. Sawarkar

Abstract This paper is based on the basic performance analysis of Distributed
Static Series Compensator (DSSC) required for the improvement of power system
stability. The DSSC has small size and weight with cylindrical structure that is put
on the line conductor without grounding. It has the capability of changing the
impedance and altering the power flow through the lines. The fundamental behavior
of DSSC and Static Synchronous Series Compensator (SSSC) is similar. However,
a DSSC costs less and higher reliability. In this paper, single machine infinite bus
system (SMIB) has been simulated in PSCAD for various operating conditions of
power system such as steady state and during fault conditions.

Keywords D-FACTS � DSSC � FACTS � PSCAD � SMIB � Stability

1 Introduction

Modern power system has an interconnected grid network that covers generation,
transmission, and distribution. The generating stations are located far away from the
consumers with a transmission network that requires high degree of reliability to
facilitate the uninterrupted power supply at load centers. Expansion of the trans-
mission system requires huge investment and hence the power system engineers
attempt to utilize the full capacity of the existing transmission lines. The term
Flexible Alternating Current Transmission System (FACTS), in simple words,
means applying flexibility to electric power system. It refers to the ability to
accommodate changes in the electric transmission system or operating conditions
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while maintaining sufficient steady state and transient margins. The power system
stability plays a vital role in power system as the load keeps on changing. A step
change in the input voltage may cause small signal disturbance while the three
phase faults lead to large disturbance in power system. Thus, stability is defined as
the ability of power system to regain synchronism after being subjected to some
form of disturbance within least possible time [1]. FACTS technology is the best
option for today’s power systems scenario for the improvement of power flow in
transmission lines, maintaining voltage profile and improving system capability by
damping the power oscillations. FACTS technology has a family of controllers with
various configurations such as series, shunt, series–series, and series–shunt.

However, widespread use of this technology is restricted due to increase in cost
and poor reliability. The device requirements of more component and complexity
increase the cost of installation while the single-point failure may shut down the
whole system. These limitations are overcome by of the use of Distributed FACTS
(D-FACTS) devices [2].

2 Distributed FACTS

Distributed Flexible A.C Transmission system is an advanced version of FACTS
system which not only improves the power transmission capability but also
improves the reliability and security within the permissible cost. It reduces the
power flow through overloaded lines, minimizing losses and cost. The weak and
low stability networks required number of modules of D-FACTS devices. The
various D-FACTS controllers are distributed series impedance, distributed series
reactor, and distributed static series compensator.

2.1 Distributed Static Series Compensator

A DSSC is a voltage-sourced converter and has the objective to provide compen-
sation to the line by improving the voltage across the impedance of respective
transmission line. This helps to increase the power flow and current. It consists of a
single-turn transformer (STT), single-phase inverter, and a controller. STT has
higher turns ratio as a result of which the current through the inverter is reduced and
IGBTs can easily used here for reducing the cost [3]. The primary winding of STT is
connected with the inverter and the secondary is the transmission line. When DSSC
is clamped on the transmission line, a core magnetic circuit is formed around the
primary and secondary winding of transformer. Each module consists of a control
circuit with communication system in order to coordinate the operation. When DSSC
starts, the inverter voltage and line current are in phase, only the real power is
extracted from the transmission line to charge the DC bus capacitor. It injects the
reactive impedance or quadrature voltage in series with the transmission line. Thus,
there is increase or decrease in power along the line [4]. The feasibility of DSSC has
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been tested in PSCAD and the power oscillations obtained during fault have been
damped satisfactorily.

2.2 Role of DSSC for Power Flow Improvement

Figure 1 shows two parallel lines (20 and 30 miles) having voltage level 132 kV.
The impedance is (0.17 + j0.8) ohm/miles for each line Tables 1 and 2.

From the above calculation, it has been concluded that about 20% power flow is
improved by providing compensation (or connecting DSSC) to the transmission
line [5].

Fig. 1 Two-generator
parallel line circuit

Table 1 Given data

(a) Test data

Without DSSC With DSSC (A variation of ± 20% in line impedance)

G1 = 132° kV, d1 ¼ 7:95� G1 = 132.0° kV, d2 ¼ 9:48�

G2 = 1327.95° kV G2 = 1329.48° kV

Z1 = (3.4 + j16) Ω = 16.35778° Z1 = [(3.4 + j16) + j3.2] Ω = 19.580°

Z2 = (5.1 + j24) Ω = 24.53578° Z2 = [(5.1 + j24) − j4.8] Ω = 198,675.124°

Table 2 Improvement of power and current by injecting impedance

(b) Calculation

(i) Without DSSC (ii) With DSSC

P1 ¼ V1V2
Z1

sin d ¼ 1322
16:35 sin 7:95ð Þ ¼ 147MW P1 ¼ V1V2

Z1
sin d ¼ 1322

19:5 sin 9:48ð Þ ¼ 147MW

I1 ¼ 2Vsin d
2ð Þ1

Z1
¼ 2 132ð Þsin 7:95

2ð Þ
16:35 ¼ 644A I1 ¼ 2Vsin d

2ð Þ2
Z1

¼ 2 132ð Þsin 9:48
2ð Þ

19:5 ¼ 644A

P2 ¼ V1V2
Z2

sin d ¼ 1322
24:54 sin 7:95ð Þ ¼ 98MW P2 ¼ V1V2

Z2
sin d ¼ 1322

19:86 sin 9:48ð Þ ¼ 145MW

I2 ¼ 2Vsin d
2ð Þ1

Z2
¼ 2 132ð Þsin 7:95

2ð Þ
24:54 ¼ 430A I2 ¼ 2Vsin d

2ð Þ2
Z2

¼ 2 132ð Þsin 9:48
2ð Þ

19:86 ¼ 632A

iii) Power flow between two buses

V (kV) XI (Ohm) Ohm Ohm Degree I (amp) P (MW)

Line1 initial 132 16 0 16 7.95 644 147

Line2 initial 132 24 0 24 7.95 430 98

Line1 + DSSC 132 16 +3.2 19.2 9.48 644 147

Line2 + DSSC 132 24 −4.8 19.2 9.48 632 145
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3 System and Controller Details

3.1 System Representation

Figure 2 shows a generator connected to infinite bus. Each DSSC injects maximum
2 V into the line through single-turn transformer of 1:75 ratios.

Figure 3 shows the simulated DSSC module. Each transmission line is con-
nected with three DSSC modules which increase the active power flowing through
a transmission line by 0.6 MW [6, 7]. Again, a three-phase line to ground fault is
activated at generator side for measuring the impact of DSSC for damping the
oscillation produced due to fault.

Fig. 2 SMIB with DSSC
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3.2 Control Model

The primary function of DSSC is to control the flow of power in transmission line.
This requirement can be achieved by providing control to the system directly or
indirectly [8, 9, 10]. There are few limitations of direct control such as complexity in
circuit, increased losses, and increased harmonic content. Hence, it is recommended
to use indirect controller [11, 12]. The error signal is generated by comparing dc
voltage with reference voltage and is given to PI controller and it generates the
necessary phase displacement. The phase-locked loop (PLL) gives the basic syn-
chronization angle h which is the phase angle of system line current. The obtained
angle from PI and PLL is given to PWM inverter so control firing of IGBTs is
obtained. A filter is provided in the control circuit for reducing the ripples from the
system (Figs. 4 and 5).

Controller shown in Fig. 5 is designed in PSCAD. A signal g1p, g1n, g2p, and
g2n generates from controller and are used to generate the firing signals for con-
verter. With the variation in firing angle, the injected voltage is controlled.

4 Simulation and Result

The PSCAD model of single generator infinite bus system shown in Fig. 3 is
simulated in the steady state with and without DSSC. The transmitted power flow in
line is increased by connecting a number of DSSCs.

PLL

-90

PI

sin

sin

POD

PWM

Inverter

Vdc

Vdc

Vdc (ref)

Ia

DSSC

Fig. 4 Control model of DSSC
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4.1 Steady-State Operating Condition

The system shown in Fig. 2 is a single-generator infinite bus designed in PSCAD
software which is simulated considering the same parameter of Sect. 3. Active
power measures 85 MW at steady state (without fault) when DSSC is out of sys-
tem. After connecting a single DSSC in each line of a system, the power increased
up to 0.2 MW. In a complete system, 9 number of DSSC are connected, that
generates 1.8 MW of power (Fig. 6).

4.2 Dynamic Condition (Considering Power Angle
of Generator)

To understand the dynamic performance of DSSC, a symmetrical fault is created at
1.0–1.05 s on the generator side. Figure 7 shows the power oscillation with and
without DSSC.

Without DSSC With DSSC

Power angle escalates up to 124.07° at
1.010 s, when fault is done on 1.00 s. After
fault clearance, it is settled at 33°

Power angle escalates to 108.07° at 1.010 s,
when fault is done on 1.00 s. After fault
clearance, it settles at 33°
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The above simulation has 09 number of DSSC connected in line which damped
up to 16 degree. Hence, it is seen that the power oscillation damps faster with DSSC
as compared to without DSSC.

5 Conclusion and Future

In order to penetrate large chunk of transmission and distribution system market, it is
necessary to reduce cost and improve reliability of existing FACTS devices. DSSC is
a member of D-FACTS family that improves power transfer capability and system
stability. As of now, DSSCs are under development and few prototypes have been
reported. More research is required to justify its commercial applicability.
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A Novel Transmission Power Efficient
Routing in Cognitive Radio Networks
Using Game Theory

Sonia Garg, Poonam Mittal and Chander Kumar Nagpal

Abstract Owing to frequently increasing demand of wireless communication
technology, the problem of spectrum shortage arises. To overcome this, Cognitive
Radio (CR) came into play. CRs use the available vacant spectrum of primary users
intelligently. CRs use these spectrum holes opportunistically by changing their
transmission parameters. To model the performance of a wireless network, game
theory has been used due to its capability to model individual, independent
decision-makers. Game theory can be used in any network at various layers, to
model its behavior and performance. To send data between any two nodes in
network, we need a routing protocol. We aim to find out a transmission
power-aware routing algorithm which routes the message packets efficiently within
the network, while maximizing the overall throughput of the system. And then we
compare its performance with shortest path and minimum transmission power
routing scheme. Implementation is done in MATLAB-9.0.

Keywords Cognitive radio � Wireless network � Game theory
Physical layer � Power allocation Cooperative and Non-cooperative game

1 Introduction

Shortage of spectrum is due to the exponential growth of wireless devices and rigid
allocation policies of the spectrum. Whereas large portions of the designated fre-
quency bands are only partially occupied, this leads to inefficient spectrum uti-
lization. So a new technique Cognitive Radio (CR) was proposed [1] which can use
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the radio resources with high intelligence and more capabilities [2]. Cognitive
capability can be explained as the capability of a CRN to sense spectrum [3] and
capture temporal and spatial variations.

PUs has their licensed fixed spectrum. Cognitive radio transceiver needs to sense
the environment for the presence of PUs [4], before starting communicating with
one another. Secondary Users (SU) or cognitive users can only use the spectrum for
a secure communication with other users only when there is no PU in the com-
munication in that spectrum [5–8].

In a CRN, if there are different types of user, i.e., they are different on the basis
of their behavior, objectives, then users might not be entirely cooperative. In a
multihop environment, a node will forward another packet; if there is some
cooperation between the nodes, only then packets can be forwarded reliably. There
are many techniques to deal with cooperation like reputation-based and price-based
system but these techniques are not able to calculate cooperation incentives pro-
vided by these schemes. To overcome this, techniques are needed which can
analyze the user’s behavior interactively like game theory.

1.1 Cognitive Radio and Game Theory

Game theory is an advance mathematic tool [9] that helps in analyzing the user’s
behavior. It analyzes the behavior and makes the decisions accordingly. Game
theory can be classified as 1. cooperative game model and 2. non-cooperative game
model.

Cooperative games are those games in which CR players cooperate with each
other to maximize network utility. In non-cooperative games, players are selfish
users and take actions independently aiming to maximize their own utility functions
[10]. Game theory aims toward Nash equilibrium, i.e., an optimal combination of
strategies of all the present players which are normalized [11]. Main components of
a game are described in Table 1.

Table 1 Mapping of cognitive radio network elements to a game

Game
component

Comments Modeled element of CRN

Players Players aim to maximize their
utility function by considering the
activity of PUs

Nodes in wireless network

Strategy/Set of
actions

Actions are the functionality like
in a network action is forwarding a
packet

Modulation scheme, coding rate,
channel allocation, transmission power
level, routing path selection, etc.

Utility function/
Set of
preferences [12]

It is the player’s objective which is
obtained by the behavior of
cognitive radios

Performance metrics, e.g., throughput,
delay, SINR, QoS, etc.
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Game theory models can be used in CRN to deal with resource allocation
problem (Channel allocation, power control), trust management, and better
understand of several issues. Table 1 shows how different CR elements can be
mapped on to a game. In this work, power allocation in game theory is used to
collect information related to residual power available at all other nodes.

2 Power Allocation: Literature Review

In CRNs, game theory may be used to model and examine CRN at different layers
of OSI model. Thomas et al. [1] shows which CRN games can be applied at
different OSI layers. Avoiding interference is the key challenge in CRN at physical
layer. It provides good QoS to CRN users [13].

To deal with the communication in multichannel CDMA-based CRN, a
non-cooperative game [14] is used for power control. It provides a path in the
network where least energy is used for forwarding the data by opportunistically
accessing the PU’s channels.

To minimize the interference generated by SU, it may affect the spectrum
sharing mechanism. Interference may be avoided by using the proposed scheme
[15] based on power control. The goal is achieved by using non-cooperative game
with pricing-based power control.

To provide the dynamic spectrum sharing among CR users, a non-cooperative
game-based power control scheme [16] is used for CDMA-pricing cognitive radio
system.

To deal with the decentralization of users, an MC-CDMA cognitive radios
system with hand-off technique [17] was proposed for cognitive users. Sigmoid
efficiency function and nonlinear pricing are used with non-cooperative game
which is related to SINR value of the user. Frequency band of PUs is fixed but it
may vary for SU according to the availability of spectrum. So modulation and
demodulation do not affect the system.

To deal with the channel allocation and power control in CRN jointly, a game
theoretic approach is designed which is based on physical interference [18]. SINR
may be considered as a physical interference to establish a link. This is an efficient
realistic protocol that can handle opportunistic spectrum access by interaction. This
technique is valid only for a small local less scalable system but its performance is
comparable with global centralized system.

An iterative method is used for resource allocation if the system has incomplete
information. There are two techniques used to deal with this incomplete information
system for resource allocation like MQAMI method [19] and game theory based
technique. Game theory based technique achieves better results than
MQAMI-based results but MQAMI is more distributed than this.

A heuristic technique is used to deal with the spectrum allocation problems [20]
which mainly exist when there are two networks Primary User Network (PUN) and
Cognitive Radio Network (CRN) which are operating on the same frequency band.

This approach is well suited for distributed network.
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3 Proposed Work

In this work, an effort is done to design a routing protocol that aims toward
optimizing the QoS parameters of the CR system by considering the constraints like
power constraint and interference from and to the licensed band (primary users).

Total power can be defined as the sum of residual energy available at all the
nodes. Residual energy is the energy contained in the node, i.e., the energy
available at the node for consumption. Transmission energy is the energy required
for transmission between two or more nodes. Initially, each node in the network has
some fixed residual energy, but as the time passes, communication takes place and
some transmission energy is required to send the messages in the network and thus
the residual energy decreases. The more be the residual energy of a node, the node
will be active for more time in the network. On the other hand, the more distant the
node is, the more transmission power will be needed to receive the signal at receiver
node. The more transmission power needed implies increased interference to other
users in the network. In an obstacle-free path, the transmission power needed to
send a signal from node1 to node2 is calculated as

Ptra ðDistance1; 2Þ2 ð1Þ

If we consider the realistic environment having obstacles like rivers, buildings,
factories, etc., then fading of signal may be there. In such a scenario, transmission
power needed to send a signal from node1 to node2 is calculated as

Ptra ðDistance1; 2Þ4 ð2Þ

Game theory is used to analyze and obtain information about the user behavior,
network configuration, and other details. This information is collected through a
non-cooperative repeated game theory. One of the ways to collect the information is
by hidden and exposed terminal. Another way is that source node first sends a hello
packet to all its neighbors and then waits for a reply. And all the neighbor nodes
flood this packet throughout the network till it reaches the destination node. In reply
to this hello message, all the nodes send an ACKnowledgement (ACK) packet back
to the sender of hello message. The ACK contains the details about the residual
energy at the node and the position of the node in the network. This information is
then utilized by the source node to take decision about the routing path. Based on
this information, source finds out all paths available from source to destination
node. Then, for every path, calculate the transmission energy required on that path.
Then, find out the most cooperative path which requires minimum energy. Game
theory model is described in Table 2.
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Here,

U C i; I jð Þ ¼ �c; pð Þ if R jð Þ[Tr
0; 0ð Þ if R jð Þ\ ¼ Tr

U I i; C jð Þ ¼ p; � cð Þ if R ið Þ[Tr
0; 0ð Þ if R ið Þ\ ¼ Tr

Here, p is the profit gained in forwarding a packet and c is the cost of forwarding
a packet. Figure 1 presents an algorithm for proposed routing protocol.

Table 2 Game for reputation
system

Node i

Node j Cooperative Non-cooperative

Cooperative (p, c) U (Ci, Ij)

Non-cooperative U (Ii, Cj) (0, 0)

1. Fix energy for all nodes.

2. Find SN and DN. // find source and destination

3. SN broadcast HM. // to collect behavior of 
neighboring nodes

4. SN receives residual energy, position of node 
from NN. Repeat same process for all NNs until 
HM reaches DN. // non cooperative game 
is implemented with multiple iterations

5. Find all paths between SN and DN. // multiple 
paths are there with corresponding cooperation 
value

6. Calculate TE for each path.

7. Select path having minimum TE and better 
cooperation

8. If(TE1=TE2)   // two paths require same TE

Choose path having maximum RE.

9. If(path Ni,i+!>=RTE) (for all ith nodes on path)
i. Route data.
ii. Calculate available RE at every node; REi=REi-

RTEi
Else

i. Check for next minimum TE path.
ii. GO TO 8. 

Fig. 1 Algorithm for proposed system
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Here, SN = Source Node, DN = Destination Node, RTE = Required
Transmission Energy to transmit a packet from one node to next node on the path,
NN = Neighbor Node, HM = Hello Message, and RE = Residual Energy.

4 Implementation

In the implementation of proposed routing scheme and existing scheme, we con-
sider 16 primary user nodes and 24 secondary users. Transmission range of each
node is 400 m. PU nodes are fixed and SU can wander in a region of
1500 m * 1500 m with random velocity and direction. Setup parameters used for
simulation are shown in Table 3.

4.1 Setup Parameters

See Table 3.

4.2 Snapshots

Figure 2 shows the path generated by proposed routing, shortest path routing, and
minimum transmission power routing. Node 22 is the source and node 31 is the
destination. Three routing strategies were used, namely shortest path, Minimum
Total Power Routing (MTPR), and optimal routing to establish a route from source

Table 3 Set up parameters

Region 1500 m * 1500 m

Transmission range 400

Nodes(SU) 24

Nodes (PU) 16

Position of SU Random

Position of PUs Fixed

Max velocity 15 m/sec

Pause time 0 s

Number of iteration 25

Source node Chosen randomly from SU

Destination node Chosen randomly from SU

Number of channels per user/node 1
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to destination. The path from node (22) to node (31) shown in pink color shows the
path formed using MTPR, in green using shortest path routing, and in yellow using
optimal routing (see Fig. 2).

4.3 Results

Following observations were recorded for 25 iterations (Figures 3, 4, 5, and 6).
Figure 3 shows the PDR values for all the three routing techniques. PDR value is
quite high for optimum routing protocol.

Figure 4 shows average transmission power consumption for all the three
approaches. The transmission power is required least in case of MTPR and may be
equal to the optimum and maximum in case of shortest path routing approach,
because a distant node requires more transmission power for transmission.

Figure 5 shows the variation of intermediate nodes in the path calculated. A path
is considered to be more reliable if numbers of hops are lesser but as the same time
nodes should not be much distant. Shortest path routing focuses on hops only,
whereas MTPR focuses on less distant node, so hop count will be much higher.
Hence, the hop count of optimal routing lies in between shortest path routing and
MTPR.

Fig. 2 Snap shot of simulation process, routing from (22) to (31)
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Fig. 3 Average PDR comparison

Fig. 4 Average energy comparison

Fig. 5 Average hop count comparison
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Figure 6 shows the variation of end-to-end delay in different routing schemes.
The value of end-to-end delay is much low for shortest path routing. But the delay
will be highest in MTPR because there are maximum intermediate nodes. Delay in
optimum routing mechanism is least because in shortest path routing delay may be
contributed by unreliability of path.

5 Conclusion

Proposed routing protocol performs better than the traditionally used shortest path
routing and MTPR. Because game theory analyzes the behavior of the nodes
continuously, hence, the path obtained through optimized routing scheme will be
more reliable. QoS parameters are optimized using proposed routing scheme. Game
theory can be further used in CRN for dealing with various security issues.
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Study of Effect of Strain, Quantum Well
Width, and Temperature on Optical Gain
in Nano-Heterostructures

Swati Jha and Ashok Sihag

Abstract In the work discussed here, we evaluate the effect of change in strain,
quantum well width variation, and temperature on the optical gain of two SQW
(Single quantum well) nano-heterostructures. Both the heterostructures are SCH
(Separate confinement heterostructures) with STIN (Step Index) profile. We have
taken a quaternary semiconductor Al0.15In0.22Ga0.63As/GaAs and compared it with
a ternary semiconductor heterostructure In0.45Ga0.55As/InP. This paper is an effort
to compare the effect of change of strain on the optical gain of the two
heterostructures. It also analyzes the behavior of quantum well width and tem-
perature on the gain.

Keywords Heterostructures � Material gain � Strain � Temperature
Quantum well width

1 Introduction

InGaAlAs/InP heterostructures, in recent researches as in [1–3], have got special
attention because of its lasing wavelength of 1.55 lm which dramatically coincides
with the wavelength at which loss is minimum in optical fibers. In this work, we
present the compositional details of the two different nano-heterostructures and
investigate their comportment in terms of optical gain as against their lasing
wavelengths. The effect of compressive and tensile strains is gauged on the two
heterostructures along with the changes when the step index profiled well width of
single quantum well is varied in steps on the material (optical) gain of the lasing
herterostructures. Also, the influence of temperature variation is evaluated to figure
out its impact on the gain.
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2 Heterostructures Compositional Details

The compositional details of the STIN SCH SQW quaternary semiconductor laser
of Al0.15In0.22Ga0.63As on GaAs are presented in Table 1, while Table 2 envisages
representation of the second ternary semiconductor lasing heterostructure, namely
In0.45Ga0.55As on InP substrate.

In the work presented in this paper, the researchers evaluate the effects of
changing strain, well width modulation, and temperature variation on the optical
gain. A comparative analysis of the two SQW heterostructures is also carried out to
evaluate and understand their usage and effectiveness as lasing heterostructures.
The differences studied here suggest the variability of their usage and suggest the
predictability of their applications.

3 Effect of Strain

It is well-known fact that compressive strain splits the first light-hole and
heavy-hole subbands [4]. When the QWs are strained compressively, the differ-
ential gain in lasers improves because of the reduction in density of states (DOS) of
holes (which gets increased because of heavy-hole and light-hole subband mixing).
When the QWs are heavily compressively strained, hole confinement increases
leading to improved threshold, injection efficiency, and ultimately the gain.

Table 1 Al0.15In0.22Ga0.63As quantum well lasing heterostructure

Layer
number

Name of
the layer

Material used Width
(nm)

Conduction
band offset
(eV)

Valence
band offset
(eV)

Lattice
constant
(Å)

1 Cladding Al0.61Ga0.39As 10 0.6084067 −0.2863090 5.815376

2 Barrier Al0.2Ga0.8As 5 0.2405987 −0.1132229 5.970752

3 Quantum
well

Al0.15In0.22Ga0.63As 6 0.0964814 −0.048240 5.909987

Table 2 In0.45Ga0.55As quantum well lasing heterostructure

Layer
number

Name of
the layer

Material used Width
(nm)

Conduction
band offset
(eV)

Valence
band offset
(eV)

Lattice
constant
(Å)

1 Cladding Ga0.48In0.52As 10 0.4844044 −0.1883795 5.863952

2 Barrier Al0.29Ga0.17In0.54As 5 0.1062417 −0.0413162 5.873997

3 Quantum
well

In0.45Ga0.55As 6 −0.0283436 0.0141718 5.876105
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However, this methodology works well only till 1% of the strain [5]. Beyond that,
strains hardly have any effect on DOS because at higher values of strain, heavy-hole
and light-hole subbands are already separated in energy. In Fig. 1a and b, we plot
the strain effects on optical gain when they are plotted with respect to the lasing
wavelength for the heterostructures and observe the effect of unstrained/
lattice-matched and strain-compensated condition. From Fig. 1a it is observed
that in Al0.15In0.22Ga0.63As/GaAs case, tensile strain (1.6 � 10−2) gives the max-
imum gain; however, the lattice-matched condition is comparable. Nevertheless, if
we consider the lattice-matched (unstrained) situation with the condition on
application of strain (5.123 � 10−3) for In0.45Ga0.55As/InP in Fig. 1b, we observe a
transition in the trend after the lasing wavelength of 1.449 µm at which the max-
imum gain of 6521.09 cm−1 in both cases is attained. We also find out that the peak
material gain has a narrow spectrum in the strain compensated case.

4 Quantum Well Width Alteration Effects

Controlling the width of the quantum wells, the electron and hole wave functions
can be transformed. This attribute leads to the modification of material parameters
and not only improves the laser characteristics but also introduces new concepts to
semiconductor optical devices. Here, in Fig. 2a, we investigate the effect of
changing the well width from 60, 50, 40, and finally 30 Å on optical gain.
Statistical data shows a staggering gain of 13,903.19 cm−1 at a lasing wavelength of
0.77 µm when the quantum well width is 40 Å. On increasing the well width from
30 Å to 50 Å and then to 60 Å, we observe a decrement in the gain values as well as
the broadening of the gain spectra which may be attributed to the spectral hole
burning.
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Fig. 1 Effect of strain on material gain as a function of lasing wavelength for
a Al0.15In0.22Ga0.63As/GaAs and b In0.45Ga0.55As/InP
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Investigating the effect of quantum well width variations from 60 to 40 Å, and
finally to 80 Å on the optical gain for In0.45Ga0.55As/InP illustrates that the max-
imum gain of 8550.24 cm−1 is achieved at a lasing wavelength of 1.38 µm for
40 Å. For 60 Å, a maximum gain of 6566.08 cm−1 is achieved at a lasing wave-
length of 1.44 µm while for 80 Å, a maximum gain of 5373.29 cm−1 is achieved at
a lasing wavelength of 1.48 µm as evident from Fig. 2b. It is indeed noteworthy
that in both cases, at 40 Å, we have the maximum optical gain and also the gain
spectrum is sharpest which indicates that it is the most suitable well width as far as
gain is concerned because it offers maximum confinement. This observation reit-
erates the fact that maintaining a proper well width is very crucial for a better lasing
characteristic.

5 Role of Temperature

Temperature has a big role to play in the lasing phenomena as it affects the injection
efficiency, threshold current, and surely the gain. Hence, we now plot the effects of
change in temperature on optical gain when it is changed from 100 to 300 K in
steps of 100 K in Fig. 3a for Al0.15In0.22Ga0.63As/GaAs.

Data from the graph indicates that at the same lasing wavelength of 0.84 µm we
attain a maximum gain of 7494.40 cm−1 at 100 K, whereas at 200 K the gain is
only 5096.12 cm−1 and the least value of gain (4321.95 cm−1) is observed at
300 K. Exploring the effects of change in temperature on the material gain when it
is varied from 100 to 300 K and finally 400 K in Fig. 3b for In0.45Ga0.55As/InP, we
observe a regular trend of decrease in the material gain as we keep on increasing the
temperature. This behavior of gain with temperature is similar in the two
heterostructures.
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a Al0.15In0.22Ga0.63As/GaAs and b In0.45Ga0.55As/InP
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6 Conclusion

On comparing the two STIN SCH SQW nano-heterostructures, we observe that the
effect of strain, in Al0.15In0.22Ga0.63As/GaAs case tensile strain (1.6 � 10−2), gives
the maximum gain; however, the lattice-matched condition is comparable.
Nevertheless, if we consider the lattice-matched (unstrained) situation with the
condition on application of strain (5.123 � 10−3) for In0.45Ga0.55As/InP, we
observe a transition in the trend after the lasing wavelength of 1.449 µm at which
the maximum gain of 6521.09 cm−1 in both cases is attained. It is also observed that
the peak material gain has a narrow spectrum in the strain compensated case.
Investigating the well width variations yield, 40 Å, as the most suitable well width
as far as gain is concerned for both cases, we not only have the maximum optical
gain at this well width but also the gain spectrum is sharpest which indicates that it
offers maximum confinement. This observation reiterates the fact that maintaining a
proper well width is very crucial for a better lasing characteristic. On exploring the
effects of changes in temperature on the material gain, we observe a regular trend of
decrease in the material gain as we keep on increasing the temperature. This
behavior of gain with temperature is similar in the two heterostructures.
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A Survey on Scheduling Algorithms
for Parallel and Distributed Systems

Rinki Tyagi and Santosh Kumar Gupta

Abstract Task scheduling plays a vital role in distributed computing. It enhances
the performance of the system as it minimizes the overall execution time and
reduces overhead problems like communication delay by allocating suitable task to
appropriate processor. Different scheduling techniques are discussed in this paper
which are employed for task scheduling. Taxonomy of hierarchical classification is
discussed for concurrent system and further several task scheduling algorithms are
described on the basis of dependency and approach used such as static or dynamic
for low throughput and efficient performance.

Keywords Task scheduling � Distributed computing � Real-Time scheduling

1 Introduction

Due to advancement of hardware and software technologies, development of
parallel and distributed system for database, real-time applications are also
increased. But it leads to a problem of scheduling different tasks on various pro-
cessing elements in such a way that performance metrics, such as execution time,
resource utilization, throughput, and response time, should be satisfied [10].
Scheduling is a type of resource and task allocation problem [11]. Scheduling can
be defined as “A set of tasks T can be executed on P processors by some opti-
mization criteria C” [11]. The goal of scheduling is to allocate different tasks to
processors with the aim of increasing execution speed, reducing the runtime of
tasks, minimizing communication delay, communication cost, and priority problem.
In distributed scheduling, whole task is divided into sub-tasks and assigned to
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several processors, thus they execute more quickly as compared to single processor.
While scheduling tasks, prespecified precedence is obeyed among different tasks
[12]. The good scheduler should be General Purpose: it is applicable for all types of
applications with different attributes to execute them in an efficient way; Efficient: it
enhances the overall performance of systems and reduced overhead problems; Fair:
It should be fair. For example, when there are many tasks to execute, scheduler
should maintain load through load balance; Transparent: result should not be
affected by local or remote site executions; and Dynamic: A good scheduler should
respond to local changes and it should fully exploit all resources available to it.

Before describing the approaches, techniques, and algorithms that are used for
task scheduling, the role of scheduler and how scheduling of tasks is to be done on
different workstations or processors is discussed. There are two inter-dependent
steps of task scheduling: one is allocating the tasks to processors (space sharing)
and another is to schedule it with time (time sharing). When job is assigned to a
system, the complete information is noted by the system, i.e., CPU load, memory
size, etc. Meanwhile, system also maintains a status table of different workstations
over which job is to be scheduled. After this, job is divided into several components
and assigned to different workstations on the basis of the status table information.
Synchronization process is needed when tasks are executing on different work-
stations. Besides this, mechanism of process migration is also introduced during
task scheduling. For example, if any processor is highly loaded, the job migrates
lightly loaded processor to improve the overall performance of system [12].

2 Related Work

The concept of “Grid Computing” in distributed system is used to perform users
tasks online at any place and at any time [1]. But it leads to a problem of uncertainty
in scheduling overhead and response time during continuous task arrival and their
execution process. To overcome this problem, MDP (Markov Decision Process) is
introduced where it allocates the task arrival and execution pattern without
uncertainty. In [2], author argued the most general problem of process distribution.
To solve this, a modified version of AO* algorithm using statistical data as a
heuristic function is used to find those processors which can execute the processes
in most efficient way. In [3], author has proposed a general technique to design and
implement priority-based resource scheduling in flow graph-based DSPS with
priority metadata. Experimental results show the effectiveness of this approach. In
[4], author discussed the problem of task scheduling for multi-core CPU and to
solve this multistep, scheduling algorithm is proposed. A clustering algorithm that
is based on SCAN to find clusters in a network in order to find parallelism is used to
decrease the computation of scheduling. In [5], an adaptive distributed scheduling
algorithm is introduced for multi-place parallel computation. A combination of
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remote spawns and remote work steals is used to reduce the overhead problems in
scheduling and helps to maintain load balance with maximal affinity. In [6], the
author addresses the problem of load balancing optimization. As the load is dis-
tributed randomly to all processors in the distributed system without any fixed
affinity, the goal is to minimize the computation time while distributing the load
with the limited communication delay. For each load transfer, sending and
receiving sites are maintained to obtain optimal delivery and load transmission. In
[7], author proposed long-term CPU load prediction method, namely process search
method also called runtime prediction-based method which predicts long-term CPU
load more accurately than the conventional methods. A prediction module selection
using neural network is proposed that selects an appropriate prediction method
according to the change in the state of CPU load and shows improvement in
prediction accuracy. In [8], author addressed the problem of producing the optimal
schedule using genetic algorithm which minimizes peak load and communication
cost and maximizes load balancing and average CPU utilization. In [9], author
introduced an integrated BOA approach to overcome the efficiency problem while
solving the NP scheduling problems. In [35], a taxonomy of load sharing is
introduced that includes source initiative and server initiative approaches for
evaluation of performance.

3 Issues in Multiprocessor Scheduling

There are many issues during scheduling for multiprocessor system [11]. First is
distinction between Policy and Mechanisms. Mechanism is the ability to do any
action while Policy enables to do with that mechanism. For example, automobiles
have the ability to travel with the speed of 160 km/h (mechanism), while legal
speed is set below 160 km/h (Policy). Second, distinguish between distributed and
parallel system. If the communication between symmetric multiprocessors is
through shared memory, it is parallel but if communication among network of
workstations, it is distributed. Next is the distinction between types of scheduling.
One is local scheduling and another is global. Global scheduling is done before
local scheduling [11] although migration changes the global mapping when task
moves to a new processor. During migration, the system stops the tasks, saves its
state, and transfers that state to new processor and then restarts the task. Due to
migration, several overheads occur. Local scheduling decides which an appropriate
set of tasks at a processor executes next on that processor. Then, there are two
choices at that time of task allocation. Either several processors are assigned to a
single job or several tasks are assigned to a single processor. Few processors
assigned to a single job for execution; then, it is called as space sharing and it is a
function of global scheduling. Time sharing is a function of local scheduling. In
this, several tasks are assigned to a single processor for its execution.
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4 Scheduling Techniques

In Fig. 1, scheduling techniques are categorized into two types: local and
co-scheduling. Local scheduling consists of predictive that easily adopts new
architectures and proportional sharing that executes at a uniform rate. Three
co-schedulings are discussed in which gang co-scheduling is simple than other
two [12].

4.1 Local Scheduling

In local scheduling, an individual site schedules the processes assigned to it to
improve the overall performance [12]. Local scheduler requires global information
for maximizing the performance of system. Many new scheduling techniques are
developed such as proportional sharing schedule approach and predictive
scheduling. A module that has advance reservation capability is discussed that
possessed local scheduling [13]. Local scheduling is used in opportunistic routing
[14], in which wireless topology is broken down into several sub-graphs and
end-to-end transmission of different forwarders is done that proved more efficient in
wireless network compared to traditional routing.

Fig. 1 Scheduling techniques
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4.1.1 Proportional Sharing Schedule

To solve the problem incurred during traditional priority-based schedulers which
take long time to allocate processors, a scheduler that allocates jobs to all processors
in a fair manner is required [12]. In this, resource consumption is proportional to all
jobs that are allocated. In [15], a notion of “Pessimism” is introduced in propor-
tional sharing for improving performance as well as overcome error problem and
meet the deadlines of various real-time applications. Through proportional sharing,
scheduling is done at a uniform rate [16]. It is also beneficial for both real and
non-real-time processing.

Stride Scheduling

It is an example of proportional sharing that shows how allocation of jobs and
consumption of resources is done in fair manner to a single processor when many
users have to execute their tasks. In this scheduling, users hold a number of tickets
that are in a proportion of resources of competing users and have a time interval
called stride which is inversely proportional to allocation of tickets that helps to
decide how fast it comes in a usable state [12]. Also, a pass is associated with each
user and the user with minimum pass is scheduled in that time interval and
incremented by job stride. Its evaluation can be done by two ways: one is by using
simulations and another is by implementing prototypes for Linux Kernel [17].

Extension to Stride Scheduling

Stride scheduling is only used for CPU-bound jobs, not for interactive and I/O
intensive jobs [12]. In I/O intensive jobs, there is a need to improve response time
and throughput rather than focusing on resources for competing users. For this,
extension of stride scheduling is used. It uses two approaches: one is loan and
borrow and another is system credits. Loan and borrow: In this approach, many
exhausted tickets are distributed among the users. And, if any user wants to exit
from system for a while, then another user borrows its ticket; otherwise, it would be
an inactive ticket. System credits: It is an approximated approach and does not have
any type of overhead and is easy to implement [18].

4.1.2 Predictive Scheduling

Predictive scheduling provides adaptively, intelligence and proactive type of
scheduling to the system so that it can perform well in any type of environment. It
can be easily embedded in new type of architectures. It is divided into three major
components: H-Cell, S-Cell, and allocator [12]. In [19], a scheduling problem is
investigated for minimizing completion time through random machine breakdowns.
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Through predictive scheduling, preferences of users are also considered [20] and it
is done through fuzzy techniques that not only use imprecise information but also
views of users are to be considered.

4.2 Co-scheduling

Co-scheduling introduced in [21] is used for scheduling the interactive activities
such that all jobs executed simultaneously on their workstations. In [22], flexible
co-scheduling is introduced that addresses the problem of internal and external
fragmentations. In this, scheduling is based on synchronization among processors
and also on load balancing requirements. Co-scheduling was used for proper uti-
lization of resources and covers all problems identified in multi-core system [23].
Several key issues are discussed in co-scheduling algorithm for clusters [39]. For
this, co-ordinate scheduling in time-sharing clusters is done through a genetic
framework.

4.2.1 Gang Co-scheduling

In gang co-scheduling, a job is referred as gang and its members are referred as
gang members. They are allocated to a class whose one processor is assigned by
one gang member and executed in parallel. A local scheduler exists in gang
co-scheduling which has its own policies. When timestamps finish, it precepts all
job members and assigns another job to that class [12]. The main disadvantage of
this scheduling is its centralized control. It creates bottleneck when load is heavy. In
[24], gang co-scheduling technique is combined with backfilling for addressing the
problem of space sharing in scheduling. In [37], flexible co-scheduling is done
through gang co-scheduling by reducing fragmentation problem and improves
efficiency by providing the processor to each job through preprocess-based
classification.

4.2.2 Implicit Co-scheduling

Implicit co-scheduling is a type of time-sharing communication process. It has a
local scheduler that schedules the processes individually. It makes individual
decisions while executing the job members rather following centralized policy and
deals with the problem of gang scheduling [12]. It uses communication and syn-
chronization within an application. It schedules both fine- and coarse-grained
parallel application [25].
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4.2.3 Dynamic Co-scheduling

Dynamic co-scheduling is used to make decisions on the arrival of messages.
A schedule is made when a message is arrived to any process and no need for
explicit identification to specify the process that needs co-scheduling. Dynamic
co-scheduling reduces response time up to 20% over implicit [26] and is more
robust and effective.

5 Taxonomy of Scheduling Algorithms

In Fig. 2, hierarchal classification of different scheduling algorithms is given. This
classification can be used for categorizing different types of strategies that are used
for allocating tasks to different processors and also for categorizing resource
management system especially process management system.

Local versus Global: Local scheduling decides the appropriate set of tasks to
execute next on the processor. Global scheduling is done before local scheduling
and is used to allocate the tasks within the systems [27]. A new concurrency control
criterion is proposed for local and flexible transactions execution through global
scheduling in heterogeneous distributed environment [36].

Static versus Dynamic: Static algorithms are used for scheduling when infor-
mation available at compile time. On the other hand, dynamic algorithm takes all
these factors into account during execution time [27].

Optimal versus Sub-optimal: When information about the states of each pro-
cessor and the types of resource needs is known, the algorithm is called as optimal
otherwise sub-optimal.

Fig. 2 Taxonomy of scheduling algorithms
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Distributed versus Non-distributed: Physically non-distributed algorithms are
centralized. A single processor decides task allocation. On the other hand, in
physically distributed algorithm, all processors decide task placement [11].

Approximate versus Heuristic: Heuristic algorithms use various guidelines for
scheduling such as allocate jobs to a processor with heavy inter-task communica-
tion, while approximate algorithms use same method that is used by optimal
solutions but within a accepted range [27].

Cooperative versus Non-cooperative: In non-cooperative algorithms, each
processor is independent of making choices from other processors for scheduling
while in cooperative, all processors co-ordinate with each other to achieve a
goal [28].

6 Task Scheduling Algorithms

While performing task scheduling, the performance of algorithms is affected by
choosing various strategies. Different task scheduling algorithms are shown in
Fig. 3.

Fig. 3 Task scheduling algorithm
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6.1 Independent Task Scheduling

This is used for dynamic scheduling. Some of the heuristic-based static algorithms
also use this for execution of cost estimates [28]. Max-Min is somehow similar to
Min-Min algorithm. In this, a set of M tasks of low completion time are selected
from a set U of unmapped tasks. Then, the task of high execution time from M set is
assigned to a processor. The newly mapped task is removed from set U and this
process repeats until all the tasks of set U are not mapped. Min-Min is a type of
scheduling which is applied for a set of tasks without dependencies onto a
heterogeneous system. If there is a set of S tasks, then Min-Min selects a task with
minimum execution time and it would be scheduled on that processor which has
minimum completion time. It is one of the fastest algorithm and easy to implement.
Suffrage is based on suffrage value and is calculated as the difference between its
first best completion time and its second best completion time.

6.2 Dependent Task Scheduling

In [28], DAG (Direct Acyclic Graphs) is used to denote task precedence graph
where node represents graphs and edge represents precedence order. The main
objective of dependent task scheduling is to minimize the make-span time. But
some problems are NP-complete which does not produce optimal results. It has
three types of algorithms.

(i) List Heuristic Algorithm: It is based on the idea that some priorities are
assigned to tasks and then repeatedly executes the following two steps until
whole graph is not scheduled. First, remove the first node from list of
scheduling. Then, assign the node to a processor that allows the earliest start
time. Table 1 shows different algorithms for list heuristic.

(ii) Clustering Heuristic Algorithm: Clustering is an efficient process for both
parallel and distributed systems. It is used to minimize communication delay

Table 1 List heuristic algorithms

Type Description

HEFT It is Heterogeneous Earliest Finish Time algorithm. At each step, it selects a task
that has higher upward rank and with maximum distance between current and exist
nodes

Chaining It does not allow duplication of tasks and distribute the tasks among all processors

HLFET Highest Level First with Estimated Times algorithm is one of the simplest
scheduling algorithms. It calculates b-level (bottom level), and then makes a ready
list in descending order (contains only entry nodes). It schedules first node of
ready list to a processor with earliest execution

FCP It is Fast Critical Path algorithm and tries to reduce the complexity of algorithm
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by clustering the same level of tasks into one cluster and assign resources to a
single cluster. Table 2 shows that first phase is task clustering phase in which
clusters are formed by portioning the tasks and same levels of tasks are
clusters into one group. Second phase is post-clustering phase which is used
to refine the cluster to get final task to resource map [28].

(iii) Duplication Heuristic Algorithm: It is basically used for homogenous sys-
tem. For this, various duplication-based scheduling algorithms are intro-
duced. The main logic behind this is to fully utilize the idle resources by
duplicated tasks.

6.3 Scheduling Inspired by Nature’s Law

Genetic algorithm, simulated annealing, Tabu search, etc., are scheduling methods
that are inspired by nature’s law. They all are used to solve standardized scheduling
problems. A long runtime problem will occur when they are used in practical
application. Then, optimization algorithms are used to overcome the problem of
long runtime [28]. Genetic algorithm optimizes the total flow time and makes span
in task scheduling and is more robust. A simulator package of grid is used for large
problems and to evaluate performance of GA [29]. Tabu search is also an opti-
mization algorithm that gives optimal or close to optimal results for different types
of scheduling [30]. Tabu search is used for bi-objective optimization problems [31].
Simulated annealing is to solve optimization problems for separating continuous
and batch chromatographic systems under various conditions such as gradient and
isocratic [32]. It states that if temperature is lowered sufficiently, then the solid
reached to optimal state, where temperature is completion time and change in

Table 2 Clustering heuristic algorithms

Task clustering
phase

DSC: It is Dominant Sequence clustering algorithm. The scheduled DAG
has a critical path called Dominant Sequence and used to distinguish it
from scheduled clustered DAG critical path

Post-Clustering
Phase

LB: Load Balancing is used to define the overall workload as sum of
execution time of all tasks. It merges a pair of clusters C1 and C2 such that
C1 is the cluster that has minimum workload and C2 is a cluster that
minimum workload with communication edge to all clusters
CTM: It is Communication Traffic Minimization and it is defined by using
two terms C1 and C2. These are the sums of communication time of edges
from C1 to C2 and from C2 to C1
RAND: It is random algorithm and make random pairs of clusters. First,
assign a cluster with highest communication traffic. Then, it selects an
unassigned cluster of highest communication traffic through assigned
cluster. Then repeat step(b) until all processors are assigned
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temperature is task mapping. And if temperature is increased, then it accepts that
“worse” state because it provides a way to escape from local search [28]. Ant
colony optimization is best suited for TSP problems. Ants act as an agent and finds
the best solution by parallel search. Many ants generate many cities and their
corresponding paths, and best suited path (shortest path between source and des-
tination) is selected [33]. Bee colony optimization is best suited for combinatorial
optimization problems. When independent tasks are scheduled in grid environment,
then it is a NP-hard problem. Many approaches are used for this but bee colony is
more efficient as it reduces the finish time and delays during execution time [34]. In
[38], different applications are discussed for BCO. A* algorithm is a type of best
search algorithm for tree search. It initially starts with null solution and then
expanded through partial solution for complete solution by allocating different tasks
to suitable processors [28].

7 Analysis Work

Table 3 shows the different scheduling techniques, task scheduling algorithms, and
approach that can be used for scheduling tasks.

Table 3 Analysis work

Techniques Description Approach Algorithms Advantage

Proportional
share

Resource consumption is
proportional for all jobs

Static List
heuristic

Does not allow
duplication of tasks

Clustering
heuristic

Minimize
communication
delay

Predictive Adaptive, intelligent, and
proactive techniques that
perform well in any type of
environment

Duplication Fully utilized the
idle resources

Gang
co-scheduling

Dynamically scalable and
utilized time sharing and
space sharing simultaneously

Dynamic Min-Min Fastest algorithm
and easy to
implement

Implicit
co-scheduling

A local scheduler that
schedules the processes
individually rather
centralized policy

Max-Min Removes the
penalties occurred
through longer
execution time

Dynamic
co-scheduling

Used to make the decisions
on the arrival of messages

Suffrage Finds minimum
completion time
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8 Conclusion

In distributed environment, task scheduling plays a vital role. To improve, the
performance of system scheduling of tasks can be done in an efficient manner on
several processors. A good scheduler must be efficient, dynamic, transparent,
general purpose, and fair. Different scheduling techniques are employed for both
parallel and distributed systems that are used for proper utilization of resources and
for improving system performance. Two scheduling techniques, i.e., local and
co-scheduling, are described in which co-scheduling technique is better as it is used
for the concurrent execution of the parallel systems and we conclude that gang
co-scheduling is the simplest one among three. A hierarchal classification of
scheduling algorithms is done and on this basis task scheduling algorithms are
described. Further, a comparative analysis for different scheduling techniques has
been done.

9 Future Work

Further, more comprehensive survey can be made on real-time scheduling and
scheduling inspired by nature’s law and these can be compared with other
scheduling algorithms.
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Analysis of On Chip Optical Source
Vertical Cavity Surface Emitting Laser
(VCSEL)

Sandeep Dahiya, Suresh Kumar and B. K. Kaushik

Abstract The major developments in semiconductor laser technology, i.e.,
Vertical Cavity Surface Emitting Lasers (VCSELs), really revolutionized the field
of semiconductor lasers and play a pivotal role in every walk of life such as science
and technology, research and development, consumer and industrial environment,
medical, military, surveillance, telecommunication, and a host of other applications.
Although the development of lasers is pertinent to each other because of depen-
dence on Distributed Bragg Reflector (DBR) mirrors, the devices under reference
are normally supposed to be the most appropriate semiconductor lasers for their
evident plentiful significances and applications. In modern age, the importance of
VCSELs is reflected in fact that they have become the second largest production
among all types of semiconductor lasers due to intrinsic structure features of array
formation, coherent emission with small beam divergence, large output power,
low-threshold operations, high modulation bandwidths, etc., tuned by electrical and
temperature variations. In the present investigation, the electrical and optical
characteristics of the state-of-the-art long-wavelength VCSEL at 1310 nm emission
is analyzed with different apertures such as 20 and 12 µm. The authors observed
that if the oxide aperture of the same device is reduced 20 to 12 µm, it obtained the
incremental in the carrier and photon density rates and subsequently reduces the
emitted power, threshold current, and gain of the devices. The present communi-
cation discusses the history, present status, and an exposure of some state-of-the-art
performances with optimized results of VCSELs.
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1 Introduction

Lasers are one of the most significant inventions developed during the
mid-twentieth century and play a pivotal role in tremendous aspects of uses in
electronics, computer hardware, science, and technology. The first semiconductor
p–n junction laser was reported in 1962 [1] and constant developments have been
achieved which appreciably increasing the performances of the lasers. But due to
the lack of optical and electrical confinement amongst the semiconductor p–n
junction lasers, the major advance was recognized for the first time in 1968–1969
with the development of the double-heterojunction laser allowing to reach
room-temperature operation. Further, by the impact of optical attenuation and
scattering effects in long-haul fibers, there was a dire need for high-intensity
transmitters. In optics, the physics is determined by the nature of light and the data
is modulated on to optical signals to increase the bandwidth at low power dissi-
pation. The right candidate of optical source is VCSEL which can operate at 850–
1550 nm wavelength with single-mode or multimode emission. VCSEL is a type of
semiconductor laser with the cavity perpendicular to the wafer plane; its structure
allows the emission of light or optical beam in vertical direction either to top
(top-emitting devices) or to downward (bottom-emitting devices) direction.

The concept of the VCSEL was first proposed by the elite group of
Professor K. Iga of Tokyo Institute of Technology in 1977 and the first working
VCSEL devices were accordingly reported in a while by the same group [2]. The
preliminary VCSELs with pulsed operation had metallic mirrors and operated at
very high threshold currents app. 1000 mA at temperatures 77 K as reported by
Soda et al. in 1979 for VCSELs emitting at 1310 nm with GaInAsP/InP for active
region and 6 mA threshold device was reported by the same group in 1986 and later
Chow et al. presented the fabrication and performance of infrared and visible
VCSELs in 1997 [3, 4]. But in next decade, some improvements have been made
by the same group of Professor Iga about the prospects of VCSEL devices in the
GaInAsP/InP and AlGaAs/GaAs materials. Subsequently, the first
room-temperature VCSEL came into existence with two dielectric mirrors [5], and
in 1989 Jewell et al. presented 850 nm VCSELs with continuous wave operation
which came into existence in 1991 [6]. VCSEL really shows the presence of
advances in epitaxial growth techniques of molecular beam epitaxy (MBE) and
metal organic chemical vapor deposition (MOCVD). To make the device com-
panionable with an industrial fabrication, the researchers used double-fused GaAs/
GaAlAs mirror for 1550 nm [7, 8] and 1300 nm wavelength [9, 10] or by the
combination of one dielectric mirror and one wafer fusion to obtain the good
results. Moreover, in 1989, Lee et al. presented 2 mA threshold QW VCSEL [11],
Baba et al. demonstrated CW operation for 1310 nm device in 1993 [12], and
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20 mW high power was reported by Grabherr et al. in 1996 for the VCSEL emitting
at 960 nm [13]. The better results provided by the high thermal conductivity and
reflectivity intrinsic to the GaAs-based material is widely optimistic for short
wavelength, i.e., 850 and 980 nm wavelength VCSELs. Although edge-emitting
traditional lasers are competent of watt-level output power, their asymmetric optical
confinement causes very low coupling efficiency into optical fibers. VCSELs
possess higher coupling efficiency into fibers due to low-divergence circular output
beams, low-threshold currents continuous wave operation, etc. [3, 14, 15]. The
techniques MBE and MOCVD significantly improved the characteristics of the
mirrors due to the DBRs [16] providing high reflectivity and low losses at
low-threshold currents. The rapid progress by Coldren’s team in 1991 by intro-
ducing new gain materials InGaAs quantum wells (QW) for the cavity of VCSEL
was undertaken [17]. Further, the introduction of Al oxide confinement in VCSELs’
technology such as [18] has led to even lower threshold values [19] and
high-frequency modulation [20]. The research was accelerated to plunge the device
in commercial market in the late 90s to meet the third generation of development in
1999 [2].

VCSELs have been of enormous outcome over recent years with their remark-
able features such as single-longitudinal-mode operation, circular output beams
with low-divergence, low-threshold currents CW operation, ability to be modulated
at very high frequencies, and a significance progress that has been made in many
diverse current technology applications. The device is considered one of the most
vital companions for the performance of the optical interconnects and facilitating
ultra-parallel information broadcasted in lightwave and computer systems.
Generally, there are two types of VCSELs in existence emitting at short-wavelength
spectral range, i.e., wavelength in between 800 and 1000 nm and long-wavelength
VCSELs emitting greater than 1000 nm. In past decade, almost all commercial
VCSELs were designed for multimode emission but nowadays single-mode
emission devices have captured half of the market volume [21–24].

The present investigation will provide an overview of historical path and present
status to give an exposure of some state-of-the-art VCSELs performances with
optimized results for long-wavelength 1310 nm emission. The manuscript is
organized as follows: Sect. 2 presents the device structure and operation; in Sect. 3,
the advantages and applications of devices are presented; and Sect. 4 is devoted to
the characterization and results of VCSEL summarized the concluding remarks.
The succeeding section of study will present the VCSEL structure and its operation.

2 Device Structure and Operation

Nowadays, significant research and development efforts have been reported by
researchers and scientists toward VCSELs due to their remarkable features.
The VCSEL structure is unique than the conventional edge-emitting lasers or stripe
lasers because it emits light perpendicular to the surface of semiconductor wafer by

Analysis of On Chip Optical Source Vertical Cavity Surface … 67



making more features available on it. The device structure comprised of a top
p-type DBR mirror, an active region (cavity), and a bottom n-type DBR mirror to
provide the essential optical feedback.

The active layer thickness based on quantum wells or quantum dots is much
shorter than cavity length formed by epitaxial layers. Since they gain path along the
emission, i.e., in vertical direction, the cavity length of VCSEL is of few tens of
nanometers, i.e., hundred times lesser than that of traditional lasers because very
high reflectivity required for optical feedback. The transverse symmetry of the
cavity causes a low-divergence angle circular output beam [25]. This optical con-
finement has been obtained through the current confinement schemes such as index
guiding via selectively oxidized apertures [19], gain guiding via proton implanta-
tion [26], as well as two-dimensional photonic crystals for endless single-mode
operation [27]. The properties of VCSEL make it advantageous over traditional
edge-emitting lasers because reflectivity of mirror has to be nearly 99–99.9%,
whereas it is merely 3% in case of edge-emitting lasers. The emission of light or
power is from the top mirror of the device as demonstrated in Fig. 1 [2].

Figure 2 shows the device structure at 1310 nm wavelength emission with 20
um oxide aperture generated by simulation package. The DBR mirrors as shown in
Fig. 3 comprised of alternating sequence of high and low refractive index layer
material represented by n with quarter wavelength thickness, where k is the free
space wavelength [28]. Generally, to achieve the better reflectivity and electrical
conductivity, more than 20 pairs of each top and bottom mirror are required. The
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two top and bottom DBRs in the VCSEL are oppositely doped, i.e., n-type DBR
and p-type DBR. The active region emitting light, generally including undoped
single or numerous quantum wells, receives current through a current conducting
structure which results in high optical power, low divergent angle, and circular
symmetric beam in a superior quality [29–31]. Most common quantum well
materials assisting direct transitions comprise GaAs for 850-nm-short-wavelength
emission and GaInNAs for 1310-nm-long-wavelength emission [32–34].

Fig. 2 VCSEL structure created by simulation package
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Moreover, for integration in three-dimensional micro-optical systems, the ver-
tical emission of light sources (VCSELs) is desirable. The structure of VCSEL is
optimized for the lithographic fabrication of densely packed two-dimensional
arrays. Therefore, VSELs are perfect light sources for three-dimensional
micro-optic, where two-dimensional data are processed in parallel. Finally, the
device layout structure and small mode size enable fabrication of extremely con-
sistent and compactly packed lasers with nominal crosstalk for use in parallel
optical interconnects [35–37]. The succeeding section will discuss a few among the
numerous advantages of VCSELs including optical interconnects, parallel fiber
optic systems, medical, data communication, signal processing, etc.

3 Significance and Applications of VCSEL

VCSELs have turn out to be long strides in the short duration of its existence due to
its enormous progress of VCSELs performance and applications. Although the first
lasing operation on VCSEL was experimental in 1979 in modern information and
technology era, they have various advantages over edge-emitting lasers such as
low-threshold operations, low cost which makes it commercially viable,
single-mode operations, high-speed operations, efficient sources for coherent radi-
ation [2, 21, 38, 39], temperature sensitivity of wavelength, high modulation
bandwidth [40], low-divergence circular output beams, low power consumption,
compactness [21, 41], high-speed data transfer [42], optical data interconnects [43],
efficient coupling to optical fibers, two-dimensional array fabrication by entirely
monolithic processes, packaging and heat sinking [44], optical information pro-
cessing functions [21], pumping for solid-state lasers [45], device structure allowing
wafer-level testing, thereby low-cost chip production [2], high power adaptation
efficiency, i.e., more than 50%, suitable for optical storage and telecom appliances,
due to which embedded active region lifetime is longer, index-guided structure with
an oxide aperture and multiple quantum wells in active region, increase in the
system throughput, probable sources for plastic fiber communication, free space
optoelectronic processing [2, 38, 39], and a host of other significant applications of
VCSELs. Long-wavelength VCSELs have also been used in some emerging areas
such as Si-related technologies and sensor system [46, 47].

Apart from the above, VCSEL became useful for a diversity of consumer and
industrial environment, medical, and military applications requiring high power and
energy, such as medical and cosmetics, infrared illuminators for military and
surveillance, pumping of solid-state lasers and fiber lasers and also applicable in
biological tissue analysis, gas sensing, laser printers, biophotonic chips, etc. [33, 34,
48–50]. In past several years, the commercialization of VCSELs with
above-discussed performances and applications make it a strong contender over
conventional lasers.
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This section deliberates on few significances and applications of VCSELs; the
next section of the investigation reports the characterization and optimized results
of VCSELs.

4 Characterization and Results

Optical interconnects are promising technology to fulfill the high-speed require-
ments of next generation. Optical interconnects exhibit a variety of advantages over
copper and electrical interconnects such as higher bandwidth, low crosstalk
between channels, and low power consumption. Moreover, it is vital to decrease the
volume of active region (cavity) in order to reduce the threshold current in case of
VCSELs. Ikechi et al. in 2013 demonstrated the performance comparison of the
high-speed characteristics of VCSELs for the short wavelength (850 nm emission)
and long wavelength (1310 nm emission) for top- and bottom-emitting surface for
use in modern high-bandwidth fiber optic networks [51]. The VCSEL’s exceptional
characteristics such as parallel operation, high modulation rate, and circularly
symmetric emitted beam make them very gorgeous light sources for the next
generation of LAN, ethernet, and optical interconnects. The long-wavelength
VCSELs are advantageous for parallel light wave structures to assemble speedy
enhancement of information transmission capability in local area networks.
Semiconductor VCSEL layouts are appropriate for exploring the characteristics of
the spontaneous emission since the device structures are fabricated by MBE and
MOCVD technologies. The reflectivity of the spontaneous emission can be simply
deliberated by varying AlAs/GaAs pairs of DBR mirrors. The communication
between excitonic energy and active region (cavity mode) can be analytically
changed by employing thermal characteristics of VCSEL layout structures [52, 53].

In present analysis, the characteristics of 1310-nm-long-wavelength VCSEL of
oxide aperture 20 µm is demonstrated. The VCSEL under reference utilize
strain-compensated InGaAsP six MQ wells optical cavity sandwiched between
GaAs/AlGaAs mirrors, those are double-fused on the InP space layers in active
region at both sides. The top mirror consists of 30 pairs of materials GaAs and
AlGaAs and is covered by GaAs layer to enhance the reflectivity with 28 pairs of
bottom mirror of material GaAs and AlAs quarter-wave layers. The simulated
waveforms obtained by commercial software tool for laser power, gain, photon
density, optical wavelength, and mirror loss versus applied voltage are shown in
Fig. 4. On analyzing the obtained results for 1310-nm-long-wavelength emission,
the laser or emitted power achieved is 98.6 mW, gain is 30 cm−1, photon density is
2.88 � 106/cm3, and mirror loss is 30.7 W/cm with reflectivity of DBR mirrors
greater than 99%. The amplification must be able to offset all the losses to obtain
lasing operation to maintain the reflectivity of mirrors very high. The authors
analyzed that if the oxide aperture of the same long-wavelength VCSEL under
reference is reduced from 20 µm to 12 µm, then the incrementation in the carrier
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(a) Laser Power (b) Gain 

(c) Photon Density (d) Optical Wave length

(e) Mirror Loss (f) Cathode Current

Fig. 4 Laser power, gain, photon density, optical wavelength, mirror loss, cathode current versus
applied bias

72 S. Dahiya et al.



and photon density rates and subsequently reduction in the power, threshold cur-
rent, and gain have been observed, as discussed in next para, in Fig. 5 [8, 54–57].

Moreover, the comparative light–current–voltage characteristics of 1310 nm
emitting devices with different oxide apertures, i.e., 12 and 20 µm, is shown in
Fig. 5. In this analysis, a comparison of electrical and optical characteristics of
1310-nm-long-wavelength emission of VCSEL using simulation tool is presented.
The single-mode optical powers of 53 mW at 12 µm and 98.6 mW at 20 µm oxide
aperture of 1310 nm emitting device have been obtained with a maximum diode
voltage of 3 V. The obtained results demonstrate that by increasing the oxide
aperture of the device under reference provides the better emitted or laser power.

The next section of present communication focuses on future direction of
VCSELs summarized with concluding remarks.

5 Conclusion and Future Prospects

Presently, VCSEL play a essential role in every walk of life such as science and
technology, research and development, consumer and industrial, medical, military/
surveillance, telecommunication, etc. due to intrinsic structure of array formation,
circular beam emission with small divergence, large output power, low- threshold
operations, high modulation bandwidths, etc. Nowadays, the commercialization of
VCSELs with above-discussed performances and numerous applications make it a
strong contender over conventional edge-emitting lasers. In the present paper, the
electrical and optical characteristics of 1310-nm-long-wavelength VCSEL of oxide
aperture 20 and 12 µm are analyzed in industrial-specific commercial software
package. The single-mode optical powers of 53 mW at 12 µm and 98.6 mW at
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20 µm oxide aperture of 1310 nm emitting device have been obtained with a
maximum diode voltage of 3 V and reflectivity of DBR mirrors greater than 99%.
The obtained results confirm that numerical simulation presents a suitable platform
to calculate and optimize diverse design parameters of VCSELs without increasing
fabrication cost and time. The authors observed that if the oxide aperture of the
same VCSEL is reduced from 20 to 12 µm, it obtains the increased carrier and
photon density rates and subsequently reduces the threshold current and gain as
shown in Fig. 5.

After deliberation on past, present of short- and long-wavelength VCSELs, it is
evident that predictions are not easy to make when the things are concerned with
future. The Si-based memory technology should be used for optical storage in
future because from its existence, optical data storage has been listed as a future
VCSEL application. High-speed and high capacity data transmission are in great
demand for future optical telecommunication, computer memory systems, and
mobile communications. Moreover, future paths are integration of VCSEL, PD, and
actuator with MEMS technology and used for the development and manufacture of
portable, cost-effective biomedical diagnostic tools.
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Photonic Crystal Based Sensor for DNA
Analysis of Cancer Detection

Sandip Kumar Roy and Preeta Sharan

Abstract This paper reports a novel method for detecting cancer with a small
integrated lab-on-a-chip. The existing biosensors measure the interactions between
the biomolecules that are absorbed on the surfaces of biochips. In this paper, a
two-dimensional Photonic Crystal (PhC) ring resonator is proposed for DNA
analysis of normal and cancerous blood cells. For modeling and simulation of the
sensor, Finite-Domain and Time Domain (FDTD) method is used as the backend
algorithm using MEEP (MIT Electromagnetic Equation Propagation) tool.
Simulation shows that, for a small change in refractive index (RI) of DNA of blood,
there is a change in the spectrum. Thus, the sensor can be used as a highly sensitive
sensing device for the change in DNA properties because of cancer.

Keywords Cancer � Photonic crystal � Refractive index � MEEP

1 Introduction

Among the most fatal diseases, cancer is in the third position in India. By next
quarter of a century, globally reported cancer cases may get doubled. Half of the
reported cases will be from developing countries. Cancer is a generic term used to
classify cause of a huge set of diseases. These diseases primarily have a common
symptom of uncontrolled cell proliferation which cannot be controlled by the
normal cell kinetics regulation mechanism. In case of cancer, a normal cell mul-
tiplies continuously without control, leading to the development of tumors or an
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abnormal rise in the number of dispersed cells like the blood corpuscles.
Occurrence of cancer may happen in any organ or tissue of the body. Research has
not established relation of cancer with age; however, mostly it is found to occur
with old age. Cancer risks increase with lifestyle and exposure to cancer-causing
environment like tobacco. Infections can act as a cause to cancer but as such this is
not an infectious disease. Exposure to pollutants like industrial effluents, chemical
waste, therapeutic drugs, and ionizing radiation can increase the cancer risk.
Lifestyle habits like junk diet, cigarette, alcohol, and exposure to industrial waste
attributed to 50% cancer risks [1].

Damage to DNA is the root cause of cancer. In case of a normal cell, a damaged
DNA gets either repaired or the cell ceases to exist. In case of cancer, the damaged
DNA continues to make new cells even though the body may not require them. This
results in unwanted tissues and manifests as either tumors or cancer [2].

When altered DNA starts evolving a different set of tissues until the cells do not
become invasive, the condition is said to be a tumor. If the cells start propagating to
different unaffected parts of the body thus forming a different set of tissues, the
condition is said to be malignant or cancer.

According to the American Cancer Society, cancer report for the year 2013–
2014, globally there are around 10 million people affected by cancer out of which
6.5 lakhs are in India. About 39,620 deaths of all age group women in US are due
to breast cancer [3].

In the current work, we have presented a sensor for the DNA analysis and
detection of cancer. The 2D PhC ring resonator structure is designed and simulated.
The ring resonator structure is used because it provides higher accuracy results. For
small changes in the optical parameters of the analyte, the design provides a sig-
nificant shift in output transmitted power.

2 Theory

PhC is composed of periodic dielectric nanostructures with sandwich of materials
with low and high dielectric constant in 1D, 2D, and 3D. PhC affects propagation of
light inside the structure. Because of the periodicity of structure, PhC causes
Photonic Band Gap (PBG) where the propagation of light is completely prohibited
for certain frequency ranges (band). By means of defect engineering, the band gaps
become porous for certain frequencies and light can pass through the PBG [4].

PhC possesses two types of polarization by symmetry: the transverse magnetic
(TM) in which the electric and magnetic fields are orthogonal to one another, and
the transverse electric field (TE) in which the electric and magnetic fields are in
same phase [5].
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Light propagation in PhC is governed by the master Eq. (1). This is arrived at by
solving Maxwell’s electromagnetic equations:

r� 1
e
r� H

� �
¼ x

c

� �2
H ð1Þ

H Photon’s magnetic field
e Permittivity
x Angular frequency of resonance.

As per Eq. (1), the angular frequency of propagating light (x) is dependent on
the permittivity (e) of medium. As dielectric function e changes, the x changes.
This is the principle behind the use of PhC structures as sensor. Methods like
effective refractive index, spectroscopy, and optical imaging are there but because
of small input change, output sensitivity is significantly low.

Ring resonator waveguide structures are used to increase sensitivity of the
sensor. In resonator structures, output power of the waveguide alters as the
refractive index of the sample is changed. The variation in resonance can be cap-
tured and thus the structure can be used for sensing applications [6].

The focus of the work is to design a 2D PhC ring resonator-based lab-on-a-chip
which can be used for the DNA analysis of cancer detection. The ring resonator
structure is used to increase the sensitivity and quality factor of the design. The RI
of normal and cancerous DNA is considered for the change in behavior of the
medium of each case. Distinct displacement in output transmitted power and fre-
quency is obtained for normal and cancerous DNA cells [7].

3 Sensor Design

The design structure of PhC sensor is a 2D square lattice ring resonator structure.
The square lattice with rods in air configuration is used. This sensor is implemented
using a ring resonator defect engineering. Resonators are waveguides shaped in a
ring structure. We place the analyte in the structure and a spectrum, which is unique
for different cells in the sample and is obtained at the end of the waveguide. For
analysis of time domain and frequency domain, we used the data of dielectric
constants of DNA cell (normal and cancerous) from published data [8, 9] (Fig. 1).

MEEP/MATLAB software used to develop source code for modeling and
designing of PhC waveguide. The MEEP tool uses scripting language where a code
is written and simulation is carried out for band gap structures (frequency domain)
and transmission spectrum with varying time period (time domain). Results
obtained are represented in graph and analyzed.
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The design parameters considered are

1. Lattice constant (a) = 1
2. Rods in air with radius (r) = 0.2 lm
3. Silicon rods with dielectric constant = 12
4. Rods height = Infinity
5. Light’s wavelength = 1555 nm
6. Dielectric constant of air is replaced with that of sample.
7. Gaussian pulsed light source used.

Detailed study has been done on variation in medium properties of DNA for
normal and cancerous cells. The refractive index of each case is taken as input for
MEEP.

4 Design and Modeling

Software package MEEP from MIT used for design is a free software for FDTD
simulation to model electromagnetic systems, along with MPB. In this technique,
discrete grid is drawn in the available space. Using discrete time steps, with time the
fields are evolved. As the grids and the time steps are made further refined, a closer
approximation for the continuous equations is obtained.

In MEEP, FDTD is implemented to solve time-varying Maxwell’s equation.
In FDTD method, a variable or constant spacing of rectangular grid points is

Fig. 1 2D PhC-based
biosensor design using ring
resonator and rods in air
configuration
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discretised. FDTD method helps in solving Maxwell’s equations directly. MPB is a
frequency-domain analysis tool and implements the electromagnetic modes of
periodic dielectric structures. MPB does a direct computation of the eigenstates
values of Maxwell’s equations. Each field computed has a definite frequency.
MATLAB is used to plot graphs. In RSOFT photonic suite software, RSoft CAD is
a program for passive device simulation. Band Solve module is used in our work.

5 Experiment and Results

In this paper, variation of output amplitude is compared with the introduction of
normal cell and infected cell. The spectral results are simulated and tabulated for
normal and cancerous DNA cells [10]. Figures 2, 3, 4, and 5 show the transmitted
and reflected spectrum of normal and cancerous DNA. The result of simulation
shows shift in wavelength for both normal and cancerous DNA. The peak fre-
quency obtained for normal DNA is 275 and for cancerous DNA is 259 MEEP unit.
Thus, the PhC sensor has a high-quality factor.

Fig. 2 Normal DNA—transmitted spectrum

Fig. 3 Cancerous DNA—transmitted spectrum

Photonic Crystal Based Sensor for DNA Analysis of Cancer … 83



Figure 6 shows overlapping transmitted spectrum of DNA for normal versus
cancerous cells. It has been shown that there was a shift in wavelength between
normal and cancerous DNA. The graph in green indicates the transmitted flux value
for the optical properties of the cancer-affected DNA [11, 12].

Fig. 4 Normal DNA—reflected spectrum

Fig. 5 Cancerous DNA—reflected spectrum

Fig. 6 Cancerous versus
normal DNA—overlapping
transmitted spectrum
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6 Conclusion

The work presented in this paper involves design of a PhC-based sensor to detect
cancerous DNA. A 2D PhC ring resonator structure designed with rods in air
configuration. For normal and cancerous DNA, transmission spectrum is taken
using MEEP. Result shows distinct output spectrum for normal and cancerous DNA
with a frequency shift of 16 MEEP unit. Thus, the work established that the distinct
spectrum can be used as a signature for detection of cancerous DNA.
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Real-Time QoS Performance Analysis
for Multimedia Traffic in an Optical
Network

P. Piruthiviraj, Preeta Sharan and R. Nagaraj

Abstract Different multimedia data transfer analysis through the optical network
with a routing table is performed by using the conversion to a next-generation
IPv6-based protocol. IPv4 suffers from some drawbacks that may be preventing the
growth of the Internet. IPv6 is developed to solve the several issues of the IPv4 such
as delay, jitter, error, latency, dropped packets, address depletion, security, research,
and extensibility. Hence, by using it will also give an expansion of the capabilities
of the Internet and provide a variety of valuable conditions, including end–end
mobile applications. The ideas are implemented for the transfer of multimedia data
on the connection-oriented network TCP (Transmission Control Protocol). Different
multimedia data used are image, audio, and video which is downloaded and
streamed to the client systems of the established optical network. The file size is
taken for the experimental purpose of image, audio, and video is 20 Mb respec-
tively. Hence, we have analyzed with the Wireshark tool at the client systems with
the Ubuntu 14.04 version.

Keywords IPv4 � IPv6 � TCP

1 Introduction

Real-time streaming of multimedia is popular with a high demand in Internet and
there are many applications yet to meet this demand. Multimedia communication
allocates a large bandwidth through the server in live streaming from the source
point of access [1]. Packet loss is an important issue to be considered in data
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transmission in case of mobile applications with the vast developments in
small-sized embedded processors. Based on the infrastructure needs for a huge
number of addresses which is a highest priority while using several tools as Java
programming support. IPv6 plays a vital role.

IPv6 enhances the reallocation of addresses from the IP-based network
(3.40282E+38 addresses) [2] to the configured networks in multiple orders with
respect to IPv4 (4294967296 addresses) [3]. As such the device requires more
address lines from the microprocessor or because of the further resources of the
temporary memory files such as flash memory, in order to support IPv6-based
network [4]. The IPv4 and IPv6 configured clients are supported by the server
system configured with the IPv6 which also act as a dual-stack system and supports
both. In case of IPv4 and IPv6 configured clients but IPV4 server system is able to
support only the IPv4 server client and it does not support the IPv6 client. The
above mentioned characteristics of IPv6 support a lot for the IPv4 network-based
communication [5, 6]. By using the “Network Codes” from our routing table, even
the systems configured as IPv4 connects to the communication link similar to IPv6.

The QoS for an IP-based networks in multimedia data streaming is calculated
using the following parameters such as delay, speed, and time of data streaming.
Then supporting of multimedia services is complex for IP-based networks and thus
QoS is quite Challenging task.

2 IPv4 Communication

In the present IPv4 addressing protocol used on the Internet, limited public IPv4
addresses are used and has no more IPv4 addresses due to wider usage of address.
IPv4 addresses for new customers are allocated based on the current address utilized.

3 IPv6 Communication

IPv6 was developed around 1990 from the Internet Engineering Task Force (IETF)
due to limited address available in IPv4 [7]. IPv6 and IPv4 will coexist, since IPv4
to IPv6 transition is to be done. IPv4 and IPv6 vary with address size and has
128 bits [8]. IPv6 and IPv4 are used in Application Layer Gateways with transla-
tion for end-to-end support.

4 Simulation Results and Analysis

Out of the four computers, two are configured as host computers and the other two
are configured as routers using routing commands on Ubuntu-14.04 platform as
shown in Fig. 1. A source host and a destination host are configured. From source
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hosts text, audio and bulk video data are sent and then links transfers the data with
the router in Mbps. Routing tables are used for the purpose of converting the
Ubuntu systems to function as routers. The optical fiber cable of different lengths
results in attenuation when cable length varies. The results are verified with various
optical components like couplers, attenuators, and multiplexers. Multiplexed data
from Source Host 1 is transferred using a multiplexer through a bottleneck link and
received at the destination host as a de-multiplexed output.

Wireshark is a tool available for Ubuntu systems, which is an open-source
packet analyzer for network troubleshooting, software, and communications pro-
tocol development [9]. Wireshark analyses the structure of different networking
protocols where the data can be analyzed in a network connection. Wireshark
provides a GUI for the network data. Apache web server for secured authentication
schemes is maintained by the server-side programming language support [10]. In
Apache installation to many websites, Virtual Hosting is used.

First, the whole network is configured to be IPv4 multimedia traffic data like
image, audio, and video are transmitted from server to client. The resulting analysis
is as shown below with the image, audio, and video is downloaded and streamed to
the client systems. So, the following figure gives the complete view of the IPv4
network from Figs. 2, 3, and 4.

Figure 2c gives the Wireshark output for the image file streamed at the client
system. The graph is plotted by taking time along X-axis and number of packets on
Y-axis with a unit of packet per tick. The Wireshark result analysis of the audio and
video, respectively, for the client systems is shown in Fig. 3.

Second, the network was configured to be IPv6 with the same multimedia traffic
data like image, audio, video are transmitted to the client systems from the server.
Various multimedia analysis is shown below with the downloading stream is car-
ried out at the client systems in the established IPv6 multimedia network. So the
figures below from Figs. 5, 6, and 7 are analyzed with the time and bytes of the
different data.

Fig. 1 Implementation diagram
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Fig. 2 IPv4 network method (image file). a Downloading operation. b Streaming operation.
c Wireshark output

Fig. 3 IPv4 network method (audio file). a Downloading operation. b Streaming operation.
c Wireshark output
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Fig. 4 IPv4 network method (video file). a Downloading operation. b Streaming operation.
c Wireshark output

Fig. 5 IPv6 network method (image file). a Downloading operation. b Streaming operation.
c Wireshark output
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Fig. 6 IPv6 network method (audio file). a Downloading operation. b Streaming operation.
c Wireshark output

Fig. 7 IPv6 network method (video file). a Downloading operation. b Streaming operation.
c Wireshark output
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5 Conclusion

The systems are configured as routers for the analysis of IPv4–IPv6 transitions in
the network to transfer multimedia data. Using the Apache server, for the various
multimedia data analysis such as for image, audio, and video indicates about the
downloading and streaming time in reference to the number of bytes. The multi-
media data streaming is calculated as variation in the number of bytes during the
different transfer of data and the downloading time. The values of the time at which
it is streamed varies with image, audio, and video are 2, 3, and 12 s, respectively,
for IPv4 and 2, 3, and 11 s for IPv6 respectively. The streaming of the same image,
audio, and video of 20 Mb each has the value of 9, 140, and 240 s for IPv4 network
and 7, 120, and 220 s for IPv6 network using Wireshark network analyzer.

Due to the nonavailability of IPv4 addresses, the system address transition to
IPv6 helps not to replace the older systems. Hence, further work has been estimated
to implement a tunneled IPv4–IPv6 network and a mixed network and also to
obtain the results using optical cables. So the analysis of these results will help in
getting a clear picture of various multimedia data over the IPv4–IPv6 communi-
cation network.
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An Optimized Design of Complex
Multiply-Accumulate (MAC) Unit
in Quantum Dot Cellular Automata (QCA)

G. Ambika, G. M. Shanthala, Preeta Sharan and Srinivas Talabattula

Abstract Multiply-accumulate (MAC) unit finds the large number of applications
including computers and processors. In this chapter, we are implementing the
optimized design of MAC unit using emerging nanotechnology called Quantum dot
Cellular Automata (QCA). The multiplexer is the key unit in the design of MAC
and we have achieved 34.78% reduction in total area in the design of multiplexer
using QCA. As QCA has advantages such as reduced area and cell count, simu-
lation time, less complexity with low power consumption, quality output with high
efficiency is achieved.

Keywords QCA � Multiply-accumulate unit � Multiplexer

1 Introduction

CMOS technology played a vital role in the semiconductor industry in the past few
decades by implementing very large-scale integrated devices. Due to the physical
limits of this technology, researchers have switched to novel nanotechnology such
as Quantum dot Cellular Automata (QCA), which is a top emerging technology
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with potential application in future computers. QCA is based on Coulombic
interaction instead of the current used in CMOS with advantages such as high
switching speed, extremely low power consumption without using transistors. QCA
cell is the building block of QCA devices, which consists of four quantum dots with
two mobile electrons.

The basic building block of QCA circuit is majority gate and using majority gate
and inverter basic gates can be built. Complex logic circuits are constructed very
easily with the help of QCA basic gates. In this chapter, we are implementing the
design of 2:1 multiplexer using QCA which is the basic block of MAC. In real-time
DSP systems, many applications such as speech codecs, MP3, etc., require MAC
operations. In this chapter, we propose a new design methodology for 2:1 multi-
plexer using QCA Designer software with a decreased number of cells giving
efficient output.

2 Quantum Dot Cellular Automata

The square nanostructure of electron wells which confines free electrons is basically
called as QCA. Each cell constitutes four quantum dots, which are situated at the
corners of a square coupled by means of tunneling barrier. As physical occupancy
of quantum dots varies in nanometer range, they are capable of entrapment of
electrons in three dimensions. Two electrons occupy nonadjacent corners repre-
senting two polarizations by Coulombic repulsion. Here, binary “Low” is repre-
sented by P = −1 and P = +1 represents binary “High”. Figure 1a, b represents
how charge designation of P2 is affected by its neighbor P1.

Majority gate is the basic unit of QCA which consists of five cells, three inputs,
one output, and a middle cell. Middle cell is named as device cell as it determines

Fig. 1 a Basic quantum dot.
b Polarization states
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the stable output by switching the device to major polarization. Using majority gate
basic AND and OR gates can be designed by fixing one of the inputs to P = −1 or
P = +1 respectively. Boolean expression for majority gate is represented as
(Fig. 2):

M ðA; B; C) ¼ ABþBCþAC ð1Þ

3 Design

Multiply-accumulate unit architecture is as shown in Fig. 3, which mainly consists
of several 2:1 multiplexers. We are implementing 2:1 multiplexer which uses less
area with high switching speed and low power consumption, which will lead to
efficient MAC design.

The basic functional block of 2:1 multiplexer is as follows (Fig. 4).
Output of the multiplexer is based on select input. 2:1 multiplexer consists of

two inputs A and B, depending upon the select line either A or B is produced at the
output. Truth table is represented in Table 1, using this output expression can be
given as

C ¼ A:SEL0 þB:SEL ð2Þ

Majority gate implementation of 2:1 multiplexer is represented as (Fig. 5).
Using QCA Designer 2.0.3 multiplexer design is implemented which is the basic

block for MAC unit. This design is very efficient compared to previous designs in
terms of number of cells and area usage (Fig. 6).

The proposed design is compared with the previous designs and results are
tabulated and plotted as (Table 2; Fig. 7).

This design is compared with the classical logic gate design and it is summarized
as follows (Table 3; Fig. 8).

Fig. 2 Majority gate
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Fig. 3 MAC architecture
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4 Simulation Results

Circuit functionality is verified using QCA Designer 2.0.3 [1]. Following param-
eters are used for bistable approximation:

• Number of samples = 12,800
• Convergence tolerance = 0.00100

Fig. 4 Functional block of
2:1 multiplexer

Table 1 Truth table of 2:1
multiplexer

Select I/P = SEL O/P = C

0 A

1 B

Fig. 5 Outline of the
proposed 2:1 multiplexer
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• Radius of effect = 65 nm
• Cell size = 35 nm
• Relative permittivity = 12.9
• Clock high = 9.8e−22
• Clock low = 3.8e−23
• Clock amplitude factor = 2 (Fig. 9).

Fig. 6 Layout of 2:1 multiplexer in QCAD

Table 2 Comparison of the proposed design with some previous designs

Parameters 2:1 mux
as in
paper [2]

2:1 mux
as in
paper [3]

2:1 mux
as in
paper [4]

2:1 mux
as in
paper [5]

2:1 mux
as in
paper [6]

Proposed
design

No. of
cells

63 49 31 27 23 15

Area of
cells
(sq nm)

28,512 14,904 37,908 23,328 18,144 13,688

Total area
(sq µm)

0.14 0.08 10,044 8748 7452 4860

Input to
output
delay

Seven
clock
zone

Four
clock
zone

Five
clock
zone

Four
clock
zone

Four
clock
zone

Four
clock
zone
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Simulation results shown above give the working of 2:1 multiplexer and this
design is used for MAC architecture.

0

20

40

60

80

Cell count comparison with previous 
designs

paper[2] paper[3] paper[4]

paper[5] paper[6] proposed

Fig. 7 Cell count comparison graph

Table 3 Comparison of cell area in the design of multiplexer using logic gates and QCAD

Logic gates QCAD

Cell area (sq µm) 100 0.02

0.00E+00

5.00E-11

1.00E-10

Logic 
gates

QCAD

Cell Area

Cell Area

Fig. 8 Cell area comparison of QCAD result with logic gates
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5 Conclusion

Our proposed design of multiplexer is very simple and efficient with a remarkable
reduction in the number of cells and is utilized in the architecture of MAC unit
which has a large number of applications including future computers. As the design
is implemented in QCA, we achieve advantages such as reduced cell area by
34.78% and it uses only 15 cells with high switching speed and low power con-
sumption giving more efficient output when compared to previous designs. Hence,
our proposed design is the promising step toward the goal of low power design.
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Modification of L2 Learning Switch Code
for Firewall Functionality in POX
Controller

Chaitra N. Shivayogimath and N. V. Uma Reddy

Abstract Software-Defined Network is a new evolving networking technology,
separating the control plane from the forwarding plane. The Routing functionality
and the API for the applications plane are on the Controller. One such application
on POX controller is firewall. A modification of the Learning layer 2 switch code
for POX controller is done for a tree topology of depth 3 by using mininet network
emulator and the packet flow between the hosts is controlled according to the rules
inserted in the Learning switch.

Keywords POX � SDN � Controller � Learning switch � Firewall

1 Introduction

Software-Defined Networking (SDN) is the new trend in the networking field. The
separation of the control plane from the forwarding plane has enabled the complete
programmability of the network, since the control plane and the forwarding plane
are decoupled [1]. All the routing decisions are undertaken by the component of the
control plane, the Controller. The forwarding function is performed by a dumb
device like the Switch.

The physical test beds are very costly to implement for research and for study
purposes of SDN, hence there is a need for virtualization. One such virtualization
technique for SDN is the network emulation software, Mininet. Mininet allows the
launching of a virtual network with switches, hosts, and an SDN controller using
the limited resources on a laptop all with a single command. Mininet has all the
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three components of SDN, namely, Controller, Openflow protocol (Southbound
API), and the Controller Applications (Northbound API). The architecture of SDN
is shown in Fig. 1.

Fig. 1 SDN architecture

104 C. N. Shivayogimath and N. V. Uma Reddy



The most popular controller implementation is POX, which has been developed
by NICIRA. POX core and its components are written in Python. Mininet also uses
the POX controller. The earlier version of POX was NOX, which was written in
Python and C++. Many such controllers have been researched and developed by
various groups of developers, such as MUL (Kulcloud), Maestro (Rice University),
Trema (NEC), Beacon (Stanford), Flowvisor (NICIRA/Stanford), and RYU (NIT,
OSRG Group) [2]. The controller is chosen on the basis of programming knowl-
edge and suitability of the controller for applications.

The forwarding action is done by the switch, which is specifically an
OpenVswitch that supports openflow protocol to communicate with the controller
and hence the name “Openflow Controller”. The OpenVswitch is a production-
quality, multilayer virtual switch. OpenVswitch can act as a soft switch running on
a hypervisor or on a physical device, which can be installed on a wide range of
platforms [3]. The default TCP port used by the OpenVswitch is 6633. The fol-
lowing three types of messages are supported by openflow [4, 6]:

(1) Controller-to-Switch messages: These messages are sent from the controller to
the switch. The switch may or may not respond to these messages.

• Specify, modify, or delete flow entries.
• Request information about switch capabilities.
• Retrieve information like counters from the switch.
• Sending the packet back to the switch once the flow is created.

(2) Asynchronous messages: These messages are sent by the switch.

• Send the controller a packet that does not match the existing flow.
• Send a message to the controller about the removal of a flow due to the

buffer time expiry.
• Inform the controller about the change in port or an error in switch.

(3) Synchronous messages: These messages are bidirectional to the switch and the
controller.

• Hello messages between the controller and the switch.
• Echo messages are used to determine the latency of the controller to switch

the connection and to verify that the controller to switch connection is still
up.

In this chapter, the Learning switch code of the POX controller is modified to
check for the source MAC address in the packet by inserting rules in the switches
and allow only specific source MAC addresses for a tree topology of depth 3, thus
providing a firewall kind of functionality to the controller.
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2 Network Topology Creation in Mininet

The topology created for the work is a tree topology with depth 3, as shown in
Fig. 2. Mininet network emulator is used to create this topology [5].

The controller is named as c0. The openflow switches are named as s1, s2, s3,
s4, s5, s6, and s7, and the terminal virtual hosts are named as h1, h2, h3, h4, h5, h6,
h7, and h8. Mininet VM is started in Oracle VM Virtual Box. The virtual topology
shown in Fig. 2 is a tree topology with depth 3 with only one controller c0. All
devices are connected via virtual Ethernet links, as labeled in Fig. 2.

The POX controller was started on a remote windows machine hosted on the
network. The mininet VM was started in an Oracle VM virtual box. The mininet
command used to create the tree topology is “mininet@mininet-vm:*$ sudo mn –

topo=tree,3 –mac –controller=remote,ip=192.168.3.32,port=6633.” The –mac
option in the above command sets the virtual host MAC and IP addresses to small,
unique, and easy-to-read IDs. The controller is set to remote IP address on
192.168.3.32 and the TCP port used is 6633. The port need not be mentioned
because it takes the default of 6633. The port needs to be mentioned only if a port
other than the default has to be used.

The topology creation in mininet was studied and implemented as shown in
Fig. 3.

The net command output is also shown along with the topology for the link and
port information in Fig. 4.

Fig. 2 A tree topology created in Mininet
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Fig. 3 Creation of Mininet topology through CLI

Fig. 4 The net links between the switches and the hosts are obtained by issuing net command in
mininet prompt
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3 Modification of L2 Learning Switch Algorithm

The L2 learning switch code is modified to perform a firewall functionality. This is
done for a tree topology. The preceding subsections explain the complete flow of
the modification of the code and its verification.

3.1 Learning Switch Algorithm Present in POX Controller

The learning switch algorithm present in the POX controller is given below:

(1) Source addresses and switch ports are used to update address/port table.
(2) It is checked if the packet is a transparent packet or not and check if its

Ethertype is LLDP and also check if the destination address of the packet is a
bridge-filtered address or not.

• If any of the above is true, then:
• The packet should be dropped and it is not supposed to forward the

link-local traffic (i.e., LLDP, 802.1x)
• Else, “DONE”. Go to next step.

(3) It is checked if the destination is a multicast address:

• If Yes, then:
• Flood the packet

(4) A check is done if the port for the destination address is in the address/port table
or not.

• If not, then:
• Flood the packet
• Else, “DONE”. Go to next step.

(5) It is checked if the output port is the same as the input port?

• If, Yes then:
• Drop packet and similar ones for a while

(6) A flow table entry is installed in the switch so that this flow goes out the
appropriate port.

• Send the packet out appropriate port.
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3.2 Firewall Algorithm (Based on MAC Addresses Only)

This algorithm for learning switch is modified to perform the action of a firewall,
allowing only particular MAC addresses to communicate over the network through
all the openflow switches in the network.

The algorithm for the firewall functionality is given below:

(1) A hash table is required to store the key:value pair of (switch, sourceMAC).
(2) Check the source MAC address against the Rule added.
(3) The table maps the (switch, source MAC) to True or False
(4) The Controller decides to drop the traffic in either of the following two

conditions:

• If there is a firewall rule matching “False”.
• If there is no firewall rule entry.

(5) The packet is forwarded if the rule matches “True”.

3.3 Modification of Learning Switch Code of POX
Controller to Perform the Firewall Functionality

The POX controller consists of 3 parts:

(1) Listener
(2) Control Logic
(3) Messenger

The Listener has “Packet in” and “Connection Up” messages [7]. The logic in
the “Packet in” module is modified to check for the added firewall rules and then
perform the usual learning switch functionality if the rule matches “True” (i.e.,
sending a message to switch to add a new rule in the Openflow Flow Table), else
the packet is dropped.

The existing Learning Switch algorithm is modified at step 2 to check the rule.

4 Verification of Modified Algorithm and Code

First the rule was added in s3 and s7 only using the dpid of s3 and s7 [8]. This failed
since the rules were not present in the intermediate Openflow switches.

In Fig. 5, a debug message is displayed for the rule found in s3, which shows
that the packet was forwarded. Further, since a rule for the next switch (i.e., s2) was
not found to reach the controller, the packet was found to be dropped.
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This problem was overcome by adding the rules in all the 7 switches. When a
pingall test was conducted after all modifications, only h1 and h8 were reachable, as
seen in Fig. 7. The debug messages for the pingall test are shown in Fig. 6.

The rules were modified to allow communication between various other hosts,
for example, communication between h2–h3–h4 and h4–h6. The POX controller
when started with log level set to DEBUG, the first component of the POX con-
troller, i.e., Listener (ConnectionUp), is executed and once the mininet topology is
created, the switches get connected to the POX controller. The Info message
“Connection {switch dpid} is connected” is displayed. The rules get added on all
the switches, as shown in Fig. 8.

Fig. 5 Debug messages in POX controller when the rule is not found in a switch
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Figure 8 explains the debug messages shown when the controller is started, the
“Launch()” module is invoked and the firewall rules are added along with the
startup of the controller. Rules are added in all the switches in the topology.

Fig. 6 Debug messages for the pingall test demonstrating the flow rule installation and action on
the packet based on the rules
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5 Conclusion and Future Scope

The algorithm and hence the L2 Learning switch code of the POX controller are
successfully modified to insert rules and provide the firewall functionality for a
bigger topology, i.e., a tree topology of depth 3. The modified code controls the
traffic by adding rules. This implementation is not an intelligent firewall imple-
mentation. Further work would comprise adding the rules with source and desti-
nation MAC addresses, rather than the dpid of the switch and the source MAC
Address, into a CSV file format by importing the file in the code, adding the rules to
perform the firewall functionality. Further, the similar functionality for L3 Learning
switch code is to be included by modifying the L3 Learning switch code.

Fig. 7 Pingall test showing the successful modification of learning switch code to act as a firewall
and allowing communication between h1 and h8 only
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Estimation Procedure of Improved
High-Resolution DOA of Coherent Signal
Source for Underwater Applications
with Existing Techniques

Prashil M. Junghare, Cyril Prasanna Raj and T. Srinivas

Abstract Submerged target following in sea environment has pulled in extensive
enthusiasm for both military and regular citizen applications. This paper displays
the execution investigation of bearings of landing estimation procedures, subspace,
and the non-subspace strategies. In this paper, investigating the Eigen-examination
classification of high determination and super-determination calculations, presen-
tation of depiction, correlation and the execution and determination investigations
of these calculations are made. The examination is in light of direct exhibit
receiving the wire and the count of the pseudo-spectra capacity of the estimation
calculations. Customary MUSIC calculation breaks down the sign covariance
network and afterward make the signs subspace acquired be orthogonal to the
clamor subspace, which diminishes the impact of the commotion. Be that as it may,
when the signs interim are little, customary enhanced MUSIC calculation has been
not able to recognize the signs as the SNR diminishes. Another calculation is
proposed utilizing SVD of the covariance lattice acquired. In this paper, different
calculations are contrasted and every single accessible calculation. A ULA recep-
tion apparatus cluster setup is taken for both the calculations. Reproductions results
demonstrate that proposed technique gives preferred execution over customary
MUSIC calculation.
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1 Introduction

The configuration and improvement of the shrewd exhibit reception apparatus is a
standout among the most imperative examination subjects of cluster sign handling,
which is firmly related remote correspondences, radar, radio stargazing, sonar,
route, following of different questions, salvage, and other crisis help devices [1]. In
late years, numerous critical exploration considerations have been pulled in the
advancement Direction of Arrival estimation calculation, for example, Estimation
of Signal Parameter through Rotational Invariance Technique (ESPRIT) algorithm
[2], MUSIC calculation [3], adjusted MUSIC calculation. Sign preparing parts of
savvy receiving wire frameworks has focused on the advancement of productive
calculations for direction-of-arrival (DOA) estimation [4] and versatile pillar
forming [5]. The late patterns of versatile pillar framing commute the advancement
of computerized shaft shaping systems [6]. Instead of utilizing a solitary radio wire,
an exhibit receiving wire framework with creative sign preparing can improve the
determination of DOA estimation.

A cluster sensor framework has various sensors appropriated in space. This
exhibit design gives spatial samplings of the got waveform. A sensor cluster has
preferred execution over the single sensor in sign gathering and parameter esti-
mation. Among the calculations of DOA estimation, as the super-determination
spatial range estimation method, MUSIC calculation is a standout among the most
established algorithms [7]. However, MUSIC calculation just can gauge applicable
signs, when signs are a related or little distinction between the signs and SNR is
low, the execution of the calculation reductions and even gets to be invalid. In this
article, an adjusted MUSIC calculation is proposed utilizing the conjugate infor-
mation. The solid consistency of the adjusted technique is built up. It is watched
that the adjusted MUSIC works altogether superior to the common MUSIC at
distinctive SNR as far as the mean squared lapse and for cognizant sources [8].

2 Mathematical Model and Preliminary Knowledge

MUSIC is an acronym which remains for Multiple Signal characterization [9]. It is
high determination system in light of abusing the Eigen-structure of information
covariance lattice. It is a straightforward, famous high determination, and produc-
tive Method. It guarantees to give fair-minded evaluations of the quantity of signs,
the points of landing and the qualities of the waveforms [10, 11].

2.1 Mathematical Model

A uniform direct cluster (ULA) made out of N sensors and s narrowband signs of
the diverse DOAs a h1ð Þa h2ð Þa h3ð Þ. . .a hSð Þ½ � was considered. At that point, a
watched preview from the N exhibit components was demonstrated as
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x tð Þ ¼ A hð Þm tð Þþ u tð Þ; ð1Þ

where, x(t) is the sign vectors at the cluster components yield, m(t) is the sign
vectors of the source, u(t) is the noise vector at the array elements output, A hð Þ ¼
a h1ð Þa h2ð Þa h3ð Þ. . .a hSð Þ½ � is the guiding framework, a hSð Þ is the cluster controlling
vector relating to the DOA of the sign [12].

The cluster covariance grid T of the got signal vector in the forward heading can
be composed as

Txx ¼ E XðtÞXðtÞH� � ¼ 1
L

XK

L

XðtÞXðtÞH� �
; ð2Þ

where, K is the quantity of preview. MUSIC calculation, a piece graph of which can
be found in Fig. 1, can be abridged in as takes after.

1. First, N tests from every collector channel must be gathered to shape
M � N cluster. For reenactment purposes, this exhibit can be created by (2).
Next, the covariance network Txx must be estimated from received data.

2. Perform Eigenvalue decomposition on Txx

TxxE ¼ E^ ð3Þ

where, ^ ¼ diag ko; k1; . . .kN�1f g

k0� k1� . . .kM�1 are the Eigenvalues and E ¼ e1e2. . .eN�1½ � are the corre-
sponding eigenvectors of Txx.
3. Then, the DOAs of the numerous occurrence signs can be evaluated by finding

the tops of the MUSIC range given by

PMUSIC hð Þ ¼ 1=a hð ÞHENE
H
N a hð Þ; ð4Þ

where, EN ¼ esþ 1esþ 2. . .eN�1½ � is the subspace noise.

Fig. 1 Block diagram of MUSIC
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Now, after having obtained a MUSIC algorithm, we modify the steps so as to
improve its performance [13].

4. The covariance matrix is decomposed using singular value decomposition
given as

SVD Txxð Þ ¼ USVH ð5Þ

A matrix TA can be calculated as

TA ¼ EsEEH
s ; ð6Þ

where, ES ¼ e1esþ 2. . .eS�1½ � is a signal subspace.

E ¼ diagonal 1=SS� sigma � Ið Þ ð7Þ

SS = diagonal ðSsÞ and SN = diagonal ðSNÞ

sigma ¼ trceðSNÞ= N�Dð Þ ð8Þ

5. The new modified MUSIC algorithm is given by

PMUSIC hð Þ ¼ a hð ÞH�TA � a hð Þ=a hð ÞHENE
H
N a hð Þ ð9Þ

The D biggest tops of the MUSIC range relate to the DOAs of the signs
impinging on the cluster (Table 1).

3 Simulation Results

In this paper, the sound range of changed MUSIC is contrasted and the shaft filter
calculation, most extreme entropy calculation, ESPRIT, MUSIC, root MUSIC,
Modified MUSIC [14, 15]. It is cleared that from every single accessible calculation
Modified MUSIC calculations gives the high determination and high exactness.
This calculation works best notwithstanding when the sound sources are near one
another.

Table 1 Under water
parameters

Sl. no. Parameters Specifications

1 Water density 1000 kg/m3

2 Speed of sound in water 1600 m/s

3 Water permittivity 80 F/m

4 Acceleration due to gravity 9.8 m/s2
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The Fig. 2 shows the comparison with the available algorithms. Root music
algorithm fails when there is more noise. A MUSIC algorithm fails when the sound
sources are very close to each other [16, 17].

4 Conclusion

Certain alterations are done in MUSIC calculation and by handling the covariance
network of the exhibit yield flag, the proposed calculation for assessing DOA was
produced. MUSIC calculation works fine for low-level commotion districts and its
execution debases as the clamor level increments furthermore, neglect to separate
signs which are close by. In that capacity, it cannot separate two signs isolated by
AOA s of 4, under typical conditions.

The proposed calculation had the capacity recognize signals under a certain level
of high commotion levels furthermore for near to sources. The adjusted calculation
comes up short when the commotion level is expanded to a certain level. At such
levels, it begins to identify clamor signals as the sought signs. So we have a
tendency to get more tops in sign range diagram, making it hard to discover the
genuine signs. Since we have utilized just ULA, the both broke down calculations
give just azimuth edges.

Acknowledgements We, acknowledge Vision Group on Science and Technology (VGST), Govt.
of Karnataka for providing research fund to carry out the work presented in this paper.
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Finite Element Analysis of Fiber Optic
Concentric Composite Mandrel
Hydrophone for Underwater Condition

Prashil M. Junghare, Cyril Prasanna Raj and T. Srinivas

Abstract An Interferometric fiber optic hydrophone is designed in this work with
a composite concentric structure. The structure is made of different layers having a
variable material and structural properties. The mandrel is designed to withstand a
natural frequency ranges from 0.2 to 2.5 kHz. The objective of the work is to
design the mandrel which is placed at a distance ranging from 20 to 200 m
underwater with varying boundary conditions. Boundary conditions specified are
innermost layer of the mandrel is fixed and pressure is applied to the outermost
layer of the mandrel. The design is feasible with two optic fiber layers which are
wound over the center of the length of the mandrel. Preprocessing of design is made
using Hyper Mesh; analysis is performed in ABAQUS 6.10 CAE tool and visu-
alization of results in hyper view. Whenever the pressure is applied to the mandrel,
the phase change of light happens which can be to calculate sensitivity
mathematically.

Keywords Interferometric � Concentric structure � Hyper mesh
Hyper view � ABAQUS CAE � Preprocessing
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1 Introduction

In present days, sensor technology has become a vast concept and is grabbing the
world’s attention toward it. A number of innovative terminologies related to the
field of sensors is evolving day to day. The updating of terminologies in sensor
technology is leading to modify the existing design; many dissertation works are
carried under reputed research and development centers, universities. These canters
are providing a platform for research scholars in the field of sensor technology.
Flexible designs are evolving with the technology improvement.

Interferometry with a medium of electromagnetic waves is considered and
superimposed for extracting the information about waves. The optical fiber is a
device that uses the effect of interference [1]. Here an input beam is split into two
with the use of beam splitter and some of these beams are exposed to external
influences such as length change or refractive index change in the transparent
medium [2]. The beams are recombined by a beam coupler. In the design two
mandrels are used, one is considered as reference mandrel which provides results
under ideal conditions and another is a sensing mandrel, whose output is to be
measured. Reference mandrel is designed such that, it does not respond to any of
the environmental changes. But sensing mandrel will respond to changes that are
occurred naturally. Sensing mandrel is designed to be placed in underwater; hence,
it is called as hydrophone [3] (Fig. 1).

The purpose of placing sensing mandrel in underwater is to detect the pressure
variations known as acoustic pressure [4]. Different materials are considered in
designing hydrophone they are Nylon, Aluminum, Polystyrene, Optic fiber, and
Polyurethane. The design has to be feasible to suspend the hydrophone under the
water at a depth of 200 m. Depending on requirements the depth may be varied [5].

The final output required from the hydrophone is sensitivity which is expressed
in terms of decibels. To get the optimum sensitivity dimensional parameters are
varied; such as effective length, diameter, and thickness. Finite element analysis [6]
of hydrophone is performed to know the preferable design. Light form source is
passed through an optic fiber that is wound in between Polystyrene and
Polyurethane layers. While light is propagating through optic fiber the pressure load
is applied to the sensor, change in phase is obtained. Change in the phase of both

Fig. 1 Block diagram of phase change detection process
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reference mandrel and sensing mandrel are coupled using a coupler and passed to
the detector, where the output is converted into electrical signal and is processed in
the signal processing unit [7]. Here, phase change is detected by comparing the
output of both reference mandrel and sensing mandrel.

2 Mach–Zehnder Interferometric Principle

Mach–Zehnder interferometer [8] is shown in Fig. 2 Configuration of this kind
represents a typical transmissive type fiber optic hydrophone. It can be used to build
a transmission-type sensor array. Here, laser light is split into two beams by the first
fiber beam splitter, one is entering sensing arm and the other is entering reference
arm. In a single sensor case, the sensor head in the sensing arm is placed in the
sensing environment. The reference arm provides the phase under the ideal con-
dition and it can stay with all other components of the system at the “dry” end. Near
the output end of the second fiber coupler, the two beams are sent to a photodetector
in a combined manner, which produces an electrical signal resulting from the
interference of the signals of sensing and reference beams at the receiver circuit.

3 Basics of Finite Element Analysis

Eventually, each and every phenomenon in nature related to biological, geological
or mathematical can be defined with aid of laws of physics. Historical background
related aspects are required for the mathematical formulation of the physical pro-
cess. Formulation results in form of mathematical statements [9], often differential
equations relating quantities of interest in understanding and design of the physical
process. Assumptions related to proceedings of work carried are needed for the
development of the physical process. Derivation of governing equation for a
complex problem is not so difficult [10]. Finding their solution by exact analysis is a
time-consuming job. The value of desired unknown quantities at any location in a

Fig. 2 Fiber optic hydrophone based on the principle of Mach–Zehnder interferometer
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body can be found using analytical solution which is in the form of mathematical
expression. For idealized and simplified situations analytical solution can be easily
obtained.

4 Modeling and Design

1. Preparation of CAD model using CATIA V5 R20.
2. Meshing the model by using Altair’s HYPERMESH 12.
3. DECK prepared by using Altair’s HYPERMESH 12.
4. Analysis is performed in ABAQUS CAE 6.10 solver.
5. Required output such as strain values can be viewed either using Altair’s

HYPERVIEW or ABAQUS CAE 6.10.

The optic fiber used is made of silica glass having diameter 125 micrometers
which is wound around the polystyrene layer of the hydrophone. Material, total
number of elements used, thickness of elements, and area occupied by these ele-
ments is shown in Table 1 (Figs. 3 and 4).

Table 1 Material, Elements, Area, and Thickness of layers

Sl/no Material Number of elements Area occupied (mm2) Thickness (mm)

1 Nylon 744 4430.123 1.5

2 Aluminum 6138 10102.437 10

3 Polystyrene 26784 26635.680 20

4 Optic fiber 3600 13901.519 0.25

5 Polyurethane 9000 20966.297 10

Total assembly 46266 31117.624

Fig. 3 CAD assembly of
hydrophone 3
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5 Results and Discussion

5.1 Static Analysis of Sensing Mandrel

Static analysis is performed to know the variations in the sensing mandrel when it at
rest with constant pressure loads on the outermost part of sensing mandrel. When
the mandrel is placed in underwater condition at a depth of 200 m, it is assumed
that a constant hydraulic pressure of 2 Mpa is applied. Results considered in this
model are displacement model, axial strain model, radial strain model, and stresses
in the model.

P ¼ qgh;

where,

P density of medium = 1000 kg/m2

g Gravitational force = 9.81 N
h Depth, = 200 m

P = 1000 � 9.81 � 200 = 1,962,000 = 1.962 Mpa

P ¼ � 2Mpa

Sensitivity of hydrophone can be found using the following relations, where u is
the phase of light propagating, P is externally applied acoustic pressure, also
Sr = 1 rad/lPa, n is the refractive index of fiber core and er is radial strain acting on
the surface, ez is the axial strain resulting the externally applied acoustic pressure.

Fig. 4 Meshed model of
hydrophone
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Du=u = er þ ez � n2=2 � ðp11 þ p12Þ � er þ p12 ez½ �;

where

er = 1.648 � 10−3,
ez = 5.954 � 10−4,
P11 = 0.121,
P12 = 0.27,

Sm ¼ Du=p

Sensitivity of hydrophone is given by, S = 20 log (Sm/Sr), where Sr = 1µ/rad

S ¼ 20 log Smð Þ:

5.2 Influence of Geometric Properties on Sensitivity
of Hydrophone

Geometry of hydrophone affects the sensitivity with the following parameters

• Inner to outer diameter ratio
• Outer diameter
• Thickness of foaming layer
• Optic fiber length

The below shown figure gives the brief idea that how sensitivity is affected.
Here, when the hallow diameter is for hydrophone is taken as zero or no hallow
diameter sensitivity was seen comparatively less. Whereas with a hallow diameter
sensitivity was seen to be improved. When the inner to outer diameter ratio was
varied with the variable length of optic fiber increase in sensitivity was achieved.
Variation is shown in the below figure. Constant improvement in sensitivity was
achieved till inner to outer diameter ratio of 65%, above the sensitivity improve-
ment is but this improvement is because of variable length of the optic fiber.

Fiber optic length is directly in relation with the phase change of light (u), so
that change in optic fiber length results in a change in sensitivity. The figure shown
below indicates that, as the length of optic fiber increases sensitivity increases. But
it is not possible to consider the higher length of the optic fiber, because with an
increase in the length of the optic fiber effective length of mandrel increases and
which affects the light propagation through optic fiber (Figs. 5, 6, 7 and 8).

Outer diameter is also a parameter that affects the sensitivity of hydrophone.
Without considering inner (hallow) diameter sensitivity produced is comparatively
less. But when inner hallow diameter considered increase in sensitivity is achieved.
Even with the increase in outer diameter, length of optic fiber wound around the
outer diameter increases which in turn increase sensitivity.
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Fig. 5 Sensitivity versus
inner to outer diameter ratio

Fig. 6 Length of optic fiber
versus sensitivity

Fig. 7 Sensitivity versus
outer diameter

Fig. 8 Sensitivity versus
thickness of foaming layer
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Similarly, when the polystyrene material is used that allows the optic fiber to
flexibly move (stretch), and thus, it can sense the acoustical pressure applied. As the
thickness of foaming layer increases sensitivity also increases till it reaches
(thickness of aluminum to thickness of polystyrene) 1:1 ratio. Even after that
sensitivity increases slightly this is because of increase in outer diameter of sensing
mandrel.

Also material properties have an influence on the sensitivity of hydrophone.

• Young’s modulus,
• Poisson’s ratio,
• Type of material (ductile or brittle).

Material properties also affect the sensitivity of hydrophone. Materials which are
flexible in nature will tend to behave as ductile, which means they deform elasti-
cally. The materials which are having lowest young’s modulus can stretch with
small loads. Hence, the layer between optic fiber and aluminum must have lowest
young’s modulus. So many materials are there which have lowest young’s mod-
ulus; among them, some of them are used to find sensitivity. Polystyrene is one
which gives more sensitivity about −43.56 dB. Poisson’s of individual material will
not affect the sensitivity, but there will be slight variation about 1–2 dB.

Sometimes variation in sensitivity is too small that can be neglected. If the
material used is ductile material then strain is produced, whereas when the brittle
material is used more acoustical pressure load is required to produce strain (Figs. 9
and 10).

Fig. 9 Sensitivity versus
Poisson’s ratio

Fig. 10 Young’s modulus
versus sensitivity
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6 Conclusion

This project outlines the finite element analysis of Mach–Zehnder fiber optic
Hydrophone. Design indicates the structure of concentric composite mandrel. The
foaming layer of polystyrene is used with base material as Aluminum. The
hydrophone is designed to have fundamental natural frequency over 2.5 kHz was
achieved from the subsequent analytical test. Better sensitivity was achieved when
it is underwater at a depth of 200 m. While designing hydrophone the parameters
considered are material properties of Polystyrene layer, Aluminum layer, Optic
fiber, and Polyurethane layers along with the geometry of hydrophone. By viewing
and analyzing the results, it is found that sensitivity has drastically improved.
During the design properties of the material used showed that, Polystyrene
(foaming layer) of the mandrel is having lowest young’s modulus with respective
Poisson’s ratio.

In the design, by varying effective length and thickness of optic fiber consid-
erable change in sensitivity was obtained. The mandrel is designed for resonance
frequency about 15 kHz with the optimal design of concentric composite mandrel,
the sensitivity of −43.27 dB is obtained with respect to Sr = 1 rad/µPa for the
applied pressure load of 2 Mpa. The results shown have 20 dB increased sensitivity
over conventional hollow cylindrical mandrel type hydrophone.

Acknowledgements We, acknowledge Vision Group on Science & Technology (VGST), Govt.
of Karnataka for providing research fund to carry out the work presented in this paper.
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A Simulation Study of Design Parameter
for Quantum Dot-Based Solar Cells

Ashwini A. Metri, T. S. Rani and Preeta Sharan

Abstract Solar cells are constructed with the incorporation of Quantum dot layers
in it. This technology of using Quantum dots in the solar cells now has become an
emerging area of research in the nanotechnology field. Developing of Quantum
dot-based solar cells with the use of different material layers to study the electrical
and optical characteristics of a solar cell which influences the performance.
Crosslight-APSYS software tool has been used to design the quantum dot solar
cells using ZnO/CdZnO as the photosensitive layer. Bandgap energy, concentration
of holes and electrons, current trap occupancy graphs, are obtained form the
simulations.

Keywords Bandgap � Multi-junction � Miniband

1 Introduction

Solar cell design that uses quantum dots as absorbing photovoltaic material is called
the Quantum dot-based solar cells. The variation in the thickness of this layer
affects the bandgap energy which in turn affects the design parameters [1, 2]. Most
commonly used materials are copper indium gallium selenide (CIGS) or CdTe
which are huge in size. Most popularly used material is silicon. When these layers
are replaced by quantum dot solar cells having bandgaps that are tunable over a
widespread range of energy levels just by varying the size of these dots. As a
common practice, the bandgap of bulk materials is determined by the type of
material(s) chosen. Due to this property quantum dots are more agreeable for
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multiple junction solar cells, where a range of materials are used to enhance the
efficiency by laying various portions of the solar spectrum. The popularity of
quantum dots for use of solar cells is due to its propensity to tune the bandgap.

Assimilation of QWs or QDs into the active region of a photovoltaic device
permits a grade of control over the electrical and optical properties of the complete
system. This property is an outcome of quantum confinement effects which appear
due to the discontinuities in the probable energy band edges of the nanoscale layers
of alternating semiconductor material and acutely alter carrier energy levels and
their dynamics. Hence, by an apt choice of individual layer thickness and com-
positions, the nanostructures can be tuned to transform a specific color of light into
electricity more efficiently.

Quantum dots are more preferred for a further more reason of being
cost-effective with respect various reasons such as first that they can be produced
economically and their ability yield more energy. Second, mass production of
quantum dots through high-throughput roll-to-roll manufacturing helps to lower the
cost further more. Third, additional electricity can be derived for every photon of
light, through multiple electron generations. As on date in the market, silicon solar
cells are most efficient, electricity converted is less than 20% of the light that hits
them, and where the theoretical maximum efficiency of these cells is around 31%.

2 Structure of Quantum Dot Solar Cell

The structure in Fig. 1 is an example of Quantum dot Solar cell which is made up of
a material Zno/CdZno is constructed and simulated using Crosslight apsys software.
Using an effective miniband model within the framework of drift-diffusion theory,
advantages of QW/QD solar cells can be demonstrated via simulation (Fig. 2).

CdZnO

ZnO

Fig. 1 Model of quantum dot
solar cell
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With different energies of the effectual miniband, hot, and cold carrier miniband
can be efficiently simulated. Expanded raptness of wavelength variety for a given
material. Miniband transports of either hot carrier or cold carrier supposedly
enhance carrier lifetime. Hot carrier miniband transport to render higher
open-circuit voltage. Cold carrier miniband is used to transport and improvise
short-circuit current. QD solar cell is made up of Zno/CdZno. This will be done by
putting details for each layer like material of composition, height, thickness, doping
type of either n-type or p-type, concentration, etc. These are the parameters
available in the Crosslight-APSYS tool.

3 Method of Proposition

Quantum dot Solar cells are constructed and simulated using crosslight APSYS
software. APSYS, Advanced physical models of semiconductor devices does 2D or
3D finite element analysis of electrical, thermal, and optical characteristics of
compound semiconductor devices, in consideration to silicon as a special case. We
have designed a solar cell device using quantum dots by the use of different
materials, such as Zno/CdZno, acting as a bulk and active material and efficiency
can be increased up to 45% in the multijunction solar cells. Optical and electrical
properties can be studied by obtaining graphs of Parameters like electron concen-
tration, hole concentration, mobility, total current, internal quantum efficiency,
spectrum rate, bandgap energy, I–V characteristics, etc. can be inferred from the
graphs.

By changing of material composition which is more efficient and the inclusion of
multijunction Quantum dot layers the efficiency can be increased up to 31–45%
when compared with normal solar cells. Since the equilibrium pressure of zinc is
significantly higher than that of cadmium, zinc tends to form droplets of quantum
dots. The fundamental physical quantities, such as band diagram, optical

Fig. 2 Band diagram
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absorption, and generation for the modeled TJ (tandem junction or multijunction)
cell, and external quantum efficiency for distinctive subcell junctions are procured.

4 Results and Discussion

Simulation results have been derived for quantum dot solar cells for various
parameters. The spectral behavior for various parameters of quantum dot solar cells
has been discussed below. The design parameters obtained are bandgap energy,
electron and hole concentrations, field potential, conductivity, and trap occupancy.
The input parameters given for the design layers are n-type concentration is
2.5 m, p-type concentration is 1.64 m, thickness of the solar cells 2.5 µm.

4.1 Simulation Procedure

The incident light required for testing the structure is applied by *.sol file. In case of
these experimental results file chosen to use is AM15 solar spectrum as the optical
pumping source: provided in the solar.am15. The light input is confined to simulate
the shadowing effect of the contacts to the center of the device. Boundary condi-
tions are important in addition to the input light. The other important point to be
considered is that it should have a broad range of wavelengths in solar cell simu-
lations. Therefore, a single value of the complex refractive index (n, k) is inap-
propriate. Hence to reason the barrier-depletion or voltage-drop effect, simulation
using drift-diffusion model only has to be done on the highly n-doped junction of
ZnO/CdZnO with electrons flowing from smaller bandgap ZnO. Different simulated
graphs are obtained by feeding the input values for it.

From Fig. 3 shows variations of bandgap energy with thickness (distance) for
ZnO Solar cells. The red and purple line shows energy levels for electron and holes,
respectively. Mobile carriers are depleted due to the Peak of the potential barrier
while higher electric field layer is generated by the ionized dopants. High internal
field creates a steep potential profile which pushes the barrier higher.

The behavioral graph in Fig. 4 shown for depletion region in case of multi-
junction design for the carrier concentration of holes and electrons in the multi-
layered quantum dot solar cell.

By considering the parameters, such as n-type, p-type concentrations, for each
individual layer and their layer thickness following spectral graph is obtained in
Fig. 5. It shows the combined current for both electrons and holes concentration.

The performance of solar cell device can be explained by its I–V characteristics
shown in Fig. 6. It represents the conductivity of the solar cell, consistency in
current can be observed for a range of voltage. The sharp drop in current is
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observed at a thickness of 2.5 µm, which is the maximum thickness of the solar cell
designed. This, in turn, shows their negligible loss in the current.

When a voltage bias is applied from the side of ZnO the device is reverse biased
and carriers are unable to flow into the depletion layer with which the applied field
adds to the internal field to create a wider depletion layer. The carrier’s are then
made go over the barrier by the influence of quantum tunneling effect [3].
Introduction of quantum dot layers in between ZnO and CdZnO regions in the

Fig. 3 Bandgap energy verses distance moved along the thickness of ZnO Solar Cell

Fig. 4 Graph of total concentration indicating both electron and hole concentration in the
bandgap region of solar cell

A Simulation Study of Design Parameter for Quantum … 135



multilayered quantum dot solar cell design has brought a change in the field which
can be observed in Fig. 4 [4, 5]. This change, in turn, helps in increasing efficiencies
up to 45% (Fig. 7).

Trap occupancy represents the rate of mobility of charge carriers which can be
observed in Fig. 8 [6]. It shows that the rate of absorption until 2.5 µm width of a
device is maximum and further fluctuates and deteriorates at a boundary condition
[7, 8].

Fig. 5 Graph of total current which is a combination of both electron and hole current on y-axis

Fig. 6 I–V characteristics of ZnO/CdZnO
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5 Conclusion

A pin structure of ZnO/CdZnO solar cell is designed with tool Crosslight-APSYS.
Layers of stack Quantum dot layers are embedded between the ZnO/CdZnO. From
the simulations obtained the optical and electrical characteristics and performance
behavior has been successfully inferred. This method gives a selection of material
for a solar cell in order to derive good performance. This methodology can be tested
further on different materials at different bandgap energy levels. Calculation of

Fig. 7 Variation of electric field along y-axis of a device

Fig. 8 Graph of trap occupancy
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efficiency for which material the value will be maximum can also be obtained with
the optical characteristics designed above.
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