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Preface

On behalf of the Program Committee, it is my pleasure to present the proceedings
of the International Conference on Intelligent Information Technologies (ICIIT 2017)
held during December 20-22, 2017, at the College of Engineering Guindy, Anna
University Chennai, India. ICIIT 2017 acted as a forum for researchers, scientists,
academics, and industrialists to present their latest research results and research per-
spectives on the conference theme, “Internet of Things.”

We received 157 submissions from all over the world. After a rigorous peer-review
process involving 351 reviews in total, 26 full-length articles were accepted for oral
presentation and for inclusion in the CCIS proceedings. This corresponds to an
acceptance rate of 23% and is intended for maintaining the high standards of the
conference proceedings. The papers included in this CCIS volume cover a wide range
of topics in IoT enabling technologies, IoT security, social IoT, Web of Things, and
IoT services and applications.

The pre-conference tutorials on December 19, 2017, covered the thrust areas of IoT.
The technical program started on December 20, 2017, and continued for next two days.
Non-overlapping oral and poster sessions ensured that all attendees had opportunities to
interact personally with presenters. The conference featured the following distinguished
keynote speakers: Prof. Timothy A. Gonsalves of IIT Mandi, India, Prof. Roch H.
Glitho of Concordia University, Canada, Prof. Selwyn Piramuthu of the University of
Florida, USA, Dr. Balachandar Santhanam of IoT Group, Intel India, and Dr. Prateek
Jain of Microsoft Research, India.

I take this opportunity to thank the authors of all submitted papers for their hard
work, adherence to the deadlines, and patience with the review process. The quality of
a refereed volume depends mainly on the expertise and dedication of the reviewers.
I am thankful to the reviewers for their timely effort and help rendered to make this
conference successful. I thank Prof. Marimuthu Palaniswami, Australia, Prof. Vijayan
Sugumaran, USA, and Prof. Guru Prasadh Venkataramani, USA, for providing valu-
able guidelines and inspiration to overcome various difficulties in the process of
organizing this conference as general chairs. I would like to thank Prof. Saswati
Mukherjee, Prof. Kannan A., and Prof. Swamynathan S. for their endless effort in all
aspects as conference convener and conference chairs. I would like to thank Prof.
Ranjani Parathasarthi, Prof. Uma G. V., Prof. Sridhar S., Prof. Geetha Ramani R., and
the Program Committee members for their invaluable suggestions. I would also like to
thank the PhD symposium chairs, poster/demo chairs, tutorial chairs, finance chair,
registration chairs, publicity chairs, sponsorship chairs, liaison chairs, and Web chairs
for their big support and contributions. For the publishing process at Springer, I would
like to thank Leonie Kunz, Yeshmeena Bisht, Suvira Srivastav, and Nidhi Chandhoke
for their constant help and cooperation.

My sincere and heartfelt thanks to Prof. Geetha T. V., Convener Committee
member, Anna University, and Prof. Ganesan S., Registrar Anna University, for their
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support of ICIIT 2017 and providing the infrastructure at CEG to organize the con-
ference. I am indebted to the faculty, staff, and students of the Department of Infor-
mation Science and Technology for their tireless efforts that made ICIT 2017 at CEG
possible. I would also like to thank the participants of this conference, who considered
the conference above all hardships. In addition, I would like to express my appreciation
and thanks to all the people whose efforts made this conference a grand success.

December 2017 Karthik Sankaranarayanan
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Comparative Study of Simulation Tools
and Challenging Issues in Cloud Computing

S. R. Shishira'®) | A. Kandasamy', and K. Chandrasekaran?

' Department of MACS, NITK, Surathkal, India
shishirasr@gmail.com, kandy@nitk.ac.in
2 Department of CSE, NITK, Surathkal, India
kchnitkQieee.org

Abstract. Resource Scheduling lays a key role in large-scale cloud appli-
cations. It is difficult for the developers to do an extensive research on
all the issues in real time as it requires infrastructure which is beyond
the control, also network condition cannot be predicted. Hence simu-
lations are used which imitates the real time environment. There are
various simulators developed for the research as it is difficult to main-
tain the infrastructure on premise. Thus to understand the tools in deep,
we focused on five open source tools such as Cloudsim, CloudAnalyst,
iCancloud, Greencloud and CloudSched. The above mentioned tools are
compared based on the respective architecture, the process of simulation,
structural elements and performance parameters. In the paper, we have
also discussed some of the challenging issues among the tools for further
research.

Keywords: Data centres + Cloud simulator tools - Cloud computing
Resource scheduling

1 Introduction

Cloud computing is a emerging platform which helps in retrieving the services
from the remote server. It emerged based on the advancements of grid computing
[1]. The benefits of cloud computing includes the services such as storage, net-
work facility, and an efficient use of resources and balance the particular load on
various datacenteres [2]. Few examples include GoogleApp Engine, IBM cloud,
Amazon EC2, Azure. Cloud computing helps in sharing of resources, network
and storage for users as pay as u go model.

Cloud computing is composed on many nodes formed by CPU, network,
bandwidth etc. Due to virtualisation, today cloud computing is an emerging
field. One important technology is resource scheduling. When the demands are
requested from the user, it has to be scheduled in an efficient manner based on
the resources existed [5]. Efficient resource utilization is also majorly concerned.
There is no available infrastructure to do the same as there are difficulties in

© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 3—-11, 2018.
https://doi.org/10.1007/978-981-10-7635-0_1
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maintaining and also with the cost. Hence there are publicly available tools
provided by Buyya and Murshed [3,4] for the researchers to proceed the work.

In this paper we have discussed five important tools which are openly avail-
able such as Cloudsim, CloudAnalyst, iCancloud, Greencloud and CloudSched.
We have compared them based on the different criteria’s. This paper is organized
as follows: Sect. 2 gives the related work; Sects. 3 and 4 gives the details on the
comparison based on different elements considered.

2 Related Work

This paper mainly focus on open-source simulators on cloud. This section briefs
on the related work on the different simulators developed for cloud computing.

Gangsim tool is introduced by Howell and McNab [6] for grid computing.
Gridsim toolkit is developed for modelling and simulation for grid computing
by Buyya et al. [7]. Calheiros et al. Compared different scheduling algorithms at
the application level on the proposed tool [8]. Sakellari and Loukas [9] provided
a survey on various mathematical model approaches which is helpful for the
researchers for further simulations and implementation of the particular mod-
elling techniques. Youse et al. [10] designed a simulation-based cloud resource
management model which focuses on dynamic service composition. Huu et al.
[11] proposed a scheme constituting a model and an experimentation for energy
data centres. In paper [12] Guérout et al. provided a survey on energy aware sim-
ulators and techniques with the help of Dynamic Voltage and Frequency Scaling.
CloudSched tool has been developed by Tian et al. [15] which is cloud simulation
tool for virtual machines in cloud data centres.

Based on the given configurations, CloudAnalyst gives the best scheduling
results among the consumer groups. CloudAnalyst is an extension of cloudsim
which has a improved GUI feature in it. Both Cloudsim and CloudAnalyst are
implemented on Gridsim and SimJava which considers the cloud centre as a huge
pool of resources with variety of workloads. GreenCloud has been developed by
Zheng et al. [13] at a package level for energy-aware in the cloud data centres.
Tian et al. [14] developed a tool called iCanCloud that is favoured for the cloud
infrastructure which is been implemented in C++, and the proposed tool was
compared with the Cloudsim for its performance.

3 Comparison of Cloud Simulator Tools

Cloud tools are divided into different categories based to their features. We have
considered five open source simulation tools namely Cloudsim, iCancloud, Green-
cloud, CloudAnalyst, CloudSched. In this paper, we have studied the architec-
ture, elements, process of simulation and performance metrics of the simulators.

3.1 Platform

Cloudsim, CloudSched, and CloudAnalyst are implemented in java, thus they
can be executed on any machine. Green cloud is implemented in NS2 simulator
and iCancloud in OMNET (Table1).
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Table 1. Comparison guideline for simulators

Items Cloudsim CloudAnalyst |iCancloud Greencloud CloudSched
Platform Any Any OMNET NS2 Any
Program language Java Java C++ C++/0TCL Java
Availability Open source | Open source |Open source | Open source Open source
Graphics No Yes (limited) |No No No

Parallel experiment |No No Yes No No

Energy consumption | Yes No No Yes Yes
Simulation time Seconds Seconds Seconds Tens of minutes | Seconds
Memory space Small Small Medium Large Small

3.2 Programming Language

The Programming languages are meant to their respective platforms. Cloudsim
and CloudSched are implemented in Java, whereas tools such as Greencloud is
the combination of C++ and OTcl, and iCancloud is implemented in C++-.

3.3 Availability and Graphical Support

All the simulators discussed in this paper are freely available for the users. Except
CloudAnalyst all other tools do not support GUIs. However, there is no full
support provided in the CloudAnalyst. Hence it is mentioned as limited during
the comparison.

3.4 Parallel Experiments

It includes the combination of different machines working simultaneously to pro-
cess the task. iCanCloud is one such tool which help in parallel experiments, and
other simulator do not support this feature.

3.5 Energy Consumption Model

Energy consumption model is used to compare different scheduling strategies
which is helpful and efficient. Except iCancloud and CloudAnalyst other simu-
lators support energy consumption model.

3.6 Migration Algorithms

Migration algorithms are helpful when there is a load in on premise datacentre
and needs to be offloaded to the public or private centres for saving the total
energy consumption or to improve the utilization of resources. CloudSim, Cloud-
Sched and CloudAnalyst algorithms which are helpful in migration while others
do not.
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4 Comparison on Different Elements

4.1 Comparison 1: Architecture

Figure 1 shows the layered architecture of Cloudsim. At the fundamental layer,
management of application, virtual machines, and hosts are provided. User code
represents the entities, generates customer requests and implements applica-
tions. Basically in Greencloud, architecture is composed of different layers such
as Access layers, where servers are placed, aggregation & cores which includes
workloads. In iCancloud, the bottom layer consists of hardware layer which mod-
els the hardware part of the system. At the upper layer, there is a cloud hyper-
visor which manages all the jobs. In CloudSched the top layer constitutes of
interface which allows user to select the resources and scheduling process is done
in the lower layer. Once the generation of user request is done, it is forwarded
to the next layer (Figs. 2, 3, 4 and 5).

Simulation

gatior Cloud Scenario User Requirements
Specification
USER
Scheduli
',:““Cy“ i User or Datacentre Broker CODE
User : -
Cloudlet Virtual Machine
Interface
= - C
VM Virtual Machine
s Cloudlet L
Service Managemnet ®
u
D
s
Cloud VM CPU Memory Bandwidth 1
Service Provisioning Allocation Allocation Allocation M
Cloud Erents Sensors Cloud Cordinator Data centre
Resources Handling
Network IS Message Delay Calculation

Topology

CLOUDSIM CORE SIMULATION ENGINE

Fig. 1. Architecture of Cloudsim

4.2 Comparison 2: Simulator Elements
We discuss main building blocks of each simulator here.

1. Cloud datacenters modeling: CloudAnalyst and Cloudsim, the services ren-
dered by the infrastructure level are simulated and it is carried out by mod-
eling the data centers and each entity involved is a host or data centre. In
Greencloud, server, links, workloads, are the basic elements. Here, server is
used for task execution and workload for generation of user requests. In Cloud-
Sched, the data centre is composed of hosts for managing activities of virtual
machines. In iCancloud, data centre represents certain set of virtual machines
responsible for allocating and servicing jobs.
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Green Service
Allocation

Virtual
Machines

Physical
Machines

Cloud Infrastructure

Fig. 2. Architecture of green cloud

e -
Cloud
Hypervisor

Application
Repository

VM's Repository

Fig. 3. Architecture of iCancloud

fromers - -
Cloudsaned _

Cloud 'VM Monitor 'VM Management

fesauree - - - - -
P e

Fig. 4. Architecture of CloudSched
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Cloudsim GUI
Extension

Cloudsim toolkit

Fig. 5. Architecture of CloudAnalyst

Customer requirements: Cloudsim and cloud analyst models the requirement
by adopting virtual machines by extending the object for implementing the
services. iCancloud use virtual machines as the building block for creating
the system. This model will be used for configuring the jobs. CloudSched
randomly generates various types of virtual machines and allocates it on the
basis of certain scheduling algorithms. Greencloud uses workloads arrival pat-
tern to model the requirement. This helps user to adopt various choices for
traffic load, network conditions etc. It generates the request in a log file. Over-
all in order to satisfy the ease of customer requirements, these tools provide
interface as well as defined configurations.

4.3 Comparison 3: Simulation Procedure

We have devided the simulation process into four different categories.

1.
2.
3.
4.

Request generation
Datacentre Initiation
Allocation

Collection of output results

Simulators which we have discussed in this paper adopts all the four parts.

1.

Generating requests: Generation of customer requests varies according to the
simulator. Cloudsim, CloudSched, CloudAnalyst generates the requests as
virtual machines instances and puts into waiting queue. Greencloud produces
workloads and iCancloud uses jobs which is then added to a waiting queue
which is to be executed.

Data centre initiation: Datacentre provides resources. All the five simulators
discussed are similar in initializing the data centre and offer resources such
as memory, storage etc.

Defining allocation: It describes scheduling which includes where and how the
request is allocated and processed. Cloudsim, Cloud Analyst, iCancloud imple-
ment First Come First Serve allocation policy. Cloudsched adopts load bal-
ancing policies, whereas Greencloud implements Dynamic voltage frequency
scaling to allocate the request.
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4. Output the result: Results are gathered for evaluation of the performance.
CloudAnalyst uses limited graphical user interface which enables user to setup
the experiment quickly.

4.4 Comparison 4: Performance Metrics

There are various different metrics for load balancing, energy efficient goals. Five
simulators which we have discussed here use different metrics. Table 2 summa-
rizes different metrics, objectives and the simulators which adopt these metrics.

Table 2. Comparison guideline based on metrics

Metrics Optimization objectives | Simulator tools
Average resource utilization | Maximize resource All five

Total number hosts needed | Maximize resource All five
Average CPU utilization Load balancing All five

Make span Load balancing CloudSched

1. Resource utilization:

— Average Resource utilization: Resources such as CPU, memory, harddisk
can be computed and used.

— Total number of hosts used: It describes the utilization of a cloud data-
centre.

2. Metrics of load-balancing

— Utilization of a single CPU: The observed time at which the average load
is on a single CPU.

— Makespan: It is defined as the duration of the execution time on all the
hosts. In Cloudsched, it is defined as the maximum number of loads on
the hosts.

3. Metrics on energy efficiency

— Model: Energy consumption model depends on the disk storage, compu-

tation, processing and datacentre cooling system.

5 Conclusion

In this paper, we have compared five cloud open simulators such as Cloudsim,
CloudAnalyst, Greencloud, iCancloud and CloudSched. Comparison is done
based on different terms such as architecture, process, components and per-
formance metrics. Overall we can see that none of the tools are perfect in all
the aspects. Each tool is helpful in optimizing different objectives such as energy
efficiency, load balancing, resource utilization. None of the tool optimize all the
objectives.
We have listed few issues for cloud simulators which are as follows:
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Model all cloud layers: Currently there are no such tools which can model
all the cloud layers such as Infrastructure as a Service, Platform as a Service
and Software as a Service.

Support for federated data centres: Simulation tool should model the feder-
ated data centres.

Ease of tool: Simulation tool must allow users to use it easily with the GUIs
by accepting inputs from Text/Csv files and output to the same. Hence it is
useful for the researchers to repeat the experiments and get efficient results.
Consideration of priorities: Different types of policies can be created for giving
priorities for different virtual machines. Currently the tools which we have
discussed in the paper do not consider it yet. Hence more real scenarios can
be considered further.
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Abstract. In connecting the networks and people, the HTTP Protocol played a
greater role and it is the most widely used protocol for data transfer in variety of
applications. In IoT, we got to establish connections between “machines and
things”. Their communication requirements were different from current needs of
Internet and associated data communications. So, HTTP protocol looks quite
heavy for Internet of Things (IoT) applications, due to the overheads of
HTTP. Hence, we analysed the data consumption pattern of a light weight
protocol Message Queue Telemetry Transport (MQTT) supported by literature
study and practical validation using Orange-Pi controlled test bed. The test bed
comprises PIR Motion sensor coupled with WeMos microcontroller that sends
input to the Orange-Pi Gateway over MQTT Protocol. Along with the test
results, this paper summarizes the benefits of using MQTT Protocol, in IoT
Applications.

Keywords: IoT - Cloud systems + MQTT - HTTP - CoAP

1 Introduction

“We stand on the brink of a technological revolution that will fundamentally alter the
way we live, work, and relate to one another”, says World Economic Forum, referring
the fourth industrial revolution dominated by the recent technologies that include
Internet of Things, Artificial Intelligence, etc. [1]. The Internet of Things is poised to
dominate the internet technologies in upcoming years due to the enormous evolutions
of ‘things’ which is set to cross beyond 28 billion users with internet connectivity by
year 2020 [2], ranging from home appliances, connected cars, wearable’s, industrial
automation gears, etc. The installed base is poised to grow and exceed 212 billion
devices, including the connected devices of 30 billion growth in next 3 years, says the
industry analyst firm IDC. It predicts the growth of intelligent systems driven by data
collection, data analysis and decision making across both consumer and enterprise
applications [3]. Thus the data transfer across the components plays a vital role in the
success of 10T applications.

When it comes to the data transfer, HTTP hits the mind due to its successful data
transportation in the TCP/IP network over the years. Is the requirement of IoT appli-
cations same as the HTTP applications? No. Hence we made a study on the protocols to
identify the better suited protocol for the transport layer requirements of IoT

© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 12-22, 2018.
https://doi.org/10.1007/978-981-10-7635-0_2
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applications. One of the upcoming demand of IoT applications is to cope-up with the
growth in the number of connections, growth in the number of devices, growth in the
data transfer needs, wherever they are and whenever they are without choking up. This
raises significance on the telemetry which allows things to get measured and monitored
from a distance. With the improvement in telemetry technology it becomes possible to
interconnect the monitoring and measuring devices from different locations.

Dependency on the smart devices and the ability to interact with other devices has
raised the quest of smartness of individuals, corporate and Government organizations in
every country. A woman shopping for groceries would like to get a view of what is
there and what not in her kitchen. A man flying to Chennai wants to know if the flights
going to that city are currently affected by weather or not. A doctor wants to know the
patient’s blood pressure ahead of his planned flight trip to abroad country so ensure his
stability. The information that helps to take wise decisions may come from one or other
forms of smart meters and equipments.

The challenge lies in the information transfer from the device to the person and to
the application in a timely and effective way with increasing demand. The challenge
goes to next stage based on the geographic distribution storage and computing power
that shoots the cost as well which is a key factor for developing nations like India [4].
Fortunately, the advancement in the communication protocols and telemetry tech-
nologies makes it possible to receive and send the information over the internet reli-
ably, despite network disturbance cases, little processing power of the monitoring
devices, etc. using MQTT protocol [5].

This paper starts with an overview of MQTT protocol and its components and then
tries to discuss the discriminating factors of MQTT Vs HTTP using the literature study.
The main contribution of this paper is the MQTT protocol based application testbed
and validation that is supported by the test results, observations and inference on the
data consumption patterns.

2 MQTT Protocol

MQTT (Message Queue Telemetry Transport) Protocol is a light weight and an
extremely simple protocol [6]. The publish/subscribe architecture of MQTT is designed
with the characteristics of openness and easiness to implement, which can be scaled by
single server to support up to thousands of clients accessible from remote. These
characteristics of MQTT makes it ideal for usage in constrained environments where
there is high latency or low network bandwidth and devices from remote sites that
could have limited memory and processing capabilities [7].

The benefits of MQTT protocol includes the following:

(a) It delivers the data relevant to any intelligent and decision-making asset that can
utilize it.

(b) It extends the connectivity range exceeding enterprise boundaries to reach to
smart devices.

(c) It provides the optimized connectivity options for remote devices and sensors.

(d) It enables enormous scalability of management and deployment to IoT solutions.



14 H. L. Manohar and T. Reuban Gnana Asir

2.1 MOQTT Highlights

MQTT Protocol claims that, it minimizes the device resource requirements and net-
work bandwidth with attempts to deliver with reliability. This characteristic is the
validation goal that is explained in the later parts of this paper.

This approach of minimal resource requirement and reduced network bandwidth
makes the MQTT protocol well-positioned for connecting machine to machine (M2M)
communications, which is a critical aspect of the IoT.

The other key highlights include [5]:

e Open and royalty-free.

— MQTT is easy to adopt, open to make and fit for variety of platforms, devices,

and operating systems that are used at the network edge.
e Messaging model.

— The publish/subscribe messaging model facilitates one-to-many distribution.
Sender devices or applications need not know anything about the receiving
device or applications, not even its address.

e Ideal for constrained networks.

— MOQTT message headers are retained as small as possible and ideal for fragile
connections, low bandwidth, data limits, high latency networks. The fixed
header is only two bytes, that too on demand, push-style message distribution
keeping the network utilization low.

e Multiple service levels.

— It gives the flexibility in handling various types of messages. For example,
developers can design that the messages will be delivered exactly once, at least
once, or at most once.

e Design.

— Its designed to support remote devices with low processing power and minimal

memory.
e FEase of use.

— Usage and implementation is quite easy with simple set of command messages.
Various applications of MQTT will be accomplished using CONNECT, DIS-
CONNECT, SUBSCRIBE, UNSUBSCRIBE and PUBLISH methods.

e Built-in support for contact loss.

— If the connection with client connection breaks abnormally, the information is
sent to server facilitating the message either to get preserved for later delivery or
to re-send.

3 Findings Over HTTP

In this section, let us list down the key factors of comparison between HTTP Protocol
and MQTT Protocol for IoT applications based on the research done in this field by
several experts in the past and the next section shares the observation based on vali-
dation results.
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3.1 Comparison of MQTT vs HTTP

The below Table 1 gives a quick view on the comparison between MQTT and HTTP.

Table 1. Quick view of MQTT vs HTTP

MQTT

HTTP

Design
orientation
Pattern
Complexity
Message
size
Service
levels
Extra
libraries
Data
distribution

Data centric

Publish/subscribe

Simple

Small, with a compact binary header
just two bytes in size

Three quality of service settings

Libraries for C (30 KB) and Java
(100 KB)

Supports 1 to zero, 1 to 1, and 1 to n

Document centric

Request/response
More complex

Larger, partly because status detail is
text-based

All messages get the same level of service

Depends on the application (JSON,
XML), but typically not small
1 to 1 only

e High Power consumption by HTTP [S§]:
— In the dynamic data communication scenarios, HTTP is observed to be con-
suming more power. In the tests done by Hantrakul K et al., the HTTP protocol
consumes 10 times higher power than MQTT protocol. They have witnessed
MQTT sends 10 times more messages than HTTP in 1 h of operation.
— Tests done by Upadhyay et al. [9] reveals, power consumption of MQTT Pro-
tocol is way lower and 30% faster performance than CoAP [10].
e High Protocol overheads in HTTP:
— IoT applications requires large number of information exchange with tiny
packets. Hence the payload is quite less, whereas the overhead caused to transfer
the payload is quite high.
— From the below Figs. 1 and 2 we see the elimination of CONNECT/CONNACK
flow for MQTT cases, that reduces the overhead and latency, when compared to
HTTP, leading faster data transfer as well [10].

I Device | | Server | | Server | | User |
SYN SYN
SYNACK SYNACK
ACK ACK
HTTP Request HTTP Request
HTTP Response HTTP Response
FIN ACK FIN ACK
ACK ACK
FIN ACK FIN ACK
ACK ACK

Fig. 1. Communication sequences of HTTP use case.



16

H. L. Manohar and T. Reuban Gnana Asir

Publish Subscribe+ Publish
I Device | | Server I | Server l I User l
SYN SYN
SYNACK SYNACK
ACK ACK

CONNECT

1
CONNACK X

N - - - -

PUBLISH
PUBACK

PUBLISH

H CONNECT
X CONNACK
1

SUBSCRIBE
SUBBACK

PUBACK

Fig. 2. Communication sequences of MQTT use case where CONNECT/CONNACK is
eliminated

¢ High Bandwidth consumption in HTTP:

— From the research done by Yokotani and Sasaki [11] on the comparison of
bandwidth usage between HTTP and MQTT on 2 different cases, with payload
and without payload (where only topics exist, that is used to decide on the
MQTT broker, which client receive which message).

— For MQTT topics cases, where zero payload exists and only the transmission
bytes exists reveals, HTTP consumes 300% higher bandwidth as in Fig. 3.
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Fig. 3. Characteristics with zero payload
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— For MQTT message sharing cases, where pay load and transmission bytes
exists, HTTP consumes 250% higher bandwidth as in Fig. 4.
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—&— MQTT(10 Devices) —8— MQTT(100 Devices)
MQTT(1000 Devices) HTTP(10 Devices)
—X¥— HTTP(100 Devices) —@— HTTP(1000 Devices)

Fig. 4. Characteristics with payload and overhead.

When these studies reveals that MQTT is better choice that HTTP for IOT appli-
cations, we wished to get into it to detail to understand any additional behavior of
MQTT and got an interesting observation, that will be explained in next chapter.

4 Experiment and Test Results

4.1 Test Environment

The test environment mainly comprises of following components as in Fig. 5.

Sensor Area Network MQTT over TCP

PIR Sensor +
WeMos +————————  OrangePi +—————— MOSQUITTO
Controller

Client Gateway Broker

Fig. 5. Test bed overview
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— PIR Sensor HC-SR501

— WeMos D1 mini ESP8266

— Orange Pi Zero Processor as MQTT Gateway
— Mosquitto MQTT Broker v3.1

PIR Sensor HC-SR 501 + WeMoS ESP8266 Controller

The short distance communication is realized by the Wireless Sensor Networks (WSN)
among the objects nearby. In this experiment, we’ve picked PIR motion sensor that
contains low-cost Wi-Fi chip with full TCP/IP stack. The PIR motion sensor detects the
presence of anyone coming closer or moving away and will send the signal. However,
it’s difficult to connect each other with the mobile communication networks, the Internet
and WSN because there is not much standardization exists with respect to communi-
cation protocols and sensing technologies. The other restriction is from the data trans-
mission from WSN in long distance due to the limitation of WSN’s transmission
protocols. Therefore, we house WeMos D1 mini controller as in Fig. 6, whose aim is to
balance the heterogeneity between mobile communication, sensor network and Internet
that strengthens the management of the terminal nodes, WSN and bridge [12].

Fig. 6. PIR sensor and WeMos controller

OrangePi Zero

Its an open source single board computer that can run on Operating Systems, that
includes Android, Ubunto, Debian, Armbian. This acts as IoT Gateway that converts
the input from sensory network and passes to MQTT broker over TCP. In our tests, we
tried to hook into these conversations using TCP dump and observed the pattern of
MQTT communications as in Fig. 7.
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Fig. 7. MQTT Gateway with Orange-Pi

Mosquitto Broker

This is an open source message broker that implements MQTT protocol versions 3.1
and 3.1.1. It carries out the Publish/Subscribe model that makes it suitable for mes-
saging with low power sensors, mobile devices, embedded computers and Arduino
micro controllers. To write the control logic, we used the Node-RED as in Fig. 8, that
facilitates the flow based programming method with ease of use.

Fig. 8. Node red flow using Mosquitto MQTT Broker

4.2 Test Results

From the tests performed we tried to collect the TCP dump for the conversations
between IoT Gateway and MQTT Broker as in Fig. 9.
The interesting observations are:

1. The sensor could sense either an object coming near or moving away and it sends
the signal, which we see in the Fig. 10 as ON and OFF. Whenever the sensor senses
a signal, it transmits to MQTT broker with TCP message of length 28 bytes.

2. When there is no signal change read by sensor, the TCP message with O bytes is
transmitted, which is presumably the CONNACK.
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4840,
14:51:34.987336 IP 1
ack 859, wi

ack 886, win 14600, leng

14:51:35.015302 IP 192.168.1.

4812, length 0

14:51:37.714436 IP 192.168.1.74.18030 > 192.

ack 887, win 4812, length 28

14:51:37.715023 IP 192.168.1.101.1883 > 192

ack 914, win 14600, length 28

14-51:37.773745 IP 192.168.1.74.18030 > 192.
h 0

gg"i:i?%zaee 1P 192.168.1.74.18030 > 192.

915, win 4784, length 28 .1.74.18030:

:45.492817 IP 192.168.1.101.1883 > 192.

14:51:4

i h 28
ack 942, win 14600, lengt!
14:51:45.560836 IP 192.168.1.74.18030

4756, length 0

> 192.168.1.101.1883: F1

Fig. 9. TCP dump collected from MQTT Gateway

Graph 1: Flow of Signals from PIR Sensors.

2bytes

Equivalent to 0 e L1 | | Y N I | L

Graph 2: Bytes Transferred (from TCP Dump)

Fig. 10. Graphical representation of TCP message length

This pattern is graphically represented in Fig. 10 and we realize MQTT consumes
28 bytes data, only when there is signal ON/OFF to be transmitted. On all other cases,
it remains very minimal with byte length as zero. This pattern is another feather on
MQTT’s effective data consumption trend.

5 Future Work

In the coming days, we wish to extend the test bed integrated with actuators like
SONOFF switches and observe the data consumption pattern between the MQTT
broker and the actuators. With additional efforts, this test bed will get integrated with
multiple types of IoT applications, other protocols used in IoT applications like CoAP
and make a study on the data consumption patterns in both simple cases and under
traffic situations.
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6 Conclusion

With the findings of the MQTT Data consumption pattern, it is evident that MQTT
Protocol is essential for effective unitization of network bandwidth, to reach out to
devices at remote locations, low power enabled devices. Usage of HTTP as the
transport layer for IoT Applications will help for initial stages only. With the increasing
trend of number of IoT applications it is a value add to switch to MQTT to match
various usecases that pops-up like IaaS [13]. The REST API support of MQTT to Push
or Pull the data as and when required, is getting leveraged by industry champions in
Cloud Platforms include Aercloud, IBM IoT [14].

Abbreviations and Acronyms

CoAP - Constrained Application Protocol
HTTP - Hyper Text Transfer Protocol

TaaS - IoT As A Service

IoT - Internet of Things

MQTT - Message Queue Telemetry Transport
TCP - Transmission Control Protocol

WSN - Wireless Sensory Networks
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Abstract. Data sourcing or integration is inevitable in current business scenario.
Major issues of data sourcing from heterogeneous data sources are lack of
semantic richness and deprived querying. To overcome these issues, an Ontology
Based Data federation using Object Relational Database (OBDF-ORDB) archi-
tecture has been proposed and implemented. This OBDF-ORDB architecture
consists of semantic layer and transformation & query layer. In semantic layer the
ontology used to create local and global schema to enrich the semantics. In
transformation & querying layer, Object Relational Database (ORDB) is used for
storing the local ontology, global ontology to improve storage, maintenance and
retrieval. The transformation rule engine proposed for the architecture converts
and stores the local ontology and global ontology from flat OWL file to ORDB.
The user queries are passed to ORDB for result extraction. To analyze the per-
formance of the OBDF-ORDB architecture E-shopping application is selected.
Experimental results shows that the proposed OBDF-ORDB architecture is rel-
atively better than the traditional data access and ontology based data access in
recall and response time. It is observed that the recall mechanism in OBDF-
ORDB architecture has been improved by 25% compared to traditional data
federation and response time is reduced by 15% compared to ontology based data
federation.

Keywords: Data integration + Federation + Ontology * Heterogeneous data
Object Relational Database

1 Introduction

Now a days, the need for accessing heterogeneous database information available in
multiple and distributed sources are increasingly higher. Particularly in the context of
decision making applications exploration of data is required. The data integration is a
possible solution to address the above issue. The data integration is a process of
combining data from the heterogeneous data sources [1]. The three types of data
integration methods are 1. Data propagation 2. Data consolidation and 3. Data feder-
ation [2]. Data consolidation collects the data and create consolidated data warehouse,
data propagation replicates data in the target data source, whereas the data federation
provides a virtual view for two or more data sources. The user submits the queries
against virtual view and gets the result. The creation of virtual view among different
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G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 23-33, 2018.
https://doi.org/10.1007/978-981-10-7635-0_3



24 M. S. Hema et al.

data sources is a challenging task due to their heterogeneity nature. Various types of
heterogeneities are data model heterogeneity, syntactical heterogeneity and logical
heterogeneity. The logical heterogeneities are further divided into semantic hetero-
geneity, schematic heterogeneity and structural heterogeneity [3, 4]. Among these
heterogeneities, the semantic heterogeneity is very difficult to resolve. The semantic
heterogeneity is caused by different interpretation or meaning of data [5]. The semantic
heterogeneities are divided into structural level heterogeneity and data level hetero-
geneity [6]. Ontology is used to resolve the semantic heterogeneities. Ontology is a
formal specification of conceptualization [5, 7]. It is used in sharing of data or infor-
mation and reusability of domain knowledge. The ontology is used to represent domain
knowledge to resolve semantic heterogeneities in data federation.

The ontology architectures for data federation are single ontology approach, mul-
tiple ontology approach and hybrid ontology approach [4]. Flat files and database are
widely used to store ontology. If flat file size is larger, the storage, maintenance and
retrieval become complex task. A possible remedy is to store ontology in database that
enhances easy maintenance and retrieval [8, 9].

In this paper to achieve improved recall and response time of data federation,
ontology based data federation by using ORDB is implemented. The components and
steps for building OBDF-ORDB architecture is illustrated in detail.

Contributions

1. Despite of numerous works on ontology based data federation a smooth extension
from traditional ontology based data federation is proposed and implemented. The
strengths and weakness of the proposed has been investigated.

2. This paper suggests ontology as a solution for resolving semantic heterogeneities
and to store in ORDB. It improves recall and response time of ontology based data
federation to a considerable level.

In addition to the introduction section, there are five more sections in this article. The
remainder of the paper is organized as follows. The related work in both data federation
and ontology based data federation is presented in Sect. 2. Section 3 describes
OBDF-ORDB architecture. It contains ontology construction for data federation,
storing ontology in ORDB, query processing and result integration. Section 4 uses a
demonstration case to illustrate the architecture. Section 5 discusses the contributions
of the applications in the proposed architecture. The conclusion is presented in Sect. 5.

2 Related Work

Surveys on data federation based ontology are found in [3, 10-12]. An extensive
semantic search model was anticipated. The keyword search was used for syntactic
matching and semantic search was used for interpretation of meaning of the term. The
benefits of both keyword and semantic based search were explained [13]. Ontology
based data federation using mediator based architectures was proposed. The mediator
architecture has interface layer to integrate all local schema and abstracts the semantic
complexity [7, 14, 15].
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The global ontology was created via Local As View [LAV] [4] or Global As View
[GAV] [6, 16, 17] to retrieve the data from the respective local ontology. For generating
global ontology from local ontology, the shared vocabulary [18] was provided.
A framework was proposed and implemented for mapping local source and global
ontology [19]. For computing similarities among various ontology specifications a
method was employed for ensuring the performance such as reusability and accuracy
[20, 21]. An algorithm was proposed and implemented for ontology classification based
on their domain [22]. Efforts were also made to store ontology in the database as an
independent entity [8]. A method was proposed for automatic data migration from data
intensive application to semantic web [23, 24] and OWL ontology [25, 26] was
designed using mapping rule engine. Ontologies were stored in relational databases for
rapid query processing [27-29]. Later the Object Relational Databases were used to
realize real time entities and mapping of ontology to ORDB was implemented [30].

A tool was proposed to combine the intelligent techniques to support domain expert
for constructing ontologies [31]. A method was proposed to convert SPARQL query to
SQL query [32]. A conceptual model was proposed for mapping various data inte-
gration applications [33]. The overview of Ontology Based Data Access is proposed
and the main challenges that are yet to be addressed were also discussed [34].

The Limitations of ontology based data integration are

If the ontology is stored in flat files, it is difficult to maintain and retrieve when file
size increases. If the ontology is stored in a relational database, it is efficient for storage,
maintenance and retrieval but it has some limitations such as (1) there is no direct
relationship between relational database and real world objects. (2) There is no pro-
vision to store methods internally and (3) If ontology is stored in a relational database, it
may lose some of the relationship among attributes and tables.

3 Proposed Methodology

The main objectives of this proposed methodology are design OBDF-ORDB architecture
and to enhance the recall and response time of ontology based data integration. The
OBDA-ORDB architecture is shown in Fig. 1. This architecture consists of three layers.
The bottom most layer is data source layer that contains heterogeneous data sources. The
middle layer is wrapper mediator layer, which creates local and global ontology and maps
local and global ontology in the semantic layer. The semantic layer ensures semantic
richness by resolving heterogeneities such as semantic, schematic, schema isomorphism
and structural discrepancies using ontology. The semantic layer is further divided into
local ontology service, mapping service and global ontology service, which are discussed
in Sects. 3.1, 3.2 and 3.3 respectively. The transformation and querying layer converts
OWL ontologies stored in flat files into ORDB relations by using mapping rules. ORDB
maps local ORDB relation with global ORDB relation and store all records as instances in
the local ontology ORDB. This layer improves data retrieval time using ORDB. This layer
is further classified into transformation rule engine service, local ORDB service, local
ORDB to global ORDB mapping service and global ORDB service that are discussed in
the Sects. 3.4 and 3.5. The user request in SQL3 is presented in the top layer for data
extraction. The extracted results are integrated using result integration service and send
integrated result to user for decision support and analysis.
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Data Source Layer

3.1 Creation of Local Ontology

The local ontology is created from the local schema of the respective data sources. It
consists of two steps: first step is to complete analysis of data sources which means that
what data is stored, how it is stored and the meaning of the data (semantics). The
second step creates local ontology for the respective data sources. It is a semi-automatic
process which analyze and extracts the data manually, also creates local ontology
automatically by using protégé tool. The rules to create local ontology are shown in
Table 1 (Subset of these rules is adopted from [7]).

3.2 Building Mapping Rules

Mapping rules are defined to resolve the semantic heterogeneities among local
ontologies. Due to independent construction of data sources their own local ontology is
used to represent their entity, attribute and the relation.

Rule - I

If the class properties of C1 and C2 are semantically equivalent then the local ontology
are mapped with single global ontology class to resolve naming conflict.

Rule - II

A few local ontology properties of a class are to be concatenated before mapping with
global ontology to resolve structural discrepancies.
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Table 1. Local schema to local ontology mapping

S. No | Data source schema elements | Equivalent OWL statement

1 Table Class

2 Data type Data property

3 Foreign key Object property

4 Primary key, unique Key Inverse functional property

5 Check constraints Value restriction

6 NOT NULL Required property
Rule — ITI
Some classes have unique properties that are appended in global ontology.
Rule - IV

Some classes have common properties but they are placed at different positions. In
global ontology these properties are mapped together to resolve schema isomorphism.

3.3 Global Ontology Creation

The main objective of data federation is to provide a virtual view for the users to access
data, regardless of its actual organization and location. This is accomplished by cre-
ating a global ontology, which has been created using Hybrid ontology approach [19].
The global ontology is built by analyzing the local ontology in which each class and its
associated properties in the local ontologies should be mapped to the global ontology.
The mapping between local ontologies and global ontology has been done by using
mapping rules which was explained in Sect. 3.1.

3.4 Creation of Transformation Rule Engine Service

In this service, set of rules has been defined to convert global and local ontologies that
are stored in OWL flat file into ORDB relations.

Axiom — I

Ontology class map to ORDB relation, each property in an ontology class maps to each
column in the ORDB relation and an additional unique column ID is created. This is
used for retrieving the contents uniquely from the ORDB relation.

Axiom - II
If an inherited class in an ontology maps to ORDB relation, an ID different from its
base class is appended along with the properties of the inherited class.

Axiom - III
The properties defined in ontology are of two types namely scalar and vector. The
vector type properties are converted to array of rows in ORDB.

Axiom - IV
If a scalar property of one class is referring to scalar property of different class in
ontology then the referential key relation is created in ORDB between the two relations.
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Axiom - V
The scalar properties in ontology are subjected to value restriction. These scalar
properties are converted to attributes with check constraints in ORDB.

Axiom - VI
Similar to value restriction this is added as constraint to the attribute in relation or
ORDB.

Axiom - VII
Inverse functional property is stored as NOTNULL constrains along with the attributes.

3.5 Creation of Local ORDB, Global ORDB and Mapping

The local ORDB and global ORDB are created from the local ontology OWL file and
global ontology OWL file respectively by using transformation rule that is defined in
Sect. 3.3. After creating local ORDB, the records of the native data sources are con-
verted into ORDB format and are attached as instances of the respective local ORDB.
The mapping between local ORDB and global ORDB is defined.

3.6 Query Processing

The query processing is performed in transformation and querying layer. In this layer,
query is received from the user. The received query is posted against the global ORDB.
The query is divided into subqueries based on the mapping rules and directed to the
local ontologies. The results are retrieved from the databases and it is directed for
integration.

3.7 Result Integration and Display

It integrates the results from the transformation and query layer. The integration is
performed using union operation. It automatically eliminates duplication.

R =1;Ur,UnsU...... Ur,. (1)

R-integrated result.
ST O ¢ SO r, - results from the different local ORDB.

4 Results and Discussions

Few electronic gadget e-shopping enterprises have been chosen for experimentation.
Chosen enterprises have autonomously developed heterogeneous databases. The fol-
lowing tables are selected from those enterprises and implemented the prototype.

Item_Category (category_identifier, category_cname, category_desc)
Customer_detail (customer_identifier, Customer_cname, Customer_caddress, cus-
tomer_cphone_no, Cutomer_cemail_id)
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Products_details (product_identifier, category_identifier, product_desc, pbrand,
pprice)

Order_details (order_identifier, product_identifier, customer_identifier, no.of_
products).

Here three databases are designed using heterogeneous DBMS (ORACLE,
MYSQL, SQL SERVER). In these databases the table and attributes have different
names and it is structurally organized in a different mode. These data source with 4000
records in each are selected for experimentation.

Local and Global ontology have been constructed using protégé 4.2 tool. Local
ontology is created from a local schema of the data sources by using rules that is
described in Sect. 3.1. It includes 4 classes, and 18 properties (4 object properties and
14 data properties) and the following OWL constructs: ‘inverseOf’, functional property
[22]. The local ontology and data source mapping has been implemented by using
Portege ‘ontop’ plug in. Extraction of classes, properties from local OWL ontology file
and OWL global ontology file are performed using java, OWL-API and Jena. The java
wrapper class datum method is used for mapping ontology class and Object-Relational
objects in ORDB.

Example for information extraction from product OWL file

Class = products

Object property = product_id

Data property = brand

Data property = product_description
Data property = category_id

Data property = price

Example for transformation from extracted information into ORDB relation.

CREATE TYPE product_id AS VARRAY (12) OF REF order_items.

CREATE TYPE products AS OBJECT (Id ref (products), product_idproduct_id,
brand VARCHAR, product_description VARCHAR, category_id NUMBER, price
NUMBER).

CREATE TABLE products_table OF products.

4.1 Recall

The ontology based data federation and traditional data federation recall is calculated
for combination of 20 query sets for simple, aggregated functions and sub query set.
The recall has been calculated by using following formula

((No. of relevant records) N (No. of records retrieved))

Recall =
eed (No. of records retrieved)

(2)

The recall of the above two methodologies is compared and shown in Fig. 2.
The ontology based data federation solves all semantic heterogeneities and it
improves the recall by 20.8%.
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4.2 Execution Time

The response time of the query has been calculated for hybrid ontology based data
federation and ontology based data federation by using ORDB. In the former one the
ontology is stored in flat files and in the later one the ontology is stored in ORDB. The
query response time has been measured with the help of java function ‘System.cur-
rentTimeMillis ()’. The comparisons for simple queries, aggregated queries and sub
queries are shown in Figs. 3, 4 and 5 respectively.

Experimental results conclude that the response time for simple query, aggregate
query and sub query has been improved by 20%, 10% and 10% respectively in ORDB
approach than the hybrid ontology method.
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Fig. 3. Average response time for simple query sets
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5 Conclusion

The proposed OBDF-ORDB architecture has been implemented for ontology based
data federation from heterogeneous data sources. The findings are 1. The local
ontology has been created and hybrid ontology approach is used to create global
ontology. 2. The ontology OWL flat file has been transformed and stored in ORDB
using transformation rule engine. This improves the semantic richness and querying
capability. The results show that the proposed system improved the recall by 20% when
applied to the E-shopping example and response time by 15% respectively when
compared to traditional data federation system. In future, the cache may be included for
retrieval of results and it may be compressed to improve the space utilization.
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Abstract. In this digital era, UAV is becoming a trend setter in surveillance
and gathering traffic information. Shortage of time to view the entire video
necessitates video optimization. In this paper, a novel method has been proposed
for optimizing the video frames without variation in the tracking path of the
object. The keyframes are extracted using absolute difference of histogram of
consecutive frames with mean as threshold. Then principal keyframes are
selected at regular interval and finally compiled into an optimized video. In the
tracking session, the region of interest is obtained from the first frame of the
video and the SURF features are extracted and tracked with KLT tracker.
A SUREF feature is tracked along the video and position is tabulated. The
tracking path is represented graphically to evaluate the tracking deviation from
original and optimized video. The proposed method had successfully achieved
the average time saved as 90.68% with negligible tracking deviation.

Keywords: Unmanned Aerial Vehicle (UAV) - Keyframes extraction
Histogram - Speeded Up Robust Feature (SURF)
Kanade Lucas Tomasi tracker (KLT)

1 Introduction

The dominance of Unmanned Aerial Vehicle in this new media age is aggrandizing. Its
potentiality of reaching the areas unvisited or unaccessed by human increases its pop-
ularity. Small size, low cost and large landscape coverage pertains unmanned aerial
vehicle in a favored position than stationary cameras. The evolution of drones are drastic
from world war age to current digitized era. The application of drones are limited due to
climatic conditions, battery life, limited UAV payload and physical obstacles [1].
Though there are disadvantages, the informations of unaccessed areas and its flexibility
overshadows all the downside of drones. Even though the UAVs were initially devel-
oped for armed forces, it is gaining worldwide demand in commercial use.

The implementation of drones have widened in areas such as oceanography, forest
ecology, traffic monitoring, criminal investigation, military surveillance and traffic
analysis. Drones are used to monitor traffic and accidental control on Expressway, the
mapping of landslide affect area, large scale town mapping and 3-Dimensional model
construction, crop damage assessment. The data protection laws and privacy acts limits
the civilian usage of drones in many countries. UAV is much effective in real time
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implementation due to its high frequency time series data. Although ground based
cameras provide high resolution data, it cannot cover large area. Satellites provide large
coverage information but provide low resolution data. UAV provides data at low cost,
large area coverage and high resolution due to its adjustable flight height. It functions
as eye in the sky to gather information. The yielded videos are processed for analysis
and object detection and tracking. Continuous recording of information leads larger
video files. Video optimization is essential for video storing, video indexing and
effective information gaining in shorter time rather than playing the entire video.
Optimizing the video should conserve the highly informative images without deviation
in the tracking. Lack of tracking consistency would to misleading surveillance analysis.

The two specific objectives of this paper are optimizing the UAV video and
evaluating the tracking consistency. The proposed methodology involves the com-
bining technique of keyframe extraction and selecting principal keyframe [2]. Further
on, tracking deviation is compared with the original video and the optimized video. The
paper is structured as follows: Section “Related works” forefront the video summa-
rization techniques, object detection and tracking in UAV; Section “Video Optimiza-
tion” presents the techniques of keyframe extraction and selecting principal keyframes;
Section “Object detection and tracking” explores the object detection and tracking in
UAYV video; Section “Experiments and Discussion” illustrates the results of the above
discussed methodology in two datasets; Section “Conclusion” wrap up this papers
performance.

2 Related Work

The role of UAV in transportation management and military surveillance is nonpareil.
With advancement in technology, UAV cover large area with high definition camera.
In 2000, drones was used to identify track and monitor vehicle, later on by 2015 drones
were used for route planning optimization, detect road boundaries and extract factors
such as acceleration and trajectories [3]. The application of UAV are categorized into
commercial, safety management and research purpose. NGOs in Japan use drones to
inspect illegal whaling. In Nepal, drones are used to protect wildlife habitation.
Implementation of UAV ranges from agriculture to civil industry [4]. UAV images are
used for 3-D reconstruction of agricultural area. In agriculture, analysing individual
plant or tree is impractical. Such limitations are overcome by usage of UAV. The high
spatial resolution images are further enhanced by superresolution algorithm based on
sparse representation. Classification of edge orientation is done by adaption of multiple
pair of dictionaries. The details are preserved both qualitatively and quantitatively with
reduction in edge ringing and blurring [5].

Collecting aerial information is strenuous during bad weather condition and varying
illumination conditions. Image enhancement, noise reduction, illumination correction
and video stabilization is done to obtain unambiguous data [6]. Large video data leads
to complexity in video storage and time required to watch the entire content. Keyframe
extraction is done by selecting the first frame of the shot segment. As other frames was
not inspected lack of continuity persisted. The colour histogram and curve segmen-
tation is used to determine the sharp corners, and the frame related to sharp corners are
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extracted as keyframe [7]. In [8], the global and local feature are combined for video
segmentation. To extract the global feature, SIFT and SIFT-point distribution his-
togram is obtained. Distance between pair of images are computed from SIFT-PDH.
With an adaptive threshold, the shot boundaries are detected. In [2], the temporal order
of the frames is retained by adopting histogram on consecutive frames. Keyframes are
extracted based on absolute difference of histogram of consecutive frames. The
threshold is obtained from the mean and standard deviation of absolute difference of
histogram of consecutive frames.

Keyframes extraction is performed through object based event. The input video is
initially segmented into shots. The important frame selection is based on presence and
absence of objects. The dynamics of frames are obtained and temporal contented are
integrated [9]. In [10], the visual feature such as color, spatial frequency and spatial
resolution are obtained. The entire video is splitted into three variants: Keyframe
groups, equal size frame groups, unequal size frame group using Eratosthenes Sieve
Theory and then optimal set of clusters are obtained from Davies-Boulding Index.

3 Video Optimization

To gather the content of a video, the entire video has to be viewed. Shortage of time to
view the entire video necessitates optimization of the video. The optimization has to be
done without deteriorating the trajectory of the objects in the video. Object path pro-
vides more cue about the informations related to the respective object. Optimization of
video with false object trajectory misleads the surveillance. In this paper, video opti-
mization methodology has been proposed to reduce the duration of the video and
maintaining the trajectory structure of the video. The methodology is tested on 6 videos
from UAV123 dataset and 2 videos form VIVID dataset. The average duration of the
video is 20.37 s. The redundant frames present in the video is reduced by keyframe
extraction.

3.1 Keyframe Extraction

Video optimization based on keyframes can be done using sampling, scene segmen-
tation and shot segmentation. Scene segmentation and shot segmentation does not take
temporal position of frames into account. In this paper, keyframe extraction is done
based on sampling. The keyframe extraction is done in two section. In the first section,
the video is converted to frames. The absolute difference of histogram and its sum is
calculated for consecutive frames. The mean of the sum of the absolute difference is
assigned as threshold. In second section, the threshold is compared against sum of the
absolute difference. The object path of the original video overlaps with the respective
object path of the keyframe optimized video resulting in no deviation (See Figs. 1 and
2). The average time required to view the keyframe video is 9.23 s. The keyframes
extraction saves 54.66% of viewing time.
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Fig. 2. Tracking deviation between original video and keyframe optimized video of VIVID2
video from VIVID dataset

The steps to extract keyframes are as follows:

Step 1: Video is converted to frames

Step 2: Consecutive frames are converted into grayscale

Step 3: Histogram is obtained for the consecutive frames

Step 4: Absolute difference of the histogram of the consecutive frames is obtained
Step 5: Sum of the absolute difference (sum) is calculated

Step 6: Mean of the sum of absolute difference of histogram of consecutive frames
is assigned as threshold

Step 7: Compare the sum with threshold, If sum > threshold then the frame is
selected as keyframe else goto Step 2. The extracted keyframes of the video are
shown in Fig. 3.

Although the obtained keyframes gives the summary of the original video, redundant
keyframes still exist which paves way to further optimization without deviation in
tracking.
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Fig. 3. Samples of extracted keyframes of CAR10 video from UAV123 dataset

3.2 Principal Keyframes Selection

The keyframes are extracted from the above steps (Sect. 3.1). Principal keyframe range
is set to select the primary keyframes at regular interval, thereby discarding redundant
keyframes. Initially, the first keyframe is retained and the principal keyframe range is
selected as 2. Every 2™ Keyframe is selected as principal keyframe and the selected
principal keyframes are compiled into an optimized video. Tracking analysis exhibits
no deviation between the original video and the optimized video. Hence the principal
keyframe range increases to 3. Likewise, every 3™ keyframe is selected and subjected
to tracking analysis. With no deviation in tracking, the principal keyframe range
increases to 4. The procedure continues till higher tracking deviation occurs between
the original video and the optimized principal keyframe video (See Figs. 4(a), (b), (c),
(d) and 5(a), (b), (c), (d)).

It has been found that with every 23" keyframe as principal keyframe, tracking is
consistent with negligible deviation. Futhermore, increase in principal keyframe range
as 24, leads to apparent tracking variation and tracking loss (See in Figs. 4(d) and 5(d)).
Henceforth, retaining every 23" keyframe as principal keyframe, provides precise
information about the original video with less tracking variation. The average time
duration of 23™ principal keyframe optimized video is 1.93 s and average time saved is
90.68%. The steps involved in principal keyframe selection are as follows:

Step 1: Retain the first keyframe and every 23™ keyframe

Step 2: Continue Step 1 till the last keyframe. The principal keyframes are obtained
(See Fig. 6).

Step 3: Compile the retained principal keyframes into optimized video.
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Fig. 6. Samples of 23" keyframes as principal keyframes of CAR10 from UAV123 dataset.

4 Object Detection and Tracking

The object detection and tracking is done for the original and the optimized video to
analyze the tracking variation. In the original video, a region of interest is selected and
SURF descriptors are obtained and the object is tracked with KLT tracker [11].
A SUREF descriptor location is tabulated for every frame throughout the video till the
last frame. The same approach is followed for tracking the optimized video. In order to
compare the tracking difference between the original video and the optimized video, the
tracked object path is compared.

4.1 Object Detection — Speeded Up Robust Feature

SIFT feature descriptor is commonly used, due to its invariance to scale and rotation
and partial invariance to illumination and 3D viewpoint. The heavy mathematical
computation and complications of SIFT leads way to SURF. In 2006, Bay et al. pro-
posed Speeded up Robust Features. The SURF is compiled as follows:

Step 1: Laplace of Gaussian is approximated with Box filter. Image filtering is faster
in an Integral image. To obtain the integral image of an image, the sum of all pixels
of a rectangular region is calculated. Using box filters, the values are approximated.

H(x,0) =

(1)

Step 2: SIFT uses Hessian and DOG to select scale and location interest point,
whereas SURF uses determinant to find both. The determinant elements must be
weighted to obtain a good approximation.
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(d)

Fig. 7. (a) First frame of the video (b) Select the region of interest to track (c) Grayscale
conversion (d) SURF descriptors
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det(Happrox) = DDy — (Wny)2 (2)

The Egs. (1) and (2) are referred by Bay in [12].
Step 3: Once the interest points have been localized in both speed and scale, the
orientation assignment and keypoint descriptor is determined. The Haar wavelet is
obtained along the x and y direction. Four dimensional descriptor represents each
subregion, which includes the sum of absolute values and sum of wavelet response.
The SURF descriptors are obtained from the selected region of interest (See Fig. 7

(a), (b), (c) and (d)).
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Fig. 8. (a) and (b): The SURF descriptors are tracked along the car throughout the video
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4.2 Object Tracking — Kanade Lucas Tomasi Tracker

Kanade Lucas Tomasi tracker exhibits frame to frame tracking. It generates object
feature trajectory between consecutive images [11]. To generate a continuous trajectory,
current displacement vector is added to previous. In this paper, the SURF points are
tracked along the video with the KLT (See in Fig. 8(a) and (b)). In order to tabulate the
path of the object trajectory, one SURF point position is tracked throughout the video.

5 Experiments and Discussion

The experiment is performed in UAV123 dataset [13] and VIVID dataset [14].
UAV 123 dataset is a low altitude HD UAV dataset. It has resolution of 1280 x 720 px
and the altitude of the object varies between 5-25 m. The videos are downsampled to
832 x 468 px. The VIVID dataset focus on high altitude coverage, with low resolution
of 640 x 480 px. The implementation is performed in MATLAB 2013. The object
path of original video and keyframe video exhibits no deviation, hence leading to
further optimization by removing redundant keyframe at regular interval. The com-
parative analysis of object path between original video and optimized principal key-
frames video of CARI10 is consistent till principal keyframe range as 23 (See Fig. 4(a),
(b), (c)). Increase in the principal keyframe range as 24 leads to higher tracking
deviation (See Fig. 4(d)). In CAR14 video, tracking deviation is negligible till principle
keyframe range as 23, further increase in the principal keyframe range as 24 leads to
more tracking deviation, resulting in loss of object path information. CAR6 video
exhibit no tracking deviation till 23™ principal keyframe range, whereas at 24th
principal keyframe range tracking deviation begins which is not negligible.

In VIVID2 video, tracking is consistent till 23" principal keyframe range (See
Fig. 5(a), (b), (c)). The point tracking is lost when the principal keyframe selection
increases to 24 (See Fig. 5(d)). The object path is tracked only till 75" frame, further
on, the SURF feature points disappears. In VIVID3 video, the tracking is lost in the
49™ frame. Contradictions such as loss of point tracking, higher tracking deviation
between original video and optimized video and higher loss of information occurs.
These contradictions may lead to imprecise analysis of the video. Henceforth, in terms
of interest point tracking both the dataset respond well with principal keyframe range as
23. The time optimization of the proposed work is given in Table 1. The average time
saved in the keyframe extraction is 54.71%. The proposed principal keyframe selection
methodology achieves average saving time as 90.68%.

Time saved = original video duration — optimized video duration (3)

Ti d
Percentage of time saved = e SAVEE 100 (4)
Duration of original video

>~ Percentage of time saved

A ti d =
verage me save total no. of videos (5)
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Table 1. Time computation of original and 23™ Principal keyframes optimized video

Video Computational Computational time - 23" Time Percentage
time - original principal keyframes saved | of time
video (sec) optimized video (sec) saved

Car6 20.36 223 18.13 89.05

Car6turn 20.35 1.89 18.46  |90.713

Wakeboard8 | 20.14 1.81 18.33 91.10

Carl0O 20.7 2.01 18.69 |90.3

Boatl 20.17 1.56 18.61 92.26

Carl4 20.06 1.8 18.5 92.22

Boat2 20.12 1.44 18.68 92.84

Carl 20.73 2.14 18.59 89.67

Vivid2 20.52 2.1 18.42 89.76

Vivid3 20.69 2.06 18.63 90.04

6 Conclusion

In this research paper, an optimized method have been described and discussed for
UAV video summarization for object tracking. It is essential to summarize the video to
save time. In the proposed method, the video is optimized in such a way that tracking
deviation is negligible in both high and low altitude UAV videos. The redundant
frames in video is reduced by keyframe extraction. The extracted keyframes has still
more redundant keyframes which can be reduced further. Henceforth, the principal
keyframes are selected by retaining first frame and every 23" keyframe. The sustained
keyframes are compiled into optimized video. The compiled video and the original
video is subjected to object detection and tracking. The position of the object is
tabulated which exhibit negligible deviation between the original and optimized video.
The keyframe extracted video saves 54.71% of time whereas the optimized 23™
principal keyframes video saves 90.68%. The average video duration is 20.37 s, which
is reduced to 9.23 s by keyframe extraction, which is further reduced to 1.93 s without
object trajectory deviation. The optimized video supports the interest point tracking
efficiency and more duration of the time is saved.
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Abstract. Software Defined Networking (SDN) is a network architecture that
decouples the control and data planes. SDN enables network control to make its
programmable directly. Software defined networking is the OpenFlow protocol
and its architecture is designed for Local Area Networks (LAN). It does not
include effective mechanisms for fast resiliency. Fast resiliency is a major
requirement in metro and carrier-grade Ethernet network. The proposed scheme
aims to reduce the recovery time during single link network failures. The
controller calculates the backup path proactively using segment protection
scheme. The switches identify link failures in segments using Bidirectional
Forwarding Detection (BFD) protocol and reroute the traffic. As the link is
recovered the switches will start using the best path. The controller deletes the
backup segment entries when the corresponding working path entries expire.
This paper experiments the link protection scheme that aims to enhance the
OpenFlow architecture by adding fast recovery mechanisms in the switch and
the controller. This is achieved by enabling the controller to add backup paths
proactively along with the working paths and enabling the switches to perform
the recovery actions locally. Recovery time is less compared to the
switch-controller and round trip time which provides better results. The system
performance is evaluated by finding the packet loss and switch over time by
comparing it with the current OpenFlow implementations. The system performs
reasonably better than the existing ones in terms of switch over time.

Keywords: SDN - OpenFlow - LAN

1 Introduction

1.1 Software Defined Network (SDN)

Software Defined Networking (SDN) is a new networking paradigm in which the for-
warding hardware is decoupled from control decisions [16]. In traditional networks, the
control and data planes are combined together. The control plane is for configuring the
node and programming the paths. Once these paths have been determined, they are
pushed down to the data plane. Data forwarding at the hardware level has been done by
using control information. In this traditional approach, once the flow management

© Springer Nature Singapore Pte Ltd. 2018
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(forwarding policy) has been decided, adjustment to the policy has been done by
changing the configuration of the devices. Hence scalability is difficult because of
changing traffic demands, increasing use of mobile devices, and the impact of “big data.”

Figure 1 clearly depicts the traditional and SDN network views. In SDN, control is
moved out of the individual network nodes and pushed into the separate, centralized
controller [16]. SDN switches are controlled by a network operating system that col-
lects information using the API and manipulates their forwarding plane which provides
an abstract model of the network topology. The controller can therefore exploit com-
plete knowledge of the network to optimize flow management and support service-user
requirements of scalability and flexibility.

os os SDN stack
Application
programming
Control Plane\ Interface (API) . Control Plane\
Netork topology Netork topology
ACLs.Forwarding ACLs.Forwarding
and routing QoS. and routing QoS
link management link management
API APIT
Data Plane Data Plane
Link, switching, Link. switching,
forwarding, routing forwarding, routing
\ Network node / \ Network node J
(@ ®)

Fig. 1. (a) Traditional network view and (b) SDN network view

OpenFlow: OpenFlow is driven by the SDN principle of decoupling the control and data
forwarding planes. This standardizes information exchange between the two planes [16].
OpenFlow networks consist of following three components which is shown in Fig. 2.

Controller

x

]
OpenFl oww Protocol

+

1
1
Secure 1 Group
Channel 1 Table
1
Flow Flow
Table = --"—| Table
Pipeline

OpenFlow Switch

Fig. 2. Components of an OpenFlow switch
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OpenFlow Switch: OpenFlow switch consists of one or more flow tables, a group table
and a secure channel to an external controller [16]. A flow table consists of a list of flow
entries. Each entry has match fields, counters and instructions. Incoming packets are
compared with the match fields of each entry and matching starts at the first flow table and
may continue to additional flow tables [16]. If there is a match, the packet is processed
according to the action contained by that entry. When there is no matching flow entry, the
outcome depends on the configuration of the table-miss flow entry. Counters are used to
keep statistics about packets. The group table contains group entries, where each group
entry contains a list of action buckets with specific semantics dependent on group type.
The actions in one or more action buckets are applied to packets sent to the group. The
main function of the switch is flow table lookup and packet forwarding.

OpenFlow Controller: The controller is a software program responsible for manipu-
lating the switch’s flow table, using the OpenFlow protocol [16]. It makes a decision on
how to handle the packet. It can drop the packet, or it can add a flow entry directing the
switch on how to forward similar packets in the future. Thus the controller essentially
centralizes the network intelligence, while the network maintains a distributed for-
warding plane through OpenFlow switches and routers.

OpenFlow Protocol: The OpenFlow protocol deals with defining the format of the
messages passed between the control plane and the OpenFlow switch through the
secure channel [16]. The format of the messages has to be understood as well as
generated by both the entities. This standard format of message passing is defined in the
OpenFlow protocol.

Fast resiliency is a major requirement in metro and carrier-grade Ethernet network.
Hence this project aims to reduce the recovery time during single link network failures.
The controller calculates the backup path proactively using segment protection scheme
[16]. The switches identify link failures in segments using Bidirectional Forwarding
Detection (BFD) protocol and reroute the traffic. As the link is recovered the switches
will start using the best path. The controller deletes the backup segment entries when
the corresponding working path entries expire. This scheme is proposed to provide fast
resiliency in OpenFlow networks. This proposed scheme employs segment protection
scheme to compute the backup paths proactively. This considers single link failures of
the network. The recovery is performed locally by the switch. The controller inter-
vention is avoided during failure recovery. Once the link is up, the switches start
forwarding using the best path. The first and last switches of each segment are enabled
to send Bidirectional Forwarding Detection (BFD) packets to identify the failure of any
links in the segment. When a link failure is detected by the switch, it reroutes the
packets through backup segments. To avoid expiration, flow entries for backup seg-
ments are installed permanently and a novel mechanism is introduced for deleting these
entries when the corresponding working path flow entries are removed.

The remainder of the paper is organized as follows. Section 2 provides a literature
survey in terms of various approaches in providing resiliency in OpenFlow networks.
Section 3 highlights the system requirements and presents the overall system archi-
tecture. Section 4 discusses the results and Sect. 5 evaluates the performance of the
proposed system. Section 6 gives the conclusions of this work and shows the directions
for future enhancements.
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2 Existing Schemes

Initially OpenFlow was designed for Local Area Networks (LANs). Hence it doesn’t
include fast resiliency mechanisms. Many schemes had been proposed in the past for
reducing the restoration time in OpenFlow networks [5]. This survey discusses the
existing approaches used to reduce the failure recovery time and the limitation of the
same.

Staessens et al. [2] and Sharma et al. [3] proposed a restoration scheme for
OpenFlow carrier grade Ethernet networks. In this scheme, switch connected to the
disrupted link directly notifies the controller about the topology change. Upon notifi-
cation, the controller identifies the disrupted flows, computes the backup paths, and
updates the data plane flow tables considering the failure. In other words, the method
followed in this scheme is reactive. It is also recognized that in big networks, these
full-state controllers could be overloaded by recovery requests.

Yu et al. [7] considered OpenFlow resiliency in IP networks. This scheme is also
based on a full-state controller that is notified by the switch upon link failure occur-
rence. In data plane approach, when a link fails the switch attached to that link will
send notification to all other switches that sends traffic through this failed link.

Desai and Nandagopal [4] proposed a data plane approach in OpenFlow networks.
This also overloads the Controller. Kempf et al. [8] proposed a similar kind of approach
in transport networks based on OpenFlow. In this, each established flow is monitored
by sending frequent probe messages. Hence the failure is quickly detected. But the
backup path computation is done by the controller only [5]. In path protection
approach, backup paths are pre computed along with the working paths. Both are
installed in the switches with different priorities. Hence when a link fails, the switch
can use the backup path without the intervention of the controller.

Sharma et al. [1] proposed this approach using the fast-failover groups functionality
of OpenFlow specification. This approach monitored the working path aliveness by the
ingress switch using a similar mechanism as the one proposed in [8]. Here the con-
troller intervention is totally avoided.

Nguyen et al. [13] introduced a novel method for fast switchover by using the select
group instead of failover group. This method has better bandwidth utilization than the
standard one. Link protection mechanism also pre computes the backup path as that of
path protection approach. Instead of computing a single backup path between the
source and destination, this computes backup paths from every node in the working
path to the destination.

Sgambelluri et al. [6] used this scheme in protection approach. This achieves lesser
fail over time than path protection scheme, as here every switch in the working path can
directly divert the traffic through the back up path. But this increases the number of
flow entries in the flow table.

Fonseca et al. [9] proposed a backup control mechanism which involves a backup
controller in an OpenFlow based network. This avoids the problem of having a single
point of failure. Various algorithms have been developed and studied for dividing the
given path into a set of segments.
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Xu et al. [10] proposed a scheme called PROMISE, which divide an active path
into several possible overlapping active segments and protect each of them with a
detour called backup segment. In the worst case this algorithm takes exponential time
to compute the backup paths.

Todimala and Ramamurthy [11] presented a dynamic partitioning sub path pro-
tection routing technique. Here primary path is partitioned into sub paths and then
backup paths for these sub paths are computed dynamically. Tewari and Ramamurthy
[12] based on uniform fixed-length segment protection method. Primary path is divided
into fixed-length segments with the exception of the last segment.

Table 1 summarizes the major approaches and their drawbacks. Earlier works in
OpenFlow deal with the problem of path failure reactively. Once the OpenFlow switch
identifies the path failure it informs the OpenFlow controller and the OpenFlow con-
troller identifies the alternate or backup paths and inform the OpenFlow switch. In this
reactive approach, packet loss is inevitable. Recent work in this area attempts a
proactive approach. In the proposed scheme, a proactive approach using segment
protection is attempted to achieve moderate switch over time, bandwidth efficiency and
moderate number of flow entries

Table 1. Comparison of various recovery approaches

Approach Concept Drawback
Restoration |« Switch notifies the controller about | Controller is overloaded by recovery
the change requests
« Controller identifies disrupted flows,
computes backup path and updates
flow tables
* Recovery time is around 200 ms
Data plane ¢ On failure, switches that send Controller is overloaded by recovery
mechanism traffic through disrupted links are requests
notified
* Recovery performed by controller
Path « Controller precomputes backup * Switchover time in path protection
protection paths is more compared to link and
« Installs it in switches using fast fail segment protection
over groups » Bandwidth efficiency is more
* Recovery around 50 ms
Link * Controller precomputes backup * No of flow entries in the switch are
protection paths using link protection more
« Installs it in switches » Bandwidth efficiency is less
* Recovery around 20-50 ms

3 System Architecture

The system architecture is represented in Fig. 3 and it gives the details of the proposed
scheme in a diagrammatic way. The system can be classified into two sections such as
Controller part and the Switch part which is discussed later and the system works as
follows.
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| Working path computation |

| Backup path using segment protection |

| Path Establishment of BFD Packets |

| Deletion of Old Backup Flow Entries |

Controller

OpenFlow Protocol I

| Link Failure Detection using BFD |

| ILoad Balancing using Backup Path |

Switch

Fig. 3. Modified OpenFlow scheme

Step 1:  The controller computes the working path for the packet in message.

Step 2:  Then it divides the working path into a set of working segments of fixed
length and finds the backup segment for each. Working and backup segment
entries are installed in the switch.

Step 3: It also enables the segment start and end switches to send BFD packets
periodically. These packets are routed through the working segment.

Step 4:  When a link fails, the end switches of that segment identify the failure using
BFD protocol and reroute the packets through the backup segment.

Step 5:  When the working path expires, the backup path entries are also deleted by
the controller.

Step 6: Backup segments are also used to distribute the traffic when there is no
failure.

3.1 Controller Part

Working Path Computation: When a packet is redirected to the controller, shortest path
is calculated between the source and destination with the help of link discovery.
Controller constructs a graph structure G by identifying the links and nodes from the
discovery module. Then it finds the shortest path between the source and destination in
the graph structure using bidirectional Breadth First Search (BFS).

Backup Path Computation Using Segment Protection: When a new flow arrives,
backup path is calculated by the controller. This involves two steps. They are

e Identification of Segments
o [Installation of Backup Flow entries

Identification of Segments: The backup path is calculated using segment protection
method. In this scheme, working path is divided into number of working segments. For
each of the working segment, the backup segment has to be found. For this a new graph
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Gp is constructed from the original graph G by removing the edges of working path
from G. The minimum number of hops (min_hop) of a working segment is decided
according to the size of the network. Now initial working segment (Swi) is formed by
taking the first min_ hop + 1 nodes from the working path. If a backup path (Sbi) exists
for this working segment. Working segment and backup segment are added into the list
of working (Sw) and backup segments (Sb) respectively. Then the next working
segment is formed by starting from last node of previous working segment and adding
next min_hop nodes from the working path. If the number of left over nodes in the
working path is lesser than min_hop then these remaining nodes form the last segment.
This process is repeated till we cover all the nodes of working path. If the backup path
doesn’t exist for a segment then one more node is added to the working segment and
the process of identifying backup segment is repeated.

Installation of Backup Flow Entries: After identifying working and backup segments,
the in port and out port for each of the node in the working and backup segments are
identified. The first and last element of the working segment and the corresponding
backup segment will be same. These are the nodes which divert the traffic through
alternate path during failure. Hence group table entries have to be added with two
buckets for these nodes. First bucket will be associated with the port to be used for
working path. Second bucket will be associated with the port to be used for backup path.
The Fast fail over group type is used which sends the traffic through first active bucket.
For intermediate nodes in working and backup segments separate flow entries are
installed with different priority value. Backup segment entries priority will be lesser than
the priority of working segment entries. Figure 4 describes the segment identification.

Constructa graph G, from G 1
by removing edges of W,

W, G, i=

Can not create
segments

Yes

Sw. Sh
Some part doesn’t
proteted

Length of W, <
min_hop + 1

Create next segment by

No Sy G, adding minhop or left
A4 W, >
[ Move first min_hop + 1 nodes }\ over nodes
into S/
Add next node of n ‘0 l‘

Find the path S;! b/w first and
last node of S} in G,

. i X
W, into S! | {

nodes left

[ Move S;! Syiinto Sy, Sy }
in W,

Increment i
sty s

Fig. 4. Flow diagram of segment identification
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Path Establishment for BFD Packets: This module is incorporated at the OpenFlow
Controller. After identifying the working and backup segments, the controller enables
segment start and end switches to send BFD packets periodically to identify any link
failures in that segment. It also installs flow entries for BFD packets in such a way that
the switches can route these packets through the corresponding working segments.

Deletion of Old Backup Flow Entries: While installing the flow entries, backup flow
entries are added as permanent entries and the working path entries are installed with
‘Flow Removed’ flag. Hence when the working flows are deleted the switches send
‘FlowRemoved’ message to the controller. At that time the controller retrieves the
source, destination and the switch from which the message is sent. If it receives the
‘Flow Removed’ message from source or destination of any protected flow then it
sends ‘FlowMod’ messages to the switches to delete the backup flow entries for that
source and destination.

3.2 Switch Part

Link Failure Detection using BFD: OpenFlow switch has to detect the failure using
BFD packets. These packets are sent periodically between the first and last nodes of
working segments. Hence when a link fails these packets won’t be received by the first
node of the working segments. If the time limit exceeds, then the start node assumes
that the failure of a link has occurred and updates the aliveness of the corresponding
port. After that the packets are sent through the next alive port (bucket). Link failure
detection is shown in Fig. 5.

l Flow with Group table

entry

[ Get the next action J
bucket [ Get the current action bucket ]

|
Update the state of the No
port used by the
source as dead

heck whether
BFD session is
active
J Yes
Update the state of the bucket
used by the source as active
[

|
v Active bucket

Fig. 5. Flow diagram for link failure detection

Load Balancing using Backup Path: Backup path is utilized to distribute traffic when
there is no failure. Distribution of traffic through working and backup path is done in a
round robin fashion. This is achieved using ‘select’ group type of group tables. When
both action buckets of the group are active the flow of packets are directed through one
of them in a round robin fashion. During failure of working path link, the flow is routed
through another active bucket which follows the backup path. This improves the
bandwidth utilization in normal condition.
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4 Results and Discussions

Two servers have been used for emulation. One server is run as a virtual machine using
virtual box. Mininet is used here to create a realistic virtual network, running real
kernel, switch and application code, on a single machine in seconds, with a single
command. Ryu is a framework to write OpenFlow Controllers.

4.1 Controller Part

Working Path Computation: In the OpenFlow controller a handler for packet_in
message is added. In this handler function, NetworkX modules are used to identify the
shortest path. This path computation uses bidirectional forwarding detection algorithm.
Figure 7 shows the working path computed by the controller for the ping request
between hl and h2.

Backup Path Computation Using Segment Protection.

Identification of Segments: Once the working path is computed, the controller has to
split the working path into a set of segments except the last one. Then it finds the
backup segment for each of the working segments. If some of the segments doesn’t
have backup segment then that part alone is left as unprotected. The working and
backup segments for the working path (S12-S11-S10-S9-S8-S7-S6-S5-S4-S3) of
hl and h2 is shown in Fig. 6.

» [12,

3131
backup segments

Fig. 6. Working path, working segments, backup segments and BFD sessions

Installation of Backup Flow entries: After identifying the working and backup
segments, the controller has to frame the flow entries for the same and send FlowMod
messages [14] to the corresponding switches to add those flow entries. First and last
switch of the segments will have group table entries as they have to reroute the traffic in
case of link failure.
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Path Establishment for BFD Packets: Once the working segments are identified, the
controller enables BFD sessions between the first and last switch of each segment. The
default destination Medium Access Control (MAC) address of the BFD packets gen-
erated by BFD sessions is ‘00:23:20:00:00:01°. Hence this function installs flow entries
with destination MAC as ‘00:23:20:00:00:01” in all other switches (middle) of the
working segments in order to route the BFD packets through the working segments.

Deletion of Old Backup Flow Entries: The controller installs the backup path entries
as permanent entries to avoid the expiration of these entries. Hence when the working
path expires due to expiration of idle timeout period, we have to delete the corre-
sponding backup path entries. For this a ‘Flow Removed’ message handler is added in
the controller. For deletion purpose the controller maintains a list of source and des-
tination hosts tuple between which protected path is installed already. After deleting the
backup path entries it updates this list by deleting the corresponding source and des-
tination tuple. Figure 7 shows the flow entries of S6 and S7 after the expiration of
working path between hl and h2.

PIOFPST_FLOW reply (OF1.3) (xid=0x2):
Bl cookie=0x0, duration=649.202s, table=0, n_packets=768, n_bytes=39168, priority=
3 65535,d1_dst=01:80:c2:00:00:0e,d1_type=0x88cc actions=CONTROLLER:65535

padma@padma-VirtualBox3:~$ |:|

Fig. 7. Flow entries of S6 and S7 switches after the expiration of working path

4.2 Switch Part

Link Failure Detection Using BFD: Whenever a link in the working path fails, the
BFD session status of that corresponding session will go down. This status is used to
update the action bucket aliveness of the group entries. If the first action bucket is not
alive then the packets will be forwarded through next alive action bucket. Figure 8
shows the BFD session state change of the BFD session between S6 and S9 during the
failure of S7-S8 link.

Load Balancing Using Backup Path: To utilize the bandwidth allocated to the
backup paths efficiently, the functions are modified to install the group entries and
select the active action buckets in round robin fashion. This enables the switches to
route the alternate flows through working and backup segments respectively. The
request of the ping uses routed through one action bucket (s3-eth3 port). The reply of
the ping is routed through another action bucket (s3-eth2 port).
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v .| s i o
Source Destination Protocol Length Info
0 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Up, Flags:
9 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Up, Flags:
4 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Up, Flags:
hda 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Up, Flags:
0 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Down, Flag
5 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
1 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
1 169.254.1.0 169.254.1.1 BFD Cont Control Detection Time Expired, State: Down, Flag
4 169.254.1.0 169.254.1.1 BFD Cont Control Detection Time Expired, State: Down, Flag
P4 169.254.1.0 169.254.1.1 BFD Cont Control Detection Time Expired, State: Down, Flag
o 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
p77 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
10 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
HO8  169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
130 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
P11 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
71 169.254.1.0 169.254.1.1 BFD Cont : Control Detection Time Expired, State: Down, Flag
74 169.254.1.0 169.254.1.1 BFD Cont 66 Diag: Control Detection Time Expired, State: Down, Flag

Fig. 8. State change of the BFD session during link failure

5 Performance Evaluation

The performance of the system is evaluated using the following metrics [16].

1. Number of packets lost
2. Switch over time
3. Number of flow entries

Number of Packets Lost: To find the number of packets lost, ping request is given
between the two hosts of the emulated network with a count option. The flow of the
ping request is observed before and after failure using Wireshark. The ping statistics of
the flow displays the number of packets transmitted and the number of packets
received. Using these values we can find the number of packets lost during the
transmission. This ping test is performed several times by specifying different values
for ping intervals and the observations are recorded. The results are plotted in a graph
as shown in Fig. 9.
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Fig. 9. Ping interval (milliseconds) vs packet loss
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From the graph we can observe that the number of packets lost becomes zero after
400 ms. The reason behind this is, our system generates BFD packets at 100 ms
intervals and the BFD status is updated only after 3 continuous loss of reply. Hence the
system needs at least 300 ms to identify the failure and reroute the traffic. The packets
generated within this interval will be lost. If we take the ping interval of 80 ms, then the
packets generated within 300 ms is 3 (= 300/8). But the link failure may occur in
between two successive generations of packets. It may result in one more or less packet
loss. Hence the number of packets lost for this interval can have a value from 2 to 4.
The observed value recorded in the graph is 3.

Switch Over Time: Switch over time is the time required by the switch to identify the
link failure and reroute the traffic through the backup path. Our system with BFD
interval of 100 ms requires at least 300 ms to identify the link failure. There are
systems which support up to 50 ms for BFD transmission interval [15]. In that case we
can reduce the switch over time to 150 ms.

Networks of real world will have delays. Hence a delay of 100 ms is set for the links
created in Mininet and the ping test is performed. Theoretically the switch over time
can be computed using the Egs. (1) and (2). The value of Multiplier (M) will vary from
0 to 3 according to the position of the failed link in the segment. If the failed link is the
3" hop of 4 hop segment, then all the three BFD packets which will be lost would have
been generated already. Hence the value of M in the Eq. (1) will become 0. If the failed
link is the first hop of the segment, then the value of M in the Eq. (1) will become 3.
For the segment size of 3 and BFD interval of 100 ms this will give the value as 600 to
900 which can be considered as minimum and maximum value of estimated switch
over time. To get the value of switch over time from the observations, we have to find
the minimum ping interval at which the number of packets lost becomes zero. For
various segment sizes, we found the value of switch over time and plotted the results in
a graph as shown in Fig. 10. For segment size 3, in the emulated topology, the link S4—
S5 is failed and the switch over time is found. These values fall in the range of
minimum (M = 0) and maximum (M = 3) value of estimated switch over time.

Switch over time = M * BFD_min_tx + Seg_RTT (1)
Seg_RTT = 2 * No_of_hops * Link_delay (2)

where

M - Multiplier

BFD_min_tx — Transmission Interval for BFD Packets
Seg RTT — Round trip time of the segment
No_of_hops — Number of hops in the segment
Link_delay — Delay of the links in the network

Comparison with Path and Link Protection Systems: To compare the segment
protection with other schemes, the ping test is performed with various ping intervals on
path, segment and link protection systems where the link delay of emulated network is
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Fig. 10. Switch over time for various segment size

set as 100 ms. As there were some slight variations in the number of packet lost for the
same set of inputs, the highest value among them is used to plot the graph which is
shown in Fig. 11. This variation is due to the time difference between the last ping
request sent and the failure of the link. From the graph it is very clear that the number
of packets lost in segment protection is lesser than that of path protection system. The
Fig. 12 shows the number of flow entries needed to install a single protected flow
between two hosts. Here the size of the segment is taken as 3.

40
35 4\
\
30 \
25 \
Number of \
packets lost . ~——path
15 \ N —segment
10 ~— = ik
5 \ ~— . in
0

P S S PSS S
N7 AST AT RS ET A S S

Ping Interval(ms)

Fig. 11. Comparisons of path, link and segment protection based on number of packets lost
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Fig. 12. Comparisons of path, link and segment protection based on number of flow entries
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Further the bandwidth efficiency is very low in link protection as we have to
allocate bandwidth for all backup paths. Moreover, all networks won’t have a backup
path from every node of working path to the destination. Hence segment protection is
the better option among the three as it provides moderate switch over time with
moderate bandwidth efficiency. So the segment protection is the better option among
the three.

6 Conclusion

Segment protection scheme is implemented using fast fail over group type of openFlow
in openFlow networks. The switches identify the link failure of a segment using BFD
protocol and reroute the traffic using next available action buckets. once the failure is
rectified, the switches are reverted back to the working path. Here the achieved
recovery time is determined only by the segment failure detection time. This depends
on the segment size which has to be selected according to the network and working
path size. This gives better result than path protection system. Though the link pro-
tection gives lesser switch over time, the number of backup flow entries is more in that
which leads to poor bandwidth efficiency. Hence segment protection gives moderate
switch over time with moderate bandwidth efficiency. In future, we try to improve the
bandwidth efficiency by calculating the available bandwidth of working and backup
segments periodically and assigning weights to them accordingly. We can perform
dynamic load balancing by splitting the traffic through working and backup paths
according to their weights. The system can be enhanced to handle node failures.
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Abstract. The paper formulates the cluster based (Hybrid Energy Efficient
Distribution) HEED routing strategy for cognitive radio sensor networks
(CRSN) using the principles of spectrum sensing. The theory of spectrum
sensing enables the secondary users to effectively use the vacant channels and
ensure a sense of protection for the primary users. Though heterogeneous
co-operative spectrum sensing periodically increases the throughput of the
network, still it necessitates measures for improving the other performance
indices. The focus relates to reducing the spectrum sensing duration with a view
of maximizing the time for data transmission. The attempts reiterate to extract an
efficient solution through hybrid sequential and parallel channel sensing
(CS) technique for routing the information. The efforts bring out the benefits in
terms of the parameters that include throughput, energy, packet loss, delay and
overhead through a comparative study with CS- LEACH and CS-AODYV routing
schemes. The results obtained in the NS2 platform allow it to claim a place for
the use of CS-HEED in real world applications.

Keywords: Routing * Cognitive radio sensor networks + CS-HEED
Spectrum scheduling - Hybrid sequential-parallel channel sensing

1 Introduction

The cognitive radio (CR) forms a technique for sensing the vacant bands and enabling
the use of the available bands to transmit data. It can operate in the licensed spectrum
band, where the CR refers to the secondary user (SU) and acquires access when not
used by the primary user (PU). The philosophy of dynamic access gathers interest to
foster the cognitive radio enabled devices engage the spectrum efficiently with the
available bands.

A cognitive radio sensor network (CRSN) constitutes a multichannel network
capable of transferring data between a source and a destination. It inherits two main
differences from a traditional wireless sensor network (WSN) in the sense that the
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number of available channels differ from time to time and the set of available channels
differ for each node in the CRSN. The nodes of a single network in the WSN usually
use the same set of the available channels.

While the challenges in WSN that include low energy and hardware limitation
increase the complexity of spectrum management, the CRSN does not consider the
energy and hardware limitations as constraints. Though the wireless sensor networks
(WSNs) offer a fault tolerant nature, serve to be flexible, and find wide spread use, it
experiences the constraints of link connectivity, limited bandwidth and processing
capability. Besides the theory of clustering allows an efficient way to design efficient
network architecture and facilitate effective routing schemes. It reduces the commu-
nication overhead, increases reliability and being a structured topology serves to
increase the system capacity and stability.

However when the channel experiences fading and shadowing, a cooperative
spectrum sensing approach gathers strength to augment the degraded performance. It
encompasses two successive stages, where in the sensing stage, every cognitive user
performs spectrum sensing individually and in the reporting stage it communicates the
local sensing observations to a common receiver and allows the latter to make a final
decision either on the absence or the presence of the primary user. It selects the most
favourable user (cluster head) with the largest reporting channel gain to collect the
sensing results from the other users in the same cluster and forward them to the
common receiver.

1.1 Related Works

The CR enabled WSN has been seen to reduce congestion, increase the throughput of
the network and offer a reliable performance [1, 2]. It has been operated with fixed
spectrum allocation characterized by resource constraints in terms of communication
and processing capabilities. The CR enabled sensor nodes have been endowed with the
potential ability to access the multiple alternative channels.

The clustered CRSNs have been formed with a number of clusters and periodically
transmit their sensed data to the sink through hierarchical routing [3]. The sensor nodes
have been equipped with sense and switch facility with the licensed channel by
dynamic channel access to reduce the energy consumption.

The sensing strategies have been related to the sensing order optimization and
acquiring the stopping time in sequential manner in the event of the channels being
sensed one after the other [4]. A time schedule has been assigned to each secondary
user for sensing each particular channel at a particular instant. A co-operative spectrum
sensing approach has been implemented to increase the efficiency of sensing and
reduce the sensing time [5] for allowing multiple SU’s sense the same channel at the
same time.

A cluster based cooperative spectrum sensing has been proposed in cognitive radio
systems for reducing the reporting errors by the fading channels. The decision fusion
and energy fusion schemes have been orchestrated to circumvent the drawbacks [6].

An online decision scheduling algorithm has been suggested to determine the
sensing period together with a sequential detection for spectrum sensing, suitable for
short term channel change [7].
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Two problems have been witnessed due to spectrum sensing and channel state
estimation and augur efforts for maximizing the secondary user (SU) throughput. It has
been solved by means of the secondary user (SU) reporting their sufficient statistics to a
fusion centre (FC) and enabling a level triggered sampling [8].

The primary user has been facilitated to transmit its information to the PU’s
receiver directly or assisted by the SU depending on maximization of the throughput of
the secondary user and primary user in each time slot [9]. A game based spectrum
allocation mechanism has been proposed for the different number of channels and the
dynamic bidding game based spectrum allocation strategy developed [10].

A co-operative sensing scheduling embedded in partially observable Markov
decision process has been analyzed as an efficient method of spectrum sensing for
decreasing the transmission time of the secondary user for exploiting the other channels
effectively [11]. An energy efficient spectrum sensing technique has been outlined for
reducing the sensing duration for each user [12].

In group based co-operative spectrum sensing, the secondary users have been
grouped such that different groups become responsible for performing different sensing
rounds. Three efficient adaptive assignment heuristics have been explained to perform
the assignment of users to the group and the assignment of groups to the sensing rounds
in a way that the throughput efficiency remains maximized [13].

A partially myopic access strategy has been articulated to prove that it allocates SU
traffic to idle spectral bands on an energy efficient framework [14]. The TDMA/round-
robin fashion has been used to ensure that the secondary station efficiently shares the
specific resources and exhibits perfect coordination. [15].

The cooperative spectrum sensing embedded with energy harvesting secondary
user has been showcased to reduce the sensing time and decrease the energy efficiency
with increased throughput [16]. A prioritized ordering heuristic has been developed to
order channels under the spectrum and a scheduling assignment included for achieving
optimal solution [17].

Two heuristic algorithms have been put forth for spectrum sensing and compared
with the optimal one-convex concept as applied in the design of an algorithm to solve
the heterogeneous scenario optimally [18]. An ant colony based energy efficient sensor
scheduling algorithm has been elucidated to provide the required sensing performance
and increase the overall secondary system throughput [19]. The CSMA-CA has been
laid to achieve fair and efficient throughputs in multi-hop networks by characterizing
the worst case bounds for CSMA-CA in one-hop neighbourhood topology [20].

Despite the continuous efforts, still the influence of a cluster of the routing scheme
and its subsequent benefits on the performance invites attention.

2 Problem Formulation

The emphasis orients to evolve a cluster based HEED methodology for routing the data
through a hybrid sequential and parallel multi channel strategy in a CRSN. The
exercise owes to evaluate its performance on a NS2 portal and establish its merits in
terms of indices through a comparative study with CS-HEED, CS-LEACH and
CS-AODV methods.
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2.1 System Model

The procedure involves a clustered CRSN with a primary user and three secondary TXs
and three secondary RXs. It operates on the assumption that the PU’s activity in the
channel remains independent which allows it to transmit information in the time-slotted
fashion with slot duration equal to T. The Figs. 1 and 2 show the network and system
model with one primary trans-receiver and three secondary trans-receivers respectively.

Fixed CR sensor node Cluster head Primary user Base Station

o )

—E—
Gateway Mobile CR sensor node License band

Fig. 1. System model for clustered cognitive radio sensor networks
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Fig. 2. System model with a primary user transmitter (Tx), three secondary transreceivers

The process augurs a sensing sequence that includes the time schedule and the
priority for the users to sense the channel. If the channel gain operating on secondary

transceiver pair be sy ; (here x = 1, 2, 3) and the channel gain operating from the PU
transmitter be py y.
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Then the secondary user transmission capacity on the m™ channel turns out to be as
in Eq. 1

Cyy = Bilog,(1+0,y) (1)

where B, refers to the bandwidth of the xh channel, 1 < x <3
The received SNR of the y™ SU on x™ channel can be expressed from Eq. 2 as

2
PySey
Oxy =

(2)

2
o

where p, is the transmission power for y™ secondary user

o2 is the noise power on x™ channel

If 0., follows to be the same for all the SUs, then the SNR can be related as in
Eq. 3

3)

where 7, governs the transmission power of the primary user at channel x.

The collective decisions arrive from several individual sensing results and therefore
a node which engages to send packet to another node, transmits a series of short
preamble messages on the common channel control (CCC) that contains the destination
ID and location of transmitter node. The data transmission includes the acknowl-
edgement (ack), negative acknowledgement (nack) and end of data which begins on the
selected channel. The sensing time however can be reduced based on the requirements
of the individual users. In time slotted fashion since the status of channel does not
change during each time slot, thus by reducing the sensing time, the throughput of the
network can be increased.

The collective decisions in co-operative spectrum sensing, however depends on the
several individual sensing results. The sensing time can be reduced based on require-
ments of individual users and in time slotted fashion since the status of channel does not
change during each time slot, thus by reducing the sensing time, the throughput of the
network can be increased.

If the PUs, whose pilot signals remain detected by the secondary receiver and 3 be
the minimum sensing time(MST), required to satisfy the given detection quality under
additive white Gaussian noise (AWGN) channel by the optimal detector, then the
matched filter becomes equal to as observed from Eq. 4

(O 1(P) — 07 '(Py))°
f;

MST, p = 4)

where ¥ is the detected SNR
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[ is the receiver sampling frequency
P, is the Probability of detection
Py is the Probability of false alarm

The sensing results provided by the different users can be combined to evolve a
decision based on AND and OR fusion rules where they pave the way for deciding k
out of N.

If the N users continue to be heterogeneous, then the cumulative probability
detection can be written as in Eq. 5

Qs =1—-(1—-Py)" [i.e. OR fusion rule] (5)
The cumulative Probability of false alarm may be given by Eq. 6
Q; = 1—(1—P;)" [i.c. OR fusion rule] (6)

The Eqgs. 7 and 8 explain the cumulative probability detection and that of the false
alarm respectively

= (Pd)N [i.e. AND fusion rule] (7)

Or = (Pf)N [i.e. AND fusion rule] (8)

3 Proposed Methodology

The scheme evolves a hybrid sequential-parallel strategy shown in Fig. 3, where the
channels divide into several subsets and within each subset, a subset of users adopt the
sequential cooperative sensing while the different channel subsets orient to sense in
parallel. It necessitates finding the channel subsets, the assignment of users to each
subset and the sequential sensing order with each subset.

Channel 1 (1,2,3) 1
Channel 2 ‘ (1,2,3)
Channel 3 (3)

Fig. 3. Sequential-parallel channel sensing strategy, channel (1&2) sensing sequentially and
channel (3) sensing in parallel
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It echoes to define a function Rg (CS,, V) as the maximum expected throughput
obtained from the sequential co-operative sensing by V users with the channel subset
CS,. The secondary network controller decides the spectrum opportunities for trans-
mission at the beginning of each time slot. The exercise involves the use of greedy
heuristic algorithm to maximize the throughput

The greedy approach starts with the knowledge of the channel subset and the
number of users assigned to the subset and the algorithm follows the steps in Fig. 4 for
the remaining users and channels.

‘ INTIALIZATION
T
—
SEARCH FOR NUMBER OF

CHANNEL SUBSETS IN A
NETWORK

ASSIGN THE CHANNELS TO THE
USERS
v
DELETE THE CHANNEL
ALLOCATION LIST FOR
ADJACENT NODE CHANNEL LIST

DID NODES
EXIST WITH NO
CHANNELS
ALLOCATED?

NO

IS THE CHANNEL
ALLOCATION
LIST OF THESE
NODES EMPTY?

PERFORM CHANNEL
ALLOCATION FOR THE
NODES IN THE NETWORK

Fig. 4. Flowchart for Greedy heuristic approach

The flowchart in Fig. 5 explains the various steps involved in creating the cluster
based CS-HEED and enabling the transfer of data.
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4 Simulation Results

DEPLOY COGNITIVE RADIO
ENABLED HETEROGENEOUS
SENSOR NODES IN A
NETWORK

IMPLEMENT SPECTRUM
SENSING TECHNIQUE
(CO-OPERATIVE SPECTRUM
SENSING)

!

USE HYBRID SEQUENTIAL-
PARALLEL SENSING STRATEGY

USE GREEDY HEURISTIC
ALGORITHM FOR DECIDING
CHANNELS FOR EACH USERS

!

CALCULATE THE THROUGHPUT
,ENERGY,
DELAY,OVERHEAD,PACKET
LOSS,PDR OF THE NETWORK
BETWEEN t=0 and t=200 ms FOR
HEED,LEACH AND AODV

:

COMPARE THOSE PARAMETERS
RESULTS FOR THESE 3
PROTOCOLS

Fig. 5. Flowchart for proposed approach

The Figs. 6 and 7 below show the network model using NS2 simulator and routing of
data in the network respectively. It evaluates the performance with the parameters for
the chosen network configured as in Table 1. The methodology investigates the routing
of data using CS-HEED, CS-LEACH and CS-AODYV protocol. The Table 1 displays
the simulation parameters used for modelling the network.
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Fig. 6. Network model
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Fig. 7. Routing of data using NS2

Table 1. Simulation parameters

Simulation parameters

Value

Network size
Number of sensor nodes

1000 x 1000 m
250

Communication range
Initial energy of sink
Packet size
Transmission power

250 m

100 J

1000 to 5000
0.8 W

Reception power
Simulation time

0.6 W
200 s

It assumes the beginning of time slot as t = 0 (i.e. reference point) and the elapsed

time when it completes the sensing process for channel as T;

O The throughput T from

all channel spectrum opportunities can be determined from Eq. 9

(T

~ 1) il - Vi)

maxy E{R(A)} = Z?il

K ©)

where (T — T§i>)CSi(l —V;) is the expected throughput

R the expected normalized throughput T

T the elapsed time for a channel which remain sunsensed (no throughput gain)

E{.} the expectation operation
A the sensing strategy

Tgi)(.) be a function of A
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The energy efficiency metric may be defined as the ratio of actual energy spent in
transmitting one packet over the total energy spent to transmit or receive a packet as in
Eq. 10.

Energypi(ns(L, CH)P)
EnergyPkt + EContro]

R(L,CH) = (10)

where

Econwol relates to the energy incurred in transmitting control information and
monotonically increases as a function of the packet size

ns (L, CH) the steady state probability of node being in transmission state

P the probability of successful transmission

Energy py the energy consumed in transmitting successful packet

The packet transmission delay can be expressed as in Eq. 11

Delay = The time taken to wait in the queue when the node is asleep
+ The time spent in community control information

+ The time taken to send the data over data channel.

Delay = Tw +Tcr+ Ty (11)
The control overhead for the network may be determined from Eq. 12.

COH = lack + lnack + lendd (12)
where

C,y refers to the control over head
Luck the length of acknowledgement
lonaa the length of end of data.

The packet delivery ratio (PDR) can be expressed as in Eq. 13

Number of Packets successfully transmitted
PDR% = 100 13
(K Total Number of Packets . (13)

The Figs. 8, 9, 10, 11, 12 and 13 bring out the improved performance when the
network operates with the hybrid sequential-parallel channel sensing te