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Preface

On behalf of the Program Committee, it is my pleasure to present the proceedings
of the International Conference on Intelligent Information Technologies (ICIIT 2017)
held during December 20–22, 2017, at the College of Engineering Guindy, Anna
University Chennai, India. ICIIT 2017 acted as a forum for researchers, scientists,
academics, and industrialists to present their latest research results and research per-
spectives on the conference theme, “Internet of Things.”

We received 157 submissions from all over the world. After a rigorous peer-review
process involving 351 reviews in total, 26 full-length articles were accepted for oral
presentation and for inclusion in the CCIS proceedings. This corresponds to an
acceptance rate of 23% and is intended for maintaining the high standards of the
conference proceedings. The papers included in this CCIS volume cover a wide range
of topics in IoT enabling technologies, IoT security, social IoT, Web of Things, and
IoT services and applications.

The pre-conference tutorials on December 19, 2017, covered the thrust areas of IoT.
The technical program started on December 20, 2017, and continued for next two days.
Non-overlapping oral and poster sessions ensured that all attendees had opportunities to
interact personally with presenters. The conference featured the following distinguished
keynote speakers: Prof. Timothy A. Gonsalves of IIT Mandi, India, Prof. Roch H.
Glitho of Concordia University, Canada, Prof. Selwyn Piramuthu of the University of
Florida, USA, Dr. Balachandar Santhanam of IoT Group, Intel India, and Dr. Prateek
Jain of Microsoft Research, India.

I take this opportunity to thank the authors of all submitted papers for their hard
work, adherence to the deadlines, and patience with the review process. The quality of
a refereed volume depends mainly on the expertise and dedication of the reviewers.
I am thankful to the reviewers for their timely effort and help rendered to make this
conference successful. I thank Prof. Marimuthu Palaniswami, Australia, Prof. Vijayan
Sugumaran, USA, and Prof. Guru Prasadh Venkataramani, USA, for providing valu-
able guidelines and inspiration to overcome various difficulties in the process of
organizing this conference as general chairs. I would like to thank Prof. Saswati
Mukherjee, Prof. Kannan A., and Prof. Swamynathan S. for their endless effort in all
aspects as conference convener and conference chairs. I would like to thank Prof.
Ranjani Parathasarthi, Prof. Uma G. V., Prof. Sridhar S., Prof. Geetha Ramani R., and
the Program Committee members for their invaluable suggestions. I would also like to
thank the PhD symposium chairs, poster/demo chairs, tutorial chairs, finance chair,
registration chairs, publicity chairs, sponsorship chairs, liaison chairs, and Web chairs
for their big support and contributions. For the publishing process at Springer, I would
like to thank Leonie Kunz, Yeshmeena Bisht, Suvira Srivastav, and Nidhi Chandhoke
for their constant help and cooperation.

My sincere and heartfelt thanks to Prof. Geetha T. V., Convener Committee
member, Anna University, and Prof. Ganesan S., Registrar Anna University, for their



support of ICIIT 2017 and providing the infrastructure at CEG to organize the con-
ference. I am indebted to the faculty, staff, and students of the Department of Infor-
mation Science and Technology for their tireless efforts that made ICIIT 2017 at CEG
possible. I would also like to thank the participants of this conference, who considered
the conference above all hardships. In addition, I would like to express my appreciation
and thanks to all the people whose efforts made this conference a grand success.

December 2017 Karthik Sankaranarayanan
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Comparative Study of Simulation Tools
and Challenging Issues in Cloud Computing

S. R. Shishira1(B), A. Kandasamy1, and K. Chandrasekaran2

1 Department of MACS, NITK, Surathkal, India
shishirasr@gmail.com, kandy@nitk.ac.in

2 Department of CSE, NITK, Surathkal, India
kchnitk@ieee.org

Abstract. Resource Scheduling lays a key role in large-scale cloud appli-
cations. It is difficult for the developers to do an extensive research on
all the issues in real time as it requires infrastructure which is beyond
the control, also network condition cannot be predicted. Hence simu-
lations are used which imitates the real time environment. There are
various simulators developed for the research as it is difficult to main-
tain the infrastructure on premise. Thus to understand the tools in deep,
we focused on five open source tools such as Cloudsim, CloudAnalyst,
iCancloud, Greencloud and CloudSched. The above mentioned tools are
compared based on the respective architecture, the process of simulation,
structural elements and performance parameters. In the paper, we have
also discussed some of the challenging issues among the tools for further
research.

Keywords: Data centres · Cloud simulator tools · Cloud computing
Resource scheduling

1 Introduction

Cloud computing is a emerging platform which helps in retrieving the services
from the remote server. It emerged based on the advancements of grid computing
[1]. The benefits of cloud computing includes the services such as storage, net-
work facility, and an efficient use of resources and balance the particular load on
various datacenteres [2]. Few examples include GoogleApp Engine, IBM cloud,
Amazon EC2, Azure. Cloud computing helps in sharing of resources, network
and storage for users as pay as u go model.

Cloud computing is composed on many nodes formed by CPU, network,
bandwidth etc. Due to virtualisation, today cloud computing is an emerging
field. One important technology is resource scheduling. When the demands are
requested from the user, it has to be scheduled in an efficient manner based on
the resources existed [5]. Efficient resource utilization is also majorly concerned.
There is no available infrastructure to do the same as there are difficulties in

c© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 3–11, 2018.
https://doi.org/10.1007/978-981-10-7635-0_1
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maintaining and also with the cost. Hence there are publicly available tools
provided by Buyya and Murshed [3,4] for the researchers to proceed the work.

In this paper we have discussed five important tools which are openly avail-
able such as Cloudsim, CloudAnalyst, iCancloud, Greencloud and CloudSched.
We have compared them based on the different criteria’s. This paper is organized
as follows: Sect. 2 gives the related work; Sects. 3 and 4 gives the details on the
comparison based on different elements considered.

2 Related Work

This paper mainly focus on open-source simulators on cloud. This section briefs
on the related work on the different simulators developed for cloud computing.

Gangsim tool is introduced by Howell and McNab [6] for grid computing.
Gridsim toolkit is developed for modelling and simulation for grid computing
by Buyya et al. [7]. Calheiros et al. Compared different scheduling algorithms at
the application level on the proposed tool [8]. Sakellari and Loukas [9] provided
a survey on various mathematical model approaches which is helpful for the
researchers for further simulations and implementation of the particular mod-
elling techniques. Youse et al. [10] designed a simulation-based cloud resource
management model which focuses on dynamic service composition. Huu et al.
[11] proposed a scheme constituting a model and an experimentation for energy
data centres. In paper [12] Guérout et al. provided a survey on energy aware sim-
ulators and techniques with the help of Dynamic Voltage and Frequency Scaling.
CloudSched tool has been developed by Tian et al. [15] which is cloud simulation
tool for virtual machines in cloud data centres.

Based on the given configurations, CloudAnalyst gives the best scheduling
results among the consumer groups. CloudAnalyst is an extension of cloudsim
which has a improved GUI feature in it. Both Cloudsim and CloudAnalyst are
implemented on Gridsim and SimJava which considers the cloud centre as a huge
pool of resources with variety of workloads. GreenCloud has been developed by
Zheng et al. [13] at a package level for energy-aware in the cloud data centres.
Tian et al. [14] developed a tool called iCanCloud that is favoured for the cloud
infrastructure which is been implemented in C++, and the proposed tool was
compared with the Cloudsim for its performance.

3 Comparison of Cloud Simulator Tools

Cloud tools are divided into different categories based to their features. We have
considered five open source simulation tools namely Cloudsim, iCancloud, Green-
cloud, CloudAnalyst, CloudSched. In this paper, we have studied the architec-
ture, elements, process of simulation and performance metrics of the simulators.

3.1 Platform

Cloudsim, CloudSched, and CloudAnalyst are implemented in java, thus they
can be executed on any machine. Green cloud is implemented in NS2 simulator
and iCancloud in OMNET (Table 1).
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Table 1. Comparison guideline for simulators

Items Cloudsim CloudAnalyst iCancloud Greencloud CloudSched

Platform Any Any OMNET NS2 Any

Program language Java Java C++ C++/OTCL Java

Availability Open source Open source Open source Open source Open source

Graphics No Yes (limited) No No No

Parallel experiment No No Yes No No

Energy consumption Yes No No Yes Yes

Simulation time Seconds Seconds Seconds Tens of minutes Seconds

Memory space Small Small Medium Large Small

3.2 Programming Language

The Programming languages are meant to their respective platforms. Cloudsim
and CloudSched are implemented in Java, whereas tools such as Greencloud is
the combination of C++ and OTcl, and iCancloud is implemented in C++.

3.3 Availability and Graphical Support

All the simulators discussed in this paper are freely available for the users. Except
CloudAnalyst all other tools do not support GUIs. However, there is no full
support provided in the CloudAnalyst. Hence it is mentioned as limited during
the comparison.

3.4 Parallel Experiments

It includes the combination of different machines working simultaneously to pro-
cess the task. iCanCloud is one such tool which help in parallel experiments, and
other simulator do not support this feature.

3.5 Energy Consumption Model

Energy consumption model is used to compare different scheduling strategies
which is helpful and efficient. Except iCancloud and CloudAnalyst other simu-
lators support energy consumption model.

3.6 Migration Algorithms

Migration algorithms are helpful when there is a load in on premise datacentre
and needs to be offloaded to the public or private centres for saving the total
energy consumption or to improve the utilization of resources. CloudSim, Cloud-
Sched and CloudAnalyst algorithms which are helpful in migration while others
do not.
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4 Comparison on Different Elements

4.1 Comparison 1: Architecture

Figure 1 shows the layered architecture of Cloudsim. At the fundamental layer,
management of application, virtual machines, and hosts are provided. User code
represents the entities, generates customer requests and implements applica-
tions. Basically in Greencloud, architecture is composed of different layers such
as Access layers, where servers are placed, aggregation & cores which includes
workloads. In iCancloud, the bottom layer consists of hardware layer which mod-
els the hardware part of the system. At the upper layer, there is a cloud hyper-
visor which manages all the jobs. In CloudSched the top layer constitutes of
interface which allows user to select the resources and scheduling process is done
in the lower layer. Once the generation of user request is done, it is forwarded
to the next layer (Figs. 2, 3, 4 and 5).

Fig. 1. Architecture of Cloudsim

4.2 Comparison 2: Simulator Elements

We discuss main building blocks of each simulator here.

1. Cloud datacenters modeling: CloudAnalyst and Cloudsim, the services ren-
dered by the infrastructure level are simulated and it is carried out by mod-
eling the data centers and each entity involved is a host or data centre. In
Greencloud, server, links, workloads, are the basic elements. Here, server is
used for task execution and workload for generation of user requests. In Cloud-
Sched, the data centre is composed of hosts for managing activities of virtual
machines. In iCancloud, data centre represents certain set of virtual machines
responsible for allocating and servicing jobs.
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Fig. 2. Architecture of green cloud

Fig. 3. Architecture of iCancloud

Fig. 4. Architecture of CloudSched
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Fig. 5. Architecture of CloudAnalyst

2. Customer requirements: Cloudsim and cloud analyst models the requirement
by adopting virtual machines by extending the object for implementing the
services. iCancloud use virtual machines as the building block for creating
the system. This model will be used for configuring the jobs. CloudSched
randomly generates various types of virtual machines and allocates it on the
basis of certain scheduling algorithms. Greencloud uses workloads arrival pat-
tern to model the requirement. This helps user to adopt various choices for
traffic load, network conditions etc. It generates the request in a log file. Over-
all in order to satisfy the ease of customer requirements, these tools provide
interface as well as defined configurations.

4.3 Comparison 3: Simulation Procedure

We have devided the simulation process into four different categories.

1. Request generation
2. Datacentre Initiation
3. Allocation
4. Collection of output results

Simulators which we have discussed in this paper adopts all the four parts.

1. Generating requests: Generation of customer requests varies according to the
simulator. Cloudsim, CloudSched, CloudAnalyst generates the requests as
virtual machines instances and puts into waiting queue. Greencloud produces
workloads and iCancloud uses jobs which is then added to a waiting queue
which is to be executed.

2. Data centre initiation: Datacentre provides resources. All the five simulators
discussed are similar in initializing the data centre and offer resources such
as memory, storage etc.

3. Defining allocation: It describes scheduling which includes where and how the
request is allocated and processed. Cloudsim, CloudAnalyst, iCancloud imple-
ment First Come First Serve allocation policy. Cloudsched adopts load bal-
ancing policies, whereas Greencloud implements Dynamic voltage frequency
scaling to allocate the request.
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4. Output the result: Results are gathered for evaluation of the performance.
CloudAnalyst uses limited graphical user interface which enables user to setup
the experiment quickly.

4.4 Comparison 4: Performance Metrics

There are various different metrics for load balancing, energy efficient goals. Five
simulators which we have discussed here use different metrics. Table 2 summa-
rizes different metrics, objectives and the simulators which adopt these metrics.

Table 2. Comparison guideline based on metrics

Metrics Optimization objectives Simulator tools

Average resource utilization Maximize resource All five

Total number hosts needed Maximize resource All five

Average CPU utilization Load balancing All five

Make span Load balancing CloudSched

1. Resource utilization:
– Average Resource utilization: Resources such as CPU, memory, harddisk

can be computed and used.
– Total number of hosts used: It describes the utilization of a cloud data-

centre.
2. Metrics of load-balancing

– Utilization of a single CPU: The observed time at which the average load
is on a single CPU.

– Makespan: It is defined as the duration of the execution time on all the
hosts. In Cloudsched, it is defined as the maximum number of loads on
the hosts.

3. Metrics on energy efficiency
– Model: Energy consumption model depends on the disk storage, compu-

tation, processing and datacentre cooling system.

5 Conclusion

In this paper, we have compared five cloud open simulators such as Cloudsim,
CloudAnalyst, Greencloud, iCancloud and CloudSched. Comparison is done
based on different terms such as architecture, process, components and per-
formance metrics. Overall we can see that none of the tools are perfect in all
the aspects. Each tool is helpful in optimizing different objectives such as energy
efficiency, load balancing, resource utilization. None of the tool optimize all the
objectives.

We have listed few issues for cloud simulators which are as follows:
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1. Model all cloud layers: Currently there are no such tools which can model
all the cloud layers such as Infrastructure as a Service, Platform as a Service
and Software as a Service.

2. Support for federated data centres: Simulation tool should model the feder-
ated data centres.

3. Ease of tool: Simulation tool must allow users to use it easily with the GUIs
by accepting inputs from Text/Csv files and output to the same. Hence it is
useful for the researchers to repeat the experiments and get efficient results.

4. Consideration of priorities: Different types of policies can be created for giving
priorities for different virtual machines. Currently the tools which we have
discussed in the paper do not consider it yet. Hence more real scenarios can
be considered further.
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Abstract. In connecting the networks and people, the HTTP Protocol played a
greater role and it is the most widely used protocol for data transfer in variety of
applications. In IoT, we got to establish connections between “machines and
things”. Their communication requirements were different from current needs of
Internet and associated data communications. So, HTTP protocol looks quite
heavy for Internet of Things (IoT) applications, due to the overheads of
HTTP. Hence, we analysed the data consumption pattern of a light weight
protocol Message Queue Telemetry Transport (MQTT) supported by literature
study and practical validation using Orange-Pi controlled test bed. The test bed
comprises PIR Motion sensor coupled with WeMos microcontroller that sends
input to the Orange-Pi Gateway over MQTT Protocol. Along with the test
results, this paper summarizes the benefits of using MQTT Protocol, in IoT
Applications.

Keywords: IoT � Cloud systems � MQTT � HTTP � CoAP

1 Introduction

“We stand on the brink of a technological revolution that will fundamentally alter the
way we live, work, and relate to one another”, says World Economic Forum, referring
the fourth industrial revolution dominated by the recent technologies that include
Internet of Things, Artificial Intelligence, etc. [1]. The Internet of Things is poised to
dominate the internet technologies in upcoming years due to the enormous evolutions
of ‘things’ which is set to cross beyond 28 billion users with internet connectivity by
year 2020 [2], ranging from home appliances, connected cars, wearable’s, industrial
automation gears, etc. The installed base is poised to grow and exceed 212 billion
devices, including the connected devices of 30 billion growth in next 3 years, says the
industry analyst firm IDC. It predicts the growth of intelligent systems driven by data
collection, data analysis and decision making across both consumer and enterprise
applications [3]. Thus the data transfer across the components plays a vital role in the
success of IoT applications.

When it comes to the data transfer, HTTP hits the mind due to its successful data
transportation in the TCP/IP network over the years. Is the requirement of IoT appli-
cations same as the HTTP applications? No. Hence we made a study on the protocols to
identify the better suited protocol for the transport layer requirements of IoT

© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 12–22, 2018.
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applications. One of the upcoming demand of IoT applications is to cope-up with the
growth in the number of connections, growth in the number of devices, growth in the
data transfer needs, wherever they are and whenever they are without choking up. This
raises significance on the telemetry which allows things to get measured and monitored
from a distance. With the improvement in telemetry technology it becomes possible to
interconnect the monitoring and measuring devices from different locations.

Dependency on the smart devices and the ability to interact with other devices has
raised the quest of smartness of individuals, corporate and Government organizations in
every country. A woman shopping for groceries would like to get a view of what is
there and what not in her kitchen. A man flying to Chennai wants to know if the flights
going to that city are currently affected by weather or not. A doctor wants to know the
patient’s blood pressure ahead of his planned flight trip to abroad country so ensure his
stability. The information that helps to take wise decisions may come from one or other
forms of smart meters and equipments.

The challenge lies in the information transfer from the device to the person and to
the application in a timely and effective way with increasing demand. The challenge
goes to next stage based on the geographic distribution storage and computing power
that shoots the cost as well which is a key factor for developing nations like India [4].
Fortunately, the advancement in the communication protocols and telemetry tech-
nologies makes it possible to receive and send the information over the internet reli-
ably, despite network disturbance cases, little processing power of the monitoring
devices, etc. using MQTT protocol [5].

This paper starts with an overview of MQTT protocol and its components and then
tries to discuss the discriminating factors of MQTT Vs HTTP using the literature study.
The main contribution of this paper is the MQTT protocol based application testbed
and validation that is supported by the test results, observations and inference on the
data consumption patterns.

2 MQTT Protocol

MQTT (Message Queue Telemetry Transport) Protocol is a light weight and an
extremely simple protocol [6]. The publish/subscribe architecture of MQTT is designed
with the characteristics of openness and easiness to implement, which can be scaled by
single server to support up to thousands of clients accessible from remote. These
characteristics of MQTT makes it ideal for usage in constrained environments where
there is high latency or low network bandwidth and devices from remote sites that
could have limited memory and processing capabilities [7].

The benefits of MQTT protocol includes the following:

(a) It delivers the data relevant to any intelligent and decision-making asset that can
utilize it.

(b) It extends the connectivity range exceeding enterprise boundaries to reach to
smart devices.

(c) It provides the optimized connectivity options for remote devices and sensors.
(d) It enables enormous scalability of management and deployment to IoT solutions.
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2.1 MQTT Highlights

MQTT Protocol claims that, it minimizes the device resource requirements and net-
work bandwidth with attempts to deliver with reliability. This characteristic is the
validation goal that is explained in the later parts of this paper.

This approach of minimal resource requirement and reduced network bandwidth
makes the MQTT protocol well-positioned for connecting machine to machine (M2M)
communications, which is a critical aspect of the IoT.

The other key highlights include [5]:

• Open and royalty-free.
– MQTT is easy to adopt, open to make and fit for variety of platforms, devices,

and operating systems that are used at the network edge.
• Messaging model.

– The publish/subscribe messaging model facilitates one-to-many distribution.
Sender devices or applications need not know anything about the receiving
device or applications, not even its address.

• Ideal for constrained networks.
– MQTT message headers are retained as small as possible and ideal for fragile

connections, low bandwidth, data limits, high latency networks. The fixed
header is only two bytes, that too on demand, push-style message distribution
keeping the network utilization low.

• Multiple service levels.
– It gives the flexibility in handling various types of messages. For example,

developers can design that the messages will be delivered exactly once, at least
once, or at most once.

• Design.
– Its designed to support remote devices with low processing power and minimal

memory.
• Ease of use.

– Usage and implementation is quite easy with simple set of command messages.
Various applications of MQTT will be accomplished using CONNECT, DIS-
CONNECT, SUBSCRIBE, UNSUBSCRIBE and PUBLISH methods.

• Built-in support for contact loss.
– If the connection with client connection breaks abnormally, the information is

sent to server facilitating the message either to get preserved for later delivery or
to re-send.

3 Findings Over HTTP

In this section, let us list down the key factors of comparison between HTTP Protocol
and MQTT Protocol for IoT applications based on the research done in this field by
several experts in the past and the next section shares the observation based on vali-
dation results.
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3.1 Comparison of MQTT vs HTTP

The below Table 1 gives a quick view on the comparison between MQTT and HTTP.

• High Power consumption by HTTP [8]:
– In the dynamic data communication scenarios, HTTP is observed to be con-

suming more power. In the tests done by Hantrakul K et al., the HTTP protocol
consumes 10 times higher power than MQTT protocol. They have witnessed
MQTT sends 10 times more messages than HTTP in 1 h of operation.

– Tests done by Upadhyay et al. [9] reveals, power consumption of MQTT Pro-
tocol is way lower and 30% faster performance than CoAP [10].

• High Protocol overheads in HTTP:
– IoT applications requires large number of information exchange with tiny

packets. Hence the payload is quite less, whereas the overhead caused to transfer
the payload is quite high.

– From the below Figs. 1 and 2 we see the elimination of CONNECT/CONNACK
flow for MQTT cases, that reduces the overhead and latency, when compared to
HTTP, leading faster data transfer as well [10].

Table 1. Quick view of MQTT vs HTTP

MQTT HTTP

Design
orientation

Data centric Document centric

Pattern Publish/subscribe Request/response
Complexity Simple More complex
Message
size

Small, with a compact binary header
just two bytes in size

Larger, partly because status detail is
text-based

Service
levels

Three quality of service settings All messages get the same level of service

Extra
libraries

Libraries for C (30 KB) and Java
(100 KB)

Depends on the application (JSON,
XML), but typically not small

Data
distribution

Supports 1 to zero, 1 to 1, and 1 to n 1 to 1 only

Fig. 1. Communication sequences of HTTP use case.
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• High Bandwidth consumption in HTTP:
– From the research done by Yokotani and Sasaki [11] on the comparison of

bandwidth usage between HTTP and MQTT on 2 different cases, with payload
and without payload (where only topics exist, that is used to decide on the
MQTT broker, which client receive which message).

– For MQTT topics cases, where zero payload exists and only the transmission
bytes exists reveals, HTTP consumes 300% higher bandwidth as in Fig. 3.

Fig. 2. Communication sequences of MQTT use case where CONNECT/CONNACK is
eliminated

Fig. 3. Characteristics with zero payload
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– For MQTT message sharing cases, where pay load and transmission bytes
exists, HTTP consumes 250% higher bandwidth as in Fig. 4.

When these studies reveals that MQTT is better choice that HTTP for IOT appli-
cations, we wished to get into it to detail to understand any additional behavior of
MQTT and got an interesting observation, that will be explained in next chapter.

4 Experiment and Test Results

4.1 Test Environment

The test environment mainly comprises of following components as in Fig. 5.

Fig. 4. Characteristics with payload and overhead.

Fig. 5. Test bed overview
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– PIR Sensor HC-SR501
– WeMos D1 mini ESP8266
– Orange Pi Zero Processor as MQTT Gateway
– Mosquitto MQTT Broker v3.1

PIR Sensor HC-SR 501 + WeMoS ESP8266 Controller
The short distance communication is realized by the Wireless Sensor Networks (WSN)
among the objects nearby. In this experiment, we’ve picked PIR motion sensor that
contains low-cost Wi-Fi chip with full TCP/IP stack. The PIR motion sensor detects the
presence of anyone coming closer or moving away and will send the signal. However,
it’s difficult to connect each other with the mobile communication networks, the Internet
and WSN because there is not much standardization exists with respect to communi-
cation protocols and sensing technologies. The other restriction is from the data trans-
mission from WSN in long distance due to the limitation of WSN’s transmission
protocols. Therefore, we house WeMos D1 mini controller as in Fig. 6, whose aim is to
balance the heterogeneity between mobile communication, sensor network and Internet
that strengthens the management of the terminal nodes, WSN and bridge [12].

OrangePi Zero
Its an open source single board computer that can run on Operating Systems, that
includes Android, Ubunto, Debian, Armbian. This acts as IoT Gateway that converts
the input from sensory network and passes to MQTT broker over TCP. In our tests, we
tried to hook into these conversations using TCP dump and observed the pattern of
MQTT communications as in Fig. 7.

Fig. 6. PIR sensor and WeMos controller
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Mosquitto Broker
This is an open source message broker that implements MQTT protocol versions 3.1
and 3.1.1. It carries out the Publish/Subscribe model that makes it suitable for mes-
saging with low power sensors, mobile devices, embedded computers and Arduino
micro controllers. To write the control logic, we used the Node-RED as in Fig. 8, that
facilitates the flow based programming method with ease of use.

4.2 Test Results

From the tests performed we tried to collect the TCP dump for the conversations
between IoT Gateway and MQTT Broker as in Fig. 9.

The interesting observations are:

1. The sensor could sense either an object coming near or moving away and it sends
the signal, which we see in the Fig. 10 as ON and OFF. Whenever the sensor senses
a signal, it transmits to MQTT broker with TCP message of length 28 bytes.

2. When there is no signal change read by sensor, the TCP message with 0 bytes is
transmitted, which is presumably the CONNACK.

Fig. 7. MQTT Gateway with Orange-Pi

Fig. 8. Node red flow using Mosquitto MQTT Broker
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This pattern is graphically represented in Fig. 10 and we realize MQTT consumes
28 bytes data, only when there is signal ON/OFF to be transmitted. On all other cases,
it remains very minimal with byte length as zero. This pattern is another feather on
MQTT’s effective data consumption trend.

5 Future Work

In the coming days, we wish to extend the test bed integrated with actuators like
SONOFF switches and observe the data consumption pattern between the MQTT
broker and the actuators. With additional efforts, this test bed will get integrated with
multiple types of IoT applications, other protocols used in IoT applications like CoAP
and make a study on the data consumption patterns in both simple cases and under
traffic situations.

Fig. 9. TCP dump collected from MQTT Gateway

Fig. 10. Graphical representation of TCP message length
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6 Conclusion

With the findings of the MQTT Data consumption pattern, it is evident that MQTT
Protocol is essential for effective unitization of network bandwidth, to reach out to
devices at remote locations, low power enabled devices. Usage of HTTP as the
transport layer for IoT Applications will help for initial stages only. With the increasing
trend of number of IoT applications it is a value add to switch to MQTT to match
various usecases that pops-up like IaaS [13]. The REST API support of MQTT to Push
or Pull the data as and when required, is getting leveraged by industry champions in
Cloud Platforms include Aercloud, IBM IoT [14].

Abbreviations and Acronyms

CoAP - Constrained Application Protocol
HTTP - Hyper Text Transfer Protocol
IaaS - IoT As A Service
IoT - Internet of Things
MQTT - Message Queue Telemetry Transport
TCP - Transmission Control Protocol
WSN - Wireless Sensory Networks
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Abstract. Data sourcing or integration is inevitable in current business scenario.
Major issues of data sourcing from heterogeneous data sources are lack of
semantic richness and deprived querying. To overcome these issues, an Ontology
Based Data federation using Object Relational Database (OBDF-ORDB) archi-
tecture has been proposed and implemented. This OBDF-ORDB architecture
consists of semantic layer and transformation & query layer. In semantic layer the
ontology used to create local and global schema to enrich the semantics. In
transformation & querying layer, Object Relational Database (ORDB) is used for
storing the local ontology, global ontology to improve storage, maintenance and
retrieval. The transformation rule engine proposed for the architecture converts
and stores the local ontology and global ontology from flat OWL file to ORDB.
The user queries are passed to ORDB for result extraction. To analyze the per-
formance of the OBDF-ORDB architecture E-shopping application is selected.
Experimental results shows that the proposed OBDF-ORDB architecture is rel-
atively better than the traditional data access and ontology based data access in
recall and response time. It is observed that the recall mechanism in OBDF-
ORDB architecture has been improved by 25% compared to traditional data
federation and response time is reduced by 15% compared to ontology based data
federation.

Keywords: Data integration � Federation � Ontology � Heterogeneous data
Object Relational Database

1 Introduction

Now a days, the need for accessing heterogeneous database information available in
multiple and distributed sources are increasingly higher. Particularly in the context of
decision making applications exploration of data is required. The data integration is a
possible solution to address the above issue. The data integration is a process of
combining data from the heterogeneous data sources [1]. The three types of data
integration methods are 1. Data propagation 2. Data consolidation and 3. Data feder-
ation [2]. Data consolidation collects the data and create consolidated data warehouse,
data propagation replicates data in the target data source, whereas the data federation
provides a virtual view for two or more data sources. The user submits the queries
against virtual view and gets the result. The creation of virtual view among different
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data sources is a challenging task due to their heterogeneity nature. Various types of
heterogeneities are data model heterogeneity, syntactical heterogeneity and logical
heterogeneity. The logical heterogeneities are further divided into semantic hetero-
geneity, schematic heterogeneity and structural heterogeneity [3, 4]. Among these
heterogeneities, the semantic heterogeneity is very difficult to resolve. The semantic
heterogeneity is caused by different interpretation or meaning of data [5]. The semantic
heterogeneities are divided into structural level heterogeneity and data level hetero-
geneity [6]. Ontology is used to resolve the semantic heterogeneities. Ontology is a
formal specification of conceptualization [5, 7]. It is used in sharing of data or infor-
mation and reusability of domain knowledge. The ontology is used to represent domain
knowledge to resolve semantic heterogeneities in data federation.

The ontology architectures for data federation are single ontology approach, mul-
tiple ontology approach and hybrid ontology approach [4]. Flat files and database are
widely used to store ontology. If flat file size is larger, the storage, maintenance and
retrieval become complex task. A possible remedy is to store ontology in database that
enhances easy maintenance and retrieval [8, 9].

In this paper to achieve improved recall and response time of data federation,
ontology based data federation by using ORDB is implemented. The components and
steps for building OBDF-ORDB architecture is illustrated in detail.

Contributions

1. Despite of numerous works on ontology based data federation a smooth extension
from traditional ontology based data federation is proposed and implemented. The
strengths and weakness of the proposed has been investigated.

2. This paper suggests ontology as a solution for resolving semantic heterogeneities
and to store in ORDB. It improves recall and response time of ontology based data
federation to a considerable level.

In addition to the introduction section, there are five more sections in this article. The
remainder of the paper is organized as follows. The related work in both data federation
and ontology based data federation is presented in Sect. 2. Section 3 describes
OBDF-ORDB architecture. It contains ontology construction for data federation,
storing ontology in ORDB, query processing and result integration. Section 4 uses a
demonstration case to illustrate the architecture. Section 5 discusses the contributions
of the applications in the proposed architecture. The conclusion is presented in Sect. 5.

2 Related Work

Surveys on data federation based ontology are found in [3, 10–12]. An extensive
semantic search model was anticipated. The keyword search was used for syntactic
matching and semantic search was used for interpretation of meaning of the term. The
benefits of both keyword and semantic based search were explained [13]. Ontology
based data federation using mediator based architectures was proposed. The mediator
architecture has interface layer to integrate all local schema and abstracts the semantic
complexity [7, 14, 15].
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The global ontology was created via Local As View [LAV] [4] or Global As View
[GAV] [6, 16, 17] to retrieve the data from the respective local ontology. For generating
global ontology from local ontology, the shared vocabulary [18] was provided.
A framework was proposed and implemented for mapping local source and global
ontology [19]. For computing similarities among various ontology specifications a
method was employed for ensuring the performance such as reusability and accuracy
[20, 21]. An algorithm was proposed and implemented for ontology classification based
on their domain [22]. Efforts were also made to store ontology in the database as an
independent entity [8]. A method was proposed for automatic data migration from data
intensive application to semantic web [23, 24] and OWL ontology [25, 26] was
designed using mapping rule engine. Ontologies were stored in relational databases for
rapid query processing [27–29]. Later the Object Relational Databases were used to
realize real time entities and mapping of ontology to ORDB was implemented [30].

A tool was proposed to combine the intelligent techniques to support domain expert
for constructing ontologies [31]. A method was proposed to convert SPARQL query to
SQL query [32]. A conceptual model was proposed for mapping various data inte-
gration applications [33]. The overview of Ontology Based Data Access is proposed
and the main challenges that are yet to be addressed were also discussed [34].

The Limitations of ontology based data integration are
If the ontology is stored in flat files, it is difficult to maintain and retrieve when file

size increases. If the ontology is stored in a relational database, it is efficient for storage,
maintenance and retrieval but it has some limitations such as (1) there is no direct
relationship between relational database and real world objects. (2) There is no pro-
vision to store methods internally and (3) If ontology is stored in a relational database, it
may lose some of the relationship among attributes and tables.

3 Proposed Methodology

The main objectives of this proposed methodology are design OBDF-ORDB architecture
and to enhance the recall and response time of ontology based data integration. The
OBDA-ORDB architecture is shown in Fig. 1. This architecture consists of three layers.
The bottom most layer is data source layer that contains heterogeneous data sources. The
middle layer is wrapper mediator layer, which creates local and global ontology and maps
local and global ontology in the semantic layer. The semantic layer ensures semantic
richness by resolving heterogeneities such as semantic, schematic, schema isomorphism
and structural discrepancies using ontology. The semantic layer is further divided into
local ontology service, mapping service and global ontology service, which are discussed
in Sects. 3.1, 3.2 and 3.3 respectively. The transformation and querying layer converts
OWL ontologies stored in flat files into ORDB relations by using mapping rules. ORDB
maps local ORDB relation with global ORDB relation and store all records as instances in
the local ontologyORDB. This layer improves data retrieval time usingORDB. This layer
is further classified into transformation rule engine service, local ORDB service, local
ORDB to global ORDB mapping service and global ORDB service that are discussed in
the Sects. 3.4 and 3.5. The user request in SQL3 is presented in the top layer for data
extraction. The extracted results are integrated using result integration service and send
integrated result to user for decision support and analysis.
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3.1 Creation of Local Ontology

The local ontology is created from the local schema of the respective data sources. It
consists of two steps: first step is to complete analysis of data sources which means that
what data is stored, how it is stored and the meaning of the data (semantics). The
second step creates local ontology for the respective data sources. It is a semi-automatic
process which analyze and extracts the data manually, also creates local ontology
automatically by using protégé tool. The rules to create local ontology are shown in
Table 1 (Subset of these rules is adopted from [7]).

3.2 Building Mapping Rules

Mapping rules are defined to resolve the semantic heterogeneities among local
ontologies. Due to independent construction of data sources their own local ontology is
used to represent their entity, attribute and the relation.

Rule – I
If the class properties of C1 and C2 are semantically equivalent then the local ontology
are mapped with single global ontology class to resolve naming conflict.

Rule – II
A few local ontology properties of a class are to be concatenated before mapping with
global ontology to resolve structural discrepancies.
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Rule – III
Some classes have unique properties that are appended in global ontology.

Rule – IV
Some classes have common properties but they are placed at different positions. In
global ontology these properties are mapped together to resolve schema isomorphism.

3.3 Global Ontology Creation

The main objective of data federation is to provide a virtual view for the users to access
data, regardless of its actual organization and location. This is accomplished by cre-
ating a global ontology, which has been created using Hybrid ontology approach [19].
The global ontology is built by analyzing the local ontology in which each class and its
associated properties in the local ontologies should be mapped to the global ontology.
The mapping between local ontologies and global ontology has been done by using
mapping rules which was explained in Sect. 3.1.

3.4 Creation of Transformation Rule Engine Service

In this service, set of rules has been defined to convert global and local ontologies that
are stored in OWL flat file into ORDB relations.

Axiom – I
Ontology class map to ORDB relation, each property in an ontology class maps to each
column in the ORDB relation and an additional unique column ID is created. This is
used for retrieving the contents uniquely from the ORDB relation.

Axiom – II
If an inherited class in an ontology maps to ORDB relation, an ID different from its
base class is appended along with the properties of the inherited class.

Axiom – III
The properties defined in ontology are of two types namely scalar and vector. The
vector type properties are converted to array of rows in ORDB.

Axiom – IV
If a scalar property of one class is referring to scalar property of different class in
ontology then the referential key relation is created in ORDB between the two relations.

Table 1. Local schema to local ontology mapping

S. No Data source schema elements Equivalent OWL statement

1 Table Class
2 Data type Data property
3 Foreign key Object property
4 Primary key, unique Key Inverse functional property
5 Check constraints Value restriction
6 NOT NULL Required property
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Axiom – V
The scalar properties in ontology are subjected to value restriction. These scalar
properties are converted to attributes with check constraints in ORDB.

Axiom – VI
Similar to value restriction this is added as constraint to the attribute in relation or
ORDB.

Axiom – VII
Inverse functional property is stored as NOTNULL constrains along with the attributes.

3.5 Creation of Local ORDB, Global ORDB and Mapping

The local ORDB and global ORDB are created from the local ontology OWL file and
global ontology OWL file respectively by using transformation rule that is defined in
Sect. 3.3. After creating local ORDB, the records of the native data sources are con-
verted into ORDB format and are attached as instances of the respective local ORDB.
The mapping between local ORDB and global ORDB is defined.

3.6 Query Processing

The query processing is performed in transformation and querying layer. In this layer,
query is received from the user. The received query is posted against the global ORDB.
The query is divided into subqueries based on the mapping rules and directed to the
local ontologies. The results are retrieved from the databases and it is directed for
integration.

3.7 Result Integration and Display

It integrates the results from the transformation and query layer. The integration is
performed using union operation. It automatically eliminates duplication.

R = r1Ur2Ur3U. . .. . .Urn: ð1Þ

R-integrated result.
r1, r2, r3……………rn - results from the different local ORDB.

4 Results and Discussions

Few electronic gadget e-shopping enterprises have been chosen for experimentation.
Chosen enterprises have autonomously developed heterogeneous databases. The fol-
lowing tables are selected from those enterprises and implemented the prototype.

Item_Category (category_identifier, category_cname, category_desc)
Customer_detail (customer_identifier, Customer_cname, Customer_caddress, cus-

tomer_cphone_no, Cutomer_cemail_id)
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Products_details (product_identifier, category_identifier, product_desc, pbrand,
pprice)

Order_details (order_identifier, product_identifier, customer_identifier, no.of_
products).

Here three databases are designed using heterogeneous DBMS (ORACLE,
MYSQL, SQL SERVER). In these databases the table and attributes have different
names and it is structurally organized in a different mode. These data source with 4000
records in each are selected for experimentation.

Local and Global ontology have been constructed using protégé 4.2 tool. Local
ontology is created from a local schema of the data sources by using rules that is
described in Sect. 3.1. It includes 4 classes, and 18 properties (4 object properties and
14 data properties) and the following OWL constructs: ‘inverseOf’, functional property
[22]. The local ontology and data source mapping has been implemented by using
Portege ‘ontop’ plug in. Extraction of classes, properties from local OWL ontology file
and OWL global ontology file are performed using java, OWL-API and Jena. The java
wrapper class datum method is used for mapping ontology class and Object-Relational
objects in ORDB.

Example for information extraction from product OWL file

Class = products
Object property = product_id
Data property = brand
Data property = product_description
Data property = category_id
Data property = price

Example for transformation from extracted information into ORDB relation.
CREATE TYPE product_id AS VARRAY (12) OF REF order_items.
CREATE TYPE products AS OBJECT (Id ref (products), product_idproduct_id,

brand VARCHAR, product_description VARCHAR, category_id NUMBER, price
NUMBER).

CREATE TABLE products_table OF products.

4.1 Recall

The ontology based data federation and traditional data federation recall is calculated
for combination of 20 query sets for simple, aggregated functions and sub query set.
The recall has been calculated by using following formula

Recall ¼ No: of relevant recordsð Þ \ No: of records retrievedð Þð Þ
No: of records retrievedð Þ ð2Þ

The recall of the above two methodologies is compared and shown in Fig. 2.
The ontology based data federation solves all semantic heterogeneities and it

improves the recall by 20.8%.
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4.2 Execution Time

The response time of the query has been calculated for hybrid ontology based data
federation and ontology based data federation by using ORDB. In the former one the
ontology is stored in flat files and in the later one the ontology is stored in ORDB. The
query response time has been measured with the help of java function ‘System.cur-
rentTimeMillis ()’. The comparisons for simple queries, aggregated queries and sub
queries are shown in Figs. 3, 4 and 5 respectively.

Experimental results conclude that the response time for simple query, aggregate
query and sub query has been improved by 20%, 10% and 10% respectively in ORDB
approach than the hybrid ontology method.
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5 Conclusion

The proposed OBDF-ORDB architecture has been implemented for ontology based
data federation from heterogeneous data sources. The findings are 1. The local
ontology has been created and hybrid ontology approach is used to create global
ontology. 2. The ontology OWL flat file has been transformed and stored in ORDB
using transformation rule engine. This improves the semantic richness and querying
capability. The results show that the proposed system improved the recall by 20% when
applied to the E-shopping example and response time by 15% respectively when
compared to traditional data federation system. In future, the cache may be included for
retrieval of results and it may be compressed to improve the space utilization.

0

200

400

600

800

1000

1200

2000 4000 6000 8000 10000

Re
sp

on
se

 
m

e(
m

ill
i 

se
co

nd
s) Hybrid Ontolgy

Approach
ORDB Approach

Fig. 4. Average response time for aggregate query sets

0

200

400

600

800

1000

1200

1400

2000 4000 6000 8000 10000Re
sp

on
se

 
m

e(
m

ill
i s

ec
on

ds
)

Number of records

hybrid ontology
approach
ORDB approach

Fig. 5. Average response time for sub query sets

Data Access in Heterogeneous Data Sources Using Object Relational Database 31



References

1. Lenzerini, M.: Data integration a theoretical perspective. In: Proceedings of the Twenty-First
Symposium on Principles of Database Systems, pp. 233–246. ACM SIGMOD-SIGACT-
SIGART, New York (2002)

2. Hema, M.S., Chandramathi, S.: Federated query processing service in service oriented
business intelligence. In: Das, V.V., Stephen, J., Chaba, Y. (eds.) CNC 2011. CCIS, vol. 142,
pp. 337–340. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-19542-6_62

3. Busse, S., Kutsche, R.D., Leser, U., Weber, H.: Federated information systems: concepts,
terminology and architectures. Forschungsberichte des Fachbereichs Informatik 99(9), 1–38
(1999)

4. Gagnon, M.: Ontology-based integration of data sources. In: 10th International Conference
on Information Fusion, pp. 1–8. IEEE (2007)

5. Xiao, H.: Query processing for heterogeneous data integration using ontologies, Ph.D.
thesis, University of Illinois, Chicago (2006)

6. Hu, G.: Global schema as an inversed view of local schemas for integration. In: International
Conference on Software Engineering Research, pp. 206–212. SERA (2006)

7. Song, F., Zacharewicz, G., Chen, D.: An ontology-driven framework towards building
enterprise semantic information layer. J. Adv. Eng. Inform. 27(1), 38–50 (2013). Elsevier

8. Konstantinou, N., Spanos, D.E., Chalas, M., Solidakis, E., Mitrou, N.: VisAVis: an approach
to an intermediate layer between ontologies and relational database contents. In: WISM,
p. 239 (2006)

9. Vysniauskas, E., Nemuraite, L., Paradauskas, B.: Hybrid method for storing and querying
ontologies in databases. J. Electron. Electr. Eng. 9, 67–72 (2011)

10. Sheth, A.P., Larson, J.A.: Federated database systems for managing distributed, heteroge-
neous, and autonomous databases. ACM Comput. Surv. 22(3), 183–236 (1990). ACM

11. Kashyap, V., Sheth, A.: Semantic and schematic similarities between: a context-based
approach. Int. J. Very Large Data Bases 5(4), 276–304 (1996)

12. Hull, R., King, R.: Semantic database modeling: survey, applications, and research issues.
ACM Comput. Surv. 19, 202–260 (1987)

13. Fernandez, M., Cantador, I., Lopez, V.: Semantically enhanced information retrieval: an
ontology-based approach. J. Web Semant.: Sci. Serv. Agents World Wide Web 9(4), 434–
452 (2011)

14. Wiederhold, G.: Mediators in the architecture of future information systems. IEEE Comput.
25(3), 38–49 (1992). IEEE

15. Langegger, A.: Virtual data integration on the web-novel methods for accessing
heterogeneous and distributed data with rich semantics. In: International Conference on
Information Integration and Web based Integration System, WAS 2008, pp. 559–562. ACM
(2008)

16. Hua, Z., Ban, J.: Ontology-based integration and interoperation of XML data. In: Sixth
International Conference on Semantics, Knowledge and Grids, Beijing, pp. 422–423. IEEE
(2010)

17. Pinheiro, J.C., Vidal, V.M., Macêdo, J.A., Sacramento, E.R., Casanova, M.A., Porto, F.A.:
Query processing in a three-level ontology-based data integration system. In: Proceedings of
the 12th International Conference on Information Integration and Web-Based Applications
& Services, pp. 283–290. ACM (2010)

18. Zhang, L., Ma, Y., Wang, G.: An extended hybrid ontology approach to data integration. In:
International Conference on Biomedical Engineering and Informatics, BMEI 2009, pp. 1–4
(2009)

32 M. S. Hema et al.

http://dx.doi.org/10.1007/978-3-642-19542-6_62


19. Zhao, Y., Zhang, S., Yan, Z.: Ontology – based model for resolving the data-level and
semantic-level conflict. In: International Conference on Information and Automation. IEEE
(2009)

20. Rodriguez, M.A., Egenhofer, M.J.: Determining semantic similarity among entity classes
from different ontologies. IEEE Trans. Knowl. Data Eng. 15(2), 442–456 (2003). IEEE

21. Harrison, R., Chan, C.: Distributed ontology management system. In: Proceedings of 18th
Annual Canadian Conference on Electrical and Computer Engineering, Saskatoon, Canada,
pp. 661–664 (2005)

22. Glimm, B., Horrocks, I., Motik, B., Shearer, R., Stoilos, G.: A novel approach to ontology
classification. Web Semant.: Sci. Serv. Agents World Wide Web 14, 84–101 (2012)

23. Stojanovic, L., Stojanovic, N., Volz, R.: Migrating data-intensive web sites into the semantic
web. In: Proceedings of the 2002 ACM Symposium on Applied Computing, pp. 1100–1107.
ACM (2002)

24. Dou, D., LePendu, P., Kim, S., Qi, P.: Integrating databases into the semantic web through
an ontology-based framework. In: 22nd International Conference on Data Engineering
Workshops Proceedings, p. 54. IEEE (2006)

25. Ghawi, R., Cullot, N.: Database-to-ontology mapping generation for semantic interoper-
ability. In: Third International Workshop on Database Interoperability (InterDB 2007), vol.
91 (2007)

26. Xu, Z., Zhang, S., Dong, Y.: Mapping between relational database schema and OWL
ontology for deep annotation. In: International Conference on Web Intelligence, IEEE/WIC/
ACM, pp. 548–552. IEEE, December 2006

27. Wang, S., Zhang, X.: A high efficiency ontology storage and query based on relational
database. In: International conference on Electrical and Control Engineering, pp. 4253–4256
(2011)

28. Al-Jadir, L., Parent, C., Spaccapietra, S.: Reasoning with large ontologies stored in relational
databases: the OntoMinD approach. Data Knowl. Eng. 69(11), 1158–1180 (2010)

29. Astrova, I., Kalja, A., Korda, N.: Automatic transformation of OWL ontologies to SQL
relational databases. In: IADIS European Conference on Data Mining (MCCSIS), pp. 5–7
(2007)

30. Jia, C., Yue, W.: Rules-based object-relational databases ontology construction. J. Syst. Eng.
Electron. 20(1), 211–215 (2009)

31. Denaux, R., Dolbear, C., Hart, G., Dimitrova, V., Cohn, A.G.: Supporting domain experts to
construct conceptual ontologies: a holistic approach. Web Semant.: Sci. Serv. Agents World
Wide Web 9(2), 113–127 (2011)

32. Wang, J., Zhang, Y., Miao, Z., Lu, J.: Query transformation in ontology-based relational
data integration. In: Asia-Pacific Conference on Wearable Computing Systems (APWCS),
pp. 303–306. IEEE (2010)

33. Calhau, R.F., de Almeida Falbo, R.: An ontology-based approach for semantic integration.
In: 14th IEEE International Conference on Enterprise Distributed Object Computing
(EDOC), pp. 111–120. IEEE (2010)

34. De Giacomo, G., Lembo, D., Lenzerini, M., Poggi, A., Rosati, R.: Using ontologies for
semantic data integration. In: Flesca, S., Greco, S., Masciari, E., Saccà, D. (eds.) A
Comprehensive Guide Through the Italian Database Research Over the Last 25 Years. SBD,
vol. 31, pp. 187–202. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-61893-7_11

Data Access in Heterogeneous Data Sources Using Object Relational Database 33

http://dx.doi.org/10.1007/978-3-319-61893-7_11


Optimization of UAV Video Frames
for Tracking

A. Ancy Micheal(&) and K. Vani

Department of Information Science and Technology,
Anna University, Chennai 600025, India

ncysus17@gmail.com

Abstract. In this digital era, UAV is becoming a trend setter in surveillance
and gathering traffic information. Shortage of time to view the entire video
necessitates video optimization. In this paper, a novel method has been proposed
for optimizing the video frames without variation in the tracking path of the
object. The keyframes are extracted using absolute difference of histogram of
consecutive frames with mean as threshold. Then principal keyframes are
selected at regular interval and finally compiled into an optimized video. In the
tracking session, the region of interest is obtained from the first frame of the
video and the SURF features are extracted and tracked with KLT tracker.
A SURF feature is tracked along the video and position is tabulated. The
tracking path is represented graphically to evaluate the tracking deviation from
original and optimized video. The proposed method had successfully achieved
the average time saved as 90.68% with negligible tracking deviation.

Keywords: Unmanned Aerial Vehicle (UAV) � Keyframes extraction
Histogram � Speeded Up Robust Feature (SURF)
Kanade Lucas Tomasi tracker (KLT)

1 Introduction

The dominance of Unmanned Aerial Vehicle in this new media age is aggrandizing. Its
potentiality of reaching the areas unvisited or unaccessed by human increases its pop-
ularity. Small size, low cost and large landscape coverage pertains unmanned aerial
vehicle in a favored position than stationary cameras. The evolution of drones are drastic
from world war age to current digitized era. The application of drones are limited due to
climatic conditions, battery life, limited UAV payload and physical obstacles [1].
Though there are disadvantages, the informations of unaccessed areas and its flexibility
overshadows all the downside of drones. Even though the UAVs were initially devel-
oped for armed forces, it is gaining worldwide demand in commercial use.

The implementation of drones have widened in areas such as oceanography, forest
ecology, traffic monitoring, criminal investigation, military surveillance and traffic
analysis. Drones are used to monitor traffic and accidental control on Expressway, the
mapping of landslide affect area, large scale town mapping and 3-Dimensional model
construction, crop damage assessment. The data protection laws and privacy acts limits
the civilian usage of drones in many countries. UAV is much effective in real time
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implementation due to its high frequency time series data. Although ground based
cameras provide high resolution data, it cannot cover large area. Satellites provide large
coverage information but provide low resolution data. UAV provides data at low cost,
large area coverage and high resolution due to its adjustable flight height. It functions
as eye in the sky to gather information. The yielded videos are processed for analysis
and object detection and tracking. Continuous recording of information leads larger
video files. Video optimization is essential for video storing, video indexing and
effective information gaining in shorter time rather than playing the entire video.
Optimizing the video should conserve the highly informative images without deviation
in the tracking. Lack of tracking consistency would to misleading surveillance analysis.

The two specific objectives of this paper are optimizing the UAV video and
evaluating the tracking consistency. The proposed methodology involves the com-
bining technique of keyframe extraction and selecting principal keyframe [2]. Further
on, tracking deviation is compared with the original video and the optimized video. The
paper is structured as follows: Section “Related works” forefront the video summa-
rization techniques, object detection and tracking in UAV; Section “Video Optimiza-
tion” presents the techniques of keyframe extraction and selecting principal keyframes;
Section “Object detection and tracking” explores the object detection and tracking in
UAV video; Section “Experiments and Discussion” illustrates the results of the above
discussed methodology in two datasets; Section “Conclusion” wrap up this papers
performance.

2 Related Work

The role of UAV in transportation management and military surveillance is nonpareil.
With advancement in technology, UAV cover large area with high definition camera.
In 2000, drones was used to identify track and monitor vehicle, later on by 2015 drones
were used for route planning optimization, detect road boundaries and extract factors
such as acceleration and trajectories [3]. The application of UAV are categorized into
commercial, safety management and research purpose. NGOs in Japan use drones to
inspect illegal whaling. In Nepal, drones are used to protect wildlife habitation.
Implementation of UAV ranges from agriculture to civil industry [4]. UAV images are
used for 3-D reconstruction of agricultural area. In agriculture, analysing individual
plant or tree is impractical. Such limitations are overcome by usage of UAV. The high
spatial resolution images are further enhanced by superresolution algorithm based on
sparse representation. Classification of edge orientation is done by adaption of multiple
pair of dictionaries. The details are preserved both qualitatively and quantitatively with
reduction in edge ringing and blurring [5].

Collecting aerial information is strenuous during bad weather condition and varying
illumination conditions. Image enhancement, noise reduction, illumination correction
and video stabilization is done to obtain unambiguous data [6]. Large video data leads
to complexity in video storage and time required to watch the entire content. Keyframe
extraction is done by selecting the first frame of the shot segment. As other frames was
not inspected lack of continuity persisted. The colour histogram and curve segmen-
tation is used to determine the sharp corners, and the frame related to sharp corners are
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extracted as keyframe [7]. In [8], the global and local feature are combined for video
segmentation. To extract the global feature, SIFT and SIFT-point distribution his-
togram is obtained. Distance between pair of images are computed from SIFT-PDH.
With an adaptive threshold, the shot boundaries are detected. In [2], the temporal order
of the frames is retained by adopting histogram on consecutive frames. Keyframes are
extracted based on absolute difference of histogram of consecutive frames. The
threshold is obtained from the mean and standard deviation of absolute difference of
histogram of consecutive frames.

Keyframes extraction is performed through object based event. The input video is
initially segmented into shots. The important frame selection is based on presence and
absence of objects. The dynamics of frames are obtained and temporal contented are
integrated [9]. In [10], the visual feature such as color, spatial frequency and spatial
resolution are obtained. The entire video is splitted into three variants: Keyframe
groups, equal size frame groups, unequal size frame group using Eratosthenes Sieve
Theory and then optimal set of clusters are obtained from Davies-Boulding Index.

3 Video Optimization

To gather the content of a video, the entire video has to be viewed. Shortage of time to
view the entire video necessitates optimization of the video. The optimization has to be
done without deteriorating the trajectory of the objects in the video. Object path pro-
vides more cue about the informations related to the respective object. Optimization of
video with false object trajectory misleads the surveillance. In this paper, video opti-
mization methodology has been proposed to reduce the duration of the video and
maintaining the trajectory structure of the video. The methodology is tested on 6 videos
from UAV123 dataset and 2 videos form VIVID dataset. The average duration of the
video is 20.37 s. The redundant frames present in the video is reduced by keyframe
extraction.

3.1 Keyframe Extraction

Video optimization based on keyframes can be done using sampling, scene segmen-
tation and shot segmentation. Scene segmentation and shot segmentation does not take
temporal position of frames into account. In this paper, keyframe extraction is done
based on sampling. The keyframe extraction is done in two section. In the first section,
the video is converted to frames. The absolute difference of histogram and its sum is
calculated for consecutive frames. The mean of the sum of the absolute difference is
assigned as threshold. In second section, the threshold is compared against sum of the
absolute difference. The object path of the original video overlaps with the respective
object path of the keyframe optimized video resulting in no deviation (See Figs. 1 and
2). The average time required to view the keyframe video is 9.23 s. The keyframes
extraction saves 54.66% of viewing time.
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The steps to extract keyframes are as follows:

Step 1: Video is converted to frames
Step 2: Consecutive frames are converted into grayscale
Step 3: Histogram is obtained for the consecutive frames
Step 4: Absolute difference of the histogram of the consecutive frames is obtained
Step 5: Sum of the absolute difference (sum) is calculated
Step 6: Mean of the sum of absolute difference of histogram of consecutive frames
is assigned as threshold
Step 7: Compare the sum with threshold, If sum > threshold then the frame is
selected as keyframe else goto Step 2. The extracted keyframes of the video are
shown in Fig. 3.

Although the obtained keyframes gives the summary of the original video, redundant
keyframes still exist which paves way to further optimization without deviation in
tracking.

Fig. 1. Tracking deviation between original video and keyframe optimized video of CAR10
video from UAV123 dataset

Fig. 2. Tracking deviation between original video and keyframe optimized video of VIVID2
video from VIVID dataset
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3.2 Principal Keyframes Selection

The keyframes are extracted from the above steps (Sect. 3.1). Principal keyframe range
is set to select the primary keyframes at regular interval, thereby discarding redundant
keyframes. Initially, the first keyframe is retained and the principal keyframe range is
selected as 2. Every 2nd Keyframe is selected as principal keyframe and the selected
principal keyframes are compiled into an optimized video. Tracking analysis exhibits
no deviation between the original video and the optimized video. Hence the principal
keyframe range increases to 3. Likewise, every 3rd keyframe is selected and subjected
to tracking analysis. With no deviation in tracking, the principal keyframe range
increases to 4. The procedure continues till higher tracking deviation occurs between
the original video and the optimized principal keyframe video (See Figs. 4(a), (b), (c),
(d) and 5(a), (b), (c), (d)).

It has been found that with every 23rd keyframe as principal keyframe, tracking is
consistent with negligible deviation. Futhermore, increase in principal keyframe range
as 24, leads to apparent tracking variation and tracking loss (See in Figs. 4(d) and 5(d)).
Henceforth, retaining every 23rd keyframe as principal keyframe, provides precise
information about the original video with less tracking variation. The average time
duration of 23rd principal keyframe optimized video is 1.93 s and average time saved is
90.68%. The steps involved in principal keyframe selection are as follows:

Step 1: Retain the first keyframe and every 23rd keyframe
Step 2: Continue Step 1 till the last keyframe. The principal keyframes are obtained
(See Fig. 6).
Step 3: Compile the retained principal keyframes into optimized video.

Fig. 3. Samples of extracted keyframes of CAR10 video from UAV123 dataset
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Fig. 4. Tracking deviation between original video and optimized videos of CAR10 video from
UAV123 dataset: (a) original video and 5th principal keyframes optimized video (b) original
video and 10th principal keyframes optimized video (c) original video and 23rd principal
keyframes optimized video (d) original video and 24th principal keyframes optimized video.
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Fig. 5. Tracking evaluation between the original and optimized videos of VIVID2 video from
VIVID dataset: (a) original video and 5th principal keyframes optimized video (b) original video
and 10th principal keyframes optimized video (c) original video and 23rd principal keyframes
optimized video (d) original video and 24th principal keyframes optimized video.
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4 Object Detection and Tracking

The object detection and tracking is done for the original and the optimized video to
analyze the tracking variation. In the original video, a region of interest is selected and
SURF descriptors are obtained and the object is tracked with KLT tracker [11].
A SURF descriptor location is tabulated for every frame throughout the video till the
last frame. The same approach is followed for tracking the optimized video. In order to
compare the tracking difference between the original video and the optimized video, the
tracked object path is compared.

4.1 Object Detection – Speeded Up Robust Feature

SIFT feature descriptor is commonly used, due to its invariance to scale and rotation
and partial invariance to illumination and 3D viewpoint. The heavy mathematical
computation and complications of SIFT leads way to SURF. In 2006, Bay et al. pro-
posed Speeded up Robust Features. The SURF is compiled as follows:

Step 1: Laplace of Gaussian is approximated with Box filter. Image filtering is faster
in an Integral image. To obtain the integral image of an image, the sum of all pixels
of a rectangular region is calculated. Using box filters, the values are approximated.

Hðx; rÞ ¼ Lxxðx; rÞ Lxyðx; rÞ
Lxyðx; rÞ Lyyðx; rÞ

� �
ð1Þ

Step 2: SIFT uses Hessian and DOG to select scale and location interest point,
whereas SURF uses determinant to find both. The determinant elements must be
weighted to obtain a good approximation.

Fig. 6. Samples of 23rd keyframes as principal keyframes of CAR10 from UAV123 dataset.
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Fig. 7. (a) First frame of the video (b) Select the region of interest to track (c) Grayscale
conversion (d) SURF descriptors
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detðHapproxÞ ¼ DxxDyy � ðWDxyÞ2 ð2Þ

The Eqs. (1) and (2) are referred by Bay in [12].
Step 3: Once the interest points have been localized in both speed and scale, the
orientation assignment and keypoint descriptor is determined. The Haar wavelet is
obtained along the x and y direction. Four dimensional descriptor represents each
subregion, which includes the sum of absolute values and sum of wavelet response.
The SURF descriptors are obtained from the selected region of interest (See Fig. 7
(a), (b), (c) and (d)).

Fig. 8. (a) and (b): The SURF descriptors are tracked along the car throughout the video
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4.2 Object Tracking – Kanade Lucas Tomasi Tracker

Kanade Lucas Tomasi tracker exhibits frame to frame tracking. It generates object
feature trajectory between consecutive images [11]. To generate a continuous trajectory,
current displacement vector is added to previous. In this paper, the SURF points are
tracked along the video with the KLT (See in Fig. 8(a) and (b)). In order to tabulate the
path of the object trajectory, one SURF point position is tracked throughout the video.

5 Experiments and Discussion

The experiment is performed in UAV123 dataset [13] and VIVID dataset [14].
UAV123 dataset is a low altitude HD UAV dataset. It has resolution of 1280 � 720 px
and the altitude of the object varies between 5–25 m. The videos are downsampled to
832 � 468 px. The VIVID dataset focus on high altitude coverage, with low resolution
of 640 � 480 px. The implementation is performed in MATLAB 2013. The object
path of original video and keyframe video exhibits no deviation, hence leading to
further optimization by removing redundant keyframe at regular interval. The com-
parative analysis of object path between original video and optimized principal key-
frames video of CAR10 is consistent till principal keyframe range as 23 (See Fig. 4(a),
(b), (c)). Increase in the principal keyframe range as 24 leads to higher tracking
deviation (See Fig. 4(d)). In CAR14 video, tracking deviation is negligible till principle
keyframe range as 23, further increase in the principal keyframe range as 24 leads to
more tracking deviation, resulting in loss of object path information. CAR6 video
exhibit no tracking deviation till 23rd principal keyframe range, whereas at 24th
principal keyframe range tracking deviation begins which is not negligible.

In VIVID2 video, tracking is consistent till 23rd principal keyframe range (See
Fig. 5(a), (b), (c)). The point tracking is lost when the principal keyframe selection
increases to 24 (See Fig. 5(d)). The object path is tracked only till 75th frame, further
on, the SURF feature points disappears. In VIVID3 video, the tracking is lost in the
49th frame. Contradictions such as loss of point tracking, higher tracking deviation
between original video and optimized video and higher loss of information occurs.
These contradictions may lead to imprecise analysis of the video. Henceforth, in terms
of interest point tracking both the dataset respond well with principal keyframe range as
23. The time optimization of the proposed work is given in Table 1. The average time
saved in the keyframe extraction is 54.71%. The proposed principal keyframe selection
methodology achieves average saving time as 90.68%.

Time saved ¼ original video duration� optimized video duration ð3Þ

Percentage of time saved ¼ Time saved
Duration of original video

� 100 ð4Þ

Average time saved ¼
P

Percentage of time saved
total no: of videos ð5Þ
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6 Conclusion

In this research paper, an optimized method have been described and discussed for
UAV video summarization for object tracking. It is essential to summarize the video to
save time. In the proposed method, the video is optimized in such a way that tracking
deviation is negligible in both high and low altitude UAV videos. The redundant
frames in video is reduced by keyframe extraction. The extracted keyframes has still
more redundant keyframes which can be reduced further. Henceforth, the principal
keyframes are selected by retaining first frame and every 23rd keyframe. The sustained
keyframes are compiled into optimized video. The compiled video and the original
video is subjected to object detection and tracking. The position of the object is
tabulated which exhibit negligible deviation between the original and optimized video.
The keyframe extracted video saves 54.71% of time whereas the optimized 23rd

principal keyframes video saves 90.68%. The average video duration is 20.37 s, which
is reduced to 9.23 s by keyframe extraction, which is further reduced to 1.93 s without
object trajectory deviation. The optimized video supports the interest point tracking
efficiency and more duration of the time is saved.
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Abstract. Software Defined Networking (SDN) is a network architecture that
decouples the control and data planes. SDN enables network control to make its
programmable directly. Software defined networking is the OpenFlow protocol
and its architecture is designed for Local Area Networks (LAN). It does not
include effective mechanisms for fast resiliency. Fast resiliency is a major
requirement in metro and carrier-grade Ethernet network. The proposed scheme
aims to reduce the recovery time during single link network failures. The
controller calculates the backup path proactively using segment protection
scheme. The switches identify link failures in segments using Bidirectional
Forwarding Detection (BFD) protocol and reroute the traffic. As the link is
recovered the switches will start using the best path. The controller deletes the
backup segment entries when the corresponding working path entries expire.
This paper experiments the link protection scheme that aims to enhance the
OpenFlow architecture by adding fast recovery mechanisms in the switch and
the controller. This is achieved by enabling the controller to add backup paths
proactively along with the working paths and enabling the switches to perform
the recovery actions locally. Recovery time is less compared to the
switch-controller and round trip time which provides better results. The system
performance is evaluated by finding the packet loss and switch over time by
comparing it with the current OpenFlow implementations. The system performs
reasonably better than the existing ones in terms of switch over time.

Keywords: SDN � OpenFlow � LAN

1 Introduction

1.1 Software Defined Network (SDN)

Software Defined Networking (SDN) is a new networking paradigm in which the for-
warding hardware is decoupled from control decisions [16]. In traditional networks, the
control and data planes are combined together. The control plane is for configuring the
node and programming the paths. Once these paths have been determined, they are
pushed down to the data plane. Data forwarding at the hardware level has been done by
using control information. In this traditional approach, once the flow management
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(forwarding policy) has been decided, adjustment to the policy has been done by
changing the configuration of the devices. Hence scalability is difficult because of
changing traffic demands, increasing use of mobile devices, and the impact of “big data.”

Figure 1 clearly depicts the traditional and SDN network views. In SDN, control is
moved out of the individual network nodes and pushed into the separate, centralized
controller [16]. SDN switches are controlled by a network operating system that col-
lects information using the API and manipulates their forwarding plane which provides
an abstract model of the network topology. The controller can therefore exploit com-
plete knowledge of the network to optimize flow management and support service-user
requirements of scalability and flexibility.

OpenFlow: OpenFlow is driven by the SDNprinciple of decoupling the control and data
forwarding planes. This standardizes information exchange between the two planes [16].
OpenFlow networks consist of following three components which is shown in Fig. 2.

Fig. 1. (a) Traditional network view and (b) SDN network view

Fig. 2. Components of an OpenFlow switch
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OpenFlow Switch: OpenFlow switch consists of one or more flow tables, a group table
and a secure channel to an external controller [16]. A flow table consists of a list of flow
entries. Each entry has match fields, counters and instructions. Incoming packets are
comparedwith thematch fields of each entry andmatching starts at the first flow table and
may continue to additional flow tables [16]. If there is a match, the packet is processed
according to the action contained by that entry.When there is no matching flow entry, the
outcome depends on the configuration of the table-miss flow entry. Counters are used to
keep statistics about packets. The group table contains group entries, where each group
entry contains a list of action buckets with specific semantics dependent on group type.
The actions in one or more action buckets are applied to packets sent to the group. The
main function of the switch is flow table lookup and packet forwarding.

OpenFlow Controller: The controller is a software program responsible for manipu-
lating the switch’s flow table, using the OpenFlow protocol [16]. It makes a decision on
how to handle the packet. It can drop the packet, or it can add a flow entry directing the
switch on how to forward similar packets in the future. Thus the controller essentially
centralizes the network intelligence, while the network maintains a distributed for-
warding plane through OpenFlow switches and routers.

OpenFlow Protocol: The OpenFlow protocol deals with defining the format of the
messages passed between the control plane and the OpenFlow switch through the
secure channel [16]. The format of the messages has to be understood as well as
generated by both the entities. This standard format of message passing is defined in the
OpenFlow protocol.

Fast resiliency is a major requirement in metro and carrier-grade Ethernet network.
Hence this project aims to reduce the recovery time during single link network failures.
The controller calculates the backup path proactively using segment protection scheme
[16]. The switches identify link failures in segments using Bidirectional Forwarding
Detection (BFD) protocol and reroute the traffic. As the link is recovered the switches
will start using the best path. The controller deletes the backup segment entries when
the corresponding working path entries expire. This scheme is proposed to provide fast
resiliency in OpenFlow networks. This proposed scheme employs segment protection
scheme to compute the backup paths proactively. This considers single link failures of
the network. The recovery is performed locally by the switch. The controller inter-
vention is avoided during failure recovery. Once the link is up, the switches start
forwarding using the best path. The first and last switches of each segment are enabled
to send Bidirectional Forwarding Detection (BFD) packets to identify the failure of any
links in the segment. When a link failure is detected by the switch, it reroutes the
packets through backup segments. To avoid expiration, flow entries for backup seg-
ments are installed permanently and a novel mechanism is introduced for deleting these
entries when the corresponding working path flow entries are removed.

The remainder of the paper is organized as follows. Section 2 provides a literature
survey in terms of various approaches in providing resiliency in OpenFlow networks.
Section 3 highlights the system requirements and presents the overall system archi-
tecture. Section 4 discusses the results and Sect. 5 evaluates the performance of the
proposed system. Section 6 gives the conclusions of this work and shows the directions
for future enhancements.
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2 Existing Schemes

Initially OpenFlow was designed for Local Area Networks (LANs). Hence it doesn’t
include fast resiliency mechanisms. Many schemes had been proposed in the past for
reducing the restoration time in OpenFlow networks [5]. This survey discusses the
existing approaches used to reduce the failure recovery time and the limitation of the
same.

Staessens et al. [2] and Sharma et al. [3] proposed a restoration scheme for
OpenFlow carrier grade Ethernet networks. In this scheme, switch connected to the
disrupted link directly notifies the controller about the topology change. Upon notifi-
cation, the controller identifies the disrupted flows, computes the backup paths, and
updates the data plane flow tables considering the failure. In other words, the method
followed in this scheme is reactive. It is also recognized that in big networks, these
full-state controllers could be overloaded by recovery requests.

Yu et al. [7] considered OpenFlow resiliency in IP networks. This scheme is also
based on a full-state controller that is notified by the switch upon link failure occur-
rence. In data plane approach, when a link fails the switch attached to that link will
send notification to all other switches that sends traffic through this failed link.

Desai and Nandagopal [4] proposed a data plane approach in OpenFlow networks.
This also overloads the Controller. Kempf et al. [8] proposed a similar kind of approach
in transport networks based on OpenFlow. In this, each established flow is monitored
by sending frequent probe messages. Hence the failure is quickly detected. But the
backup path computation is done by the controller only [5]. In path protection
approach, backup paths are pre computed along with the working paths. Both are
installed in the switches with different priorities. Hence when a link fails, the switch
can use the backup path without the intervention of the controller.

Sharma et al. [1] proposed this approach using the fast-failover groups functionality
of OpenFlow specification. This approach monitored the working path aliveness by the
ingress switch using a similar mechanism as the one proposed in [8]. Here the con-
troller intervention is totally avoided.

Nguyen et al. [13] introduced a novel method for fast switchover by using the select
group instead of failover group. This method has better bandwidth utilization than the
standard one. Link protection mechanism also pre computes the backup path as that of
path protection approach. Instead of computing a single backup path between the
source and destination, this computes backup paths from every node in the working
path to the destination.

Sgambelluri et al. [6] used this scheme in protection approach. This achieves lesser
fail over time than path protection scheme, as here every switch in the working path can
directly divert the traffic through the back up path. But this increases the number of
flow entries in the flow table.

Fonseca et al. [9] proposed a backup control mechanism which involves a backup
controller in an OpenFlow based network. This avoids the problem of having a single
point of failure. Various algorithms have been developed and studied for dividing the
given path into a set of segments.
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Xu et al. [10] proposed a scheme called PROMISE, which divide an active path
into several possible overlapping active segments and protect each of them with a
detour called backup segment. In the worst case this algorithm takes exponential time
to compute the backup paths.

Todimala and Ramamurthy [11] presented a dynamic partitioning sub path pro-
tection routing technique. Here primary path is partitioned into sub paths and then
backup paths for these sub paths are computed dynamically. Tewari and Ramamurthy
[12] based on uniform fixed-length segment protection method. Primary path is divided
into fixed-length segments with the exception of the last segment.

Table 1 summarizes the major approaches and their drawbacks. Earlier works in
OpenFlow deal with the problem of path failure reactively. Once the OpenFlow switch
identifies the path failure it informs the OpenFlow controller and the OpenFlow con-
troller identifies the alternate or backup paths and inform the OpenFlow switch. In this
reactive approach, packet loss is inevitable. Recent work in this area attempts a
proactive approach. In the proposed scheme, a proactive approach using segment
protection is attempted to achieve moderate switch over time, bandwidth efficiency and
moderate number of flow entries

3 System Architecture

The system architecture is represented in Fig. 3 and it gives the details of the proposed
scheme in a diagrammatic way. The system can be classified into two sections such as
Controller part and the Switch part which is discussed later and the system works as
follows.

Table 1. Comparison of various recovery approaches

Approach Concept Drawback

Restoration • Switch notifies the controller about
the change

• Controller identifies disrupted flows,
computes backup path and updates
flow tables

• Recovery time is around 200 ms

Controller is overloaded by recovery
requests

Data plane
mechanism

• On failure, switches that send
traffic through disrupted links are
notified

• Recovery performed by controller

Controller is overloaded by recovery
requests

Path
protection

• Controller precomputes backup
paths

• Installs it in switches using fast fail
over groups

• Recovery around 50 ms

• Switchover time in path protection
is more compared to link and
segment protection

• Bandwidth efficiency is more

Link
protection

• Controller precomputes backup
paths using link protection

• Installs it in switches
• Recovery around 20–50 ms

• No of flow entries in the switch are
more

• Bandwidth efficiency is less
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Step 1: The controller computes the working path for the packet in message.
Step 2: Then it divides the working path into a set of working segments of fixed

length and finds the backup segment for each. Working and backup segment
entries are installed in the switch.

Step 3: It also enables the segment start and end switches to send BFD packets
periodically. These packets are routed through the working segment.

Step 4: When a link fails, the end switches of that segment identify the failure using
BFD protocol and reroute the packets through the backup segment.

Step 5: When the working path expires, the backup path entries are also deleted by
the controller.

Step 6: Backup segments are also used to distribute the traffic when there is no
failure.

3.1 Controller Part

Working Path Computation: When a packet is redirected to the controller, shortest path
is calculated between the source and destination with the help of link discovery.
Controller constructs a graph structure G by identifying the links and nodes from the
discovery module. Then it finds the shortest path between the source and destination in
the graph structure using bidirectional Breadth First Search (BFS).

Backup Path Computation Using Segment Protection: When a new flow arrives,
backup path is calculated by the controller. This involves two steps. They are

• Identification of Segments
• Installation of Backup Flow entries

Identification of Segments: The backup path is calculated using segment protection
method. In this scheme, working path is divided into number of working segments. For
each of the working segment, the backup segment has to be found. For this a new graph

Fig. 3. Modified OpenFlow scheme
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Gp is constructed from the original graph G by removing the edges of working path
from G. The minimum number of hops (min_hop) of a working segment is decided
according to the size of the network. Now initial working segment (Swi) is formed by
taking the first min_ hop + 1 nodes from the working path. If a backup path (Sbi) exists
for this working segment. Working segment and backup segment are added into the list
of working (Sw) and backup segments (Sb) respectively. Then the next working
segment is formed by starting from last node of previous working segment and adding
next min_hop nodes from the working path. If the number of left over nodes in the
working path is lesser than min_hop then these remaining nodes form the last segment.
This process is repeated till we cover all the nodes of working path. If the backup path
doesn’t exist for a segment then one more node is added to the working segment and
the process of identifying backup segment is repeated.

Installation of Backup Flow Entries: After identifying working and backup segments,
the in port and out port for each of the node in the working and backup segments are
identified. The first and last element of the working segment and the corresponding
backup segment will be same. These are the nodes which divert the traffic through
alternate path during failure. Hence group table entries have to be added with two
buckets for these nodes. First bucket will be associated with the port to be used for
working path. Second bucket will be associated with the port to be used for backup path.
The Fast fail over group type is used which sends the traffic through first active bucket.
For intermediate nodes in working and backup segments separate flow entries are
installed with different priority value. Backup segment entries priority will be lesser than
the priority of working segment entries. Figure 4 describes the segment identification.

Fig. 4. Flow diagram of segment identification
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Path Establishment for BFD Packets: This module is incorporated at the OpenFlow
Controller. After identifying the working and backup segments, the controller enables
segment start and end switches to send BFD packets periodically to identify any link
failures in that segment. It also installs flow entries for BFD packets in such a way that
the switches can route these packets through the corresponding working segments.

Deletion of Old Backup Flow Entries: While installing the flow entries, backup flow
entries are added as permanent entries and the working path entries are installed with
‘Flow Removed’ flag. Hence when the working flows are deleted the switches send
‘FlowRemoved’ message to the controller. At that time the controller retrieves the
source, destination and the switch from which the message is sent. If it receives the
‘Flow Removed’ message from source or destination of any protected flow then it
sends ‘FlowMod’ messages to the switches to delete the backup flow entries for that
source and destination.

3.2 Switch Part

Link Failure Detection using BFD: OpenFlow switch has to detect the failure using
BFD packets. These packets are sent periodically between the first and last nodes of
working segments. Hence when a link fails these packets won’t be received by the first
node of the working segments. If the time limit exceeds, then the start node assumes
that the failure of a link has occurred and updates the aliveness of the corresponding
port. After that the packets are sent through the next alive port (bucket). Link failure
detection is shown in Fig. 5.

Load Balancing using Backup Path: Backup path is utilized to distribute traffic when
there is no failure. Distribution of traffic through working and backup path is done in a
round robin fashion. This is achieved using ‘select’ group type of group tables. When
both action buckets of the group are active the flow of packets are directed through one
of them in a round robin fashion. During failure of working path link, the flow is routed
through another active bucket which follows the backup path. This improves the
bandwidth utilization in normal condition.

Fig. 5. Flow diagram for link failure detection
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4 Results and Discussions

Two servers have been used for emulation. One server is run as a virtual machine using
virtual box. Mininet is used here to create a realistic virtual network, running real
kernel, switch and application code, on a single machine in seconds, with a single
command. Ryu is a framework to write OpenFlow Controllers.

4.1 Controller Part

Working Path Computation: In the OpenFlow controller a handler for packet_in
message is added. In this handler function, NetworkX modules are used to identify the
shortest path. This path computation uses bidirectional forwarding detection algorithm.
Figure 7 shows the working path computed by the controller for the ping request
between h1 and h2.

Backup Path Computation Using Segment Protection.

Identification of Segments: Once the working path is computed, the controller has to
split the working path into a set of segments except the last one. Then it finds the
backup segment for each of the working segments. If some of the segments doesn’t
have backup segment then that part alone is left as unprotected. The working and
backup segments for the working path (S12–S11–S10–S9–S8–S7–S6–S5–S4–S3) of
h1 and h2 is shown in Fig. 6.

Installation of Backup Flow entries: After identifying the working and backup
segments, the controller has to frame the flow entries for the same and send FlowMod
messages [14] to the corresponding switches to add those flow entries. First and last
switch of the segments will have group table entries as they have to reroute the traffic in
case of link failure.

Fig. 6. Working path, working segments, backup segments and BFD sessions

Failure Recovery Using Segment Protection in Software Defined Networks 55



Path Establishment for BFD Packets: Once the working segments are identified, the
controller enables BFD sessions between the first and last switch of each segment. The
default destination Medium Access Control (MAC) address of the BFD packets gen-
erated by BFD sessions is ‘00:23:20:00:00:01’. Hence this function installs flow entries
with destination MAC as ‘00:23:20:00:00:01’ in all other switches (middle) of the
working segments in order to route the BFD packets through the working segments.

Deletion of Old Backup Flow Entries: The controller installs the backup path entries
as permanent entries to avoid the expiration of these entries. Hence when the working
path expires due to expiration of idle timeout period, we have to delete the corre-
sponding backup path entries. For this a ‘Flow Removed’ message handler is added in
the controller. For deletion purpose the controller maintains a list of source and des-
tination hosts tuple between which protected path is installed already. After deleting the
backup path entries it updates this list by deleting the corresponding source and des-
tination tuple. Figure 7 shows the flow entries of S6 and S7 after the expiration of
working path between h1 and h2.

4.2 Switch Part

Link Failure Detection Using BFD: Whenever a link in the working path fails, the
BFD session status of that corresponding session will go down. This status is used to
update the action bucket aliveness of the group entries. If the first action bucket is not
alive then the packets will be forwarded through next alive action bucket. Figure 8
shows the BFD session state change of the BFD session between S6 and S9 during the
failure of S7–S8 link.

Load Balancing Using Backup Path: To utilize the bandwidth allocated to the
backup paths efficiently, the functions are modified to install the group entries and
select the active action buckets in round robin fashion. This enables the switches to
route the alternate flows through working and backup segments respectively. The
request of the ping uses routed through one action bucket (s3-eth3 port). The reply of
the ping is routed through another action bucket (s3-eth2 port).

Fig. 7. Flow entries of S6 and S7 switches after the expiration of working path
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5 Performance Evaluation

The performance of the system is evaluated using the following metrics [16].

1. Number of packets lost
2. Switch over time
3. Number of flow entries

Number of Packets Lost: To find the number of packets lost, ping request is given
between the two hosts of the emulated network with a count option. The flow of the
ping request is observed before and after failure using Wireshark. The ping statistics of
the flow displays the number of packets transmitted and the number of packets
received. Using these values we can find the number of packets lost during the
transmission. This ping test is performed several times by specifying different values
for ping intervals and the observations are recorded. The results are plotted in a graph
as shown in Fig. 9.

Fig. 8. State change of the BFD session during link failure

Fig. 9. Ping interval (milliseconds) vs packet loss
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From the graph we can observe that the number of packets lost becomes zero after
400 ms. The reason behind this is, our system generates BFD packets at 100 ms
intervals and the BFD status is updated only after 3 continuous loss of reply. Hence the
system needs at least 300 ms to identify the failure and reroute the traffic. The packets
generated within this interval will be lost. If we take the ping interval of 80 ms, then the
packets generated within 300 ms is 3 (= 300/8). But the link failure may occur in
between two successive generations of packets. It may result in one more or less packet
loss. Hence the number of packets lost for this interval can have a value from 2 to 4.
The observed value recorded in the graph is 3.

Switch Over Time: Switch over time is the time required by the switch to identify the
link failure and reroute the traffic through the backup path. Our system with BFD
interval of 100 ms requires at least 300 ms to identify the link failure. There are
systems which support up to 50 ms for BFD transmission interval [15]. In that case we
can reduce the switch over time to 150 ms.

Networks of real world will have delays. Hence a delay of 100 ms is set for the links
created in Mininet and the ping test is performed. Theoretically the switch over time
can be computed using the Eqs. (1) and (2). The value of Multiplier (M) will vary from
0 to 3 according to the position of the failed link in the segment. If the failed link is the
3rd hop of 4 hop segment, then all the three BFD packets which will be lost would have
been generated already. Hence the value of M in the Eq. (1) will become 0. If the failed
link is the first hop of the segment, then the value of M in the Eq. (1) will become 3.
For the segment size of 3 and BFD interval of 100 ms this will give the value as 600 to
900 which can be considered as minimum and maximum value of estimated switch
over time. To get the value of switch over time from the observations, we have to find
the minimum ping interval at which the number of packets lost becomes zero. For
various segment sizes, we found the value of switch over time and plotted the results in
a graph as shown in Fig. 10. For segment size 3, in the emulated topology, the link S4–
S5 is failed and the switch over time is found. These values fall in the range of
minimum (M = 0) and maximum (M = 3) value of estimated switch over time.

Switch over time ¼ M � BFD min txþ Seg RTT ð1Þ

Seg RTT ¼ 2 � No of hops � Link delay ð2Þ

where

M – Multiplier
BFD_min_tx – Transmission Interval for BFD Packets
Seg_RTT – Round trip time of the segment
No_of_hops – Number of hops in the segment
Link_delay – Delay of the links in the network

Comparison with Path and Link Protection Systems: To compare the segment
protection with other schemes, the ping test is performed with various ping intervals on
path, segment and link protection systems where the link delay of emulated network is
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set as 100 ms. As there were some slight variations in the number of packet lost for the
same set of inputs, the highest value among them is used to plot the graph which is
shown in Fig. 11. This variation is due to the time difference between the last ping
request sent and the failure of the link. From the graph it is very clear that the number
of packets lost in segment protection is lesser than that of path protection system. The
Fig. 12 shows the number of flow entries needed to install a single protected flow
between two hosts. Here the size of the segment is taken as 3.

Fig. 10. Switch over time for various segment size

Fig. 11. Comparisons of path, link and segment protection based on number of packets lost

Fig. 12. Comparisons of path, link and segment protection based on number of flow entries
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Further the bandwidth efficiency is very low in link protection as we have to
allocate bandwidth for all backup paths. Moreover, all networks won’t have a backup
path from every node of working path to the destination. Hence segment protection is
the better option among the three as it provides moderate switch over time with
moderate bandwidth efficiency. So the segment protection is the better option among
the three.

6 Conclusion

Segment protection scheme is implemented using fast fail over group type of openFlow
in openFlow networks. The switches identify the link failure of a segment using BFD
protocol and reroute the traffic using next available action buckets. once the failure is
rectified, the switches are reverted back to the working path. Here the achieved
recovery time is determined only by the segment failure detection time. This depends
on the segment size which has to be selected according to the network and working
path size. This gives better result than path protection system. Though the link pro-
tection gives lesser switch over time, the number of backup flow entries is more in that
which leads to poor bandwidth efficiency. Hence segment protection gives moderate
switch over time with moderate bandwidth efficiency. In future, we try to improve the
bandwidth efficiency by calculating the available bandwidth of working and backup
segments periodically and assigning weights to them accordingly. We can perform
dynamic load balancing by splitting the traffic through working and backup paths
according to their weights. The system can be enhanced to handle node failures.

References

1. Sharma, S., Staessens, D., Colle, D., Pickavet, M., Demeester, P.: Enabling fast failure
recovery in OpenFlow networks. In: Proceedings of 8th International Workshop on the
Design of Reliable Communication Networks (DRCN), pp. 164–171, October 2011

2. Staessens, D., Sharma, S., Colle, D., Pickavet, M., Demeester, P.: Software defined
networking: meeting carrier grade requirements. In: Proceedings of 18th IEEE Workshop on
Local Metropolitan Area Networks (LANMAN), pp. 1–6, October 2011

3. Sharma, S., Staessens, D., Colle, D., Pickavet, M., Demeester, P.: OpenFlow: meeting
carrier-grade recovery requirements. J. Comput. Commun. 36(6), 656–665 (2013)

4. Desai, M., Nandagopal, T.: Coping with link failures in centralized control plane
architectures. In: Proceedings of 2nd International Conference on Communication Systems
and Networks (COMSNETS), pp. 1–10, January 2010

5. Abujassar, R.S., Ghanbari, M.: Efficient algorithms to enhance recovery schema in link state
protocols. Int. J. UbiComp. (IJU) 2(3), 53–58 (2011)

6. Sgambelluri, A., Giorgetti, A., Cugini, F., Paolucci, F., Castoldi, P.: OpenFlow-based
segment protection in ethernet networks. J. Opt. Commun. Netw. 5(9), 1066–1075 (2013)

7. Yu, Y., Xin, L., Shanzhi, C., Yan, W.: A framework of using OpenFlow to handle transient
link failure. In: Proceedings of International Conference on Transportation, Mechanical, and
Electrical Engineering (TMEE), pp. 2050–2053, December 2011

60 V. Padma et al.



8. Kempf, J., Bellagamba, E., Kern, A., Jocha, D., Takacs, A. and Skoldstrom, P.: Scalable
fault management for OpenFlow. In: Proceedings of IEEE International Conference on
Communications (ICC), pp. 6606–6610, June 2011

9. Fonseca, P., Bennesby, R., Mota, E., Passito, A.: A replication component for resilient
OpenFlow-based networking. In: Proceedings of IEEE Network Operations and Manage-
ment Symposium (NOMS), pp. 933–939, April 2010

10. Xu, D., Xiong, Y., Qiao, C.: Novel algorithms for shared segment protection. IEEE J. Sel.
Areas Commun. 21, 1320–1331 (2003)

11. Todimala, A., Ramamurthy, B.: A dynamic partitioning sub-path protection routing
technique in WDM mesh networks. J. Clust. Comput. 7, 259–269 (2004)

12. Tewari, R., Ramamurthy, B.: Optimal segment size for fixed-sized segment protection in
wavelength-routed optical networks. In: Proceedings of IEEE 3rd International Symposium
on Advanced Networks and Telecommunication Systems (ANTS), pp. 1–3, December 2009

13. Nguyen, K., Minh, Q.T., Yamada, S.: Novel fast switchover on OpenFlow switch. In:
Proceedings of Conference on Consumer Communications and (CCNC), pp. 543–544
(2014)

14. OpenFlow Switch Specification 1.3.0. https://www.opennetworking.org
15. www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/5_x/nxos/interfaces/configuration/

guide/if_cli/if_bfd.html
16. Padma, V., Yogesh, P.: Proactive failure recovery in OpenFlow based software defined

networks. In: 3rd International Conference on Signal Processing Communication and
Networking (ICSCN) (2015)

Failure Recovery Using Segment Protection in Software Defined Networks 61

https://www.opennetworking.org
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/5_x/nxos/interfaces/configuration/guide/if_cli/if_bfd.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/sw/5_x/nxos/interfaces/configuration/guide/if_cli/if_bfd.html


Spectrum Sensing Based Heed Routing
Performance Enhancement Strategy
for Cognitive Radio Sensor Networks

S. Janani1(&), M. Ramaswamy2, and J. Samuel Manoharan3

1 Department of ECE, A. V. C College of Engineering,
Mannampandal, Mayiladuthurai 609305, Tamil Nadu, India

jananiphd15@gmail.com
2 Department of Electrical Engineering, Annamalai University,
Annamalai Nagar, Chidambaram 608002, Tamil Nadu, India

3 Department of ECE, Bharathiyar College of Engineering and Technology,
Karaikal 609609, Tamil Nadu, India

Abstract. The paper formulates the cluster based (Hybrid Energy Efficient
Distribution) HEED routing strategy for cognitive radio sensor networks
(CRSN) using the principles of spectrum sensing. The theory of spectrum
sensing enables the secondary users to effectively use the vacant channels and
ensure a sense of protection for the primary users. Though heterogeneous
co-operative spectrum sensing periodically increases the throughput of the
network, still it necessitates measures for improving the other performance
indices. The focus relates to reducing the spectrum sensing duration with a view
of maximizing the time for data transmission. The attempts reiterate to extract an
efficient solution through hybrid sequential and parallel channel sensing
(CS) technique for routing the information. The efforts bring out the benefits in
terms of the parameters that include throughput, energy, packet loss, delay and
overhead through a comparative study with CS- LEACH and CS-AODV routing
schemes. The results obtained in the NS2 platform allow it to claim a place for
the use of CS-HEED in real world applications.

Keywords: Routing � Cognitive radio sensor networks � CS-HEED
Spectrum scheduling � Hybrid sequential-parallel channel sensing

1 Introduction

The cognitive radio (CR) forms a technique for sensing the vacant bands and enabling
the use of the available bands to transmit data. It can operate in the licensed spectrum
band, where the CR refers to the secondary user (SU) and acquires access when not
used by the primary user (PU). The philosophy of dynamic access gathers interest to
foster the cognitive radio enabled devices engage the spectrum efficiently with the
available bands.

A cognitive radio sensor network (CRSN) constitutes a multichannel network
capable of transferring data between a source and a destination. It inherits two main
differences from a traditional wireless sensor network (WSN) in the sense that the
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number of available channels differ from time to time and the set of available channels
differ for each node in the CRSN. The nodes of a single network in the WSN usually
use the same set of the available channels.

While the challenges in WSN that include low energy and hardware limitation
increase the complexity of spectrum management, the CRSN does not consider the
energy and hardware limitations as constraints. Though the wireless sensor networks
(WSNs) offer a fault tolerant nature, serve to be flexible, and find wide spread use, it
experiences the constraints of link connectivity, limited bandwidth and processing
capability. Besides the theory of clustering allows an efficient way to design efficient
network architecture and facilitate effective routing schemes. It reduces the commu-
nication overhead, increases reliability and being a structured topology serves to
increase the system capacity and stability.

However when the channel experiences fading and shadowing, a cooperative
spectrum sensing approach gathers strength to augment the degraded performance. It
encompasses two successive stages, where in the sensing stage, every cognitive user
performs spectrum sensing individually and in the reporting stage it communicates the
local sensing observations to a common receiver and allows the latter to make a final
decision either on the absence or the presence of the primary user. It selects the most
favourable user (cluster head) with the largest reporting channel gain to collect the
sensing results from the other users in the same cluster and forward them to the
common receiver.

1.1 Related Works

The CR enabled WSN has been seen to reduce congestion, increase the throughput of
the network and offer a reliable performance [1, 2]. It has been operated with fixed
spectrum allocation characterized by resource constraints in terms of communication
and processing capabilities. The CR enabled sensor nodes have been endowed with the
potential ability to access the multiple alternative channels.

The clustered CRSNs have been formed with a number of clusters and periodically
transmit their sensed data to the sink through hierarchical routing [3]. The sensor nodes
have been equipped with sense and switch facility with the licensed channel by
dynamic channel access to reduce the energy consumption.

The sensing strategies have been related to the sensing order optimization and
acquiring the stopping time in sequential manner in the event of the channels being
sensed one after the other [4]. A time schedule has been assigned to each secondary
user for sensing each particular channel at a particular instant. A co-operative spectrum
sensing approach has been implemented to increase the efficiency of sensing and
reduce the sensing time [5] for allowing multiple SU’s sense the same channel at the
same time.

A cluster based cooperative spectrum sensing has been proposed in cognitive radio
systems for reducing the reporting errors by the fading channels. The decision fusion
and energy fusion schemes have been orchestrated to circumvent the drawbacks [6].

An online decision scheduling algorithm has been suggested to determine the
sensing period together with a sequential detection for spectrum sensing, suitable for
short term channel change [7].
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Two problems have been witnessed due to spectrum sensing and channel state
estimation and augur efforts for maximizing the secondary user (SU) throughput. It has
been solved by means of the secondary user (SU) reporting their sufficient statistics to a
fusion centre (FC) and enabling a level triggered sampling [8].

The primary user has been facilitated to transmit its information to the PU’s
receiver directly or assisted by the SU depending on maximization of the throughput of
the secondary user and primary user in each time slot [9]. A game based spectrum
allocation mechanism has been proposed for the different number of channels and the
dynamic bidding game based spectrum allocation strategy developed [10].

A co-operative sensing scheduling embedded in partially observable Markov
decision process has been analyzed as an efficient method of spectrum sensing for
decreasing the transmission time of the secondary user for exploiting the other channels
effectively [11]. An energy efficient spectrum sensing technique has been outlined for
reducing the sensing duration for each user [12].

In group based co-operative spectrum sensing, the secondary users have been
grouped such that different groups become responsible for performing different sensing
rounds. Three efficient adaptive assignment heuristics have been explained to perform
the assignment of users to the group and the assignment of groups to the sensing rounds
in a way that the throughput efficiency remains maximized [13].

A partially myopic access strategy has been articulated to prove that it allocates SU
traffic to idle spectral bands on an energy efficient framework [14]. The TDMA/round-
robin fashion has been used to ensure that the secondary station efficiently shares the
specific resources and exhibits perfect coordination. [15].

The cooperative spectrum sensing embedded with energy harvesting secondary
user has been showcased to reduce the sensing time and decrease the energy efficiency
with increased throughput [16]. A prioritized ordering heuristic has been developed to
order channels under the spectrum and a scheduling assignment included for achieving
optimal solution [17].

Two heuristic algorithms have been put forth for spectrum sensing and compared
with the optimal one-convex concept as applied in the design of an algorithm to solve
the heterogeneous scenario optimally [18]. An ant colony based energy efficient sensor
scheduling algorithm has been elucidated to provide the required sensing performance
and increase the overall secondary system throughput [19]. The CSMA-CA has been
laid to achieve fair and efficient throughputs in multi-hop networks by characterizing
the worst case bounds for CSMA-CA in one-hop neighbourhood topology [20].

Despite the continuous efforts, still the influence of a cluster of the routing scheme
and its subsequent benefits on the performance invites attention.

2 Problem Formulation

The emphasis orients to evolve a cluster based HEED methodology for routing the data
through a hybrid sequential and parallel multi channel strategy in a CRSN. The
exercise owes to evaluate its performance on a NS2 portal and establish its merits in
terms of indices through a comparative study with CS-HEED, CS-LEACH and
CS-AODV methods.
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2.1 System Model

The procedure involves a clustered CRSN with a primary user and three secondary TXs
and three secondary RXs. It operates on the assumption that the PU’s activity in the
channel remains independent which allows it to transmit information in the time-slotted
fashion with slot duration equal to T. The Figs. 1 and 2 show the network and system
model with one primary trans-receiver and three secondary trans-receivers respectively.

The process augurs a sensing sequence that includes the time schedule and the
priority for the users to sense the channel. If the channel gain operating on secondary
transceiver pair be sx,i.(here x = 1, 2, 3) and the channel gain operating from the PU
transmitter be px,y,

Fig. 1. System model for clustered cognitive radio sensor networks

Fig. 2. System model with a primary user transmitter (Tx), three secondary transreceivers
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Then the secondary user transmission capacity on the mth channel turns out to be as
in Eq. 1

Cx;y ¼ Bx log2ð1þ rx;yÞ ð1Þ

where Bx refers to the bandwidth of the xth channel, 1 � x � 3
The received SNR of the yth SU on xth channel can be expressed from Eq. 2 as

rx;y ¼
pys2x;y
a2x

ð2Þ

where py is the transmission power for yth secondary user
a2x is the noise power on xth channel
If rx;y follows to be the same for all the SUs, then the SNR can be related as in

Eq. 3

#x;y ¼
cxq

2
x;y

a2x
ð3Þ

where cx governs the transmission power of the primary user at channel x.
The collective decisions arrive from several individual sensing results and therefore

a node which engages to send packet to another node, transmits a series of short
preamble messages on the common channel control (CCC) that contains the destination
ID and location of transmitter node. The data transmission includes the acknowl-
edgement (ack), negative acknowledgement (nack) and end of data which begins on the
selected channel. The sensing time however can be reduced based on the requirements
of the individual users. In time slotted fashion since the status of channel does not
change during each time slot, thus by reducing the sensing time, the throughput of the
network can be increased.

The collective decisions in co-operative spectrum sensing, however depends on the
several individual sensing results. The sensing time can be reduced based on require-
ments of individual users and in time slotted fashion since the status of channel does not
change during each time slot, thus by reducing the sensing time, the throughput of the
network can be increased.

If the PUs, whose pilot signals remain detected by the secondary receiver and b be
the minimum sensing time(MST), required to satisfy the given detection quality under
additive white Gaussian noise (AWGN) channel by the optimal detector, then the
matched filter becomes equal to as observed from Eq. 4

MST ; b ¼ ðQ�1 Pf
� �� Q�1 Pdð ÞÞ2

#fs
ð4Þ

where # is the detected SNR
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fs is the receiver sampling frequency
Pd is the Probability of detection
Pf is the Probability of false alarm

The sensing results provided by the different users can be combined to evolve a
decision based on AND and OR fusion rules where they pave the way for deciding k
out of N.

If the N users continue to be heterogeneous, then the cumulative probability
detection can be written as in Eq. 5

Qd ¼ 1� 1� Pdð ÞN i:e: OR fusion rule½ � ð5Þ

The cumulative Probability of false alarm may be given by Eq. 6

Qf ¼ 1� 1� Pf
� �N

i:e: OR fusion rule½ � ð6Þ

The Eqs. 7 and 8 explain the cumulative probability detection and that of the false
alarm respectively

Qd ¼ Pdð ÞN i:e: AND fusion rule½ � ð7Þ

Qf ¼ Pf
� �N i:e: AND fusion rule½ � ð8Þ

3 Proposed Methodology

The scheme evolves a hybrid sequential-parallel strategy shown in Fig. 3, where the
channels divide into several subsets and within each subset, a subset of users adopt the
sequential cooperative sensing while the different channel subsets orient to sense in
parallel. It necessitates finding the channel subsets, the assignment of users to each
subset and the sequential sensing order with each subset.

Fig. 3. Sequential-parallel channel sensing strategy, channel (1&2) sensing sequentially and
channel (3) sensing in parallel
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It echoes to define a function RS (CSm, V) as the maximum expected throughput
obtained from the sequential co-operative sensing by V users with the channel subset
CSm. The secondary network controller decides the spectrum opportunities for trans-
mission at the beginning of each time slot. The exercise involves the use of greedy
heuristic algorithm to maximize the throughput

The greedy approach starts with the knowledge of the channel subset and the
number of users assigned to the subset and the algorithm follows the steps in Fig. 4 for
the remaining users and channels.

The flowchart in Fig. 5 explains the various steps involved in creating the cluster
based CS-HEED and enabling the transfer of data.

Fig. 4. Flowchart for Greedy heuristic approach
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4 Simulation Results

The Figs. 6 and 7 below show the network model using NS2 simulator and routing of
data in the network respectively. It evaluates the performance with the parameters for
the chosen network configured as in Table 1. The methodology investigates the routing
of data using CS-HEED, CS-LEACH and CS-AODV protocol. The Table 1 displays
the simulation parameters used for modelling the network.

Fig. 5. Flowchart for proposed approach

Fig. 6. Network model
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It assumes the beginning of time slot as t = 0 (i.e. reference point) and the elapsed

time when it completes the sensing process for channel as T ið Þ
I The throughput T from

all channel spectrum opportunities can be determined from Eq. 9

maxA E R Að Þf g ¼
XM

i¼1

T � T ið Þ
I Að Þ

� �
CSið1� ViÞ

T
ð9Þ

where T� T ið Þ
I

� �
CSi 1� Við Þ is the expected throughput

R the expected normalized throughput T
T the elapsed time for a channel which remain sunsensed (no throughput gain)
E{.} the expectation operation
A the sensing strategy

T ið Þ
I ð:Þ be a function of A

Fig. 7. Routing of data using NS2

Table 1. Simulation parameters

Simulation parameters Value

Network size 1000 � 1000 m
Number of sensor nodes 250
Communication range 250 m
Initial energy of sink 100 J
Packet size 1000 to 5000
Transmission power 0.8 W
Reception power 0.6 W
Simulation time 200 s

70 S. Janani et al.



The energy efficiency metric may be defined as the ratio of actual energy spent in
transmitting one packet over the total energy spent to transmit or receive a packet as in
Eq. 10.

RðL;CHÞ ¼ EnergyPktðpS L;CHð ÞPÞ
EnergyPkt þEControl

ð10Þ

where

EControl relates to the energy incurred in transmitting control information and
monotonically increases as a function of the packet size
pS (L, CH) the steady state probability of node being in transmission state
P the probability of successful transmission
Energy Pkt the energy consumed in transmitting successful packet

The packet transmission delay can be expressed as in Eq. 11
Delay = The time taken to wait in the queue when the node is asleep
+ The time spent in community control information
+ The time taken to send the data over data channel.

Delay ¼ TW þ TCI þ Td ð11Þ

The control overhead for the network may be determined from Eq. 12.

COH ¼ lack þ lnack þ lendd ð12Þ

where

CoH refers to the control over head
lack the length of acknowledgement
lendd the length of end of data.

The packet delivery ratio (PDR) can be expressed as in Eq. 13

PDR% ¼ Number of Packets successfully transmitted
Total Number of Packets

� 100 ð13Þ

The Figs. 8, 9, 10, 11, 12 and 13 bring out the improved performance when the
network operates with the hybrid sequential-parallel channel sensing technique. The
Figs. 14, 15, 16, 17, 18 and 19 show the CS-HEED protocol to be the best when
compared with other two protocols in terms of the performance indices.

The graph depicted in Fig. 8 bring out the influence of channel sensing in its
attempt to achieve a higher PDR. Though PDR values decrease with increasing size of
the packets transmitted, still they turn out better than that obtained without the channels
being sensed.

It is significant to observe that there is minimum loss of packets for the CS-HEED
protocol as portrayed in Fig. 9, in addition to decreasing the overhead as seen from
Fig. 10 and there from support an increase in the network efficiency.
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Fig. 8. Performance of PDR comparison with and without hybrid channel sensing

Fig. 9. Performance of packet loss comparison with and without hybrid channel sensing

Fig. 10. Performance of overhead comparison with and without hybrid channel sensing
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It follows from Figs. 11 and 12 that the CS-HEED routing enjoys a minimum delay
for the data transmission between the source and destination nodes and enable the
highest throughput respectively, which in turn enhances the performance of the
network.

The Fig. 13 explains that the nodes consume the least energy when CS-HEED
transfers the data, thereby increasing the lifetime of the network.

The bar diagram in Fig. 14 articulates a higher PDR for CS-HEED over the other
two similar routing schemes for increasing sizes of the data and facilitates a significant
improvement in the performance of the network. The Packet Loss shown for varying
packet sizes in Fig. 15 projects a lower value for the CS-HEED protocol and in turn
fosters a faster data transfer rate. The bars in Fig. 16 reflect a smaller decrease in the
overhead across increasing packet sizes for CS-HEED when compared with the other
two routing schemes.

Fig. 11. Performance of delay comparison with and without hybrid channel sensing

Fig. 12. Performance of throughput comparison with and without hybrid channel sensing
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Fig. 13. Performance of energy comparison with and without hybrid channel sensing

Fig. 14. PDR vs number of packets

Fig. 15. Packet loss vs number of packets
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The CS-HEED based data transfer scheme facilitates a smaller delay for increasing
sizes of the packet transmission between source and destination node as observed from
Fig. 17 thus enabling a higher performance of a network. It follows from the bar
diagrammatic representation in Fig. 18 that CS-HEED protocol exhibits a linear
increase in throughput over large sizes of data transmission. It evinces from the bar
chart in Fig. 19 that the network requires the least energy to transmit the data of same
size through the use of the CS-HEED routing scheme and allows it for varying packet
sizes.

Fig. 16. Overhead vs number of packets

Fig. 17. Delay vs number of packets
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5 Conclusion

A cluster based data transfer strategy for cognitive radio sensor network has been
introduced through the use of spectrum sensing technique. The hybrid sequential-parallel
channel sensing technique has been evaluated for three routing methods that include
HEED (CS-HEED), LEACH (CS-LEACH) and AODV (CS-AODV) protocol. The
performance has been measured using the indices such as throughput, PDR, packet loss,
delay, overhead and energy both before and after channel sensing to establish the benefits
of sensing process. The results have been presented to claim the best performance for the
cluster based CS-HEED over the other two approaches and allows it to claim a place for
its use in the utility world.

Fig. 18. Throughput vs number of packets

Fig. 19. Energy vs number of packets
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Abstract. The resilience of a mobile ad hoc network (MANET) to malicious
packet droppers is directly related to the design of a trust management frame-
work (TMF) which assigns a trust metric value to each node through behavioral
monitoring. As the network topology in a MANET changes dynamically, a node
may be uncertain about the trust metric associated with some other node with
which it never had interacted. Under such circumstances, recommendations
from other trusted peers may help in the computation of trust which is known as
indirect trust component. Even though recommendations facilitate the trust
computation of a TMF, malicious nodes may launch trust distortion attacks
which intend to misguide the nodes about the trustworthiness of other nodes.
Dishonest recommenders form a category of malicious nodes which launch the
trust distortion attacks. To cope up with such attackers, a TMF should
encompass a recommendations filtering component. The current work serves to
improvise upon the recommendations filtering scheme used in an uncertainty
reasoning based TMF proposed in our earlier work.

Keywords: Mobile ad hoc networks � Trust management framework
Dishonest recommenders � Uncertainty reasoning � Trust distortion attacks

1 Introduction

Trust management frameworks facilitate in the formation of a reliable route based upon
the trust metric computed by assessing the node behavioral characteristics. Due to
limited battery power and dynamically changing network topology, the behavioral
monitoring is limited to the neighborhood. This results in nodes having complete
uncertainty about the behavior of other nodes with which the former never had an
interaction. Hence the node has to depend upon recommendations received from other
trusted nodes about the behavior of those nodes.

The current paper proposes an enhancement to one of the modules of a novel trust
management framework (TMF) robust to dishonest recommenders [1]. The TMF
proposed in earlier works [2] is based upon uncertainty reasoning, wherein the trust
associated with a node is represented by a triple comprising the components of belief,
disbelief and uncertainty. It is used in the design of a reliable routing protocol for a
MANET called as Path Allegiance Metric based routing protocol which requires a node
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to have an assessment of trust metric upon its upstream and downstream nodes which
fall upon a source to destination path. When a node’s trust assessment upon another
node is complete uncertainty, then it depends upon the recommendations received from
its neighborhood to compute the indirect trust.

The existence of dishonest recommenders requires a recommendation filtering
module to filter out the recommendations received from dishonest recommenders so as
to have accurate computation of a composite indirect trust obtained from honest rec-
ommenders. The proposed filtering mechanism employs a clustering-based algorithm
similar to the algorithm proposed by Yu et al. [3]. It involves two phases: first stage
clustering based upon the least inter-cluster distance and second stage clustering
through merging based upon inter-cluster distance threshold.

The proposed approach is an improvement over the recommendations filtering
proposed in earlier works [1] and is distinct in the following ways:

• Computation of inter-cluster distance based upon weighted mean centroid rather
than the mean of the distances between individual pair-wise recommendations (data
points) between two clusters.

• Additional merging of clusters based upon inter-cluster distance threshold.
• Computation of indirect trust using the cluster with the largest recommendations

count and least uncertainty.
• Usage of weighted mean centroid to compute the indirect trust from the selected.

The above two modifications to the recommendation filtering scheme proposed
earlier [1] act as enhancements to the recommendations filtering scheme by filtering out
most of the dishonest recommenders’ recommendations.

2 Related Work

When the trust management framework involves an indirect trust computation com-
ponent, the recommendations received from multiple recommenders have to be
appropriately aggregated to generate the final indirect trust. A malicious node intending
to perform a trust distortion attack can compromise the indirect trust evaluation
component by acting as a dishonest recommender. The various forms of dishonest
recommender attacks can be categorized as follows:

Slandering attack: The strategy comprises propagation of fake negative recom-
mendations so as to reduce the overall trust of a victim node.
Self-Promoting attack: The strategy comprises the propagation of fake positive
recommendations so as to increase the overall trust of a node. The dishonest rec-
ommender and the recommendee can mutually cooperate so as to upgrade each
others trust by misleading the trust management framework.
Collusion attack: It involves a combination of slandering and self-promoting attack
wherein malicious nodes collaboratively work to upgrade their own trust and lower
other nodes trust through fake recommendations.
Time based On-Off dishonest recommenders attack: It involves an intelligent
malicious node providing fake recommendations as well as correct recommendations
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at random periods of time so as to evade detection/ filtering out by the indirect trust
computation component.
Node based On-Off dishonest recommenders attack: It involves an intelligent
malicious node providing fake or incorrect recommendations to some nodes and
correct recommendations to some other nodes so as to perform trust distortion and
launch a conflicting behavior attack.

The counter-measures to overcome the above attacks involve a recommendation
filtering mechanism to eliminate the recommendations from dishonest recommenders.
The various approaches which can be employed are as follows: (i) Majority-rule based
approaches (ii) Personal-experienced approaches and (iii) Service-reputation based
approaches. In majority-rule based approaches, the recommendations which are most
consistent with each other and which form the majority in the set of total number of
recommendations received are considered to compute the overall indirect trust. Yu
et al. [3] proposed an approach wherein the recommendations are clustered based upon
a similarity measure and the cluster with largest recommendations count is selected to
compute the indirect trust.

In personal-experienced based approaches [4], the recommenders are chosen based
upon the personal experience of the evaluating node with the recommendee. The
approach can fail when the deviation between the interaction history of the evaluating
node and the recommender node with the recommendee is quite large. Especially, the
approach can fail, when the malicious node exhibits an on-off attack pattern wherein
the recommendee can exhibit a malicious behavior with evaluating node and normal
behavior with the recommender node. Such behavior can result in drastic rise in the
number of false positives and false negatives.

In service-reputation based approaches [5], the selection of a recommender is based
upon the reputation metric value assigned to each node based upon its network ser-
vices. The approach fails, when the malicious node exhibits intelligent behavior like
time-based on-off attack pattern or node-based on-off attack pattern. The failure of the
approach is also attributed to the fact, that a generalized metric value computed for
service-reputation cannot be used to assess the credibility of a recommender, since a
node may be benign with respect to packet forwarding but malicious with respect to
providing recommendations.

3 Proposed Scheme

The recommender filtering scheme proposed is a part of the indirect trust component of
the trust management framework which facilitates the design of a reliable routing
protocol called as Path Allegiance Metric based routing protocol. The trust manage-
ment framework is based upon uncertainty reasoning wherein the trust is represented as
a tuple comprising belief, disbelief and uncertainty. The TMF employs beta probability
distribution Beta (a; b) which involves two variables a and b to represent a measure of
packet forwarding and packet dropping behavior respectively. The variables a and b
are then used to compute the values of belief, disbelief and uncertainty. The TMF
involves direct trust component and indirect trust component and the final trust
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associated with a node can be solely based upon direct observations or may depend
upon the recommendations received from the peers based upon the uncertainty asso-
ciated with the direct trust. The indirect trust is computed by aggregating the received
recommendations using a recommendations filtering mechanism so as to, filter out the
dishonest recommendations. Hence the accuracy of the overall trust computed using
indirect trust depends upon the efficiency of the recommendations filtering mechanism.

The proposed recommendations filtering mechanism is based upon clustering
technique proposed by Yu et al. [3]. The formation of clusters is based upon the least
dissimilarity computed using Jousselme’s distance [6]. The following phases are
associated with the working of the proposed mechanism.

• Clusters Formation based upon least inter-cluster distance
• Clusters Formation based upon inter-cluster distance threshold.

3.1 Inter-cluster Distance Computation

The computation of inter-cluster distance involves two different scenarios listed below:

(i) Computation of inter-cluster distance between clusters having only one
recommendation.

(ii) Computation of inter-cluster distance between clusters having multiple
recommendations.

The former scenario involves the usage of Jousselme’s distance and the latter
scenario involves the usage of weighted centroids of the clusters and also the Jous-
selme’s distance.

In the first phase, initially, each recommendation individually is treated as a cluster,
followed by the computation of distance between each pair of clusters. The clusters
with smallest distance are merged together into one cluster which constitutes the output
of the first step. The output of the first step is given as input the second one wherein the
inter-cluster distance between the given set of clusters is computed followed by the
merging of least distance clusters. The process is repeated until the number of clusters
is reduced to (R/2, where R is the number of recommendations received initially). At
this stage, the second phase takes over.

When the clusters are of size is 1, the Jousselme’s distance between the two
recommendations pertaining to each of the clusters can be used to compute the dis-
similarity measure. Let p1 and p2 represent two basic probability assignments com-
prising the tuple <b, d, u>, then, 0�D p1; p2ð Þ� 1

D p1; p2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2

~p1k k2 þ ~p2k k2�2 ~p1; ~p2h i
� �

r

Here ~p1k k2¼ ~p1; ~p1h i; ~p2k k2¼ ~p2; ~p2h i, and ~p1; ~p2h i is scalar product defined by

~p1; ~p2h i ¼ P

2X

i¼1

P

2X

j¼1
p1 Aið Þp2 Aj

� � Ai \Ajj j
Ai [Ajj j where for i, j ¼ 1; 2; . . .. . .. . . ; 2X:
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The main contribution/novelty of the paper lies with the computation of
inter-cluster distance, when the clusters contain more than one recommendation. In our
previous work [1], the computation involves the summation upon the pair-wise dis-
tances upon all possible pair of recommendations such that, the first member in the pair
is drawn from the first cluster and the second member is drawn from second cluster.
Mathematically the idea is represented as follows:

OSMc1;c2 ¼

P

8ðm12c1^m22c2Þ
ð1� Dðm1;m2ÞÞ

c1j j � c2j j

where, c1 and c2 represent two clusters with multiple recommendations, represent the
opinion similarity measure between clusters c1 and c2, |c1| and |c2| represent the size of
the two clusters equal to the number of recommendations within each. Δ(m1, m2) is the
Joussleme’s distance between two recommendations represented by m1 and m2.

The difference between our earlier work [1] and the proposed mechanism with
respect to inter-cluster distance computation based on which the merging of clusters
takes place is depicted through an example in Figs. 1 and 2. In the current proposal,
when the clusters are of size greater than 1, then the distance between them is computed
using the distance between their weighted mean centroids. The computation of the
weighted mean centroid of a cluster is done as follows:

Let m1, m2, m3, …… mn represent the recommendations which form the members
of a cluster. To compute the weighted centroid, the weights assigned to each member
have to be computed as follows:

wðmiÞ ¼

P

1� j� n;i 6¼j
Dðmi;mjÞ

n� 1

Fig. 1. Inter-cluster distance computation using the average of pair-wise distances between the
members of cluster
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Then each of the weighted recommendations is computed as follows: Let the recom-
mendation defined by pi, 1� i� n be represented as follows in the form of a basic
probability assignment:

pi Tf gð Þ ¼ bi; pi �Tf gð Þ ¼ di and pi T;�Tf gð Þ ¼ ui

then, weighted recommendation p̂i is computed as follows:

Fig. 2. Inter-cluster distance computation using the weighted centroids of the clusters
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p̂iðfTgÞ ¼ bi � wðpiÞ p̂iðf�TgÞ ¼ di � wðpiÞ and

p̂iðfT ;�TgÞ ¼ ui � wðpiÞ

After the computation of weighted recommendations, the centroid is computed
using the Dempster’s rule of combination.
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3.2 Clusters Formation Based upon Inter-cluster Distance Threshold

After the number of clusters are reduced to R/2 (where R is the number of recom-
mendations received), further reduction of the number of clusters is done through
merging the clusters based upon inter-cluster distance threshold (set as 0.3). Through
experimental analysis, the value of 0.3 as inter-cluster distance threshold or opinion
similarity measure was observed to have the most similar <belief, disbelief, uncer-
tainty> components forming the trust metric. For the clusters, with single recom-
mendation, the weighted centroid by default is the recommendation itself and for
clusters with multiple recommendations, the computation of weighted centroid is as
explained in Sect. 3.1. The second stage of merging involves merging of those clusters
whose inter-cluster distance is less than or equal to the threshold.
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3.3 Indirect Trust in the Trust Management Framework Using
the Recommendations Filtering Mechanism

After the second stage of cluster merging, the existing set of clusters is considered and
the one with highest number of recommendations is chosen. In case, more than one
such cluster is available, then the one with least uncertainty is chosen. From the chosen
cluster, the weighted mean centroid is computed which forms the final indirect trust
used by the TMF to compute the overall trust of a node.

4 Performance Evaluation

The efficiency of the proposed improved RecommFilter scheme is determined through
a performance analysis through ns-2 network simulator [7]. The network topology used
for simulation comprises 50 nodes which follow a random way point mobility model.
The routing protocol used is the Path Allegiance Metric Routing Protocol (PAMRP)
proposed in our earlier work [2] which is designed based upon the proposed uncertainty
reasoning based trust management framework. It forms the most reliable path by
excluding the nodes with lower trust values from the path. The attack model used for
simulation comprises two types of malicious nodes: Dishonest recommenders and
Packet droppers. Data transmission is performed by ten pairs of nodes each sending
8 kb UDP-CBR (Constant Bit Rate) per second. Table 1. below lists the ns-2 exper-
imental parameters an each data value refers to an average of 20 simulation runs. The
following are the metrics involved in the performance analysis:

Trust Convergence is defined as the gradual change in the average trust value of a
node towards the actual (true) trust metric value which reflects the benign or
malicious nature of a node. In this context, average trust is computed using all the
received recommendations after dishonest recommenders are filtered out.
Packet Delivery Fraction is defined as the ratio of number of packets received by
the destination to the number of packets sent by the source. As the recommenda-
tions filtering scheme, efficiently filters out the dishonest recommenders, malicious

Table 1. Experimental parameters

Parameter Value

Coverage area 800 m � 800 m
Number of nodes 50
Malicious packet droppers 30%
Transmission range 100 m
Simulation time 1000 s
Mobility Random way point model
Traffic type UDP – CBR (Constant Bit Rate)
Packet size 512 bytes
Speed 50 m/s
Pause time 1 s
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packet droppers are eliminated from the source to destination path thereby
increasing the packet delivery ratio.

The performance analysis of the proposed improved RecommFilter scheme
involves a comparison with the RecommFilter scheme [1], RecommVerifier scheme
[8], and E-Hermes scheme [4]. Figures 3 and 4 show the trust convergence in the
presence of 40% dishonest recommenders and 30% malicious packet droppers. Two
attack scenarios involving slandering attack and self-promoting attack are considered
and the convergence of trust value to its actual value reflecting the true nature of a node
is illustrated in the figures. It can be observed that the trust value converges faster to its
original value in the case of improved RecommFilter as the computation of inter-cluster
distance is based upon weighted centroid employing the shafers aggregation operator
whereas the RecommFilter scheme computes the inter-cluster distance based upon the
summation of distances between the individual recommendations within each cluster.
Hence the former approach precedes the latter in efficiently filtering out of dishonest
recommendations. The RecommVerifier scheme has a majority rule based approach
employing two novel mechanisms termed as Time-Verifying and Proof-Verifying. It
has a lower performance compared to RecommFilter as the trust model is based upon
Bayesian inference and the approach creates avenues for a trust distortion attack, when
the evaluating node provides fake recommendations in the Proof-Verifying mechanism.
The E-Hermes scheme has the lowest performance as it involves a personal-experience
based approach which filters out recommendations based upon the deviation from its
own experiences which may not work out in a dynamic environment like MANET.

Trust Convergence with Slandering 
attack

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 200 400 600 800 1000

Time in seconds

A
vg

 tr
us

t o
f b

en
ig

n 
no

de

Improved RecommFilter
RecommFilter
RecommVerifier
E-Hermes

Fig. 3. Trust convergence with slandering attack
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The packet delivery fraction is directly proportional to the efficiency of the rec-
ommendations filtering mechanism. Since the dishonest recommendations are filtered
out, the accuracy of trust evaluation is going to be higher and the malicious packet
droppers can be avoided while forming a source to destination path. Hence, the PDF of
the improved RecommFilter is highest followed by the RecommFilter, RecommVeri-
fier and E-Hermes schemes as can be observed in Fig. 5.

Trust Convergence with Self-
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5 Conclusion and Future Work

The proposed work is an improvement over the RecommFilter scheme which intends to
refine the recommendations filtering mechanism using the clustering mechanism based
upon Jousselme’s distance between the weighted centroids of the individual recom-
mendations within a cluster. The efficiency of the proposed scheme is also attributed to
the usage of weighted centroid computed using the Shafer’s aggregation operator upon
the weighted recommendations wherein, the recommendations with higher distance
with other recommendations within the cluster are discounted proportionally in com-
puting the integrated recommendation of the cluster. The future work intends to inte-
grate the proposed scheme with another scheme which intends to filter out the
recommenders initially based upon a credibility measure of the recommender which
reflects the referral characteristics and the consistency of the referral behavior to
counter the dishonest recommenders with intelligent attack patterns involving time
based on-off attack and conflicting behavior attacks.
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Abstract. The advent of wireless Ad-Hoc networks has seen an associated
emergence of group applications. In order to secure group applications and
prevent unauthorized users from accessing communication data that cannot be
protected by wireless Ad-Hoc networks and IP multicast alone, group com-
munication content needs to be encrypted by a shared group key. Key man-
agement is necessary to ensure the safety of this group key and to protect the
group communication. However, problems arise when group key management
schemes are applied to the wireless environment relates to three issues: per-
formance, security and network compatibility. In this paper, the focus is made
on UAV-MBN, a military network with a proposal to group key management
architecture for the UAV-MBN. In order to tackle two particular wireless group
key management problems, operational efficiency and multiple-membership
changes, a hybrid group key management approach - which operates within each
theatre of UAV-MBN is included. By performing micro-key management, this
approach can reduce the operational costs associated with key management and
improve the operational efficiency of wireless group key management.
A membership-oriented group key management scheme is concentrated to tackle
the performance problem of multiple-membership changes. This approach,
compared to traditional application-oriented group key management approaches,
offers more effective management of multiple-membership changes.

Keywords: Centralized control � Decentralized control
Distributed management � Mobile ad hoc networks � Security management
Unmanned autonomous vehicles

1 Introduction

Group key management needs to identify a way to efficiently distribute keying mate-
rials to its group members and raise the operational efficiency, which is to be dealt with
high priority. This becomes more critical when a group key management approach is
applied in the wireless environment due to the resource limitations of both UAV-MBN
networks and mobile devices. Several group key management approaches [7–10] exists
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and are investigated. However, these encounter serious operational efficiency problems
when they are applied in the wireless theatre based architectures similar to that of
UAV-MBN. In this paper, a new wireless group key management approach named as
hybrid group key management (HGKM) is planned, to be implemented in UAV-MBN
network based on the proposed wireless group key management architecture. This new
group key management approach, HGKM for UAV-MBN is designed to address the
operational efficiency issues with the following assumptions:

• A small key management structure that enables micro-key management operations
to achieve efficiency for both the key controller and group members;

• A combination of centralized and decentralized key management approaches that
allows members to involve in key management in order to reduce the overhead for
the key controller during rekeying;

• A simple message delivery scheme that supports reliable transmission of rekeying
messages; and

• Key controllers that co-operate to facilitate rekeying during the handoff.

2 Existing Group Key Management Approaches

In the distributed group key management approaches such as Group Diffie-Hellman Key
Exchange [1, 6] and Tree-based DH Key Management [8–10], there is no explicit key
controller that manages the group key and supporting keys. The group key is generated
in such a way that each member contributes its own parts to calculate the shared group
key. A number of expensive exponential computations are required in the key gener-
ation, which cannot be afforded by mobile devices participating in the UAV-MBN.
Furthermore, in order to calculate the group key, each member needs to broadcast its
contribution within the group following a one-by-one transmission pattern, which is a
lengthy pattern for large groups. Distributed group key management [11, 12] approaches
consequently have a slow key converging speed during key generation. Two serious
performance issues namely the expensive computation requirement and the slow speed
of key generation prevents the distributed key management [13, 14] approaches from
being applied to the UAV-MBN network. The centralized group key management
schemes such as LKH [3–5] and OFT [2] also face operational efficiency problems when
they are deployed in the UAV-MBN network. In centralized group key management, all
group members are organized into a single hierarchical key tree. Due to operational
efficiency issues, distributed and centralized group key management approaches are not
suitable for application in the UAV-MBN network. A more efficient group key man-
agement approach is required for the UAV-MBN network.

3 Hybrid Group Key Management (HGKM)

Based on the analysis of various centralized group key management approaches, it has
become apparent that the reason for operational inefficiency in centralized approaches
is rooted in the organization of all group members in one single and large hierarchical
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structure. In order to minimize the rekeying impact on the group members and to
reduce the overhead of key management, micro-key management operations are pro-
posed to be performed on small management structures as theatres called as operation
units. An operation unit is a small fixed-sized key management structure. Each oper-
ation unit contains a hierarchical structure for the purpose of key management. Under
the HGKM approach, all group members within a theatre form a key management
group called theatre-key-management-group for the purpose of key distribution. The
theatre-key-management-group is composed of operation units. There are two types of
operation units in HGKM: leader unit and member unit.

The upper level, called the leader units level, is formed by leader unit(s). There are
two roles in the leader unit: leader and leadership candidate. Leader refers to a group
member in a leader unit who is designated as a leader of a member unit on the lower
level. The responsibility of the leader is to assist the theatre key controller (TKC) to
distribute the keying materials to the group members within its member unit. On the
other hand, leadership candidate refers to a member in a leader unit who has not been
assigned as a leader yet. Its responsibility is to work as a backup to the current leader.
When a leader leaves the group, a candidate can be designated as the new leader of the
affected member unit immediately. The purpose of having leadership candidates is to
reduce the operational cost of rekeying when the leader leaves the group.

3.1 Generation of Leader and Member Units

In the initial stage of HGKM, a TKC first creates the leader unit. After the TKC
completes the generation of leader unit(s), the TKC creates member units for the new
incoming group members and designates a member from the leader unit to be the leader
of the newly-generated member unit. During the generation of operation units, the TKC
continually monitors the changes in the ratio of leadership candidates.

The Join Operation
Based on the proposed wireless group key management architecture when a user joins a
group, the TKC needs to enforce backward secrecy to prevent the new joining member
from decrypting previous group data by updating the theatre traffic encryption key
(CTEK). Therefore, in HGKM, the join operation starts with the user sending the join
request to the group key controller (GKC) for authentication and authorization. In
addition, the incoming member also sends a request via Internet Group Management
Protocol (IGMP) to the TKC requesting group communication data from the base station.

user ! GKC : fgroup join requestg

user ! TKC : frequest for receiving the group communication datag

After receiving the join request, the GKC validates the user. If authentication is
successful, the GKC sends the new incoming member the group traffic encryption key
(GTEK) encrypted with a pair-wise key known only to the GKC and the user, while the
GKC informs the TKC that the user is authenticated and authorized.
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GKC ! user : fkGTEKgkGKC � user
GKC ! TKC : fuser is authenticatedg

After receiving this control message from the GKC, the TKC contacts the new
joining member and invokes the join procedure. There are three steps to perform the
joint action in the theatre.

• Step1: the TKC assigns the new joining member into an operation unit, where the
leader unit has priority over the member unit.

• Step 2: the TKC sends the new member a set of keys including the theatre traffic
encryption key (CTEK) and the supporting keys it is entitled to know.

• Step 3: the TKC invokes the join rekeying procedure to update the keys for the
remaining members of the theatre.

In HGKM, there are two types of join operations within the theatre: the joining
leader unit and the joining member unit. The TKC assigns the new member into an
operation unit according to the key management policy, where the leader unit is given
priority over the member unit. The purpose of doing this is to ensure there are enough
members working as leaders and leadership candidates in the leader units’ level for key
management because the responsibility of a leader is to assist the TKC to distribute
rekeying messages within its member unit.

The Joining Leader Unit
Once the TKC finds an available empty slot in the leader unit, the TKC assigns the
joining member into that slot. In order to ensure backward secrecy, the TKC needs to
generate new keys to replace the affected current keys. After sending the
newly-generated keys to the new member, the TKC invokes the rekeying procedure to
update the affected keys for the remaining group members. This rekeying process
follows the bottom-up procedure and is divided into two steps.

• Step 1: the TKC updates the keys for the directly-affected leader unit where the new
member resides. This rekeying procedure is the same as that in LKH.

• Step 2: the TKC multicasts a rekeying message in the theatre-key-management
group where all remaining members reside to update the CTEK for the group
members within the theatre.

In order to better illustrate the joining leader unit, we provide an example, shown in
Fig. 1, to further describe this rekeying procedure. In Fig. 1, when user 8 joins the
group, the TKC assigns user 8 into leader unit 2 as a leadership candidate. The TKC
generates the new keys (k0CTEK ; k

0
78; k

0
58) to replace the current keys (kCTEK ; k78; k58) to

ensure backward secrecy. The TKC sends these new keys to user 8.

TKC ! user8 : fk0CTEK ; k078; k058gk8
In this rekeying message, the total of hunit þ 1 keys is encrypted by the TKC, where

hunit is the height of the key tree for the operation unit. After rekeying the new joining
user, the TKC invokes the rekeying procedure to update the keys for the remaining
group members within the theatre. Following the rekeying procedure, in step 1, the
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TKC updates the affected keys in leader unit 2 where the new member, user 8, has been
assigned. The TKC generates two rekeying messages for user 7 and users 5 and 6
respectively to update the affected keys.

User 7 : fk078; k058gk7
User 5; 6 : fk058gk56

Due to the small size of these rekeying messages, the TKC places them into a single
integrated rekeying message and multicasts it directly to the affected leader unit 2.

TKC ! fleader unit 2g
: fforfuser 7g : fk078; k058gk7; for fuser 5; 6 : fk058g k58g

When the members in leader unit 2 receive this integrated rekeying message, each
member can gain the latest keys from the corresponding section. In this step, the TKC
sends a single rekeying message and the number of keys encrypted is:

1þ 2þ . . .. . .. . .þ hunit ¼ hunitðhunit þ 1Þ
2

ð1Þ

where hunit is the height of the key tree for the operation unit.
After updating keys in leader unit 2, the TKC generates a rekeying message that

contains the latest theatre TEK (k0CTEK ) encrypted by the current CTEK (kCTEK ) and
multicasts it within the theatre-key-management-group that accommodates all the
group members within the theatre.

Fig. 1. Logical structure of HGKM
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TKC ) ftheatre� key� management � groupg : fk0CTEKgkCTEK
When the remaining group members receive this message, they can gain the new

CTEK for the future group communication. During the rekeying procedure of the
joining leader unit, it can be observed that the TKC sends 3 rekeying messages. One is
for the new joining member, one is for the directly-affected leader unit where the new
member resides and the last is for all remaining members. In these three rekeying
messages, the total number of keys encrypted by the TKC is

hunit þ 1ð Þþ 1þ 2þ . . .. . .. . .þ hunitð Þþ 1 ¼ ðhunit þ 1Þðhunit þ 2Þ
2

þ 1 ð2Þ

where hunit is the height of the key tree for the operation unit.
During the rekeying, the members in the directly-affected leader unit receive 2

rekeying messages; the first is the integrated message containing all the keying
materials for leader unit 2 while the other contains the new CTEK for all remaining
group members. The members outside the directly-affected leader unit only receive one
single rekeying message to update the CTEK.

The Joining Member Unit
If the TKC cannot find an available slot in the leader unit(s) for the new joining member,
then the incoming user is assigned to a member unit. The joining procedure is similar to
the joining leader unit. The TKCgenerates newkeys to replace the affected current keys in
the directly-affected member unit and sends these new keys to the new joining user. After
this, the TKC invokes the rekeying procedure to update keys for the remaining group
members. Two steps similar to those performed for the joining leader unit are involved.

• Step 1: the TKC updates the keys for the directly-affected member unit where the
new joining member has been assigned. The TKC generates and multicasts an
integrated rekeying message which contains all the rekeying messages required by
the directly-affected members unit.

• Step 2: the TKC multicasts a rekeying message that contains the new CTEK
encrypted by the current CTEK to the theatre-key-management group to update
CTEK for all remaining group members.

Considering a scenario Fig. 2, when user 9 joins the group, the TKC assigns it into
member unit 2. The TKC generates the new keys ðk0CTEK ; k0910; k0912Þ and sends them to
new joining member, user 9.

TKC ! user9 : fk0CTEK ; k0910; k0912gk9
In this rekeying message, it can be observed that the number of keys encrypted by

the TKC is hunit þ 1, where hunit is the height of the key tree for the operation unit. After
rekeying user 9, the TKC invokes the rekeying procedure to update the keys for the
remaining group members. First, in step 1, the TKC updates the keys for the
directly-affected operation unit, member unit 2. The TKC refreshes the current keys for
users 10, 11, 12 and user 2, the leader of a member unit 2 by multicasting an integrated
rekeying message.
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TKC ! fmember unit 2g : fforfuser 10g : fk9100; k9120g k10
for fuser 11; 12 : fk0912g k1112g

for fuser 2 : fk0912g k2g

After receiving this message, users 2, 10, 11, 12 can update their keys from the
corresponding section. For the purpose of reliable delivery, the leader of the member
unit 2, user 2, stores this rekeying message for a period of time until it receives new
keying materials from the TKC. In this process, the TKC sends just one rekeying
message and the number of keys encrypted by the TKC during this step is:

1þ 1þ 2þ . . .. . .. . .þ hunitð Þ ¼ hunitðhunit þ 1Þ
2

þ 1 ð3Þ

where hunit is the height of the key tree for the operation unit.
After rekeying the directly-affected member unit, in step 2, the TKC multicasts a

rekeying message, which contains the new CTEK, k0CTEK , to the
theatre-key-management-group to update the CTEK for all remaining group members
within the theatre.

TKC ) ftheatre� key� management � groupg : fk0CTEKgkCTEK

Three rekeying messages are sent by the TKC during the whole rekeying process.
One message is for the new joining group member, one is for the directly-affected

Fig. 2. New user 9 joins the group
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member unit and the final message is for the remaining members. The number of keys
encrypted by the TKC is:

hunit þ 1ð Þ 1þ 1þ 2þ . . .. . .. . .þ hunitð Þþ 1 ¼ ðhunit þ 1Þðhunit þ 2Þ
2

þ 2 ð4Þ

where hunit is the height of the key tree for the operation unit.
During this rekeying, the leader and the members of the directly-affected member

unit receive two rekeying messages: the integrated rekeying message and a message
updating the CTEK for all remaining group members. The group members outside the
directly-affected member unit only receive one rekeying message updating the CTEK.

From Table 1, The number of messages sent by the TKC and the number of keys
encrypted by the TKC during the rekeying process in two different types of join
operations is given as; hunit: the height of the key tree for operation unit in HGKM

4 Performance Analysis

Operational efficiency is the highest priority in any wireless group key management
scheme due to the resource limitations of both UAV-MBN networks and mobile
devices. A wireless group key management approach cannot be recognized as efficient
and practical if it cannot meet the requirements of operational efficiency. Therefore, in
this section, we analyse and evaluate the operational costs of key management in
HGKM to demonstrate that HGKM is an efficient and practical wireless group key
management approach suitable for deployment in the UAV-MBN network. In order to
evaluate the performance of HGKM, we set the centralized group key management
approaches LKH and OFT as the benchmarks. The reasons for selecting these as
benchmarks are: (i) LKH and OFT can be applied within the theatre; (ii) LKH and OFT
also apply a hierarchical key structure to manage keying materials which are similar to
HGKM; and (iii) LKH and OFT are considered to be two of the most widely-used and
efficient group key management approaches because the operational costs of these are
OðlogdnÞ where d is the degree of the key tree and n is the total number of group
members.

Table 1. Joining a leader and member unit

Number of messages sent out by
TKC

Number of keys encrypted by
TKC

Joining leader unit 3 ðhunit þ 1Þðhunit þ 2Þ
2 þ 1

Joining member
unit

3 ðhunit þ 1Þðhunit þ 2Þ
2 þ 2
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4.1 Communication Cost

The theatre key controller (TKC) is the main key management entity in HGKM.
Consequently, the communication cost generally refers to the communication overhead
of the TKC during the rekeying procedure caused by the join and leave procedures. The
communication cost can be measured by the number of rekeying messages transmitted
by the TKC during rekeying. Without loss of generality, we apply a binary tree to build
the key management structure in HGKM, LKH, and OFT, as a binary tree is easy to
create, manage and maintain.

The Communication Cost of the Join Operation
In HGKM, there are two kinds of join actions: joining the member unit and joining the
leader unit. From Table 2, it can be observed that the communication cost of the join
action in LKH and OFT is proportional to the size of the whole group. Along with the
increased group size, the communication cost of the join procedure in LKH and OFT also
becomes larger. In contrast, the communication cost of the join procedure for the TKC in
HGKM is a constant value that is achieved by applying an integrated rekeying message
to contain all the rekeying information for the affected operation unit. In HGKM,
micro-key management is performed within a small fixed-sized operation unit. The
number and the size of rekeying messages sent to the affected operation unit are therefore
minimal. Because HGKM has the ability to place the rekeying messages into one single
integrated message, it can utilize the capacity of multicast transmission to improve the
throughput and efficiency of network transmission. We apply the theory of expectation
value to calculate the average communication cost of a join action in HGKM.

Costcommunication joinð Þ ¼ Costjoining leader unit � Pjoining leader unit

þCostjoining member unit � Pjoining member unit
ð5Þ

where Costjoining leader unit and Costjoining member unit are the communication costs of
joining leader unit and joining member unit respectively.

pjoining leader unit and pjoining member unit present the probability of joining leader
unit and joining member unit correspondingly.

In HGKM, the probability of joining leader unit and joining member unit join are:

pjoining leader unit ¼ nmembers in leader units

ntotal group members

pjoining member unit ¼ nmembers in member units

ntotal group members

Table 2. The communication cost of the join action for TKC

Group key management
algorithm

Communication cost

HGKM Join member unit 3
Join Leader unit 3

LKH h + 1
OFT h + 1
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where nmembers in leader units is the number of members in the leader units,
nmembers in member units is the number of members in the member units and
ntotal group members is the total number of members in the whole group.

• The communication cost of the join action in HGKM is a constant value inde-
pendent of the size of the group;

• The communication cost of the join action in LKH and OFT is three to five times
higher than that of HGKM. Moreover, the communication cost of the join action in
LKH and OFT increases with the growth of the number of group members;

• The gap in the communication cost between HGKM and LKH and OFT becomes
increasingly wider as the group size increases.

These three features ensure that HGKM can achieve much better communication
efficiency in key management during the join procedure than the LKH and OFT
approaches.

4.2 Computation Cost

Computation cost is another important parameter that can be used to evaluate the opera-
tional efficiency of group key management. The task of encryption and decryption is the
heaviest work done by the TKC and group members during rekeying, making it an
appropriate criterion for assessment. For the TKC, this parameter can be measured by the
number of keys encrypted during the rekeying procedure. For group members, this
parameter can be approximately assessed by ascertaining the number of rekeyingmessages
received bymembers. During rekeying, every rekeyingmessage is multicasted to all group
members to improve communication efficiency. Each member needs to process every
single receivedmessage to determine if it is the intended recipient. The computation cost for
themember is therefore directly related to the number of receivedmessages. In the next two
sections, we analyse the computation costs of the join and leave operation respectively.We
set the costs of LKH and OFT as the benchmarks for the purpose of comparison.

The Computation Cost of the Join Operation

(i) The computation cost of the join operation for the TKC Table 3 summarizes the
computation cost of a single join operation in HGKM, LKH, and OFT, where the
formulas are from the Sect. 3.

Table 3. The computation cost of the join operation for TKC

Group key management Computation cost of join action for
TKC
Leader unit Member unit

HGKM ðhunit þ 1Þðhunit þ 2Þ
2 þ 1 ðhunit þ 1Þðhunit þ 2Þ

2 þ 2

LKH ðhþ 1Þðhþ 2Þ
2 � 1

OFT 2 h

hunit: the height of the key tree for operation unit in HGKM
h: the height of the group key tree in LKH and OFT
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In Table 3, it can be observed that the computation cost of the join action in HGKM
is proportional to the power of the height of the key tree for the operation unit,
2O (hunit). This cost is independent of the size of the group members. Once the size of
the operation unit is determined, the computation cost of the join operation for HGKM
becomes a constant value. In contrast, in terms of LKH, the computation cost of the
join operation is proportional to the power of the height of the group key tree, O(h2),
while the computation cost of the join action for OFT is in ratio to the height of the
group key tree, O(h), which is due to the dependent key generation bypassing the old
key through a one-way function to obtain a new key.

In Sect. 3, we introduced two join scenarios in HGKM: joining leader unit and
joining member unit. Based on the theory of expectation value, for a single join action,
the average computation cost is:

Where pleader unit (join) and pmember unit (join) are the probability of joining leader
unit and the probability of joining member unit respectively. In HGKM, the probability
of joining leader unit and joining member unit are:

pleader unit joinð Þ ¼ nmember in leader units

ntotal group members

pmember unit joinð Þ ¼ 1� pleader unit joinð Þ

where nmembers in leader units is the number of members in the leader units and
ntotal group members is the total number of member in the group. Therefore, the average
computation cost of the join action for HGKM can be simplified as follows:

Costcomputation joinð Þ
¼ hunit þ 1ð Þ hunit þ 2ð Þ

2 þ 1
� �

� pleaderunit joinð Þ
þ hunit þ 1ð Þ hunit þ 2ð Þ

2 þ 2
� �

� pmember unit joinð Þ
¼ hunit þ 1ð Þ hunit þ 2ð Þ

2 þ 2� nmember in leader units

ntotal group members

The comparison of computation cost of join for the TKC in HGKM, LKH, and
OFT is shown in Fig. 3. In this example, we assume that the size of the operation unit is
32.

In Fig. 3, three features of the computation cost of the join action for the TKC can
be observed.

• Due to the application of dependent key generation, the computation cost of the join
action for the TKC in OFT is low and proportional to the height of the group key
tree, O(h).

• HKGM can achieve the same level efficiency as that of OFT because there keying
process is confined within the small-sized operation unit. The computation cost of
the join action for HGKM is insensitive to increasing group size. Despite the growth
in the number of group members, the computation cost of the join operation for
HGKM is little changed. The reason for this is the application of micro-key man-
agement within the scope of the operation unit;
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• LKH has the highest computation cost of the three approaches, with a computation
cost of the join action two to six times higher than that of HGKM.

Moreover, the computation cost of the join action for LKH increases logarithmi-
cally as the group grows. The gap in the computation cost between LKH and HGKM
consequently becomes increasingly wider. In conclusion, HGKM has an advantage
over LKH in the computation cost of the join action, with the cost being similar to that
of OFT. Moreover, the advantage increases with the growth of the group size.

(ii) The computation cost of the join operation for members For group members, the
computation cost can be measured by the number of received rekeying messages.
As discussed in Sect. 3, in the centralized group key management approaches,
each rekeying message is multi-casted to the whole group. Furthermore, due to the
small number and size of these rekeying messages, they can be placed into an
integrated message for more efficient transmission. As a result of this transmis-
sion, members in the directly-affected operation unit only need to process this
integrated message to find the relevant information. For the purpose of compar-
ison, in HGKM, we assume that the computation cost of the join action for the
members in the directly-affected operation unit is the number of rekeying mes-
sages contained in the integrated package. Table 4 summarizes the computation
cost of the join action for members in HGKM, LKH, and OFT, where the formula
is from the previous Sect. 3.

Figure 4, illustrates the computation cost of join on the members’ side for HGKM,
LKH, and OFT. In this example, we suppose that the size of the operation unit is 32.

Fig. 3. The computation cost of the join action for the TKC
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From Table 4, it can be observed that the computation cost of join for the members
in the directly-affected operation unit is proportional to the height of the key tree for the
operation unit in both join scenarios. In contrast, the computation cost of the join action
for LKH, and OFT equals the height of the group key tree. Compared to the size of the
key the tree for LKH, and OFT, HGKM has small operation units. HGKM conse-
quently has better computation efficiency than LKH and OFT. In addition, the most
important improvement in the computation cost for HGKM is that the computation cost
of the join action for group members outside the directly-affected operation unit is just
one. This achievement minimizes the impact of rekeying on the remaining members
and drastically improves the computation efficiency for members.

From Table 5, it is observed that the computation cost of the join action for the
members in the directly-affected operation unit in HGKM is a constant value and
independent of the group size. The reason for this is that the height of the key tree for
the operation unit is determined by the size of an operation unit.

Table 4. The computation cost of the join operation for group members

Group key
management
algorithm

Joining leader unit Joining member unit
Members of
the directly
affected
operation unit

Members
outside the
directly -
affected
operation unit

Members of
the directly
affected
operation unit

Members outside
the
directly-affected
operation unit

HGKM hunit þ 1 1 hunit þ 1 1
LKH H
OFT H

hunit: the height of the key tree for operation unit in HGKM
h: the height of the group key tree, which equals 2 log n, n is the total number of group
members.

Fig. 4. The computation cost of the join action for members
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5 Conclusion

In order to tackle the problems of operational efficiency in wireless group key man-
agement, we have proposed a novel group key management approach: hybrid group
key management (HGKM) in this chapter. This approach is specifically designed for
the UAV-MBN network. The major contribution of HGKM is that HGKM performs
micro-key management within a small area known as an operation unit. In HGKM,
group members are organized into a number of operation units for the purpose of key
management. Based on these operation units, micro-key management is performed.
The features that allow HGKM to achieve operational efficiency can be summarized as
follows: (1) key management can be restricted within the small scope of the operation
unit to reduce operational costs from the perspectives of communication, computation
and key storage; (2) HGKM combines the features of centralized and distributed key
management approaches to allow members to involve in the key management in order
to reduce the operational cost of the TKC during the rekeying process; and (3) HGKM
has a simple and built-in reliable message delivery scheme based on the operation unit
to provide reliable transmission of keying materials. Based on the analysis, evaluation,
and comparison presented in this chapter, we conclude that HGKM can improve
operational performance from the perspectives of communication, computation and key
storage. HGKM offers an efficient and practical wireless group key management
approach for the UAV-MBN network.
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Abstract. Internet of things (IoT) creates a world-wide network of intercon-
nected objects or things that will have an active role in the Future Internet (FI).
Such things will be readable, recognizable, locatable, addressable, and/or con-
trollable via the Internet; in order for the IoT to expand there should be a trust in
the IoT security infrastructure. The number of applications and services expected
to be numerous so in order to access these applications and services a secure and
robust authentication protocol is required. In this paper, we propose a robust and
lightweight mutual authentication and key agreement protocol for the IoT
environment. We have used lightweight computational cryptographic functions
to maintain low computational, memory and energy consumption. The security
analysis and performance evaluation prove the protocol is lightweight and resist
most of known security related attacks Moreover, formal security verification
was conducted using AVISPA tool. The result shows that the proposed protocol
is secure and safe.

Keywords: IoT � IoT authentication � Biometric-based authentication
Constraints network � Lightweight authentication

1 Introduction

Nowadays, more IoT applications have been implemented, such as smart home systems
[1], healthcare systems, connected cars, surveillance devices, environmental monitor-
ing, and smart wearable devices [2–4]. Huge amounts of sensitive and personal
information are exchanged.

It is very important to define how the IoT things could efficiently and securely
communicate and exchange information among themselves and with remote servers.
Security and privacy are a key challenge to IoT [5].

Things in IoT have limited computational capability, limited energy, and small
memory. They communicate using low rate and low power wireless technologies such
as IEEE 802.15.4 BLE ZigBee etc. [6, 7] meanwhile; existing traditional security
techniques require a considerable amount of energy for processing. Therefore, we
require efficient and robust security mechanisms that provide a similar level of security
of the existing traditional techniques with the limited resources of the IoT devices. In
IoT, we require authentication and key agreement techniques that allow two remote
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entities to mutually authenticate and negotiate secret keys that are used to protect the
sensor data against various types of active and passive attacks [8].

Therefore, in this paper we proposed a secure and lightweight mutual authentica-
tion and key agreement protocol for IoT environment. We have used lightweight
computational cryptographic functions such as hash function and Xor operator which is
suitable to use on constrained platforms such as IoT and wireless sensor network
(WSN) [9]. Also deep Security analysis and performance evaluation are conducted to
prove the protocol is lightweight and robust.

The rest of the paper is organized into six sections; Sect. 2 presents a literature
review of related schemes. In Sect. 3 preliminaries related to IoT authentication are
discussed. In Sect. 4 we present our proposed protocol. In Sect. 5 we provide security
and performance analysis. In Sect. 6 the formal security analysis using AVISPA
software is conducted, and the paper is wrapped up with the conclusion in Sect. 7.

2 Literature Review

In 2012 Das et al. [10] proposed a new authentication scheme for hierarchical WSNs
that support the feature of dynamic node. At the same year Liu et al.’s [11] proposed
user authentication and access control scheme for IoT. The scheme uses RBAC access
control. In 2013, Turkanović and Hölbl [12] and Xue et al. [13] claimed that the
protocol of [10] is impractical, and proposed enhanced protocols to overcome its
drawbacks. Li et al. [14] proved that the scheme of Xue et al. is prone to problems such
stolen-verifier attack, off-line password guessing attack. In 2014, Turkanović et al. [15]
proposed a lightweight authentication protocol for heterogeneous WSN based on the
notion of IOT. The scheme proved to be computationally lightweight and consumes
less memory and energy. At the same year, Ndibanje et al. [16] found some security
weakness in [11] scheme; therefore, they propose an enhanced protocol that offers user
anonymity and mutual authentication. In 2015, He et al. [17] showed that the Xue et al.
protocol is susceptible to off-line password guessing attacks, and user and sensor node
impersonation attacks. Amin and Biswas [18] claimed that the scheme of Turkanović is
not efficient in terms of energy consumption, and proposed a user authentication and
key agreement scheme in multi-gateway based on WSN. In 2016, Farash et al. [19]
found some security weaknesses in Turkanović et al. [15] such as off-line password
guessing attacks, and man-in-the-middle attacks. Then, they proposed an enhanced user
authentication and key agreement scheme for heterogeneous WSN for the IoT concept.
In the same year, Amin et al. [20] revealed that the scheme of Farash et al. is insecure
and susceptible to stolen-smartcard attacks, off-line password-guessing attacks,
user-impersonation attacks, and fails to preserve user-anonymity. Afterwards, Arasteh
et al. [21] claimed that the scheme proposed by Amin et al. in [20] has security
weaknesses and is prone to Replay attacks and DoS attacks, and proposed an enhanced
protocol to overcome these drawbacks. Recently in 2017, Dhillon and Kalra [22]
proposed an enhanced three-factor biometric authentication protocol for IoT network
based on Turkanović et al. scheme. Jiang et al. [23] proposed Lightweight Three-factor
Authentication and Key Agreement Protocol for Internet-integrated WSNs based on the
idea of public key primitive Rabin cryptosystem.
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3 Preliminaries

3.1 One-Way Hash and Bio-Hash Function

Hash function takes arbitrary input data and returns a string with a fixed size, which is
referred to as a hash value or (a message digest). One of the important properties of
one-way hash function is that it is very sensitive: any small change to the input data results
in a totally different output hash value. Biometric is not always a constant value; it may
change with time and environment. So, the general one-way hash function is not the
proper choice for hashing biometric. To resolve this issue, researchers in [25, 26] have
suggested Bio-hash function which proved its accuracy and flexibility with biometrics.

Bio-Hash function refers to a special type of one-way hash function that can be used to
hashdifferent types of biometrics such as (Fingerprint, iris, retina, and voice). The input data
of biometric may vary a little bit, but the result hash value of Bio-hash function remains the
same. In the contrary, if the variation is significant, the output becomes different.

3.2 Network Model

IoT is the concept of connecting smart devices to the global network (the Internet)
which allows users to access the IoT services remotely. As depicted in Fig. 1 through
an application on the remote user smartphone the user can directly connects to a
specific IoT device inside the network (smart home). In order to lower the processing
burden for the sensor node, the protocol uses the gateway node as a mediator for the
authentication process [24].

4 Proposed Authentication and Key Agreement Protocol

In the following sections, we propose an authentication and key agreement protocol for
IoT network. Our proposed scheme has a pre-deployment phase (system setup phase),
registration phase, login phase, authentication and key agreement phase, and password
change/update phase. In Table 1, there is a brief description of notations used within
the protocol.

Fig. 1. Network model
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4.1 System Setup Phase

This is the pre-deployment phase in which each embedded device/sensor of IoT net-
work has to be configured with certain parameters prior to authentication. This phase is
executed by the system administrator (SA) in offline mode as follows:

• Step 1. SA assigns a master secret key (Xgn) for the gateway (GWN), the master
secret key Xgn is known only to SA and the GWN.

• Step 2. SA assigns unique identity IDj for each IoT node Nj in the IoT network and
also computes the password CRj CRj = h(IDj||Xgn). Therefore, each node will have
a unique secret key CRj.

• Step 3. SA chooses a random secret number Ksg that is shared between the GWN
and the Nj.

• Step 4. SA embeds (IDj, CRj, Ksg) into node’s tamper-proof memory and (Xgn,
Ksg, IDj) to GWN memory.

Table 1. List of notations used throughout the protocol

Symbol Description

Ui User
GWN Gateway
Nj IOT node
IDi Unique identity for each user Ui
PWi Password of the user Ui
Bi Biometric key of fngi, where Bi = BK(H(fngi))
Fngi Biometric template of user Ui
Xgui Unique Shared secret key between each Ui and GWN
SP Smartphone
Ksg Shared secret key between Nj and GWN
Xgn Master secret key and GWN secret password
N High entropy Nonce generated by GWN to mask its secret Key
S Used to masked Ui identity during communication
Y Used to masked Nj identity during communication
IDj Unique identity for each node Nj
CRj Password of IoT node Nj
Ki Random Nonce generated by Ui to construct the session key
Kj Random Nonce generated by Nj to construct the session key
SK Session key to encrypt communication between Ui and Nj
Ts1, Ts2, T1–T4 Timestamp used throughout the Scheme
DT, Tc Time Range of allowed transmission delay, Current time
h(.), H(.) One-way hash function, Bio-hashing function
||, ⊕ Concatenate operation, X-OR operation
gi, fi, ei Values used to protect the identity and password of the user
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4.2 Registration Phase

Registration phase is divided into two phases. The first one is for the registration of
nodes of IoT network, and the second is for the registration of the outside/remote users.

IoT Node Registration Phase. This phase is performed between the Nj and the GWN.
Details of this phase are depicted in Fig. 2b.

• Step 1. In order to provide ID anonymity, IOT node Nj computes Ms1 = IDj ⊕ h
(Ksg||Ts1) and for message verification computes Ms2 = h(IDj||CRj||Ksg||Ts1).
In which T1 is a fresh timestamp and sends to GWN (Ms1, Ms2, Ts1) through an
unreliable channel.

• Step 2. Upon the reception of the message from the Nj the GWN, first, verifies
whether or not the time received T is within the allowed time span to avoid replay
attack (Ts1 − Tc) < DT. If it is not within the allowed time, the GWN refuses to
accept the Nj; otherwise, if the verification holds, GWN computes IDj` = Ms1 ⊕ h
(Ksg||Ts1), CRj` = h(IDj`||Xgn), Ms2` = h(IDj`||CRj`||Ksg||Ts1), and checks whe-
ther Ms2` 6¼ Ms2 then the Nj is not legitimate and session is aborted. If not, the
GWN authenticates the Nj. The GWN continues and computes Y = h(GWID||Xgn),
dj = Y ⊕ h(Ksg||Ts2) and fj = h(Y||dj||Ksg||Ts2) then the GWN sends to Nj{dj, fj,
Ts2} through unreliable channel. When Nj received the message from the GWN, it
first verifies the time for replay attacks if the time T is within the allowed time span.
Then it continues with the registration process, or else, it rejects the message. If the
verification holds, the Nj computes Y` = dj ⊕ h(Ksg||Ts2) and very fies if fj` = fj
holds then the GWN is legitimate and then the Nj stores Y and deletes the shared
key Ksg from the device memory.

• Step 3. In the last step, the Nj sends a confirmation message to the GWN and
deletes the shared key Ksg and IDj from the GWN memory.

Fig. 2. Registration phase (a) user (b) IoT node
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User Registration Phase. The second phase of registration is done with the user Ui.
At the end of this phase, the user will be authorized and registered with the GWN.
Details of this phase are depicted in Fig. 2a.

• Step 1. Ui sends his identity IDi to the GWN via a reliable/secure channel. Upon
the reception of message sent from the Ui, the GWN computes masked IDi with the
GWN master secret key Xgn, MIDi = h(IDi||Xgn); then, the GWN generates a
secret random key Xgui that will be shared between the Ui and the GWN for further
secure communication.

GWN also generates a random number N with high entropy, then computes
S = h(Xgn||N) and customizes the user’s smartphone (SP) with {Xgui, BK(), S,
MIDi} where BK() refers to the biometric key generation and extraction function.

• Step 2. Upon the reception of the message sent from the GWN, the Ui inputs his IDi
and credentials password PWi and fingerprint fngi using smartphone sensor device.
Using the BK(), the user computes Bi = BK(H(fngi)), then computes fi = S ⊕ h
(IDi||PWi), ei = h(IDi||Bi||PWi), and gi = Xgui ⊕ h(IDi||PWi||ei).

• Step 3. Finally user stores {Bi, MIDi, fi, ei, gi, BK()}in the SP and deletes Xgui and
S from the SP memory. Note that Xgui is the secret key shared between the Ui and
the GWN, and the value CRi needs it to be computed at the login phase CRi = h
(PWi||Xgui). Hence, to be safe from smartphone breach/stolen attacks and offline
password guessing attacks, Xgui is deleted from the SP and will be recomputed at
login phase. Furthermore, the value S is used to preserve the identity anonymity of
the Ui when the message is exchanged in the authentication phase.

4.3 Login Phase

This Phase is done between the Ui and the Nj. After the registration phase is completed,
the user logs in to initiate a request to access the desired device in the IoT network. Our
proposed protocol uses the user fingerprint, username and password for login. A de-
tailed description of this phase is as follows:

• Step 1. Ui opens the IoT application (smart home App) on his smartphone (SP) then
inputs his fingerprint (fngi) on the smartphone device sensor to compute Bi` = BK
(H(fngi)), then compares the calculated Bi` with the stored Bi if (Bi` 6¼ Bi). Then
the user is rejected. Otherwise, the user is asked to enter his identity IDi and the
password PWi. Afterwards, Ui Computes ei` = h(IDi||PWi||Bi) and checks whether
(ei` 6¼ ei). If so, the session is aborted as the user is not a legitimate user. Once the
user is proved to be legitimate and his fngi, IDi and PWi are correct, user proceeds
to step 2.

• Step 2. Ui Computes Xgui = gi ⊕ h(IDi||PWi||ei`), CRi = h(PWi||Xgui`) and
S = fi ⊕ h(IDi||PWi), the Ui generates a random nonce Ki which is the user part of
the session key to be used to encrypt the data. Also generates a fresh timestamp T1
to be used to avoid a reply attack. After generating Ki and T1, the user starts to
prepare the authentication messages that are to be sent to the IoT node Nj that Ui
wants to access. To provide identity anonymity and avoid user traceability attack for
the Ui’s IDi, the Ui computes M1 = IDi ⊕ h (S||T1). The identity of the user Ui is
kept secret. S is a highly secure value; it is a combination of the GWN master secret
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key Xgn and a high entropy random number N which makes it difficult for an
attacker to break. In M2 = CRi ⊕ h (MIDi||Xgui||T1), the user CRi is safely pro-
tected from man in the middle attack and replay attack by using the shared password
Xgui and the fresh time T1. Note that these messages are sent through an unreliable
channel and the one-way hash function h maintains the integrity of these messages,
and any tiny change to the hash value is discovered. The third message M3 =
Ki ⊕ h(CRi||Xgui||T1) carries the Ui part of the session key Ki, and eventually
M4 = h(Ki||CRi||MIDi||Xgui||T1) verifies that the previously sent values M1, M2,
M3 are not changed, modified, or deleted by any attacker.

• Step 3. Ui chooses the IoT node Nj he wishes to access and send {M1, M2, M3,
M4, T1} to it via an unreliable channel.

4.4 Authentication Phase

After the deployment of the IoT network and registration of both users and IoT nodes,
the user logs in and chooses the desired node he wants to access. The authentication
phase comes to mutually authenticate a user with chosen node and the gateway.
Moreover, manages a secure key agreement by securely exchanging key parts of the
session key between the Ui and Nj. authentication phase is completed in 4 messages
handshakes, a user who wants to access data from IoT network can directly access a
specific IoT device without the need to access the gateway first. The gateway works as
an authenticator for both the IoT node and user. Details of this phase is depicted in
Fig. 3. Authentication steps are as follows:

• Step 1. Upon the reception of the login message {M1, M2, M3, M4, T1} form Ui,
Nj verifies the time |T1 − Tc| < DT. If T is within the allowed time span, then Nj
proceeds with the authentication. Otherwise, the user is considered illegitimate and
the session is aborted.

• Step 2. After the verification of the freshness of T1 passes, Nj computes MIDj =
IDj ⊕ h(Y||T2). The identity of the node IDj is masked with the value Y = h
(GWID||Xgn), and fresh time stamp T2 to avoid any replay attack and to preserve
the identity anonymity of Nj. Then Next Nj generates a random nonce Kj which is
the Nj part of the session key to be used to encrypt the data in further communi-
cation with the Ui.

• Step 3. Nj continues to prepare the necessary values for authentication, and com-
putes M5 = Kj ⊕ h(CRj||T1||T2), and the verification message M6 = h(CRj||IDj||
T1||T2||Kj).

• Step 4. As the node Nj is a constrained device, it delegates the authentication of the
Ui to the GWN by sending the message received from Ui{M1, M2, M3, M4, T1},
along with its own message {MIDj, M5, M6, T2}.

• Step 5. After receiving the message sent from the Nj, the GWN checks the time
freshness of the received messages |T2 − Tc| < DT. If the time difference between
the sent time T2 and the current time of the GWN Tc is within the allowed time
span, the GWN continues with the Authentication of the Nj, or else it aborts the
session and sends a rejection message to the Nj.
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• Step 6. After the time verification passes, the GWN first checks the legitimacy of
Nj. The GWN computes the IDj` = MIDj ⊕ h(Y||T2) using the secret value which
was previously stored by the GWN in the Nj memory. It should be noted that only
GWN can compute the value of Y user, as it is the only part that has the hashed
value of Y. Using the newly computed IDj`, the GWN computes CRj` = h(IDj`||
Xgn).

• Step 7. Using the newly computed IDj` and CRj`, the GWN extracts the Nj session
key part by computing Kj` = M5 ⊕ h(CRj`||T1||T2) T1 and T2 are used to avoid
the replay attack.

Fig. 3. Authentication and key agreement phase of the proposed protocol
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• Step 8. The GWN checks if the received value M6 = is equal to the GWN version
of M6`(h(CRj`||IDj`||T1||T2||Kj`)), if so, then the Nj is authenticated and considered
legitimate. Therefore, GWN proceeds to check the authenticity of Ui; otherwise,
GWN rejects Nj and aborts any further transaction.

• Step 9. After the GWN verifies the legitimacy of the Nj, it has to check the
authenticity of the Ui. The GWN extracts the identity of the Ui by computing
IDi` = M1 ⊕ h(S||T1). The identity of the user Ui is kept secret to maintain the ID
anonymity and avoid user traceability attacks. S is a highly secure value; it is a
combination of the GWN master secret key and the high entropy random number N.
Using the newly computed IDi, the GWN computes the masked identity of the Ui
MIDi` = h(IDi`||Xgn) using the GWN secret key Xgn. It should be noted that S can
be computed only by the GWN and stored in a hash format in the Ui’s Smartphone
memory during registration.

• Step 10. Using the newly computed MIDi` and the GWN-Ui shared password Xgui,
the GWN extract CRi` = M2 ⊕ h(MIDi`||Xgui||T1). Then using newly computed
CRi` and the shared password Xgui, GWN extracts the Ui session key part Ki =
M3 ⊕ h(CRi`||Xgui||T1).

• Step 11. The GWN checks if its version of M4` = h(Ki`||CRi`||MIDi`|| Xgui||T1) is
equal to the M4 sent from Ui. If so, the user Ui is legitimate; if not, GWN declines
the Ui and sends a message to Nj stating that Ui is not a legitimate user, then session
is aborted.

• Step 12. After GWN verifies the authenticity of both Ui and Nj and extracts their
session key parts Ki and Kj, GWN prepares the messages {M7, M8, M9, M10} and
sends to the Nj, then to the Ui so that both the Ui and the Nj mutually authenticate
with the GWN. Therefore, the Nj and the Ui can compute the session key (SK) and
start encrypting their communication.

• Step 13. GWN computes M7 = Ki` ⊕ h(CRj`||T3), M8 = h(M7||CRj`||T3),
M9 = Kj ⊕ h(CRi`|| Xgui||T3), M10 = h(M9||CRi`||MIDi`||T3), M7 and M8 are
used by the Nj, M7 is used to mask the user part of the session key Ki, and M8 to
ensure the legitimacy of the GWN. The same applies to M9 and M10. They are used
by the user Ui in which M9 is used to mask the Nj part of the session key Kj, and
M10 to ensure the legitimacy of the GWN. The message {M7, M8, M9, M10, T3}
is sent to Nj.

• Step 14. Upon the receipt of the message sent from the GWN, the Nj checks the
time |T3 − Tc| < DT. If T is within the allowed time span, Nj proceeds with the
authentication; if not, the GWN is considered illegitimate and the session is aborted.

• Step 15. After the time verification passes, using the stored value of CRj = h(IDj||
Xgn) and the lately received M7, Nj verifies if the received value of M8 = h(M7||
CRj||T3). If the verification holds, then GWN is legitimate, and thus Nj and GWN
are mutually authenticated; otherwise, the message is intercepted and changed by an
attacker, and the session is aborted, and a rejection message is sent to the GWN.

• Step 16. If the verification of the legitimacy of the GWN holds, Nj computes
Ki` = M7 ⊕ h(CRj||T3) to extract the Ui session key part Ki, and then construct the
session key (SK) using its own session key part Kj and the newly computed Ki`.
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• Step 17. The Nj computes the session key SK = h(Ki` ⊕ Kj) and M11 = h(SK||
M9||M10||T3||T4), and sends {M9, M10, M11, T3, T4} to Ui. M10 is used by the Ui
to verify the legitimacy of the GWN, and M11 to verify the legitimacy of the Nj.

• Step 18. Upon the receipt of the message sent from the Nj, the Ui checks the time
|T4 − Tc| < DT. If T is within the allowed time span, the Ui proceeds with the
authentication. Otherwise, the Nj is considered illegitimate and session is aborted.

• Step 19. If the time verification holds, then using the values CRi and MIDi the Ui
checks whether the received M10 = h(M9||CRi||MIDi||T3). If correct, then the
GWN is legitimate; if not, the GWN is impersonated and session is aborted.

• Step 20. Ui extracts the session key part of the Nj using its secret values CRi and
Xgui Kj` = M9 ⊕ h(CRi||Xgui||T3) and using its stored session key Ki and newly
computed Kj` Ui constructs its version of the session key SK = h(Ki ⊕ Kj`).

• Step 21. Finally the Ui check if the received M11 = h(SK`||M9||M10||T3||T4) then,
the Nj is legitimate. So, Ui authenticates Nj and GWN and starts using SK for
further messages encryption between the user Ui and the IoT node Nj. Otherwise,
the Ui rejects the Nj and considers it a malicious attacker.

4.5 Password Change/Update Phase

For reliability and security purposes, the facility of changing/updating the password
should be considered when designing any authentication protocol in the case of IoT and
constrained networks. It is preferred to keep messages exchanged and communication
at minimum so, this phase is executed locally at the user side without interfering with
SA or GWN.

• Step 1. The user opens the smart home application on his SP and using the pass-
word change form. He is asked to inputs his fingerprint on the SP’s sensor device
then verifies his fingerprint. If the verification passes, the user then is asked to enter
his IDi and Password PWi and verifies if stored ei = h(IDi||Pwi||Bi). If verification
holds, go to step 2.

• Step 2. The user is asked to enter his new password PWinew, in order to extract the
values S and Xgui SP compute S = fi ⊕ h(IDi||PWi) and Xgui = gi ⊕ h(IDi||PWi||
Bi). Then Ui computes einew = h((IDi||Pwinew||Bi)) finew = S ⊕ h(IDi||PWinew),
ginew = Xgui ⊕ h(IDi|| PWinew||Bi).

• Step 3. Replace the old values of ei, fi, gi, with the new values einew, finew, ginew.

5 Security Analysis and Performance Evaluation
of the Proposed Protocol

In this section, we illustrate the security features and detailed security evaluation of the
proposed protocol. The evaluation is conducted by two different methods. The first one
proves the high security of the protocol through theoretical analysis and a comparison
with some other related protocols. The second method of the evaluation conducted a
formal security analysis using AVISPA simulation software.
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5.1 Security Analysis of the Proposed Protocol

Security features and comparison with the related protocol is presented in Table 2.

Mutual Authentication. In the proposed protocol the Ui, the Nj and the GWN all of
them authenticate each other. The GWN authenticates Ui and Nj by computing M4 and
M6 respectively. In contrary Nj and the Ui both authenticate the GWN by computing
M8 and M10 respectively and finally Ui receives M11 and authenticate the Nj and
GWN.

Key Agreement. The Ui and the Nj contribute individually to produce a secure ses-
sion key, in login phase, the Ui generate a nonce Ki and computes M3 = Ki ⊕ h(CRi||
Xgui||T1), Ki is securely protected by the shared password Xgui and the one-way hash
function. The IoT node Nj also generates a nonce Kj, its part of the session key and
computes M5 = Kj ⊕ h(CRj||T1||T2) Kj is securely protected by the password
CRj = h(IDj||Xgn) and the one-way hash function. Both the Ui and the Nj successfully
compute SK = h(Ki||Kj).

User Anonymity. User anonymity means hiding the identity of the communicating
parties during the authentication and key agreement process. The proposed scheme
never transmits the identity of the user IDi without protection, and never saves inside
the smartphone unmasked.

When Ui sends a message {M1, M2, M3, M4, T1} to the Nj, M1 = IDi ⊕ h (S||
T1). The identity of the user IDi is protected with one way hash function h(S||T) where
S = h(Xgn||N) and T1 is the fresh time sent by Ui, Xgn is GWN secret key which is

Table 2. Security features comparison with other protocols

Security feature Farash
[19]

Yeh
[30]

Amin
[20]

Proposed
scheme

Mutual authentication Yes Yes Yes Yes
Key agreement Yes Yes Yes Yes
Password protection No Yes Yes Yes
Password-change Yes Yes Yes Yes
Dynamic node addition Yes No Yes Yes
User anonymity No No No Yes
Node anonymity Yes No Yes Yes
Stolen SP&SC breach attack resilience Yes No Yes Yes
Traceability attack resilience No Yes No Yes
Replay attack resilience Yes No No Yes
Privileged-insider attack resilience No Yes Yes Yes
Stolen verifier attack resilience No Yes yes Yes
Impersonation attack resilience Yes No Yes Yes
Many logged-in with same id attack
resilience

Yes – Yes Yes

Password change attack resilience Yes – Yes Yes
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known only by GWN, and N is a high entropy random number generated by the GWN
to mask its secret key. The combination of both values with one-way hash function
keeps them secure, and also keeps the identity of the Ui secure. On other messages, the
identity is masked and sent only inside one way hash function h(MIDi||Xgui||T1), h(Ki||
CRi||MIDi||Xgui||T1) which makes it infeasible to retrieve Ui identity by any attacker.
IDi is sent unmasked only one time during the registration through a secure channel.

Security Against Smartphone Stolen/Breach Attack. According to [27] a good
hacker might use some power analyzing techniques to get the data inside the smart
device. The proposed protocol is resistant to such attacks as we are going to explain.

Password Off-Line Guessing Attack. In the proposed protocol each value has the
password (ei, fi, gi) is combined with other values and hashed by one way hash
function making it hard to break or get the password. The values S = h(Xgn||N) which
are sent from the GWN to the Ui during registration is combined with two values; Xgn
which is the secret key of the GWN, known only by him, and N which is a highly
entropy random number known only by the GWN. After computing fi and gi, both
variables S and the secret shared key Xgui (which is known by the GWN and the Ui)
will be deleted from the smartphone.

Identity Off-Line Guessing Attack. The Identity of the user is securely stored inside the
smartphone, and each value has IDi(MIDi, ei, fi, gi) is secure with one way hash
function. So, to get IDi we need to know PWi, S, Xgui, Xgn and Bi.

User/Node Impersonate Attack. Impersonating a legitimate user/node happens when
an attacker uses the private values of a legitimate user/node such as identity or pass-
word or intercepts and forges a message sent from the Ui/Nj to other participants. IDi
and PWi are secured as we mentioned in phone/card breach attacks. When Ui sends the
login message to Nj {M1, M2, M3, M4, T1} the attacker needs to have IDi, CRi, S,
Xgui, and Ki to compute (M1–M4). Each message in the login is hashed using different
secret keys. Therefore, to calculate M1 the attacker needs to know IDi and S which
both are known only by the Ui and the GWN. In M2 also, the attacker needs to know
the shared secret key Xgui and MIDi which are known only by the Ui and GWN. The
same applies to M3 in which the attacker needs to know Ki, CRi, and Xgui which are
all kept secret from attackers also when the node Nj sent MIDj, M5, M6, T2 to the
GWN the attacker doesn’t know IDj, CRj, Y and Kj and is computationally infeasible
to compute way hash function.

User Traceability. The attacker can trace user Ui when sending a login message. The
attacker compares two different login messages and finds constant values, and hence
can differentiate between users. In the proposed protocol, the user sends M1 = IDi ⊕ h
(S||T1) where the user IDi is hidden and also M1 value is dynamically changed because
of the time T1 which is different in every login.

Node Traceability. The same with the Nj, when sending the masked identity
MIDj = IDj ⊕ h(Y||T2), the value of masked identity of the node is changeable in
every login by the timestamp T2 so, The proposed protocol is safe against tractability
attacks.
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Privileged Insider and Stolen-Verifier Attacks. In the proposed scheme, GWN does
not store user password PWi in any tables. It attaches its master secret key Xgn and the
shared secret password Xgui to Ui verifiers (IDi and PWi) during the registration phase.
Accordingly, a malicious privileged user can’t get any user sensitive information.
Therefore, an attacker cannot impersonate the user. Furthermore, when the Ui initiates
the authentication phase, the Nj forwards the hashed message to the GWN, whereby a
privileged user cannot extract Ui’s password. The one-way property of the hash
function prevents any attacker from getting any information. Consequently, the pro-
posed scheme is resilient against both privileged Insider and Stolen-Verifier Attack.

Other Type of Attacks. Many logged-in users with the same login-id attack, Pass-
word Change Attack and Replay attack: Our proposed scheme uses a smartphone for a
user’s login or to Password Change. An attacker needs a legitimate smartphone to login
or to change the password and also the user’s fingerprint and password to successfully
execute the login and change password phase. Timestamps are used in every message
exchanged in login and authentication phase to prevent the replay attack. Therefore the
proposed scheme is resilient against these attacks.

5.2 Performance Evaluation of the Proposed Protocol

Computational Cost of the Proposed Protocol. Computational cost varies from one
scheme to another depending on the number of security features, number of attacks the
scheme resists, and the type of cryptographic security primitives that the scheme uses.
The proposed scheme uses the most lightweight cryptographic security primitives that
are Xor and Hash; and thus provides a robust security against most of the well-known
attacks. The security features comparison between our scheme and others authentica-
tion schemes is summarized in Table 2. In addition, the computational cost comparison
of our scheme and others related schemes are summarized in Table 3.

The proposed protocol uses a total number of 33 hashes. Although the protocol of
farash used 1 hash operation less than our protocol but we have solved the security
drawbacks in farash protocol as it fails to preserve user-anonymity, stolen-smartcard
attacks, off-line password-guessing attack and user-impersonation attack. Our protocol
also uses biometric for user login. Therefore for the extra security features that our
protocol provides this difference can be neglected.

Table 3. Computational cost of the proposed protocol with other related protocols

Protocol User IoT sensor Gateway Total computational cost

Farash [19] 11 Th 7 Th 14 Th 32 Th

Yeh [30] 1 Th + 2 T (d/e) 3 Th + 2 T (d/e) 4 Th + 4 T (d/e) 8 Th + 8 T (d/e)

Amin [20] 13 Th 5 Th 16 Th 34 Th

Proposed
scheme

13 Th 7 Th 13 Th 33 Th
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The author in [28] conducted an experiment to measure the energy cost on a sensor
(i.e. CrossBow’s MICA2) on an average message size of 24 bytes when hashed using
SHA1 and for encryption/decryption using AES. The result was � 0.075 J(Ws) and
0.241 J(Ws) for SHA1 and AES encryption/decryption respectively. Our scheme uses
7 hashes. Accordingly, the total energy cost consumed by the sensor is 0.525 J for each
authentication cycle.

Storage Cost of the Proposed Protocol. Storage cost analysis is made for sensor and
smartphone memory most of the protocols shown in Fig. 4 present the same storage
cost for the smartphone memory. For sensor storage cost we have taken the mea-
surements when the sensor has the maximums number of bits (moment of peak) it
shows that the sensor in proposed protocol holds 256 bits as shown in Fig. 5 where its
way far of typical sensor storage which is 128,000 bits.

Communication Cost of the Proposed Protocol. In the proposed protocol four
messages are exchanged between the Ui, the Nj and the GWN. In the first, third and
fourth messages the packet size is 99 bytes and 98 bytes respectively. Their size is
below the standard packet size (i.e. 127) and for that can be carried out without extra
processing except for the second message that is sent from the Nj to the GWN as it
carries both messages that come from the Ui and from the Nj as our protocol uses the
direct approach where the user directly contacts the IoT device, not the gateway. The
total number of bytes is 178 which can be handled by 6LoWPan (IPv6 over Low power
Wireless Personal Area Networks) layer. The idea behind the design of 6LoWPan layer
was for such situation where the packet size is more than 127 bytes of the regular

Fig. 4. Smartphone storage cost of the proposed protocol and other related protocols

Fig. 5. Sensor storage cost of the proposed protocol and other related protocols
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standard size of IEEE 802.15.4. 6LoWPan compressed, fragmented and encapsulated
large packets so they can fit into standard IEEE 802.15.4 packet frames.

6 Formal Security Analysis of Proposed Protocol

To support the result of the theoretical analysis we implemented our proposed protocol
using AVISPA simulation tool. AVISPA (Automated Validation of Internet Security
Protocols and Applications) is a strong simulation engine for automated security
analysis of cryptographic protocols. It is used to confirm the security attributes of
protocols and applications. AVISPA uses High Level Protocol Specification Language
(HLPSL) [29].

6.1 HLPSL Specification of the Proposed Protocol

The proposed protocol is composed of three participants, namely, the user, the sensor,
and the gateway. They are represented as Ui, Nj and GWN respectively. The imple-
mentation in Fig. 6 represents HLSPL specification of the gateway and the environ-
ment roles.

6.2 Result of the Simulation

We have used the back-end CL-AtSe (Constraint-Logic-based Attack Searcher). It
provides a translation from any security protocol specification written as a transition
relation in an intermediate format (IF) into a set of constraints, which are effectively
used to find security weaknesses of the designed protocol. The result of the proposed
protocol as shown in Fig. 7 is SAFE indicating that the protocol is secure from dif-
ferent types of attacks.

Fig. 6. HLPSL specification of the gateway GWN and the environment role
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7 Conclusion

This paper proposed a remote biometric mutual authentication and key agreement
protocol for the IoT environment. The user contacts the IoT node directly without
contacting the gateway at first. It is best for a scenario where data has to be retrieved
on- demand directly from the IoT node. We have conducted a deep security analysis for
possible security attacks also we have implemented the protocol using AVISPA tool to
make sure of its robustness and security. In addition, we have also done a performance
evaluation of the protocol to prove its efficiency for the IoT environment.

The result shows that the proposed protocol resists to most known security attacks
and lightweight in term of computation, memory, and communication costs which is
suitable for the IoT environment.
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Abstract. The Proxy signatures have fascinated many applications which entail
delegating signing rights or power of decision making to parties. Applications
demanding multilevel authority delegation can be implemented using forward
secured proxy systems distinctly from traditional use of forward secrecy in terms
of protecting the signed documents from leakage by key exposure attack. In
pre-sent decade, focus shift from using traditional desktop environment to
portable mobile devices as well secured IOT’s using digital signature or proxy
signature. Elliptic curve cryptography (ECC) based proxy signature algorithms
with forward secrecy is the effective alternative to the traditional digital signa-
ture scheme in constrained resources. In this paper, our exclusive focus is on
forward secure proxy signature scheme using ECC which deals with proxy key
pair generation and forward secure the proxy secret key.

Keywords: Proxy signature � Forward secrecy � Elliptic curve cryptography

1 Introduction

Digital signatures are omnipresent in the era of Digital revolution. It is significant tool
for identity authentication apart from data integrity and non-repudiation. In recent
year’s variant of digital signature called as proxy signature has attracted lot of attention
where the original signer delegates its signing rights to proxy signer.

Proxy signatures allow an entity to delegate its signing capability to a designated
person which can sign messages on behalf of the delegator. The original signer is called
delegator and the entity to which signing rights are delegated is called proxy signer.
This notion of proxy signer is very useful when some officer in an organization want to
delegate his role to another officer without sharing the secret key associated with him.
However the use of proxy signature scheme is not good solution when the delegated
authorities are changing from time to time.

Applications likes e-commerce, m-commerce and e-governance make use of proxy
signatures to sign on behalf of original entity. Mobile agent based technology is another
usage area of proxy signature.

Similar to digital signature, the major security threat of key exposure by disgruntle
owner remains the concern area for proxy signature. To protect the integrity and
non-repudiation of signed documents from the key leakage, Forward secure signature
schemes are more advantageous.
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Forward secure signature (FSS) are designed to reduce the damage caused by key
exposure by generating the time evolving secret key while keeping the same public
key. Consider that the validity period of public key is T time unit then secret keys will
go on changing for each t time interval. For example if validity period of public key
belonging to some entity is 10 days then based on duration of interval say one day,
there would be 10 different private keys generated. The notion of FSS is defined to
tackle the key exposure and in turn signature forgery problem.

In e-governance service, proxy signature schemes can be used for role based
authorization. In such case signing authority delegates his role to subordinate during his
absence by sharing his role key and not the secret key. The subordinate officer using
role key and his own identity key produces the proxy key and signs document by using
proxy key and suitable signature scheme. Consider a situation where the designated
officer is changing frequently then verifying system will face issues as the proxy key
generated has identity associated with proxy signer. Role based authorization using
proxy scheme is useful only when the delegated authority is not changing frequently.
For such situation we propose the use of proxy key in a forward secure manner. In
forward secure system proxy secret key will be generated in a time evolving manner
and will be valid only for specified duration. New proxy secret key will be generated
for next designated officer. Verification operation however can utilize the proxy public
key generated for entire delegation period.

Multilevel proxy model allows one proxy signer to delegate signing rights to
another which in turn can delegate his signing rights to third entity and so on. Mobile
agent system in e-commerce can be implemented using proxy signature. Similarly for
E-governance applications requiring authorization from various government agencies
in a predefined manner will be helpful if implemented using forward secure proxy
signature scheme.

With technology changes there is shift in authentication security requirements
which should be made available on smart portable handheld devices. Complex appli-
cations like E-Governance applications where authentication security is of utmost
importance require interaction with multiple government agencies are migrated to
mobile devices. Gartner in its survey in 2016 for information security has identified the
need of data security in the domain of Internet of Things. Signature algorithms based
on elliptic curve cryptosystem (ECC) have evolved prioritizing this requirement.

Elliptic curve based signature algorithms promises authentication, integrity and
non-repudiation security as with other cryptosystem but comparatively with much
smaller key size. The feature like reduced computations and lesser power consumption
potentials their use for applications working in constrained environment.

Signcryption schemes is another cryptographic primitive which performs the
function of digital signature and public key encryption in order to provide confiden-
tiality apart from authentication, integrity and non-repudiation security. In this paper
our focus is on generating proxy signature in forward secure manner and not on
signature generation and encryption.

Proxy signature algorithms based on ECC are explored by the researchers [8, 9]
majorly targeting to enhancing the performance and security as compared to their coun-
terparts using RSA or elgamal cryptosystem. The discrete logarithmic problem on the
elliptic curve is considered as a hard problemwhich makes ECC based algorithms robust.
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Present solution on ECC based forward secure proxy group signature scheme
creates blinded identity for each of the proxy signer and is linked with proxy key pair
[8]. This blinded identity protects other proxy signed documents if any attack on proxy
key pair occurs.

Analyzing the current signature algorithms from perspectives like application
requirements, performance and security requirements, we identified the need for cost
efficient proxy signature with forward secrecy algorithm which will be appropriate for
use in multilevel delegation in controlled environment. This paper propose a forward
secure proxy signature scheme using ECC which will satisfy the security requirements
of proxy signature scheme, generate proxy private evolving key suitable for multi-level
delegation in controlled environment.

In Sect. 2 we introduce proxy signature scheme. Discussion on various proxy
signature schemes is presented in Sect. 3. Section 4 discusses proposed proxy signature
scheme. Security features and other work is discussed in Sect. 5 followed by conclu-
sion in Sect. 6.

2 Proxy Signature

A proxy signature allows a designated person, called a proxy signer, to sign the
message on behalf of the original signer. Proxy signatures are very useful tools when
one needs to delegate signing capability to other party. Various other applications
where proxy signature plays major role are e-cheques or digital documents to be signed
by multiple users, mobile agents, e-cash, electronic commerce, distributed shared
object systems etc.

Mambo et al. [1] presented proxy signatures in 1996. Their scheme allows an
original signer to delegate his signing right to a proxy signer to sign the message on
behalf of an original signer. Later, the verifier, which knows the public keys of original
signer and a proxy signer, can check validity of a proxy signature issued by a proxy
signer.

Proxy Signature schemes majorly differs from each other in three aspects namely
degree of delegation, delegation capability and security features provided by imple-
mentation methodology. The signature schemes must satisfy the characteristics as
specified in [4] like Verifiability, Unforgeability, and Distinguishability etc.

The application domain of proxy signature scheme is quiet expanding. In
e-Governance services to improve efficiency, citizen’s applications required to be
processed in specified time frame and in transparent manner. In situation the authority
is on leave or charge is transferred, the assigned work to that officer remains piling. In
such case this role can be carried out by another designated officer. This role delegation
can be made possible by using proxy scheme. With use of forward secure scheme, for
each designated officer proxy private key will be generated and for the documents
signed in that duration verifier can verify the signature with the single public key
certificate.
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3 Review of Some Proxy Signature Scheme

Proxy signatures were first proposed by Mambo et al. and later several different
schemes were proposed by researcher using discrete logarithmic assumption.

Sunitha and Amberkar in [2] proposed a proxy signature scheme using elgamal
cryptosystem which is useful in delegating the signing rights to the subordinates in
controlled environment in financial transactions. In the proposed scheme verifier can
verify the proxy public key by using the public key of original signer and that of proxy
signer thus satisfying security property strong undeniability. This step in verification
also protects any intruder to impersonate as proxy signer. Proxy private key generated
by combining the received warrant and private key of proxy signer makes signature
scheme satisfying strong identifiability property. From knowledge of proxy public key
deciphering private key becomes discrete logarithmic problem therefore the scheme is
secure against any kind of forgery attack. The proxy public key is not available publicly
but is calculated by the verifier which essentially checks the authenticity of proxy
signer thus protects the framing attack.

In 2012, Aboud and Yousef [12] proposed a variant of basic Mambo et el proxy
signature scheme for partial delegation with warrant considering protected and
unprotected scheme. The authors claimed computation time is reduced significantly in
terms of modular inversion and hash function in warrant partial delegation scheme. The
scheme designed is also secure against framing, impersonation and forgery by original
signer attack.

Few proxy signature schemes are suggested based on integer factorization problem
using RSA cryptosystem. Verma and Sharma [3] in 2013 proposed proxy signature and
verification scheme based on RSA. The scheme satisfies security parameters required
by proxy signature scheme and excels in terms of computation cost. In their paper
comparison with other RSA based scheme namely LKK scheme and Shao’s scheme is
performed. For proxy key generation, signature generation and verification scheme
proposed by [3] places less computation over-head as compared to other two schemes.
However authors have not considered proxy revocation mechanism.

For FSS scheme specification of (a) Secret key updating algorithm, (b) Public key
(c) Signing and verification algorithm is essential. In 2007 Amberkar et al. [6] iden-
tified that modifications are required in elgamal signature scheme to satisfy forward
secure property and proposed the elgamal-like signature scheme. In proposed scheme
secret key updation algorithm of Bellar-Miner is used but the public key generation is
modified as by using secret key updation algorithm T number of times. In their pro-
posed scheme signature generation constitutes message independent component,
message dependent and secret key component along with time component. Elgamal-
like FSS scheme is secure against message forgery and impersonation attack.

Authors Chen et al. [9] proposed proxy signature scheme using Bellar-Miner for-
ward security scheme for multiple proxy signers. This scheme uses public key gener-
ation phase where common public key is used by all proxy signer. Corresponding to
each proxy signer original signer has separate secret key. Proxy signer’s uses seed secret
key and apply key evolution algorithm. Authors mentioned that secret key generation by
other proxy signers is not possible but is vulnerable to proxy signer’s collusion attack.
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In [5] authors Sunitha and Amberkar has modified their proxy signature scheme
with multiple signers and made it forward secure with proxy revocation. In its scheme
the original signer can delegate to multiple proxy signers in overlapping time duration
based on number of proxy signers and equal division in the time duration. The novel ty
in the scheme is that the original signer sends delegation information at the beginning
of the duration but the proxy signer can generate proxy signature only in its allocated
duration therefore overcoming the intervention with proxy signer by sending messages.

In 2009 Qi and Chen [4] proposed proxy signature scheme with difficulty to solve
ECDLP. It uses probabilistic encryption algorithm for protecting secrecy of proxy
signer and distinguishability. Higher level of security is obtained with the use of one
way trap door function. Even though the authors claim it to be proxy signature, focus is
on group signature with verifier and less has been discussed about delegation of signing
rights.

In the area of forward security various other alternatives of signature schemes are
studied and the important one is signcryption schemes. In 2013, authors M Dutta, A K
Singh and Ajay Kumar proposed the signcryption scheme using ECC [11] satisfying
forward secrecy where the authentication of encrypted message and public verification
of signature is performed. Authors have compared their proposed schemes with various
existing schemes with respect to computation and communication cost. The scheme is
designed to reduce the receivers computational cost.

Author Abdelfatah in [10] proposed a proxy signcryption scheme using ECC
claiming to be computationally efficient than its counterpart schemes which secure
majorly against key misuse and non-repudiation of signature delegation. The focus of
research work is on proxy signature and encryption of the message and not to ensure
forward secrecy. When compared with our proposed scheme the focus is on defining
forward secure proxy signature scheme. Therefore the proxy private key generated is
time evolving in nature.

3.1 Analysis of Existing Scheme

In depth study of various proxy signature schemes are carried out in previous section
state that proxy signatures are important when leveraging the rights for signing the
document to the subordinate Forward secrecy property further protects previous or
future documents signed by authorized users in case of secret key exposure or Sig-
nature forgery. We emphasize the use of forward security in a novel way as to delegate
the signing rights to more than one proxy signer in a linear manner. It important for the
applications which require delegation of the authority and the delegated authority is
changing from time to time. As specified in the introduction section forward secure
proxy signature schemes will be useful in increasing the efficiency of many
e-Governance services.

Further research reveals that sufficient work is carried on either forward secure
proxy signature schemes based on RSA/Elgamal cryptosystem or proxy signature
schemes based on ECC. But very less attention is paid on ECC based forward secure
proxy signature scheme.

Digital signature defined on Elliptic curve cryptosystem has emerged as cost effi-
cient and energy efficient alternative for existing signature schemes. Smart portable
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devices technology has changed the norms of security and also has become challenge
to provide it. For providing authentication and authorization security the use of ECC
for smart hand held devices, pervasive systems like IOT has become transitive.

Need for robust authentication and authorization system using proxy signature
scheme is required in various environment for portable devices and emerging appli-
cation fields like IOT has motivated us to define new forward secure proxy signature
scheme using ECC.

4 Proposed System

The need of forward secrecy is identified not only in terms of protecting from signature
forgery for past or future documents but also in delegating the authority at multilevel
with moving time. Applications using agent systems or e-Governance systems will
require proxy delegation in a forward secure manner.

In India, E-governance applications provide citizens to submit their applications to
government offices in terms of E-forms. These E-forms are processed by the officers and
in many cases require interdepartmental approval in some specified sequence. These
applications are processed and government officers perform digital signature along with
approval/disapproval remark. Proxy signatures with forward security policy is useful in
such application to provide multilevel authentication in a predefined manner. Proxy
signatures are useful as they will allow speedy and transparent processing of the
applications even in the absence of the officer. Forward security policy is important as
can provide multilevel authorization of the application in terms of E-forms.

In our proposed method, original user sends signed warrant, which entrust proxy
signer of original signer’s authenticity. It further uses warrant along with its secret key
for generation of proxy private key; which satisfies property of identifiability and
undeniability. We propose to use this proxy secret key generated as seed key or initial
key at time unit 0 for further evolution of time varying secret key in Forward secure
proxy signature algorithm. Proxy public key is created by repeating the secret key
updating algorithm for T unit of times which remains same for multilayer proxy
signers. We have suggested use of this proxy key pair further for signing and verifi-
cation operations.

With extensive use of mobile devices, security applications should be made
available on portable devices including authentication and authorization. User identity
and authentication algorithms containing DSS require complex operations to be per-
formed which usually results in more power consumption we propose a new Forward
secure proxy signature scheme for delegating the signing authority in a secure manner
and with provable efficiency by using Elliptic curve system by combining the systems
defined by [7, 8]. The proposed scheme is divided into two sections:

Section A: ECC based Proxy Signature scheme consists of four phases (1) System
Initialization (2) Proxy key generation (3) Signing process (4) Signature verification.
Section B: ECC based forward secure proxy signature scheme consisting of five phases
(1) System Initialization (2) Proxy key generation (3) Forward secure proxy key
evolution algorithm (4) Signing process (5) Signature verification.
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As shown in Fig. 1. Scheme defined in section B uses the phases 1 and 2 described
in section A. Proxy secret key generated in the scheme of section A is considered as
input to the key evolution algorithm in section B.

4.1 ECC Based Proxy Signature Scheme

The application which requires delegation of signing rights for specific purpose for ex:
software agents in reservation system signing on behalf of client require signing and
verification operation after generation of proxy key pair.

Fig. 1. Workflow of ECC based algorithm.
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• Phase 1: System Initialization: System parameters are set specifying Field with
prime number, Curve specification, and base and generator point identification.
Original signer initializes the scheme by generating secret key, corresponding
public key and sends signed warrant message, originals signers’ information to the
proxy signer. Proxy signer on receiving checks the authenticity of received warrant
and then modifies warrant to include proxy signer’s details. The method for proxy
authorization mentioned in [8] is modified to create a proxy key pair.

• Phase 2: proxy key generation: By using original signers secret information passed
to proxy signer creates modified warrant information and this modified warrant is
used as base for creating proxy secret key to be used by proxy signer. Proxy public
key is obtained by using generator point on the curve.

• Phase 3: Signature algorithm:
• Phase 4: verification algorithm:

Algorithm A: ECC based Proxy signature scheme
System Initialization
A secure elliptic curves cryptosystem can be set up as the following.
Consider q as large prime number and Fq is a finite field; Elliptic curve in the finite

field is defined as

E : y2 ¼ x3 þ axþ bwhere ða; bÞ 2 Fq

and

4a3 þ 27b2 mod q 6¼ 0

P 2 E (Fq) is a base point of the curve whose order is a large prime number such
that order (P) = l � 160.

The generator point G is derived from base point P

(1) Original signer with ðka;KAÞ as private, public key
(2) Proxy signer with ðkb;KBÞ as private, public key
(3) m: message, mw: Warrant information; h(): one way secure hash function.

Step 1: Original Signer delegates signing rights by

(1) Select random no u0 ¼ z�l u02zl*and generate U ¼ u0 � G
(2) Computes: SW ¼ ka � hðmw þUðxÞÞð Þ � G 1
(3) Sends ðSw;KA;mw;UÞ to proxy signer.

Step 2: Proxy signer authorizes the received quadruplet using public key of original
signer and by computing h mw þUðxÞð Þ � KAþU. If matched with received Sw it
guarantees that the proxy signing request is from authentic source otherwise rejects the
further operation.
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Step 3: Proxy key generation: ðkc;KCÞ

Calculate: S
0
w ¼ Sw þ kbmod l ð2Þ

kc ¼ S
0
wmod l ð3Þ

kc ¼ S
0
wmod l ð4Þ

KC ¼ kc � G ð5Þ

Step 4: Signing on the message m:

(1) Select random integer v 2 z�l which differs for each message
(2) Generate V ¼ v � G message independent portion of signature
(3) Generate S ¼ vþ h mð Þ � V xð Þ � k�1

c

� � � KC
In Eq. (5) message dependent portion of Signature i.e. S is calculated using kc
(Private Key)

(4) Passes (S, V, U, m) as a signed document.

Step 5: Verifier verifies the signature by

Calculate S
0 ¼ V þ h mð Þ � V xð Þð Þ � G ð6Þ

Signature is valid if S ¼ S
0 ð7Þ

Correctness of the algorithm:
For Eq. (7)

S ¼ ð vþ h mð Þ � V xð Þ � k�1
c

� � � KC

S ¼ ð vþ h mð Þ � V xð Þ � k�1
c

� � � kc � G

S ¼ v � Gþ h mð Þ � v xð Þð Þ � G

S ¼ S
0 ¼ R:H:S:

In step 3, separate proxy key pair is generated from key pairs of original as well as
proxy signer.

4.2 ECC Based Forward Secure Proxy Signature Scheme

Applications which requires proxy signer to sign the documents in not fully trusted
environment for longer duration or the proxy signer wish to delegate the signing rights
further at next layer in the controlled manner the choice of forward secrecy in proxy
secret key can be imparted. E-Governance services requiring government authorities to
pass to signing rights to multiple subordinates or peer for different days during his leave
duration, choice of FSS with proxy signature is most suitable.

134 A. Bannore and S. Devane



As mentioned in earlier section of proposed system Phase 1 and 2 are same as that
of ECC base proxy signature scheme.

Phase 3: Key evolution algorithm for proxy secret key: Forward secure secret key is
generated by dividing the total time T in equal intervals. For ex if proxy signing rights
are received for 10 days and he further wish to delegate the rights to individual for each
day then 10 different forward secure keys will be generated. One way function utilizing
the secret key of previous duration is used to generate secret key for next time slot.
Initial seed key is considered as proxy secret key generated in previous phase. Forward
secure proxy public key is obtained by applying algorithm T number of times.

Phase 4: Signature Algorithm: On receiving the proxy secret key for interval, proxy
signer signs the message by using this secret key using algorithm [5, 7]. Signature
components apart from message dependent and independent also have components
which has private key for that duration.

Phase 5: Signature verification: On receiving (r, s, R, m) as a signature on the
message verifier computes the components dependent on message and dependent on
forward secure proxy public key and verifies the signed document

Algorithm B: ECC based forward secure proxy signature scheme
Step no 01 to 03 are same as in Algorithm A.

Step 4: Forward secure (FS) Key generation Procedure: Proxy secret key generated
in previous algorithm is used as seed key kc0 ¼ kc for generation of FS keys. Time
evolving private key for each time interval ti out of T time unit is calculated as

kci ¼ k2ci�1
mod l

(2) Public key for T time duration is calculated as Q ¼ k2
T

c0 � G
Step 5: Signing operation: This operation is performed by proxy signer of that

designated period. For each message m to be signed

(1) Select random integer v 2 z�l

ð2Þ calculate r ¼ v� kcið Þ � h mð Þ�1 ð8Þ

ð3Þ calculate s ¼ v� r � k2T�i

ci ð9Þ

ð4Þ Computes R ¼ kci � G ð10Þ

Passes (r, s, R, m) as a signed document
Step 6: Signature Verification:
(1) After receiving (r, s, R, m) receiver
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CalculateX ¼ h mð Þ � rð Þ � GþR ð11Þ
Y ¼ s � Gþ r � Q ð12Þ

Check if X xð Þmodl ¼¼ Y xð Þmod l ð13Þ

Verify the signature. Correctness of the algorithm:
From (11)

X ¼ h mð Þ � rð Þ � GþR

X ¼ h mð Þ � v� kcið Þ � h mð Þ�1
� �

� GþR

X ¼ v � G� kci � Gþ kci � G

X ¼ V x; yð Þ ð14Þ

From (12)

Y ¼ s � Gþ r � Q

Y ¼ v� r � k2T�i

ci

� �
� Gþ r � k2Tc0 � G ð15Þ

Now

k2
T�i

ci ¼ ðkci�1Þ2
T�iþ 1

k2
T�i

ci ¼ ðkci�iÞ2
T�iþ i

k2
T�i

ci ¼ ðkc0Þ2
T ð16Þ

Using (16) Eq. (15) can be rewritten as

Y ¼ v� r � k2Tc0
� �

� Gþ r � k2Tc0 � G

Y ¼ v � G ¼ V x; yð Þ ð17Þ

Therefore Eq. (13) justifies verification

5 Security Analysis

In this paper we have presented security analysis in three ways viz security charac-
teristics satisfied by the proposed scheme, comparison with other schemes in terms of
computation cost and numerical example as a proof of concept.
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The security properties satisfied by our forward secure proxy signature scheme are
as follows:

(a) Verifiability: Private proxy key is generated by using signed warrant by original
signer. Therefore the receiver can be convinced that the rights of signing are
delegated to proxy signer.

(b) Distinguishability: Proxy signature private key is generated by using warrant
signed by original signer and private key of proxy, so the signature generated will
be easily distinguishable from that of proxy signer’s signature.

(c) Unforgeability: Forging the proxy signature by intruder will be possible only if
intruder could derive the private key from public key which is sheltered by
ECDLP.

(d) Resistance to Coalition Attack: If the original and other than designated proxy
signer decide to secretly forge the signature, then the only way is to identify 2
parameters v (random variable per message basis) and kci (secret key for the
specified duration) from the information (r, s, R, m),which is hard as per Elliptic
curve Discrete logarithm problem (ECDLP).

5.1 Performance Analysis

As mentioned in the introduction section, there are very few schemes where both the
aspects of forward secrecy and proxy signature using ECC are covered. Following
notations are used for comparison of proposed scheme with the existing scheme given
by [10]

TEC-M: Total number of elliptic curve multiplication operation
TEC-A: Total number of elliptic curve Addition operation.
Th (): Total number of hashing function is used
TEXP: Proxy private keys generated for each time interval

5.2 Numerical Example

The proposed algorithm is implemented using Sage math 7.3, the sample execution
obtained by considering very small values for the purpose of better understanding
P = 23 and Elliptic curve parameters are a = 1 and b = 0 and message m = 5. In
Elliptic curve, private key is a random variable in the finite field and public key is a
point on curve.

(‘Original Signers key pair ka, KA’, 1, (18: 13: 1))
(‘proxy signer’s key pair kb, KB’, 0, (0: 1: 0))
(‘Proxy signature Secret and public key pair kc, KC’, 3, (18: 13: 1))
(‘Forward secure key generated for time unit 1 i.e. kc1’, 1)
(‘Signature on the message (r, s, R, m) in time unit 1’, 1, 1, (18: 13: 1), 5)

Table 1. Computation cost comparison with existing scheme

Forward secure proxy signature scheme based on ECC TEC-M TEC-A Th() TEXP

Zhou et al. [8] 9 4 04 –

Proposed scheme 10 3 3 4
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Receiver performs verification using forward secure public key
(‘Values of X and Y’, (18: 10: 1), (18: 10: 1))
Forward secure signature verified by the receiver.

6 Conclusion

Proxy signature scheme is gaining importance in electronic transaction for providing
authentication and authorization. Alternative schemes of proxy signature based on ECC
or forward secure signature based on ECC exist but very less attention to the combi-
nation of them is paid by the researchers. Authorization applications requiring multi-
level delegation of authority can be realized using property of forward secrecy. In this
paper a forward secure proxy signature scheme based on ECC is presented with the aim
to make it suitable for multilevel delegation and cost efficient. The signature scheme
defined is resistant to coalition attack and antiforgery attack.
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Abstract. Data aggregation is a known and widely acknowledged approach to
reduce energy consumption in Wireless Sensor Networks (WSNs). Preserving
data confidentiality and integrity along with en-route aggregation is a great
challenge. In this paper, we propose an Efficient and Robust Secure In-network
Aggregation (ERSIA) protocol for additive aggregation function. This protocol
employs privacy homomorphism to achieve data privacy and combines it with
secret sharing to protect the integrity of the aggregated data. Security analysis
shows that the proposed protocol is robust against active and passive attacks and
securely computes the aggregation. The results of communication overhead
analysis demonstrate that ERSIA outperforms other existing methods and
increases the lifetime of the network while achieving end-to-end security.

Keywords: Wireless sensor network � Confidentiality � Integrity
Privacy homomorphism � Secret sharing

1 Introduction

Due to the developments in wireless networks, especially in mobile ad hoc networks,
distributed sensing has become widespread and quite a lot of researches are undertaken
in Wireless Sensor Networks (WSNs). WSNs have become a reality due to the
advances that had happened in wireless communication and computing devices and
they are used in a wide range of real world applications that face numerous challenges
[1]. A wireless sensor node is a tiny device that has limited battery power, CPU cycles,
bandwidth and storage. Among these resources, energy is one which directly affects the
lifetime of WSNs. Since the energy required for communication is more than the
energy required for computation, minimizing the communication cost is urgently
required.

Removing the redundancy in the sensed data is an appropriate approach to reduce
the resource consumption and redundancy removal shall be achieved through data
aggregation. The goal of data aggregation is to combine data from the sensors and
aggregate them using aggregation functions namely sum, average, count, min, max,
standard deviation, variance, etc., and forwarding the result either to the upstream
nodes or to the base station [2, 3]. Figure 1 shows an illustration of tree-based data
aggregation scheme.
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The main goal of in-network processing is to increase the longevity of a network by
minimizing the resource utilization in the sensor nodes. However, the data aggregation
protocols may affect major performance metrics such as latency, accuracy,
fault-tolerance and security. Most of the protocols used to aggregate the data are
vulnerable to a variety of attacks. For example, an attacker can attack both the con-
fidentiality and integrity of aggregated data by compromising aggregator nodes.
Therefore, Secure Data Aggregation (SDA) protocols [4–11] aim to perform data
aggregation in a secured way. Confidentiality, integrity, authentication and freshness of
data are the major requirements of a secured data aggregation scheme.

Secure data aggregation can be of two types: aggregation in which end to end
security is preserved (end to end scheme) and aggregation in which security is ensured
only between the neighbors (hop by hop scheme) [12]. In hop-by-hop secure data
aggregation, every intermediate (or aggregator) node carries out encryption and
decryption tasks. However, sensor data become malleable at these nodes. Hence it is
mandatory to preserve the privacy of sensor readings at aggregator nodes. In
end-to-end secure data aggregation, data is encrypted only once and can be decrypted
only at the sink node. Privacy homomorphism [13], eliminates the need to decrypt the
data at aggregator nodes and at the same time enables processing the ciphertext. Also, it
reduces security vulnerabilities and additional computation overhead.

In this paper, we propose Efficient and Robust Secure In-network Aggregation
(ERSIA) protocol for additive aggregation function in wireless sensor networks.
ERSIA has been proposed on the basis of end-to-end secure data aggregation. The
proposed approach utilizes privacy homomorphic encryption and secret sharing
mechanism to provide confidentiality and integrity. Our approach is scalable, robust to
various cryptographic attacks and incurs less communication overhead compared to
existing approaches, thereby it leads to strong security guarantees.

The rest of the paper is organised as follows. In the next section, we provide the
summary of related work on secure data aggregation. Section 3 formulates problem
statement. Section 4 presents the Efficient and Robust Secure In-network Aggregation

Fig. 1. Tree-based data aggregation
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(ERSIA) protocol. The security analysis of ERSIA is given in Sect. 5. In Sect. 6, we
analyze the performance and discuss the results. Finally, concluding remarks are given
in Sect. 7.

2 Related Work

A wireless sensor network consists of resource-constrained sensor devices. This
mandates the development of new protocols to securely aggregate the sensed data.
Sensors are not only unreliable, but can also be compromised by malicious adversaries.
Thus the development of secure data aggregation protocols takes into account the new
kinds of attacks that emerge with time. In this section, we discuss some of the major
works done in the areas of preserving confidentiality and protecting integrity of the
aggregated result.

Castelluccia et al. [4] developed an efficient and provably secure additive aggre-
gation protocol (CMT cryptosystem). This scheme adopted one-time pad cipher for
aggregation of ciphertext. Although the scheme is based on simple and cheap modular
operations, it consumes more bandwidth as compared to other hop-by-hop secure data
aggregation protocols. Moreover CMT does not protect data integrity.

Yang et al. [5] have proposed a Secure hop-by-hop Data Aggregation Protocol
(SDAP). This protocol employs divide-and-conquer principle, which dynamically
partitions the tree into numerous groups using a probabilistic approach and then gen-
erates group aggregates based on commitment based hop-by-hop aggregation.
Although, the proposed protocol achieves confidentiality, integrity and source
authentication, it incurs high energy utilization and transmission overhead.

Prakash et al. [6] have proposed Cluster-based Private Data Aggregation (CPDA)
scheme. This data aggregation scheme preserves privacy for additive aggregation
functions. It takes the advantages of both the clustering techniques and algebraic
properties of polynomials for securely aggregating the data. The primary objective of
CPDA is to bridge the gap between en-route data aggregation and data privacy. Less
communication overhead is achieved by this scheme by compromising data integrity.

Nath et al. [7] have proposed a SECure Outsourced Aggregation via one-way
chains (SECOA) framework. SECOA employs the unified use of one-way chains and
supports different aggregate functions. The major advantage of this scheme is its ability
to detect any malicious activity in aggregation without communicating with sensors. It
is the state-of-the-art method for data integrity. The limitation of this framework is that
it does not provide data confidentiality.

Poornima and Amberker [8] have proposed Secure End-to-End Data Aggregation
(SEEDA) protocol. It is a hybrid approach which combines the prominent features of
hop-by-hop and end-to-end aggregation schemes. This work is able to ensure data
privacy in data aggregation. However data integrity is not within the scope of this work.

Liu et al. [9] have proposed High Energy-Efficient and Privacy-Preserving
(HEEPP) secure data aggregation scheme. The proposed scheme modifies the slicing
and assembling technology to preserve the privacy of aggregated data and developed a
query mechanism to achieve accuracy while performing data aggregation. The
advantage of this scheme is that it incurs low bandwidth consumption.
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Alghamdi et al. [10] have proposed two approaches Sign-Share and Sham-Share.
These schemes use secret sharing and signatures which allow the nodes designated as
aggregators to aggregate the data. These methods have the advantages of resisting
selective forwarding and modification attacks. The limitations are: the aggregators need
more energy and the aggregators that are at distant locations from base station cannot
communicate with the base station directly.

Many existing works focus either on confidentiality or on integrity. Only few works
focus on both and they consume more resources from the network. In the proposed
work we provide both data confidentiality and data integrity and at the same time we
keep the communication overhead as small as possible.

3 Problem Definition

Hostile and unattended deployments of wireless sensor networks are prone to variety of
attacks. An adversary may compromise a node and take control of the node or
eavesdrop the wireless medium. In hop-by-hop encryption scheme, adversaries have
the possibility of injecting false information into the data, as they are encrypted/
decrypted at every intermediate node. Therefore, there is a need for encryption scheme
for transmitting and aggregating data so that the adversaries cannot alter the data or
reveal the confidentiality of the obtained information. In end-to-end encryption, a
compromised node cannot extract or comprehend the information from the obtained
ciphertext. The proposed scheme achieves end-to-end security and ensures that for an
adversary it is much difficult to gain access to the data.

3.1 Network Model

A WSN consists of a set of n sensors and employs a powerful and trusted base station
(BS). To ensure secure communication, the base station should have enough memory
and power. Since the sensor nodes are resource limited, energy available in the battery
is exhausted at a faster rate when they communicate messages. We assume the network
topology is tree-based and the nodes are stationary. Each sensor can be either a source,
S or an aggregator, A.

An aggregation tree is constructed based on balanced ternary tree topology [11].
Let t be the range of possible sensor readings. We assume that, only the leaf node
(source) generates the data and the intermediate (aggregator) node performs the
aggregation. BS broadcasts an authenticated query with µTESLA [14]. Here, we focus
on additive aggregation. For simplicity, we focus on SUM aggregation function. Before
data transmission takes place, the sensed readings are encrypted and are decrypted and
validated at the base station.

3.2 Adversary Model

Wireless sensor networks pose several security challenges. The security challenges
related to secure data aggregation are data confidentiality, data integrity, data
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authentication and date freshness [15]. In this paper, we classify the adversaries into
passive adversaries and active adversaries.

Passive adversaries eavesdrop the wireless channel for deducing a key or to collect
sensitive information that affects the data privacy and data confidentiality. Without
participating in the communication, the adversary can launch a series of attacks like
ciphertext attacks, known plaintext attacks, etc., Encryption techniques helps to protect
the network against passive adversaries.

Active adversaries are able to disturb the basic functioning of the network and
degrade its performance [16] by altering the contents of the communication. False data
injection is a popular attack carried out by the adversaries to affect the performance of
the network. Active adversaries can launch malleability, replay attacks, node com-
promise attack and Denial-of-Service (DoS) attacks [17]. The proposed scheme
guarantees end-to-end security against active adversary attacks.

3.3 Objectives

The primary objective of our proposed scheme is to achieve accurate, efficient, robust
and secure data aggregation that satisfies confidentiality, integrity and authentication.
Thus the proposed scheme provides the following security requirements:

Data confidentiality: To ensure the secrecy of the transmitted data.
Data Integrity: To ensure the originality of the received data without any

alteration during transmission.
Source authentication: To ensure the verification of the sender of the data.
Efficiency: To reduce the additional bandwidth consumption consider-

ably, to achieve added features in protecting the integrity of
in-network aggregation scheme.

Accuracy: To ensure the accuracy of the aggregated results as they play
a major role in making critical decisions.

Robustness: To ensure robustness against cryptographic attacks.

4 The Proposed Protocol

In this section, we discuss the building blocks employed in proposed protocol and
present the ERSIA protocol.

4.1 Building Blocks

Privacy Homomorphism
Privacy Homomorphism (PH) is an encryption scheme with a homomorphic property
for processing encrypted data. It was first introduced by Rivest et al. [13]. PH allows
direct computations to be performed on ciphertext. The formal definition of privacy
homomorphism is as follows:
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Definition
Let E(.) be the encryption function and D(.) be the corresponding decryption

function. Given an encryption of a, E(a), and an encryption of b, E(b), we can compute,

E að Þ � E bð Þ ¼ Eða� bÞ

The decryption process gives the same result

DðEða� bÞÞ ¼ a� b

Cryptosystems supporting privacy homomorphism schemes use the same operator,
� or �, or use different operators, � and � for plaintext and ciphertext. In this paper,
we use � operator for both plaintext and ciphertext. Symmetric key cryptosystems use
same key for both encryption and its corresponding decryption but asymmetric key
cryptosystems use different keys.

Elliptic Curve ElGamal cryptosystem
EC-ElGamal [18] cryptosystem is an elliptic curve based public key cryptosystem. It is
defined on an elliptic curve over a finite field F. Its key size is 160 bits and achieves the
same level of security as 1024 bit key size of RSA achieves. The smaller key size
improves energy utilization, bandwidth efficiency and storage capabilities of WSNs.

Key Generation K:
The secret key sk is chosen randomly and the public key pk is calculated as a function
of secret key and a point P that lies in the chosen elliptic curve E Fp

� �
. The field Fp is

decided by choosing a very large prime number p. The public key pk is computed as
follows.

pk ¼ sk � P on E Fp
� �

Encryption E:
The plaintext M belongs to E Fp

� �
and a random integer r is chosen. Then the two

cipherext C1 and C2 are computed as follows.

C1 ¼ r � P andC2 ¼ M þ r � pk
In the above P is a chosen point that lies in E Fp

� �
and pk is the public key

generated in the key generation phase.

Ciphertext Aggregation A:
The messages M1 and M2 are encrypted as

E M1ð Þ ¼ C11 � C12f g and E M2ð Þ ¼ C21 � C22f g

Then the ciphertext are aggregated as

144 R. Maivizhi and P. Yogesh



C1 ¼ C11 þ C21 andC2 ¼ C12 þ C22

The decryption of ciphertext C1 and C2 gives an aggregated plaintext M1 + M2 on
E Fp
� �

:

Decryption D:
The ciphertext can be decrypted as

D Cð Þ ¼ C2 � sk � C1 ¼ M

Secret Sharing
Secret sharing [19] is a cryptographic technique for building secure authentication
protocols. If s is a secret which is divided among n sensor nodes, then s can be
recovered only when all n sensor nodes contribute. For this n-1 independent random
numbers ssi, 1 � i � n-1 are generated such that distributing one ssi to each node
while s -

Pn�1
i¼1 ssi is given to last sensor node. The value of ssi is called a secret share.

Thus the original secret s is equal to
Pn

i¼1 ssi. An adversary cannot compute the
original secret s without knowing the secret shares of other nodes in the network. Since
the share of an unauthorized node provides no useful information to breach the
security, this secret sharing technique is highly secure from the perspective of
information-theory.

4.2 Efficient and Robust Secure In-Network Aggregation Protocol

The proposed protocol performs secure en-route aggregation and ensures data privacy
and protects integrity of the aggregated data. In addition, it ensures source authenti-
cation. To reduce the bandwidth consumption, the proposed scheme performs the
costly decryption and integrity verification operations at the trusted and powerful base
station. The symbols used in the protocol are depicted in Table 1. The proposed
protocol consists of 5 phases: Setup phase, Initialization phase, Encryption phase,
Aggregation phase and Verification phase.

1. Setup phase:
Using the EC-ElGamal cryptosystem, a key pair (pk, sk) is generated by the base
station (sink node). Also, the base station generates random keys k1, k2, … kn.
Finally, BS broadcasts the query to the system.

2. Initialization phase:
Every sensor Si first generates its data value di. Then it calculates the secret share
ssi = HM3(ki). HM3(.) is the HMAC PRF that uses SHA-3. Subsequently, Si
combines the data value di with security information ssi to produce a message mi as
in Fig. 2.

3. Encryption phase:
This phase is executed when a sensor node i decides to send its sensed data. Each
sensor (leaf) node Si, encrypts mi using the public key (pk) of the base station to
create a partial state record, PSRi.
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PSRi ¼ Epk mið Þ 1 � i � n

Si sends PSRi to its parent (aggregator) node. By encrypting the message, this phase
ensures data confidentiality.

4. Aggregation phase:
This procedure is triggered after the aggregator j gathers all PSR of its child nodes.
This phase combines all PSRs into a single PSR as

PSRj ¼ �x
i¼1PSRi 1 � x; j � n

Then the aggregator sends the result to BS.
5. Verification phase:

Finally, BS receives a single PSR and using its private key, it decrypts the
aggregated result.

mf ¼ Dsk PSRð Þ

mf is the final decrypted message consisting of both the result and the secret. The first 4
bytes of mf represent the result of SUM query and the remaining bytes represent the
secret s ¼ Pn

i¼1 ssi. BS extracts the result and s separately. Next, it computes ssi for
each source Si using HM3(.) and calculates

Pn
i¼1 ssi.

Table 1. Symbols used in ERSIA protocol

Symbol Description

BS Base station
S Source (leaf node)
A Aggregator (intermediate node)
n Number of nodes in the network
pk Public key of the base station
sk Private key of the base station
PRF Pseudo random function
ki Key known to BS and Si
s Secret to be verified at the base station
ssi Secret share generated by Si
di Data value generated by Si
mi Plaintext of Si to be encrypted
x Number of child nodes of intermediate node
E Encryption function
D Decryption function
� Addition operator
PSRi Partial state record generated by Si
HM3(.) HMAC implemented with SHA-3
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The base station validates the integrity of message by comparing
Pn

i¼1 ssi with the
secret s extracted from mf. If both are equal, it ensures integrity. By ensuring integrity,
ERSIA guaranteed for accurate and secure data aggregation.

5 Security Analysis

In this section, we analyze the security strength of the proposed protocol. The security
analysis covers robustness against some cryptographic attacks [20] namely ciphertext
analysis, known plaintext attack, malleability, node capture attacks and impersonation.

Ciphertext analysis
Ciphertext analysis interprets the gathered ciphertext to obtain information such as key,
plaintext and statistical information. The proposed protocol uses asymmetric-key based
EC-ElGamal cryptosystem for encrypting the messages. The probabilistic nature of this
scheme assures robustness and security against ciphertext analysis since the ciphertext
is produced in a highly random way.

Known plaintext attack
In a known plaintext attack, an adversary tries to obtain plaintext for a ciphertext. For
any asymmetric-key based cryptosystems, the availability of public key to all the nodes
in the network enables anyone can generate plaintext-ciphertext pairs. Since our pro-
posed approach uses EC-ElGamal, security is provided against this attack.

Malleability
Cryptosystems supporting privacy homomorphism are inherently malleable. As
EC-ElGamal cryptosystem is used in ERSIA, such an attack can be performed very
well. Since the proposed protocol also uses secret sharing technique, integrity of the
aggregated data is protected against malicious adversaries.

Node capture attack
To encrypt the sensed readings, ERSIA employs EC-ElGamal cryptosystem and
decryption is done only at the sink node. Even if an adversary compromises nodes,
he/she cannot extract or comprehend the information from the obtained ciphertext.
Hence, the privacy of the ciphertext at aggregator nodes is ensured when there exist
node compromise attacks.

Fig. 2. Format of mi in ERSIA: the size of each field in bytes is given in parenthesis. The reason
for adding zeros in mi is to avoid overflow caused by summation of n numbers. The additional
bits required for adding n number is log2 n (up to 8 bytes). Hence, log2 n zeros are padded before
ssi in every mi.

Efficient and Robust Secure In-Network Aggregation in WSN 147



Impersonation
An adversary could impersonate the base station and broadcast a false query to the
sources. Since the actual aggregation process is not altered, the BS accepts the final
result as correct one. However, the proposed protocol employs µTESLA protocol
which ensures that each source verifies that the query indeed originated from BS.
Hence ERSIA is secure and robust against querier impersonation.

6 Overhead Analysis

In this section, we compare the bandwidth consumption of ERSIA protocol with
No-Aggregation (transmitting individual data packets), Hop-by-hop SDA [4] and
End-to-end SDA [11]. For comparing the above schemes, we consider the network
model discussed in Sect. 3.1. We calculate the number of bits transmitted for a bal-
anced ternary tree with 7 levels.

Communication overhead
We calculate the number of bits sent by a node as per the packet format of TinyOS
[21]. In TinyOS, the size of packet header (hdr) is 56 bits and that of data payload is
232 bits. The communication overhead of ERSIA protocol and others are calculated in
2 different scenarios: (1) Number of bits sent when all nodes are responding
(2) Number of bits sent when some percentage of nodes are not responding. Table 2
shows the bandwidth consumption of SDA schemes in terms of number of bits
transmitted.

In No-Aggregation method, a node just needs log2(t) bits to encode its message.
This is shown in Fig. 3. In this method, all leaf nodes encrypt their sensed data and
forwarded the ciphertext to their corresponding parent node. After receiving the
encrypted packets from their children, each intermediate node forward the packets
transmitted by their children without performing any aggregation function. As a result
the number of bits transmitted increases exponentially with levels. Although, this
method ensures end-to-end privacy, it wastes bandwidth since aggregation does not
take place. Moreover, the nodes nearer to the base station have the risk of reducing the

Table 2. Comparison of bandwidth consumption of SDA schemes

Level Nodes All nodes responding 30% nodes not responding

No-aggregation Hop-by-hop
SDA

End-to-
end SDA

ERSIA Hop-by-hop
SDA

End-to-end
SDA

ERSIA

1 3 45927 73 75 475 72 3315 465
2 9 15309 71 75 475 70 1117 467

3 27 5103 69 75 475 69 422 468
4 81 1701 68 75 475 67 172 470
5 243 567 66 75 475 66 108 471

6 729 189 64 75 475 64 85 473
7 2187 63 62 75 475 61 52 475
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life of the nodes because of transmission of large number of bits. Such transmissions
need more energy and the energy available in the battery is depleted at a faster rate.
Also these nodes have the high probability of being attacked by the adversaries as they
know all the aggregated data.

In hop-by-hop SDA method, the number of bits sent by a node depends on its level
in the topology tree. As in No-Aggregation, leaf nodes transmit log2(t) bits whereas
intermediate nodes receive aggregate data and thus send more number of bits. This
method consumes more battery as the data is decrypted, aggregated and encrypted at
each intermediate node but still the bandwidth consumption is less when compared to
other schemes. This is shown in Fig. 4. Even though the communication overhead is
less, there is an increase in the security infringements as the data is decrypted, pro-
cessed, encrypted and forwarded at aggregator nodes. Especially, the node nearer to the
sink would be hacked by the outside adversary as it knows all the aggregated data.
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In end-to-end SDA, the modulus (M) size decides the maximum number of bits
(i.e., maximum aggregate value) that can be transmitted by a node. For SUM aggre-
gation function, each node transmits log2(t) + log2(n) bits which is log2(M) bits and
remains constant. This method offers end-to-end privacy, but the added security fea-
tures increases communication overhead than hop-by-hop method.

The bandwidth consumption of ERSIA is considerably high compared to other
protocols. However, it offers much stronger security. The additional security features
increases the bandwidth consumption in order to protect the integrity of the aggregated
data. It ensures both end-to-end privacy and end-to-end integrity. ERSIA uses
EC-ElGamal [18] cryptosystem for encrypting the sensor messages. It requires 160 bit
key size for providing the security equivalent to RSA 1024 bit key size. Although, the
messages expansion ratio of EC-ElGamal is 4-to-1, the ciphertext can be represented
using fewer bits than asymmetric-key based cryptosystems. Furthermore, point com-
pression techniques [22] reduce the ciphertext size. The total number of bits required
for sending aggregated message payload is 363 bits. This results in 2 packets and
therefore the total transmission cost is 475 bits (160 + 256 + 2 * 56).

Figure 5 shows the communication overhead of the protocols when 30% nodes are
not responding as in Castelluccia et al. [4, 11]. Since only the leaf nodes are sensors, we
assume that the load of non-responding nodes is evenly distributed among all nodes.
Therefore, the number of non-responding nodes that affects the communication cost is
also taken as a parameter. The hop-by-hop method shows a very small increase in the
number of bits sent by a node, whereas the performance of end-to-end method degrades
significantly when there are non-responding nodes. This is because the ID’s of
non-responding nodes are appended to the aggregate. In end-to-end SDA, the number of
non-responding nodes increases as wemove up in the tree. However, ERSIA has constant
overhead and ensures security objectives with reduced bandwidth consumption.

Besides communication cost, another factor that affects the performance of WSNs
is the computation cost. Since WSNs consist of resource constrained sensor nodes, the
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effective implementation of asymmetric key based cryptosystems is viable [23, 24]. As
the energy needed for computation is negligible when compared to communication, the
implementation of the proposed protocol is viable.

7 Conclusion

Performing efficient in-network aggregation while preserving data confidentiality and
data integrity is a great challenge in wireless sensor networks. In this paper, we pro-
posed an Efficient and Robust Secure In-network Aggregation (ERSIA) protocol for
additive aggregation function. It combines privacy homomorphism and secret sharing
to ensure data confidentiality, data integrity and source authentication. Security analysis
reveals that the proposed protocol is secure and robust against ciphertext analysis,
known plaintext attack, malleability and node capture attacks. Also, we compared the
bandwidth consumption of the proposed protocol with prevailing secure in-network
aggregation protocols. The results show that the proposed approach outperforms other
existing techniques and provides end-to-end security thereby increasing the life time of
the network. By changing the format of the message, the proposed protocol can be
adopted to handle other sum based queries. A major limitation of the proposed protocol
is that it cannot verify the integrity of aggregated data at intermediate node. Currently,
we are extending our work to protecting integrity of aggregated data at intermediate
nodes. For future work, we are interested in adopting these works for mobile sensor
networks.
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Abstract. Data delivery in ad hoc networks requires co-operation as the pre-
dominant factor for ensuring pause-less communication between the nodes due
to their self-organizing nature. This decentralized feature of ad hoc networks
enables adversaries to compromise nodes through Byzantine attacks and induce
them to act maliciously for degrading the performance of the network. These
Byzantine nodes degrade the performance by selectively dropping the packets,
modifying the packets or dropping the packets without forwarding for the sake
of conserving their own energy. In this paper, we propose a Context-aware
Conditional Probabilistic Hyper-exponential Reputation Scheme (CCPHRT) for
improving the efficiency and effectiveness in detecting byzantine nodes.
This CCPHRT mitigates byzantine nodes based on Hyper-exponential Condi-
tional Survivability Factor (HCSF) as each mobile node’s behavioural transition
is hypo-exponentially distributed as the inter-transition time is independent and
exponentially modeled. Extensive simulations are performed and the obtained
results prove that CCPHRT is effective in improving the performance of the
network than the compared techniques used for investigation. CCPHRT also
facilitates a dynamic byzantine node isolation degree of 34% which is better
than the baseline byzantine mitigation techniques used for study.

Keywords: Hyper-exponential � Conditional probability � Byzantine nodes
Co-operation

1 Introduction

In MANET, every mobile node highly depends on their neighbouring nodes for their
reliable data dissemination. In this category of network, the mobile nodes arbitrary
movement makes the topology of network to be highly dynamic [1]. This dynamic
topology of ad hoc network enforces the mobile nodes to interact directly or through
intermediate nodes depending on the location pertaining to the communication radius
[2] the extent of participation attributed by a node relies on the determination of
reputation parameter that refers to its coordination towards reliable routing process [3–
5]. However, some group of nodes do not participate in the routing activity are known
as malicious nodes and such classes of mobile nodes drastically decreases the network
performance [6].
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The routing process in MANET must be effective enough in mitigating both
internal and external attacks which arises due to non-cooperative and compromised
nodes for confirming reliable data communication [7]. Researchers have contributed
diversified techniques for mitigating attacks such as flooding attack, wormhole attack,
rushing attack, selfish node etc., in MANET [8]. Some of the approaches are mainly
based on cryptographic analysis, node trust factor based mechanism etc. One such
cryptographic technique is that group key management technique which confirms the
authorization against external attacks but fails to work properly against internal attacks
like byzantine behaviour of mobile nodes. Byzantine nodes are conformed to be the
most vulnerable since they crumble the network potential by introducing higher degree
of re-transmissions by packet dropping.

The proposed CCPHRT focuses on mitigating byzantine mobile nodes with the aid
of AODV protocol in which the data transmission between the source and the desti-
nation depends on the survivable parameter of the mobile nodes and distinct routes
discovered in the network. CCPHRT determines Hyper-exponential Conditional Sur-
vivability Factor (HCSF) to estimate the extent of co-ordination maintained between
the mobile nodes in the event of routing. CCPHRT is a distributed mitigation approach
that aims in maintaining the balance in throughput degradation and packet drop.

The remaining part of the paper is organized as follows. Section 2 provides a brief
about the related previous works including the compared byzantine mitigation tech-
niques. Section 3 explains the proposed Context-Aware Conditional Probabilistic
Hyper-Exponential Reputation Technique with its related algorithm. Section 4 details
the performance evaluation of CCPHRT including performance metrics used, simu-
lation environment, results and discussions and finally Sect. 5 concludes the paper.

2 Related Work

In this section, the major types of byzantine node detection techniques (DT) which
analyzes the survivability of MANETs due to various kinds of byzantine attacks are
presented. Out of it trust based detection techniques [9–14] uses incentives/credits to
motivate the mobile nodes to effectively participate in routing process without
involving in any malicious activity, punishment is given to nodes which involve in any
misbehaviour. This kind of approach is not advisable to be used in MANET, where
there is no possibility of having a central control authority to provide incentive/
punishment.

Token based techniques rely upon distributed servers [15–18] for ensuring the
security of ad hoc networks. The major disadvantage of this technique is if the server is
attacked by a byzantine attacker, then the overall survivability and reliability of the
network will be in risk.

Secure Routing Mechanisms utilize cryptographic algorithms [19–21]. Crypto-
graphic algorithms are efficient in handling outsider attacks by ensuring authentication
and authorization of participating mobile nodes in the network. Whereas they are not
effective in handling insider attacks such as byzantine attacks which are performed by
the authenticated mobile nodes of the network.
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Acknowledgement-based mechanisms utilize a feedback mechanism [22, 23] which
consumes lot of energy resource which is one of the major constraint in MANETs
where all the participating nodes functions using their limited battery power.

Reputation-based Detection Techniques [24] are more efficient in handling the
byzantine attacks. Past-history based reputation techniques [25–30] estimate the rep-
utation of the nodes using first hand/second hand/centralized observations based on
their past history. As the wireless ad hoc networks topology is highly dynamic in
nature, there are high chances of false positive or false negative observations.

Bayesian conditional probabilistic reputation technique ARDBD [31] uses Bayes
probability based factor for reputation computation, it uses first hand and centralized
observation method of monitoring which induces overhead. Whereas NADBD [37] use
improved Bayes probability factor for reputation computation, it uses first and second
hand observation method of monitoring. The major drawback of it is it relies only on
probe packets.

The mitigation techniques compared with proposed CCPHRT are Reputation Trust
Factor-based Mitigation Scheme (RTFMS) [32], Dempster Shafer-Based Mitigation
Scheme (DSBMS) [33] and Bayesian Probability-Based Mitigation Scheme (BPBMS)
[34]. RTFMS is a Reliable Trust Factor-based Mitigation Technique that has been pro-
posed for detecting byzantine nodes based on past performance of the nodes quantified
using their packet forwarding efficiency. This RTFMS technique uses Gwet Kappa factor
for estimating the performance of the mobile nodes under routing based on its contri-
bution rendered to the other neighbouring nodes. The factors considered for detection in
RTFS is only continuous in nature and hence it fails to consider discrete parameter into
account during detection. The throughput and packet delivery ratio of RTFS is improved
as it used multiple dynamic rules for detecting byzantine nodes. Further, Dempster
Shafer-Based Mitigation Scheme (DSBMS) was proposed for combining evidences
based on Dempster Shafer Theory for integrating evidences that could initiate predom-
inant detection rate. The rules generated by DSBMS are dynamically optimized peri-
odically depending on the number of packets needed to be forwarded by each interacting
mobile nodes. In addition, Bayesian Probability-Based Mitigation Scheme (BPBMS)
was proposed for detecting byzantine nodes based on Bayes theorem that helps in esti-
mating the conditional probability of packet forwarding contributed by the mobile nodes.
In BPBMS, the packet forwarding capability of mobile nodes are estimated only based on
discrete parameter and ignores continuous parameters of influence that impacts on
byzantine node detection. RTFMS, DSBMS and BPBMS possess the limitations of
increased detection time and false positive rate since they fail to optimally combine
maximum number of impactful parameters during byzantine node detection.

The specific contributions of CCPHRT are:

• To propose a mitigation mechanism that isolates byzantine nodes by estimating the
degree of co-operation by using Hyper-exponential Conditional probabilistic Sur-
vivability Factor (HCSF).

• To develop a reputation scheme for mitigating byzantine for maintaining reliable
network connectivity for enhancing resilience.

• To investigate and resolve the impacts produced by the byzantine nodes on the
performance of the network and also to study the efficiency of the methodology.
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3 Context-Aware Conditional Probabilistic
Hyper-exponential Reputation Technique

Context-aware Conditional Probabilistic Hyper-exponential Reputation
Scheme (CCPHRT) is proposed for facilitating the detection of byzantine nodes by
computing Hyper-exponential Conditional Survivability Factor (HCSF). The compu-
tation of HCSF, a conditional probability-based trust parameter is carried out by
integrating discrete and continuous time factors of routing. The obtained values are
tabulated in Table 1.

In this scheme, an ad hoc network that comprises of ‘r’ routing path between the
source and the destination is considered for implementing and investigating impacts of
CCPHRT in byzantine behaviour detection. Each route ‘i’ of the network consist of
different number of mobile nodes and the data delivery relies on the survivable factor of
mobile nodes and its existing distinct routing paths. This lifetime of mobile node and
routing path are considered to be exponentially distributed with parameter ‘ki’ since it
aids in estimating the lifetime of the specific route enabled for data dissemination. Here,
‘y’ and ‘x’ are considered as the lifetime of the path and the mobile node, respectively.
The parameter ‘ki’ pertains to the packet relying rate of each node in the distinct routing
paths given by (1)

ki ¼ PF�NEXT�HOP

PR�PREV�HOP
ð1Þ

where ‘PF�NEXT�HOP’ and ‘PR�PREV�HOP’ refers to the total number of packets for-
warded by a mobile node to its next-hop neighbour and total number of packets
received from the predecessor hop node.

Then the probability density function of existence factor (fY=Xðy=iÞ that highlights
the possibility of each routing path ‘i’ to be trustworthy within its lifetime ‘y’ under
high survivability of mobile nodes is given by Eq. (2)

fY=Xðy=iÞ ¼ kie
�kiy; y[ 0 ð2Þ

Further, the mobile node existing in a routing path is said to be survivable with
probability PXðiÞ at a particular instant of time ‘t’ by satisfying the constraint (ai) which
presents maximum threshold of survivability as presented in Eq. (3)

Table 1. Identification of HCSF threshold of CCPHRT

Byzantine mitigation
techniques

Detection range
(0.36–0.40)

Detection range
(0.30–0.35)

CCPHRT 24 30
RTFMS 22 25
DSBMS 19 21
BPBMS 16 19
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PXðiÞ ¼ ai � ki

Where;
Xr

i¼1
ai ¼ 1

ð3Þ

Furthermore, the integrated probability value f ði; yÞ which determines the surviv-
able parameter of mobile nodes within the route stability ‘y’ is given by Eq. (4)

f i; yð Þ ¼ fY=Xðy=iÞpX ið Þ ð4Þ

The combined cumulative probability density function value (fYðyÞ) related to the
survivability of the network is determined using Eqs. (5), (6) and (7) as

fY yð Þ ¼
Xr

i¼1
f ði; yÞ ð5Þ

¼
Xr

i¼1
aifY=Xðy=iÞ ð6Þ

¼
Xr

i¼1
aikie

�kiy; y[ 0 ð7Þ

Finally, the quantified probability value determined using conditional probability-
based resilience distribution of each routing path is expressed using Eqs. (8) or (9)

fY=Xðy=iÞ ¼ fi i; yð Þ ð8Þ

Or

FY=Xðy=iÞ ¼ Fi yð Þ ð9Þ

The survivability factor (HCSF) for the participating mobile node under byzantine
attack is computed using Eq. (9) based on Eq. (10)

HCSF ¼
Xr

i¼1
aiFiðyÞ

Where; fi yð Þ ¼
Xr

i¼1
aiFiðyÞ

ð10Þ

Based on the value of HCSF, the decision of isolating byzantine malicious nodes
are performed rapidly during the routing activity. i.e., when the value of HCSF is less
than 0.35, the byzantine nodes are isolated from the routing path [35]. HCSF also
quantifies the conditional probabilistic factor that induces a mobile node to behave as a
byzantine compromised node.

3.1 Algorithm – Computation of Hyper-exponential Conditional
Survivability Factor

The formulated CCPHRT approach is implemented using the following algorithm.
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Notations:

• N - Total number of nodes in the network
• GN - Group of nodes of the routing path
• SN - Source node in routing path
• DN - Destination node in routing path
• c - Each single session
• t - Number of sessions
• u - A node in GN
• fY/X - Lifetime of mobile node participating in the network.
• ki - Packet relaying rate of each mobile node.
• Y - Route stability
• fY(y) - Resilience of the network
• k - Session
• Ni - Mobile node
• i - Routing path
• x - Life time of each mobile node
• y - Life time of each routing path
• r - Total number of routing paths.

Algorithm (Estimation of HCSF)

1. Begin
2. For every mobile node ‘ i ’ in the network 
3. For every session = 1 k
4. Compute conditional-probability based survivability of each node existing in 

the routing path at time ‘t’ using                

7. Estimate survivability parameter of the network using  

i
12. Else
13. Ni is cooperative 
14. End. 
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The quantified value of HCSF discriminates the behaviour of a particular node as
either malicious compromised byzantine node or cooperative uncompromised node.

4 Performance Evaluation of CCPHRT

CCPHRT is comparatively analyzed with the existing Bayesian probabilistic mitigation
mechanisms RTFMS, DSBMS and BPBMS. The performance investigation is also
carried out based on the evaluation metrics Packet Delivery Ratio (PDR), throughput,
control overhead, total overhead, delay and energy consumption under the influence of
varying number of mobile nodes, number of byzantine attackers and number of source
and destination pairs [36–38]. Performance metrics used, simulation set up used for
comparative analysis, considered system and adversary models are detailed as follows.

Performance metrics

• Packet Delivery Ratio: Ratio of the numbers of packets actually received by the
destination to the total number of packets expected to be delivered at the
destination.

• Throughput: Maximum number of data packets actually delivered in the destination
node at a specified point of time.

• Control Overhead: Maximum bytes of packets that are essential for establishing
end-to-end connectivity between the source and the destination nodes.

• Total Overhead: Ratio of the number of packets required for establishing end to end
communication between the source and destination to the actual number of data
packets received by the destination node.

• Energy consumption: Cumulative sum of energy utilized by the mobile nodes
during the transmission, reception, idle and sleep states.

Simulation Environment
Simulation experiments for CCPHRT, RTFMS, DSBMS and BPBMS are carried out
using ns-2.32. The network contains of 100 mobile nodes distributed in a terrain size of
1000 � 1000 meters. The packet size, channel capacity are 512 bytes, 2 Mbps
respectively, constant bit rate (CBR) traffic model is used with 40 packets/sec. Further,
each mobile node is made to contain 100 joules (J) of energy in the beginning and 10
joules (J) of energy is required for each time slot of communication. The MAC layer
used for simulation is based on IEEE 802.11 distributed co-ordination function
(DCF) with the two way ground channel propagation model that contains an interface
queue at the MAC layer to hold up to 50 packets. Each mobile node transfers data
packets varying from 4 packets to 40 packets with a maximum speed of 10 m/s.

In this model, we define the neighbor of each node Ni as a node that resides within
the radio transmission range and the number of neighbors varies from time to time.
Each node observes the abnormal behaviours that its neighbours conduct using first
hand and second hand observations and updates the reputation details in its local
storage. Both past and current behaviour of the nodes are taken into consideration for
determining its byzantine nature. When a node needs to summarize its observation and
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thereby form its local view of misbehaving nodes, it calculates the rate of abnormal
behaviors over the overall behaviors it has observed for the node. For instance, if the
packet drop behaviour of a node is to be observed, then packet drop rate (PDR) and
node’s residual energy (to make sure the node is byzantine and is not selfish node) is
considered. Lifetime of mobile nodes and lifetime of routing paths are the factors that
are considered for byzantine node detection and isolation.

We assume that the adversary aims to disrupt network operations by conducting a
variety of misbehaviors such as packet dropping, and deliberate propagation of fake
observations regarding the behaviour of other nodes. The adversary may alter the ratio
of misbehaviour over time, and it can carry out the set of misbehaviors for any arbitrary
length of time. The adversary is able to mix its misbehaviors at any ratio if it chooses to
conduct multiple misbehaviors at the same time period.

The proposed and benchmarked byzantine detection schemes are implemented
under the similar simulation set-up by utilizing probe packets to collect packet for-
warding capability of each mobile node under routing. The probe packets are not sent
with acknowledgment packets in order to reduce overhead in data routing. Sufficient
numbers of control packets with re-transmissions were used for facilitating maximum
rate of node discovery during packet forwarding. Selfish property of mobile nodes that
contribute to byzantine behaviour of mobile nodes is also analyzed during the detection
process.

Results and Discussions
The performance investigation of CCPHRT is analyzed using four experiments, viz.,
(a) Performance analysis of CCPHRT by varying the number of mobile nodes
(b) Performance analysis of CCPHRT by varying the number of byzantine nodes and
(c) Performance analysis of CCPHRT by varying number of CBR connections.

Identification of conditional probabilistic threshold
The following Table 1 portrays the HCSF threshold values identified during simulation
by varying the detection range set for byzantine behaviour detection.

Initially, the performance of CCPHRT is studied by varying the number of mobile
nodes of the network. In this experimental analysis, nearly 35% of the mobile nodes are
considered as byzantine compromised. The throughput, total overhead and energy
consumption obtained from experiment-1 are portrayed using Figs. 1, 2 and 3
respectively. Figure 1 transparently proves the throughput of the implemented
CCPHRT approach. The decrease in performance of existing RTFMS, DSBMS and
BPBMS approaches clearly specifies that they fail to handle the rate of data packets
transfer with increase in the number of mobile nodes. But CCPHRT improves
throughput of the network than the considered baseline mitigation mechanisms by
integrating the impact of discrete and continuous changing behaviour of mobile nodes.
CCPHRT improves PDR by 6%–8% over RTFMS, 10%–12% over DSBMS and 17%–

19% over BPBMS. It is clear that CCPHRT improves the throughput by 5%–8% over
RTFMS, 9%–11% over DSBMS and 17%–19% over BPBMS.

Figures 2 and 3 highlights the performance of CCPHRT based on total overhead
and energy consumption. It is inferred that the total overhead and energy consumption
of RTFMS, DSBMS and BPBMS increases with re-transmissions of packets that arises
due to packet dropping behaviour of byzantine nodes that intentionally drops the
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control packets and data packets from reaching the destination. But, as the byzantine
nodes are eliminated from participating in routing, CCPHRT reduces the total overhead
by 8%–11% over RTFMS, 13%–16% over DSBMS and 22%–25% over BPBMS. In
general, the energy consumption proportionally increases with increase in the number
of mobile nodes of the network as the energy consumed by each mobile node increases
proportionally with respect to extra packets that gets introduced into the network.
CCPHRT stabilizes the energy consumption by classifying mobile nodes based on their
residual energy that induces improved detection and mitigation of byzantine nodes and
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thus it reduces the rate of energy consumption by 14%–16% over RTFMS, 18%–21%
over DSBMS and 26%–28% over BPBMS.

Furthermore, the performance of CCPHRT is compared with RTFMS, DSBMS and
BPBMS based on different number of byzantine nodes using PDR, control overhead
and packet latency. Figure 4 highlights the achieved PDR of CCPHRT with increase in
the number of byzantine nodes that forbids maximum number of packets in reaching
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the destination. CCPHRT improves PDR and throughput to a significant level by
isolating byzantine nodes at a rapid rate of 16% superior to the baseline mitigation
mechanisms considered for study.

CCPHRT improves the packet delivery ratio by 4%–6% over RTFMS, 9%–11%
over DSBMS and 18%–20% over BPBMS. It also improves the throughput by 11%–

13% over RTFMS, 15%–17% over DSBMS, 18%–20% over ARDBD and 22%–25%
over BPBMS.

Figures 5 and 6 depict the performance of CCPHRT based on control overhead and
packet latency. It is identified that increase in the number of byzantine nodes of the
network induces the participating mobile nodes to re-transmit increased number of
route request (RREQ) and route reply (RREP) packets for route discovery. CCPHRT
balances the re-transmission of packets by establishing reliable routing paths that are
capable in forwarding packets. It is inferred that CCPHRT reduces the control overhead
by 12%–14% over RTFMS, 16%–18% over DSBMS and 25%–28% over BPBMS. It
also reduces the packet latency by 9%–12% over RTFMS, 14%–17% over DSBMS
and 22%–25% over BPBMS.

Finally, the potential of CCPHRT is investigated with RTFMS, DSBMS and
BPBMS by varying the number of CBR connections as presented in Figs. 7 and 8.
Figure 7 confirms that the energy consumption of CCPHRT is better than RTFMS,
DSBMS and BPBMS as it is advantageous in improving the detection rate even under
the increase in CBR connections. The energy consumption of CCPHRT is reduced by
23%, 18% and 14% compared to RTFMS, DSBMS and BPBMS mitigation techniques.
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Figure 8 proves that routing overhead of CCPHRT is exceptionally reduced
compared to RTFMS, DSBMS and BPBMS as it is potential in reducing the number of
route discovery by facilitating minimized control packet re-transmission even when the
number of CBR connections are monotonically varied. The routing overhead of
CCPHRT is exceptionally reduced by 19%, 15% and 11% compared to RTFMS,
DSBMS and BPBMS mitigation techniques.
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5 Conclusions

In this paper, CCPHRT was presented for mitigating byzantine nodes and ensuring the
resilience of the network. The benefits of HCSF are investigated by integrating discrete
and continuous behavioural parameters. The experimental results of CCPHRT out-
perform the existing probabilistic mitigation approaches in terms of throughput, control
overhead, total overhead, packet delivery ratio, and energy consumption. CCPHRT is
found to improve the byzantine node detection rate by 21% superior to the benchmark
mitigation approaches considered for analysis. Further, CCPHRT frames a detection
threshold point for realizing the severity of impact induced by the byzantine behaviour
of mobile nodes. In addition, CCPHRT is also found to outperform the existing con-
ditional probabilistic standard approaches in terms of packet latency and communi-
cation overhead.
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Abstract. Lighting is a pre-requisite to work in an underground mine. In
underground mining a much-regimented lighting system is mandatory. The
presently used conventional lightning systems need lots of power and deals with
major maintenance problems. As the crucial hazardous environment is pre-
vailing in the underground mine, an enhanced communication technique is
needed in mines to defeat the demerits in the present communication technol-
ogy. In this paper, we propose an efficient way of delivering the disaster
information inside the mine through light fidelity (Li-Fi) technology using LED
as the light source which can offer both illumination and communication.

Keywords: Cap lamp � Li-Fi � VLC � LED

1 Introduction

In underground mines, communication is a crying need in terms of security and pro-
ductivity [1, 2]. Communication inside the mine mostly deals with the transmission and
reception of data from and to the miners and also among the miners. For smooth
carrying out of mine works in such a dangerous environment, a reliable communication
inside the mine is required. An instant message must be delivered for immediate rescue
through a suitable and dedicated communication system from the underground mine
functioning area to the outer surface area.

The major issues of underground mining are improper communication, locating
miners positioning, and need of an efficient process for disaster relief. So far, Magneto
phones are being used which are the elderly crack rays phone of the 20th century
worked by DC batteries and AC signals [2]. Paging phones are party line wired phones
for voice communication but with no tracking capability. Through the earth system
(TTE) is an identified system to transmit a low-frequency signal to receivers that are
incorporated into cap lamps [3].

Most of the existing systems are wire-based and they are unable to survive in
disastrous situations and also dreadful in unapproachable places. The wired or wireless
communication used in underground mine fails when faced with fires, roof fall, power
failure, and explosion. Most of the communication schemes play a significant role in
everyday utilization but fail during disasters. The wireless fidelity (Wi-Fi) based scheme
might fail at the time of disaster due to unavailability of the appropriate frequency range
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[4]. For smooth working in the underground mine, the infallible communication system
is mandatory to ensure better safety in a hazardous environment.

Visible light communication (VLC) using Li-Fi technology is intrinsically safe as
they are unaffected by interference from RF, EMF, and EMI. The features of VLC are
non-licensed channels, larger bandwidth, and low power consumption. The Li-Fi
source, even a single one which is few millimeters in size is capable of producing 2300
lumens of brilliant white light [5]. As visible light is used for communication in Li-Fi
it’s capable of providing high-speed internet at 10 Gbits/s. Li-Fi technology can be the
novel trend in providing communication to and among the miners in the underground
mine.

The latter part of the paper is itemized in the following manner. Section 2 explains
the vital need of VLC, about the impediments of Wi-Fi in mines and the need of light
fidelity with LED. Section 3 describes the importance of proper lighting, the con-
ventional light sources used and its characteristics and about Cap lamps using the
conventional light source in mines. The discussion about suggested development in an
underground mine is dealt in Sect. 4. Section 5 provides the conclusion.

2 Vital Need of VLC

The information medium for both visible light and radio frequency communication is in
the form of electromagnetic radiation [6]. Radio waves are capable of providing
connectivity through often used substances. The inherent property of VLC, the waves
in the visible region of the spectrum cannot penetrate through most surfaces that are
there in our surroundings [7]. Wherever the VLC system is deployed, the information
will be enclosed within the limited space of the exact location, which avoids the
prospect of eavesdropping and eradicates interference. With the deployment of
off-the-shelf illumination components, VLC can be realized as an intensity modulation
and direct detection (IM/DD) scheme. The locations where RF communication does
not suit can be employed with VLC. The goal of VLC is not to be competitive of RF;
rather it complements the RF communication. The communication with low latency
can be provided by VLC because of its high bandwidth and easier installation.

2.1 Impediments of Wi-Fi in Mine

Inside the mine, the conventional switch design used by Wi-Fi network first cuts and
then connects [3] i.e., the workstation initially breaks from the current access point
(AP) and then commences the regular switching procedure and this could lead to a
larger delay; that could be the problem of roaming when miners move in the wireless
local area network (LAN). Then, the difficulty of stability, as the wireless network is
simply troubled by other signals in the region around them due to the openness of the
wireless channel and this ends up in instability in Wi-Fi signals and in turn it affects the
quality of services.
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2.2 Light Fidelity with LED

Li-Fi facilitates a wireless data transmission through LED. The escalating requirement
in wireless data transmission, due to deficient in radio spectrum and concerns about
unsafe electromagnetic contamination can be defeated through Li-Fi technology using
the visible light spectrum. The LED flickers count as 1s and 0s, the input binary data.
Data can be received using photodiode [8] within the area of light perception. Wher-
ever LEDs are used, it not only offers light energy but is also realized as a wireless link
at the same instance. It overcomes the issues of Wi-Fi in signal transmission like
instability, larger delay and more.

The goal of Li-Fi Consortium is to foster the progress and allocation of optical
wireless technologies such as communication, navigation, natural user interfaces and
others [9]. There are around 14 billion light bulbs worldwide, they just need to be replaced
with LED ones that transmit data, says Haas [9]. Light, in fact, has played an important
role in our lives over millions and millions of years and does not have any major ill effect.

VLC using Li-Fi technology is economical than Wi-Fi as it uses light rather than
radio-frequency signals. White light from LED can be generated by mixing specified
quantities of Red, Blue and Green lights. Phosphor topped white LEDs radiate wide-
band visible light spread over the entire visible spectrum as shown in Fig. 1.

3 Importance of Proper Lighting

Better lighting is needed in order to lessen accidents, health hazards and also to
increase production. Miners commonly undergo the eye disease nystagmus, which
gives the symptoms of irrepressible oscillation of the eyeball, headache, dizziness, and
loss of night vision [10]. It’s because of the low light working environment inside the
mine. Underground miners are prone to hazards like spot fall of ground, unusual sliding
and much more. The other hazard happenings inside the mine environment are hugging
with dust, cramped spaces, low reflective surfaces and low visual contrasts. Yet, the
major contributing factor for the accidents in an underground mine is poor lighting
inside the mine. Lighting in mine is shown in Fig. 2.

Fig. 1. Radiation spectrum of phosphor white LED (Source: Phosphor Development Addresses
Lower Efficacy of Warm-White LEDs)
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While designing lighting systems, the required features are that it must be essen-
tially safe, harmless, ought to give intense brightness and intensity in horrible sur-
roundings. The lighting system must give out less radiated heat to avoid any electrical
hazards and also it must be resistant to shock, vibration, and there should not be any
UV rays emission and it should be easy to install [11]. In an exclusive environment like
underground mines, making high-quality lighting systems is the challenging task.

3.1 Conventional Light Sources and Its Characteristics

Incandescence means thermal emission. Heat is continually emitted from objects and
when they heat up and get powerful enough, they attain the wavelength, starting with
red and reach up to the spectrum. The wavelength/color of the light determines how
much energy is being released. In an incandescent bulb, 90% of heat energy is released
in the infrared spectrum which is just under the visible light and makes the lamp
ineffective. The visible light produced by fluorescent lamp using fluorescence is more
efficient than the light produced by incandescent lamps but flickers in fluorescent lamp
cause irritation in eyes, eye strain, headaches, and migraines. The diffused light of the
lamp is not good when used for the purpose of headlight or flashlight [12]. Some light
sources when subjected to overheating results in firing. Some other sources of light are
affected by the presence of other electronic devices and are subjected to interference
from other sources. The comparison of characteristics between various light sources
like the incandescent bulb, CFL, LED [12] is shown in Table 1.

Fig. 2. Lightning in mine

Table 1. Comparison characteristics between incandescent, CFL and LED light source

S. No Characteristics Incandescent bulb CFL LED

1 Toughness Not too tough Not too tough Very tough
2 Generation of heat High Medium Too low
3 Hazard Hazardous Hazardous Hazardless
4 Sensitivity to temperature Moderate High Negligible
5 Mercury content No Yes No
6 Carbon dioxide emission 68 15.8 6.8
7 Life time 1000 h 12000 h 100000 h
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3.1.1 Cap Lamps Using Conventional Light Source in Mines
For every underground miner, the dependable and faithful appliance is cap lamp. The
most common type of lighting used in mine projects is tungsten filament lamp. These
lamps have limited life and efficacy [13]. The high operating temperature of the lamp
causes blackening of the lamp and ends in failure. The improvisation in this family is
tungsten halogen incandescent lamp which is filled with halogen gas. This avoids
blackening of light bulb at high temperature. They are not recommended for lightning
purpose due to low efficacy and limited life [13]. Fluorescent cap lamps are developed
in the 1970s. As compared to an incandescent lamp, it offers better light output with a
lesser amount of degradation over a 10-h shift [14]. Due to its size, weight, and high
initial costs, fluorescent lamps are not used much in mines [14]. With Li-Fi using LED
as a light source, a new class of intensity-based visible light communication technology
can be employed. With energy efficiency, long lifetime and full spectrum availability,
Li-Fi lighting applications using LED as a source in cap lamps will work better when
measured up with conventional approaches.

4 Suggested Development in Underground Mine

In an underground mine, the recommended block is shown in Fig. 3 [3] to provide
effective data transmission from the base station to receiving station. The system has a
Li-Fi RF driver to sense the signal from the base station using the medium of light and
the photo detector in the device captures the signal and passes the information to the
monitoring section. ‘1’ is transmitted if the LED is on; if it’s off the transmitted output
is ‘0’. LEDs can be toggled on and off very quickly, such that it offers pleasant
opportunities for transmitting data. Li-Fi may not be able to replace conventional radios
altogether, but it could enhance the development of wireless monitoring section in
mines and make it easier to throw a wireless signal in underground mines [3].

Fig. 3. Block diagram
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Based on the height of the light source placed, the illumination level varies. The
level of illumination based on the height of the LED luminaire placed [15] is shown in
Fig. 4.

The brightness of an illuminated surface is expressed as luminance. The light
intensity released from the source has a cosine dependence on the angle of emission
with respect to the normal surface [16]. The luminous intensity at angle / is given [16]
by,

I /ð Þ ¼ I 0ð Þcosml /ð Þ ð1Þ

A horizontal illuminance Ehor at a point (x, y) [13] is given by,

Ehor ¼ I 0ð Þcosml /ð Þ�D2
dcos Uð Þ ð2Þ

where I(0) is the center illuminance intensity of the LED, / is the angle of irradiance, U
is the angle of incidence, Dd is the distance between the LED and the detector’s surface
and ml is the order of Lambertian emission [16] related to the LED’s semi-angle at half
power w1=2. Figure 5 [17] shows the illumination distribution results.

ml ¼ �ln 2=ln cos w1=2

� �� �
ð3Þ

Fig. 4. Illumination based on height of the LED luminaire placed
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5 Conclusion

An effectual wireless communication is required during disasters to ensure the location,
in providing assistance and access to communication and much more. There is a dying
need for more effective disaster warning and responsive system during calamity caused
by man and nature. Visible light communication using Li-Fi technology will be the best
solution in the future for better illumination and communication inside underground
mines using LED luminaire for lighting system. LED cap lamps can be the talented
competent to the conventional cap-lamps.
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Abstract. Air pollution is one of the pressing issues faced not only by
human race but also by Earth’s vegetation. There are numerous findings
regarding the effects of air pollution, for instance air pollutants playing
a notorious role in inducing asthma and in formation of acid rain. Apart
from regular activities done by government like creating acts, setting
standards and regular inspection in industries to provide people with
pollution free environment, various mobile apps like Air Quality India,
SAFAR Air have been developed and disseminated to create environ-
mental awareness. But even then, air pollution persists due to gases from
vehicles on roads, Choloro Fluro Carbon from home appliances, Carbon
Monoxide from incomplete combustion of fuels or gas, particulate mat-
ters from cigarette smoking, cooking etc. Individuals are affected by these
air pollutants which are predominant in the air they breathe in. It is nec-
essary to educate people on how to ameliorate the effects of air pollutants
and control air pollution. In this paper, we have presented a framework
that utilizes data from social networks and supervised machine learn-
ing algorithm, which will facilitate in taking an initial step towards a
smart environment in smart cities. A part of our proposed application
was tested with a group of people. These experiments showed better
accuracy in classifying people according to the place where they spend
most of their time in a day, and also received good responses from the
people.

Keywords: Social networks · Supervised learning · Health
Environment · Air pollution · Smart cities

1 Introduction

The ultra fast pace of urbanization that includes conversion of green lands into
urban sprawls and tremendous advancement in industrial activities have caused
serious negative side effects on the clean atmosphere. The term air pollution can
be defined as an increase in the concentration of green house gases and other
c© Springer Nature Singapore Pte Ltd. 2018
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anthropogenic emissions of noxious chemicals [1,2]. Most of these toxins lead
to long term adverse effects. The ChloroFluoroCarbons (CFCs) generated from
air conditioners, aerosols propellants had no effect as far as they were in the
troposphere. However over time when it moved to the stratosphere they had
an adverse effect on the ozone [1]. The International Agency for Research on
Cancer (IARC) has found that humans exposed to air pollutants that include
carcinogens contracts to lung cancer [3,4]. Human nose and bronchioles lack
the capacity to filter out ultra fine pollutants that leads to respiratory tract
disorders [2]. A mix of nitrous oxide and PM10 produces lethal effects on people
[4]. Exposure to air particulate matter that have a diameter lesser than 2.5µm
(PM2.5) have a correlation to cardiovascular mortality [5]. Pollution leads to
neurodegenerative diseases such as Alzheimer’s and Parkinson’s diseases [2].

Earth’s green cover also feels the ill brunt of air pollution through various
ways. Ozone which acts as a protective shield from harmful ultraviolet rays of
sun turns out to be an adverse air pollutant when it is at ground level and
affects the yield of husbandry crops [6]. The Particulate Matter (PM) disturbs
the normal physiological and biochemical status of plants [7]. Particulate air
pollutant aerosols also play a significant role in rain scavenging [8].

Current era witnesses an increased usage of web among all ages. In particular
most of the online time is spent on social networking sites. There are quite a
lot of evidences in the usage of social networks in mass movement like the Arab
Spring. Using this fact, we propose a novel application that uses social networks
in educating people that will aid in moving towards a clean environment in smart
cites. Merely posting facts about air pollution will not create a good result in
achieving smart environment. It is necessary to create a widespread awareness
among people and they also take smart steps to mitigate air pollution starting
from their living area.

To address this problem we have propose the usage of a supervised learning
approach in our model, as it is not possible to find the places where a user will
spend most of their time in a day directly gathered from social networks.

2 Related Work

There have been various researches done in the sphere of air pollution, to confirm
the ill effects of air pollutants and also identification of right measures to control
air pollution.

Xie et al. [9] have done a study on the influence of the odd and even license
plate model which was implemented in Beijing to control air pollution. They have
concluded that the plate model has a good impact in controlling air pollution
during an interim period, but gradually the good impact diminishes due to the
increase in the number of private vehicles.

Ngo et al. [10] have made a study on how participation of people is crucial
in controlling air pollution. They have found that when people were involved in
measuring the PM2.5 levels in Nairobi and Kenya people expressed interest in
knowing more information about air pollution.
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Woodward and Levine [11] have done a study on the impact of air pollution
on elder persons in US who are more vulnerable. They have proposed guidelines
to minimize the elder people getting exposed to air pollutants by placing the
older adult’s care facilities at least 500 ft from the major roadways.

Adams and Kanaroglou [12] have proposed a neural network model to pro-
vide health risk information to people who live in places where air pollution
monitoring systems are not available. The model utilizes various predictor vari-
ables like traffic in the area, meteorological conditions, characteristics of land
usage and pollution statistics from nearby fixed monitoring stations.

Nowka et al. [13] made a survey through questionnaires to identify the extent
of awareness of impact of air pollution on coronary heart disease among patients.
The authors have concluded that patients lack the awareness of ill effects and
there is a need for educating people about air pollution.

In India, Delhi Government has started to take measures to curb air pollution.
They have proposed odd or even license rule, traffic police to use air mask, ban
diesel cars above 2000 cc, hike in green cess, taxis should utilize CNG, prohibition
on government agencies in procuring diesel vehicles, increase in public transport,
fine on polluting agents, ban on burning waste and crop residues. We can see
that Indian Government is also recently becoming very conscious of people’s
health getting affected due to air pollutants.

Apart from these research studies, government and other agencies have
designed mobile apps to share air quality index through the levels of various
pollutants. To aid in providing a smart environment to people and other living
beings, and also safeguard individuals from ill impacts of air pollutants, we have
developed an intelligent model that utilizes the k-nearest neighbor algorithm to
educate people on ways to reduce air pollution.

3 Pollution Mitigation Framework

The proposed pollution mitigation framework is shown in Fig. 1. It uses data col-
lected from the social networks and employs a three phased approach as detailed
below:

3.1 First Phase

Step 1: Divide city into zone clusters - Pollution control board of India
regularly post updated statistics of major cities in their website. But a little
more effort is required in aiding people in understanding that their participation
is more required in mitigating air pollution and safeguarding themselves. For
this, it is necessary to provide them air quality statistics of their area to attract
people’s attention [12]. As a first step, we propose the city be divided into many
zones. We propose segmentation based on a constant and two variables namely
density of people and air pollution levels in the zone in Algorithm1. Arbitrarily
fix a constant span value (we propose a value of 1 Km to have an effective
coverage) to subdivide the whole range space of each city into clusters of equal
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span. Most of the areas of city are non-residential or have relatively minimal air
pollution levels. Such zones can be grouped into a new cluster. The terms zone
and cluster are used interchangeably in the rest of this paper.

Step 2: Collation of air quality statistics in each zone - Installing air
quality monitoring stations all over the zones is a cumbersome, time consuming
and costly process. We propose the usage of Internet of Things (IoT) pollution
sensors in mobile towers due to their widespread installation across the globe
and on public transportation vehicles [14]. IoT pollution sensors are low cost and
consume low power [15]. IoT nodes have a standard known as 6LoWPAN and
RPL to perform node discovery, auto configuration of nodes and routing. These
protocols facilitate collection of data and transmission to a central repository.

Fig. 1. Pollution mitigation framework

Step 3: Pre-processing of social network’s user data - Owing to an
increase in the number of users, social network data is voluminous and needs
to be pre-processed. The user id and name are obfuscated by a random unique
id or name to protect anonymity and privacy. The present designation namely
school student or college student or employee or own a business or others, school
or college or work place or business site, address and e-mail ID are extracted
from the social network profiles. The reason of extraction is that people gener-
ally spend most of their time in either their study place or workplace or their



Leveraging Social Networks for Smart Cities: Mitigation of Air Pollution 183

residence. So the time and extent to which people are exposed to ill effects of
air pollutants will be high in these places.

Step 4: Model the zones and preprocessed data as feature vectors -
Each cluster and user should have a unique feature vector to aid the users getting
mapped to the correct cluster. We propose the name of the roads and the various
landmarks of the zone to be added in the feature vector of each cluster. The road
and landmark near each user’s lyceum or seminary or workplace or dwelling is
added in the user’s feature vector. To identify the elements of the feature vector,
Google places API and Google roads API can be integrated with the application.

Step 5: Mapping users to the zones - To identify the cluster a user belongs
to, there is a necessity for adding intelligence in our model. Supervised learning
approach better fits our model. Training is done in step 1 and feature vectors act
as training examples. This step just classifies the various training instances i.e.
user to their respective zones. Instance based learning better suits the system as
it is capable of working on training instances that are more complex. K-nearest
neighbor (KNN) learning approach is employed, since the feature vector of a
user comprises of the road and landmark closer to the user’s place. There are
ample chances of the feature vector matching two or more clusters as long roads
may lie in two or more zones.

The Jaccard similarity coefficient is used as a distance measure for KNN
to perform a similarity check. We find the ratio of the cardinality of common
elements in the feature vector of each cluster and user, to the union of the
elements. The jaccard similarity of the user with each cluster is added to a
similarity vector. The user is assigned to the clusters which had top values in
the similarity vector. Algorithm2 illustrates the steps 3–5.

3.2 Second Phase

Step 1: Dissemination of the air quality statistics - Each government
prescribes safe pollution levels. The air quality statistics are disseminated to the
users based on certain conditions and the various routes from their residential
address to work or study place which is illustrated in Algorithms 3 and 4. The
condition includes checking if the air pollution level is close (20% less than the
standard which has been arbitrarily set) or has exceeded the standards. The
routes are calculated by integrating Google directions API. If the user’s place or
routes have polluted zones, then statistics are published to the user.

Step 2: Recommendation of preventive and control measures - Based
on the air quality statistics of each zone the individuals are guided regarding
the control and prevention of health problems due to air pollution. Based on
which quantity of air pollutants is high in the zone, the users are educated how
these pollutants will affect their health in short and long term and are provided
appropriate guidance to improve their life sustenance.
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3.3 Third Phase

Commercialization paves way to monetary benefit as well as provides users with
extraneous information. We propose using pay per click on advertisements. The
advertisers can purchase ad space only if they possess air pollution compliance
certificate issued by standard environmental bodies. The advertisers can bid
on the space where the preventive measure posted is related to their products.
Companies who guarantee their products can be shipped anywhere can be posted
to all the users who have been recommended to use the product or else only to
the zone users where product can be shipped.

Algorithm 1. Subdividing city into zones
input : Span of zone(S), Area of city(A), Threshold density(Td), Threshold

pollution(Tp)
output: clusters(C)

1 I ← initial number of clusters ;
2 C ← ∅ ;
3 I ← A ÷ S ;
4 Add the equally divided clusters to vector C ;
5 L ← zones whose density or pollution level is less than threshold ;
6 L ← ∅ ;
7 for j ← 1 to I do
8 Dj ← density of people in cluster j ;
9 Pj ← air pollution in cluster j ;

10 if ((Dj < Td) and (Aj < Tp)) then /* Identifying less dense and

polluted zones */

11 L ← L ∪ {j} ;

12 end

13 end
14 foreach k in L do
15 C ← C \ {k} ;
16 Identify zones close to cluster k ;
17 Merge the nearby zones;
18 Z ← Merged zone ;
19 C ← C ∪ Z ;

20 end
21 return C ;
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Algorithm 2. k-nearest neighbour with Jaccard Index
input: Social Network user data(S), Clusters (C)

1 Pre-process S to extract user’s ID, name, present designation, school
or college or work place or business site, address and email ID ;

2 foreach i in C do
3 landmarki ← important places in the zone area;

/* Find landmarks using the Google places API
integrated with the application */

4 roadi ← name of roads in the zone area;
/* Find the roads using the Google Roads API integrated
with the application */

5 featurevectori ← (landmarki,roadi) ;
6 end
7 foreach j in S do
8 R ← residential address ;
9 L ← school or college or work place ;

10 landmarkj ← important places nearby(R,L) ;
/* Find landmarks using the Google places API
integrated with the application */

11 roadj ← roads(R,L) ;
/* Find the roads using the Google Roads API integrated
with the application */

12 featurevectorj ← (landmarkj ,roadj) ;
13 foreach m in C do
14 Nr ← |Fj ∩ Fm| ;

/* F denotes feature vector */
15 Dr ← |Fj ∪ Fm| ;
16 Jaccardindex ← Nr ÷ Dr ;

/* Jaccard similarity measure to find which zone the
user belongs to */

17 simj ← simj ∪ Jaccardindex ;
/* add the jaccard index to the similarity vector of
user j */

18 end
19 Assign the user j to the k nearest neighbours (i.e.) k clusters that

have high similarity measure in vector simj ;
20 end
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Algorithm 3. Dissemination of air quality statistics to people(1)
input: List A-air quality stats(SO2,NO2,NO,CO,PM2.5,PM10) of

each zone, List S-safe levels of pollutants prescribed by any
standard pollution control board, C-zone clusters

1 foreach k in C do
/* highly or moderately polluted zones */

2 if ((A > S) or (A > S − (0.2 ∗ S))) then
3 Post the air quality stats to the social network users in the zone

k ;
4 Present preventive and mitigation measures of air pollution in

the zone;
5 end
6 end

Algorithm 4. Dissemination of air quality statistics to people(2)
input: User’s residence and work place/school/college (R), pollution

standard levels (S), air quality stats of each zone

1 I ← initial number of clusters ;
2 foreach k in User do
3 if R data is available then
4 route ← direction ;

/* Find direction using the Google directions API
integrated with the application */

5 polmax ← max(pollutants level across zones in route) ;
6 if ((polmax > S) or (polmax > S − (0.2 ∗ S))) then

/* Identifying highly or moderately polluted zones
*/

7 Display if you are taking this route then you are breathing
in air pollutants ;

8 end
9 end

10 end

4 Experimental Setup and Evaluation

In order to test the efficiency of our proposed pollution mitigation framework
we implemented a part of the framework using python.

4.1 Dataset Description

We tested our framework on a set of real time users, as feedback is necessary
to ascertain that this model would be an effective means to take an initial step
towards aiding individuals to help them learn about and safeguard their health
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from air pollutants. A group of social network users were selected. The users were
active Google social network users. A group of 700 users were selected arbitrarily
from Chennai and Bangalore. The group comprised of a mix of high school
students, college students (both undergraduate and postgraduate students) and
other professionals of age ranging from 18 years to 54 years.

4.2 Pre-processing

Initially the features such as user ID, name, age, Gmail ID, residential address,
school, college, period of study in school, college, profession and period of working
was extracted from the dataset. Probe checks were made to find if the field either
contained any value such as present or current, or the range included the current
year. If either of the conditions was satisfied the school or college or the work
area name was retained for the user and the rest of the data was filtered out. If
not available, no filtering was done.

4.3 Air Quality Statistics

The pollution statistics were collated from central pollution control board of
India (CPCB)’s website (www.cpcb.nic.in) for the cities Bangalore and Chennai.
The CPCB has air quality monitoring stations in 5 places in Bangalore and 3 in
Chennai. Based on this we divided Bangalore into 5 zones and Chennai into 3
zones. Table 1 provides a part of the air quality statistics for Bangalore city.

Table 1. Air quality stats

Zone cluster (Bangalore and Chennai) Air quality

PM2.5 PM10

BTM layout 53.12 NA*

Peenya 108.4 NA*

BWSSB Kadabesanahalli 83.89 NA*

Saneguravahalli-KSPCB NA* 17.41

City railway station-KSPCB NA* 117.73

Alandur 112.51 NA*

IIT 95.96 NA*

Manali 252.82 NA*

*Not Available

4.4 Computation of Feature Vectors

The Google places and roads API were integrated to model the users and clus-
ters in the form of feature vectors by using the server key. The feature vector
comprised of local businesses, points of interest, and the nearest road segments.

www.cpcb.nic.in


188 N. Ravi et al.

4.5 Jaccard Similarity

Naive implementation of Jaccard similarity is a computationally intensive task.
So it is necessary to identify a probabilistic approach. Min Hash approach is ideal
for data streams. The Min Hash independent permutations involves mapping the
elements of the two vectors to distinct integers and determining minimal member
with respect to a hash function that is the minimum of the values of h(x), where
h is the hash function and x is the set of distinct integers mapped.

J(U,C) = Pr[Min<h(Y1),h(Y2), ... >= Min<h(Z1), h(Z2), ... >]
where,
J denotes the Jaccard function
U is the feature vector of user
C is the feature vector of cluster
{Y1, Y2,..} is the set of distinct integers mapped to the

elements in user’s feature vector
{Z1, Z2,..} is the set of distinct integers mapped to the

elements in user’s feature vector

The plot of Fig. 2 clearly depicts the difference the time taken across various
runs by the naive and minhash approach. In order to find the optimal number
of permutation functions we executed various runs to identify the optimal point
where the absolute error between min hash and jaccard index is minimum. From
the plot in Fig. 3 it can be seen that the absolute error was minimum when the
number of permutation function was 215.

Fig. 2. Min hash vs jaccard

4.6 K Nearest Neighbor

The people were added to the k nearest neighbors based on the jaccard similarity
coefficient vector. The accuracy of the classification algorithm is dependent on
the reduced error rate. Choosing an optimal k value will lead to reduction in
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Fig. 3. Optimal count of permutation functions to be used

error rates. When k value is larger, there is a good chance of minimization of
variance due to noisy data. But it may introduce a bias, which will ignore smaller
patterns that may have useful insights. The plot in Fig. 4 depicts that the optimal
value of k is 4 for our test data. Overall we achieved an accuracy of nearly 87%
in classifying people. The Fig. 5 depicts the results of the K nearest neighbor
classifier of users in Bangalore alone through the confusion matrix.

Fig. 4. Optimal k value

4.7 Dissemination of the Air Quality Stats

Step 1: The air quality statistics of each zone was e-mailed to the users in the
zone along with preventive measures. To find if they were useful we sent a survey
form through Google form. Tables 2, 3, 4, 5 and 6 show the responses received
along with the corresponding questions. We received responses from 579 people
out of the 700 people. This shows that nearly 83% of the people viewed our
air quality related information. This survey has received a higher percentage of
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Fig. 5. Confusion matrix of users in Bangalore

positive response, which shows that our model is better to move towards smart
and healthy city. We requested users to provide feedback and suggestions. We
received positive feedback and few suggestions from the users.

Question 1: Did you find the air pollution related information useful?

Table 2. Question 1

Option Response(%)

Yes 73

No 27

Question 2: Were you aware of the health related impacts due to air
pollution before getting the statistics and other information from us?

Table 3. Question 2

Option Response(%)

Yes 41

No 59

Question 3: What did you know about air pollution before? (Options-
check box)
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Table 4. Question 3

Option Response(%)

Affects the health 52

Chemicals from industries 71

Vehicular fumes 63

Dust on roads 66

Other 44

No idea 36

Question 4: Have you taken any measure before, to safeguard yourself
from ill impacts of air pollution?

Table 5. Question 4

Option Response(%)

Yes 29

No 71

Question 5: Will you follow any of the suggestions provided by us to
mitigate and safeguard from air pollution?

Table 6. Question 5

Option Response(%)

Yes 76

No 11

May be 13

5 Conclusion and Future Work

The proposed pollution mitigation model can be a good start in achieving healthy
smart city. We anticipate that this model when integrated on social networking
platforms will accelerate the air pollution control at a better rate in urban areas
of India. Owing to the limited availability of genuine air quality statistics, we
were unable to quantify the efficiency of division of the city into zones. So we
had to move into dividing the cities into zones as per the air quality monitoring
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stations set by CPCB. Similarly, we were unable to check the effectiveness of
the third phase of our model since our dataset is rather a small dataset when
compared to huge population in India. However, our motive was to identify an
initial step in leveraging widely used social networking sites as a platform to
bring about smart and healthy city.

We suggest enhancing this model to include making a text analytics of the
comments posted by the users regarding what measures they took to curtail
the effects of air pollutants, and evolving a recommender system to disseminate
these suggestions to users who also have similar pollution levels in their place.
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Abstract. The neat and clean surrounding is the main driving force for any city
to be called as “smart city”. Many modern cities are currently encumbered with
various challenges such as smart transport system, smart grid, smart environ-
ment, and smart living. Now-a-days, proper waste management is the major
concern for cities and urban areas. The traditional waste management approa-
ches are not sophisticated enough to achieve a proficient and robust waste
management. The smart Waste Management is on top priority in any smart city
as it directly affects the lifestyle, healthcare and environment. This article
deliberates a comprehensive survey of various proposed approaches for smart
bin systems such as Smart Garbage Monitoring System, Wisely Waste Segre-
gation System, and Smart Waste Collection System. In addition to this Survey,
we propose a framework for smart Garbage Management System (GMS) that
can be deployed in metro cities.

Keywords: Smart bin � Cloud computing � IoT � RFID � WSN � Sensors

1 Introduction

Integration of the two eminent technologies, Information and Communication Tech-
nology (ITC) and the Internet of Things (IoT) gave birth to the concept of smart city. In
order to understand the concept of Smart Cities in depth, a suitable definition is needed.
In the literature, various researchers proposed various definitions of smart city. The
simplest definition of smart city is that “A city that monitors and integrates conditions
of all of its critical infrastructure, including roads, bridges, tunnels, rail/subways, air-
ports, seaports, communications, water, power, and even major building. The City can
better optimize its resources & plan its preventive maintenance activities, and monitor
security aspects while maximizing services for its citizens [1]”. Smart Cities can be
identified along with six main dimensions [2], viz.

(1) Smart Economy- Innovation and Competitiveness
(2) Smart Mobility - Infrastructure and Transport
(3) Smart Environment - Resources and Sustainability
(4) Smart People - Creativity and Social Capital
(5) Smart Living - Culture and Quality of Life
(6) Smart Governance -Participation and Empowerment.
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G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 194–206, 2018.
https://doi.org/10.1007/978-981-10-7635-0_15



The major smart city applications [3] include Smart Street lighting, Smart Parking,
Environmental monitoring, Information Beacons, Active Safety, Smart Journey Plan-
ning, Transport Sharing, Smart Bin Collection, Social & Health Care Cost Reduction,
and Smart Social Housing.

We cannot imagine a smart city without having smart bin collection and monitoring
system because this directly impacts the health of the citizens. Due to various reasons
such as migration of people from villages to cities, rapid urbanization and modern-
ization the population of urban areas is increasing rapidly worldwide. According to
World Health Organization (WHO)’s Global Health Observatory (GHO) data, the
population of urban areas in 2014 accounted for 54% of the total global population, up
from 34% in 1960, and continues to grow, and it is estimated that by 2017, even in
less-developed countries, a majority of people will be living within urban areas [4]. In
urban areas, the Waste Management responsibility is typically carried out by the
respective municipal corporations. The authorities of such corporations often instruct
the citizen to deposit their household wastage at specific places in garbage bins. Due to
the change in consumption habits, life-style of urban population and owing to the
increase of population in urban areas, the volume of solid waste to be handled by such
corporation is increasing enormously.

According to the World Bank’s review report [5], the global Municipal Solid Waste
(MSW) generation levels are expected to increase to approximately 2.2 billion tonnes
per annum by the year 2025. Therefore, our traditional Waste Management system will
be not able to handle such a huge volume of waste generated by cities; so “smart” bins
are the need of time. If the municipal or corporation authorities are unable to manage
garbage, then the garbage accumulation may become the root cause of illness and
diseases such as diarrhea, dengue, etc. Degradation of garbage in open areas also
causes bacterial and virus to grow, there by affecting the public health. Due to rapid
urbanization, it is noticed that Waste Management became a crucial issue for municipal
or corporation authorities as such bodies suffer from limited budgets and resource
crunch. Traditional handling of garbage bins typically by human resources alone in
large cities such as metros is no more a smart way of handling the Waste Management
issues.

Many researchers and organizations conducted research on smart cities. Numerous
interesting smart applications have already been implemented such as smart parking,
smart transport, weather & environmental monitoring and many more. Among these
applications, the smart Waste Management is considered to be a most important and yet
challenging one.

We observed enough number of research articles and project implementations
based on smart bin collection and monitoring system across the globe. The topic, smart
bin gained popularity in last few years (Fig. 1), and the number of projects and research
articles shows an increasing trend since 2012.

In this paper, we present a comprehensive survey of research papers in the area of
smart monitoring of waste, smart bin collection and route optimization for garbage
collection.

The rest of the paper is structured as follows. Section 2 outlines driving tech-
nologies of smart Waste Management system. Section 3 gives an overview of the
existing and contemporary works in the area of Waste Management in Smart Cities, &
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Sect. 4 we propose a Framework for Smart Waste Management. Finally the Sect. 5
concludes with a brief summary of observations and for future scope.

2 Technology Support for Enabling Smart Waste
Management Systems

Recent available technologies such as Pervasive Computing technologies, the Internet
of Things (IoT), Cloud Computing, Big Data, and Wireless Sensor Networks
(WSN) provides vast opportunities for researchers and developers to use these tech-
nologies the in area of smart bin collection system development. We observed a good
number of research work in different aspect of smart garbage management such as
smart monitoring of bin [13–27], selection of optimized routes for garbage collection
[21–24], waste segregation [28]. Such systems typically use various recent technolo-
gies such as IoT [13–20], Integration of IoT and cloud computing [21–24], RFID [17–
20], micro controller (Arduino Uno) [13–16], WSN [25–27], and Smart-M3 platform
[30] to design and implement the smart bins.

The basic objective of Cloud Computing is to provide applications and services
from data centers through the Internet to all over the world. The Cloud Computing
provides services as the basis of pay-as-you-go model. The Cloud services include
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a
Service (SaaS). Infrastructure as a Service (IaaS) is a model that offers the Infras-
tructure. These cloud services may be useful for smart waste management system such
as cloud storage used for storing real time sensor data, and CPU cycles used for
processing of data.
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Fig. 1. Interest from Google research trends about smart bin.
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The existing smart bins are equipped with various types of sensors that provides real
time data for better management of resources used in waste management system. The
Internet of Things refers to an idea of interconnection of uniquely identified physical
objects (e.g. our daily usable items such as food, clothing, furniture, paper, etc.) via the
Internet and with the help of standard protocols. These objects are typically connected
throughwireless technology such asWi-Fi, Bluetooth, etc. On contrary to the objective of
networking of computers in the conventional Internet; the IoT aims to provide network of
any “things” (including PCs). IoTs have a huge number of potential applications, and
these can be grouped into four domain, viz. Transportation and logistics, Healthcare,
Smart environment (home, office, plant) and Personnel and social domain [6].

An object (garbage bin) can be attached with Radio-Frequency Identification
(RFID) tag [7], which uses radio waves to read and capture information. RFID tags can
store information and when compared with identification techniques such as bar code,
RFID tag does not need direct line of sight for reading data. The RFID tags are widely
used in smart bins for wireless data communication with the sink node.

The many smart bins implementations [13–16] used microcontroller board like
Arduino Uno [8] (Uno a Italian word, which means one), Rasperi pi, LaunchPad,
Nanode, Pinguino, STM32 Discovery, Teensy 2.0 etc., these boards uses limited power.

The number of interconnected devices (things) is increasing exponentially in last
few years, and it is anticipated that the number will reach up to many trillions soon.
These devices will generate a large volume of data. Indeed, IoTs will be one of the
main sources of Big Data [9].

The IoTs and the Cloud computing technologies both have their own advantages
and limitations. The characteristics of these two technologies complement each other
when integrated in an application. As depicted in Fig. 2, the IoTs can be a benefit from
the virtually unlimited capacities and resources of cloud to compensate its techno-
logical constraints (e.g. storage, processing, and communication) and Cloud can benefit
from IoTs by extending its scope to deal with real-world things in a more distributed
and dynamic manner, and for delivering new services in a large number of real sce-
narios [10]. The application of this integration are smart home, smart city, healthcare,
smart grid etc. The good numbers of researchers [21–24] used this integration in smart
waste management system.

A Wireless Sensor Network (WSN) [11] is a wireless network consisting of spa-
tially distributed autonomous devices using sensors to monitor physical or environ-
mental conditions (e.g. temperature, humidity, light, vibration, pressure, etc.) and
designed to exchange their data through the network. The sensors connect the physical
world with the digital world by monitoring and capturing the real-world conditions and
converting these into a digital form. A wireless sensor node is capable of doing
in-network analysis along with data collection with the help of on-board processing
unit, chip radio and storage units. The WSN is used in various smart bins by many
researchers [25–27].

Some of smart bin system is using Smart-M3 platform. Honkola et al. [12] pro-
posed an open-source project called Smart-M3 platform that provides an environment
in which different entities can share information and cooperate in a transparent way to
the heterogeneities. The Smart-M3 as an information interoperability approach enables
the devices to easily share and access local semantic information, while also allowing
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access to the locally relevant parts of the “giant global graph” to be available. The
information is represented as semantic web, thus allowing easy exchange of global and
local information.

3 SWMS – A Comparative Study

Waste Management is a complex process that involves many steps: it includes gen-
eration, on-site handling and storage, collection, transfer, processing and disposal of
solid wastes. The overall Waste Management involves three main types of entities:

• Users who generate waste,
• Waste collectors/city admin.
• Stakeholders.

As discussed in the earlier section, a huge number of research and projects have been
done on various aspects of Waste Management. Such implemented projects typically
use Arduino Uno micro controller based smart real time bin monitoring system [13–
16], RFID technologies, Geographic Information Systems (GIS) and Geographic
Positioning System (GPS) etc., Relatively all the works attempt to use cloud to access
the stored sensor data and further analysis [21–24].

In general, we can classify smart bin system based on the applied technologies as
follows:

Fig. 2. (M)any thing(s) generate data and the cloud provide services.
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Smart Bin System 

 IoT Based IoT with WSN Based Other Technologies
Cloud           [25, 26, 27]      [28, 29, 30] 

[21, 22, 23, 24] 

Microcontroller RFID 
[13, 14, 15, 16]    [17, 18, 19, 20] 

3.1 IoT Based Approach

Microcontroller Based System
Yusof et al. [13], proposed an Arduino Uno micro controller based smart garbage
monitoring system in order to measure the waste level in the garbage bin in real-time
and when the garbage level is about to become full, then this system is designed to send
an alert via SMS to the municipality so that the bin can be emptied, and garbage
collected immediately. The system is equipped with ultrasonic sensor to measure the
waste level, the GSM module to send the SMS, and an Arduino Uno which controls the
system operation.

Adeyemo et al. [14], developed a smart city technology based architecture for refuse
disposal management and implemented a proof of the concept prototype for the
architecture. The system is again based on Arduino Uno micro controller board and in
addition equipped with proximity sensor, refuse bin and a personal computer. The
proximity sensors are attached on the five different position in a refuse bin and interfaced
with the Arduino board with capture data set. To determine the appropriate classifier for
realizing the pattern classification unit of the prototype, an experiment was performed
using the acquired data set to train five different variants of the K-NN classifier.

Kumar et al. [15], developed a smart intelligent garbage alert system based on
Arduino Uno interfaced with the ultrasonic sensor and if the garbage is filled, then this
system sends the alert to the municipal web server. To perform the remote monitoring
of the clearing process, an Android application is developed and linked to a web server
to intimate the alerts from the system to the urban office. The notifications are sent by
the Android application using Wi-Fi module.

Dugdhe et al. [16], proposed Waste Collection System architecture using the
Internet of Things. The objective of this system is to schedule trucks by finding shortest
path between the almost filled waste bins and bins, which have produced harmful gases
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and gives an optimal route for garbage collection. The architecture consists of an
embedded device with sensors and micro controller for sensing information of bins and
sends to workstation. The system can also generate reports about waste gathering and
fuel consumption for the logistics.

RFID Based System
Chowdhury and Chowdhury [17], proposed a novel Automatic Waste Identity, Weight,
and Stolen Bins Identification System (WIWSBIS), which is based on RFID and
sensors. Using WIWSBIS, Waste Management service providers (e.g., municipalities,
waste collectors) have a chance to track a waste identity (i.e., customer), weight
missing/stolen bins quickly and accurately without any human intervention.

Issac and Akshai [18], introduced a system called SVASTHA (a Sanskrit word,
which means “be healthy and hygienic”), which is based on RFID and GPS system that
can effectively manage the Municipal Solid Waste. This embedded system has been
developed to gather data from the RFID reader through Bluetooth’s connectivity and
upload to a central server.

Wahab et al. [19], presented a smart recycle bin using RFID-based system inte-
grating the web-based information system with the host server. This system works
based on information in the smart card which automatically calculates the weight of
waste and stores it into the card. This system assists the end user for waste classification
and to know the status of smart bin.

RFID based Urban Solid Waste Collection system proposed by Karadimas et al.
[20] uses ultrasonic sensors that provide ranging information, which is later translated
to fill-level estimations.

3.2 IoT and Cloud Integrated Approach

CloudSWAM, a cloud-based smart Waste Management mechanism [21] lets the sensor
based garbage bins to notify its waste level status to the cloud. The stakeholders are
able to access the desired data from the cloud and thereby perform route optimization
for effective garbage collection.

With the integration of ultrasonic sensors and GPRS techniques, the micro controller
based DynamicWasteManagement System [22], could measure the weight and volume of
garbage and information sent to cloud server.AntColonyOptimization (ACO) technique is
used to find the shortest possible garbage collection route for each truck. The system is
adaptable to dynamic changes, i.e. routes blocked during the waste collection process.

Another cloud computing based Smart Garbage Monitoring System [23] utilizes the
concept of a network of smart garbage bins based on the Stack Based Front End
approach of integrating WSN with the Cloud computing. To improve the efficiency of
the garbage monitoring this approach uses Machine Learning techniques on the col-
lected sensor data.

Use of surveillance systems as an assistive technology for high [24] quality of
Service (QoS) in waste collection is proposed by Medvedev et al. Specifically, IoT
components, viz. RFID tags, sensors, cameras, and actuators are incorporated into
surveillance systems for efficient waste collection. This system consists of an advanced
Decision Support System (DSS) for efficient waste collection and incorporates a model
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for data sharing between truck drivers on real-time in order to perform waste collection
and dynamic route optimization. Surveillance cameras are incorporated for capturing
the problematic areas and provide evidence to the authorities concerned.

3.3 Wireless Sensor Network (WSN) Based Approach

Longhi et al. [25], proposed a Solid Waste Management Architecture based on sensor
nodes and makes use of Data-Transfer Nodes. This WSN based system is used to
control the filling of the bins, collecting data from embedded sensors. Remote moni-
toring on the web is facilitated as part of this system design. The system incorporates an
integrated DSS for effective solid Waste Management by giving optimal solutions.

The Real-Time Solid Waste Bin Monitoring System Framework [26] is based on
WSN and contains three levels: smart bin, gateway and control station that stores and
analyzes the data for further use. The key objective of this framework is remote
monitoring of solid waste bin in real time, via ZigBee-PRO and GPRS, to assist the
solid Waste Management process. The waste collection route can be optimized by
feeding the collected data into a decision support system.

The Smartbin system proposed by Folianto et al. [27] incorporates the concept of
Wireless Mesh Network (WMN) and duty cycle techniques to reduce power con-
sumption and to maximize operational time. The system is designed to collect data and
to deliver the data through WMN. The Smartbin system has a three-tier architecture:
outdoor nodes, analytics, and workstation. The Smartbin system was implemented and
deployed on outdoor test bed.

3.4 Other Technologies

The main objective of GREENBIN [28] is segregation of waste at source so that the
individual components of waste can be converted to useful electricity. The use of
sensors like capacitive based moisture sensor, inductive based metal sensor, methane
sensor and odour sensor helps to achieve this goal.

Thakker and Narayanamoorthi [29], introduced Smart Garbage Bin, which will
alarm and inform the authorized person by SMS using GSM technology, when the
garbage bin is about to fill. This system is designed to separate five types of plastic
resins (which are not biodegradable) from garbage by using Near Infrared (NIR)
spectroscopy and provides the details of all biodegradable substance that can be further
used in bio gas plant.

Catania and Ventura [30], proposed an approach to smart waste collection based on
Smart-M3 platform. The proposed approach can improve and optimize the handling of
solid urban waste. The Smart-M3 platform helps solving the issue of interconnection
among heterogeneous devices and data sharing involving a large amount of people.
The real-time monitoring at the level of bin’s fullness is made possible through sensors
placed inside the containers. The data gathered is given for a decision system to
determine the optimal number of waste vehicles or bins to distribute in the territory.

A comprehensive comparison of various waste management systems in terms of the
sensors used, technologies applied and data transfer techniques used is presented in
Table 1.
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Table 1. Comparison of various existing smart bin system
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4 Proposed Framework for Smart Waste Management

To achieve a smart and efficient Waste Management System (WMS), we propose a
framework that is capable for smart and smooth management of garbage in the city.
Our proposed framework is illustrated in Fig. 3. If initially the garbage segregation is
done, then it is easy to manage the garbage that lead to better WMS. The garbage
segregation is performed by the citizen with the help of colour coded garbage bins.
Basically, three colour coded garbage bins are green, blue and black respectively used
for biodegradable waste, plastic & metal waste, and e-waste. The e-waste consists all
electronic equipment, which are defective and obsolete like computers, TVs, cell
phones, CD players, fax machines, printers etc. The various sensors that may be used in
our proposed framework are listed in Table 2.

Table 2. The different sensors used in colour coded garbage bins.

Ultrasonic
sensor

Load
cell
sensor

Proximity
sensor

Gas
equality
sensor

Temp.,
humidity
sensor

Metal
sensor

Methane,
odour sensor

Green
bin

✔ ✔ ✔ ✔ ✔ ✖ ✔

Blue
bin

✔ ✔ ✔ ✖ ✖ ✔ ✖

Black
bin

✔ ✔ ✔ ✔ ✖ ✖ ✔

Fig. 3. The proposed framework for smart bin system.
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The green, blue and black bin may respectively equipped with various sensors that
is showed in above Table 2. The sensors like methane, odour, temperature, and
humidity is used in green bin because it contains biodegradable waste. The key
objectives of these sensors to send alert to authorities, then they can send the garbage
collecting vans as soon as possible. The ultrasonic sensor is used to identify the
garbage level in garbage bin.

Big Data technologies and tools are used in the framework in order to handle the
large volume information stored in the cloud.

This framework also contains GPS module so that their position is geographically
identified that lead to make plan for optimal route for garbage collector vehicles across
city. The microcontroller monitors operations of various sensors and controls voltage
flows among sensors. The output of GPS and GSM/GPRS modules is controlled by
microcontroller. The gateway receives data from smart bin with the help of IEEE
802.15.4 protocols such as ZigBee etc. and forward it to cloud storage. The cloud
storage uses big data to analyze the huge amount of data and the result will be shared
with different stakeholders such as city authority, research institute, dumping section,
recycling section etc. This framework also provides a platform for citizen to give their
feedback to authorities.

Following is the list of salient features of our proposed framework when compared
with that of the existing works discussed in this paper:

i. This framework is suggesting colour coded bin, which is equipped with various
types of sensors. With the help of colour coded bin segregation of waste is done at
collection point.

ii. Our framework is capable to get real time data from various sensors and uses big
data techniques & tools to get optimal result.

iii. The GPS enabled smart bin in our proposed framework indeed helps arriving at
optimal and efficient routes for garbage collection.

The following is a list of some, but not exhaustive open research problems
applicable this framework:

i. Developing energy efficient protocols at all layers of the network protocol stack
such that the battery-powered embedded controllers mounted in the smart bins
survive for a reasonable amount of life time.

ii. Provisioning of security features in data collection that are susceptible to various
attacks such as false-injection, black-hole and Denial of Service.

iii. Handling the non-cooperative and novice citizens who do not follow the color
codes while dumping the waste materials

5 Conclusion and Future Scope

The innovation in technologies via the Internet of things, cloud computing, big data,
etc. provides opportunities for researchers to develop the smart bin system to realize
“smart cities”. The importance of smart Waste Management cannot be ignored. In this
paper, we discussed various enabling technologies and contemporary smart bin systems
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with their advantages and limitations. This paper presented a framework that consist the
smart bin and Garbage Management System. In future, this framework will be
implemented and its performance studied through simulation and test beds.
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Abstract. Ambient Assisted Living (AAL) enabled in a smart home
requires, the design of an activity recognition system. Generally, super-
vised machine learning strategies or knowledge engineering strategies
are employed in the process of activity modeling. Supervised machine
learning approaches incur overheads in annotating the dataset, while
the knowledge modeling approaches incur overhead by being dependent
on the domain expert for occupant specific knowledge. The proposed
approach on the other hand, employs an unsupervised machine learning
strategy to readily extract knowledge from unlabelled data and subse-
quently represents it as ontology activity model. The novelty in the pro-
posed design is in the usage of Contextual Pattern Clustering (CPC) for
activity modeling. The competence of the weighted Jaro Winkler sim-
ilarity measure introduced in CPC lies in the utilization of contextual
attributes for the composition of varied event patterns of an activity.
Hierarchical strategy employed in CPC offers structured knowledge on
activities and sub activities within a specific location. Additionally, the
event organizer and habitual event generator subsystem introduced in
the proposed framework derives knowledge related to event ordering and
contextual description of an activity. The attained knowledge is later rep-
resented as a probabilistic ontology activity model to enable probabilistic
reasoning over domain knowledge. An experimental analysis with a smart
home dataset demonstrates the proficiency of the proposed unsupervised
approach in activity modeling and recognition in comparison with that
of the existing modeling strategies.

Keywords: Smart home · Activity recognition · Pattern clustering
Probabilistic ontology

1 Introduction

Smart home designs aim at integrating intelligence into the surroundings to pro-
vide context aware services for better quality living [13]. Innovations in the field
c© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 209–223, 2018.
https://doi.org/10.1007/978-981-10-7635-0_16
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of sensor technology, wireless communication, Internet of things, machine learn-
ing and ubiquitous computing have driven the design of smart homes to be a
significant research area [2]. Ambient Assisted Living (AAL) offered by smart
home assists the occupant autonomously in their habitual living impelling smart
home to model various societal applications. Smart home mainly recognizes the
ongoing activity of the occupant in order to identify abnormality or to automate
events in the environment. This feature enables smart home to be deployed in
variety of applications like hospitals, offices, classrooms, health care, elderly care
and critical care [7,13]. To enable AAL within smart home, it is necessary to
perform activity modeling and recognition [2]. Activities of Daily Living (ADL)
are generally considered for modeling and are the routine activities of the occu-
pant, executed in complex patterns [3]. Activities in smart homes are mostly
performed differently each time by the same occupant. The activity modeling
strategy should thus proficiently capture this varied event patterns in the design
so as to enhance the recognition accuracy. Furthermore, these event patterns
are characterized with a set of sensors and preconditions required to execute an
activity under various scenario [4].

Major issue in the design of activity recognition system lies in modeling
uncertain data and contextual information [8]. The sensor data obtained during
run time are imprecise in nature; hence uncertainty modeling should be enabled
in the activity recognition framework [2,3]. Simple activity in a smart home
is a sequence of atomic event that is contextually described in terms of object
used, location and time. The contextual description of events together with rel-
ative event ordering is crucial in the design of activity model [8]. Therefore the
activity modeling and recognition system should enable context based reasoning
within its framework [6]. The broad approaches for activity modeling are machine
learning and knowledge engineering strategies [5], where machine learning strat-
egy models from the dataset and knowledge engineering strategy models from
the domain knowledge. Machine learning is further categorized as supervised
and unsupervised approach based on the dataset considered for modeling [3].
The occupant specific knowledge are better modeled through machine learning
strategy and general domain specific knowledge on routine activities are mod-
eled effectively through knowledge engineering strategy. Furthermore temporal,
probabilistic reasoning are presented well through machine learning strategies
and context based reasoning are presented well through knowledge engineering
strategies. Therefore, a hybrid data driven and knowledge driven approach is
required for effective activity modeling.

The challenge in employing machine learning strategy in the smart home
design appears in labeling the dataset. Voluminous sensor data is produced
every moment in the environment creating an overhead for the annotator by
labeling each single atomic event. Moreover, annotation is done manually and
hence prone to errors. Therefore, an unsupervised machine learning strategy is
preferred over supervised approach. To enable context based reasoning, ontology
based modeling is considered. Ontology plays a significant role in modeling smart
home applications [6]. Ontology is preferred over other knowledge representation
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techniques because of its unified representation in modeling and semantically
clear reasoning [6]. The customary practice in designing ontology is to gather
knowledge from domain experts and later model the ontology structure [5]. But
the restriction lies in obtaining occupant specific knowledge from the domain
expert. Therefore, the proposed system brings in innovation by constructing the
probabilistic ontology activity model from the knowledge derived from smart
home dataset by executing an unsupervised machine learning algorithm.

The novelty in the proposed design of activity modeling and recognition
framework lies in the:

1. strategy of unsupervised machine learning (Contextual Pattern Clustering)
to extract activity patterns from sensor dataset

2. weighted contextual Jaro Winkler similarity measure introduced in clustering
to evaluate the likeness of complex event patterns

3. approach of knowledge extraction to derive event ordering and dominant con-
textual definition of an activity

4. construction approach of probabilistic ontology activity model.

The remaining part of the paper is structured as follows: Sect. 2 reviews the
related work on smart homes, presents various approaches for activity recog-
nition and defines the motivation and scope of this paper. Section 3 describes
the theoretical foundations of the proposed unsupervised approach of activity
modeling and recognition framework. Section 4 describes the system prototype,
experimental analysis and performance evaluation. Finally, Sect. 5 concludes the
paper and outlines the future work.

2 Related Work

The strength of ambient assisted living offered by a smart home depends on the
strategy of activity modeling and recognition. The literature review presented in
this section details on the existing activity modeling systems and later justifies
the need for proposed design. Depending on the kind of sensors employed in
monitoring, activity recognition is categorized as vision based and sensor based
technique [5]. Video cameras are employed in vision based approach to monitor
the occupant. The collected video frames are analyzed through image processing
techniques to recognize the ongoing activity of the occupant. Though, vision
based activity recognition has several advantages in modeling smart environment
it has its own setbacks while engaged in the design of smart home. First and
foremost, privacy of occupant is a key concern in a home set up and thus camera
is not a suitable means to monitor the occupant for recognition. Every frame of
the captured video is to be analyzed for recognition hence, it is a complex process.
Moreover, the vision based activity model built for one environment may not
work well in another environment. Hence, reusable and scalable activity models
could not be effectively developed through vision based technique. On the other
hand, sensor based approaches monitors the occupant using varieties of miniature
sensors which are either fixed on physical objects or worn by the occupant.



212 K. S. Gayathri et al.

Primarily, sensor based technique defines an activity in terms of its object usage
while additional body worn sensors are used in health care applications. The
drawback of sensor based approach is the ease of use and battery life. Sensor
based activity recognition is categorized as data driven and knowledge driven
based on activity modeling approach [5]. Utilization of data mining, probabilistic
and statistical methods is the core of data driven approach [1] and application of
knowledge engineering and management techniques in activity modeling is the
core of knowledge driven paradigm.

2.1 Data Driven Approach to Activity Recognition

Data driven approach are further categorized as generative and discriminative
approach [1,3,5], where generative approaches uses probabilistic model to depict
the input sensor data space and discriminative approaches represents activity
as a classification model. Naive Bayes classifier (NB), Hidden Markov Model
(HMM) and Dynamic Bayesian Networks (DBM) are the generative approaches
used in the design of smart home. Whereas, Nearest Neighbor (NN), Support
Vector Machines (SVM), Artificial Neural Network (ANN) and boosting tech-
niques are the most commonly used discriminative approach [5]. Both generative
and discriminative approaches are supervised machine learning strategy that
requires labeled dataset for effective modeling. The general procedure to anno-
tate the data is to manually record the dependency between atomic events and
activity labels. Since, the occupant is continuously monitored in smart home;
voluminous sensor dataset is produced. Labeling such sensor data creates an
overload to the annotator and are prone to error. Therefore, unlabeled dataset
is preferred for activity modeling in smart home and is enabled through unsu-
pervised machine learning techniques.

Clustering is an unsupervised approach of activity recognition that groups
related data together [1]. K-means clustering to detect abnormality in start time
and duration of an activity is utilized in the existing system of [10]. This clus-
tering approach organizes the objects into ‘k’ partitions based on the similarity
measure. Efficiency of k-means algorithm depends upon the number of clusters,
selection of cluster center, number of iterations involved in modeling. Dense
based clustering is yet another approach in smart home that groups data based
on the density. Since, the activity of the occupant is generally performed as
sequence of events; the traditional data point clustering approach does not per-
form well in smart home. Hence clustering technique requires to group patterns
rather than individual data points. The difficulty in pattern clustering is in defin-
ing the similarity measure to discover association between related complex activ-
ities. Various similarity measures like Euclidean distance, Manhattan distance
and Levenshtein edit distance were used in pattern clustering, but the constraint
is that, it is not capable to capture similarity between two event sequences that
are composite in nature. Few existing systems on smart home have employed
pattern clustering [14]. The issue with these systems is that it fails to model
the varied event pattern behavior of an occupant. This limitation was effectively
addressed in a EPAM system [9]. But this pattern clustering did not consider the
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contextual attributes for measuring the similarity between event patterns which
are very essential in describing an activity in a smart home. Additionally, event
ordering among atomic events are also crucial to define activity, as activities are
primarily described as a sequence of atomic events. This knowledge related to
event ordering is not derived and modeled in this existing system. Moreover,
the dominant contextual description of an activity is also not derived and rep-
resented. The ontology representation of activity model in this system does not
perform uncertainty reasoning to recognize the ongoing activity of the occu-
pant. Thus, the essential features of varied event pattern modeling, contextual
modeling and uncertainty modeling need to be addressed.

2.2 Knowledge Driven Approach to Activity Recognition

Knowledge driven approach constructs an activity recognition system as a
reusable contextual model that represents and defines the knowledge related to
the occupant behavior as relationship with objects, space, and time [5,6]. Ontol-
ogy activity models are preferred than first order logic because of the following
reasons: Ontology is independent of algorithm choices thus facilitating porta-
bility, interoperability and reusability. Ontology based modeling is supported
by a solid technological infrastructure. There are numerous technologies, tools
and APIs that are offered to execute each task in ontology based approach, for
example ontology editors for context and activity modeling, web ontology lan-
guage for activity representation, semantic repository technologies for large scale
semantic data management. The support of infrastructure gives ontology based
approaches huge advantage in large scale adoption, application development and
system prototyping.

Thus the proposed approach represents the activity model using ontology.
However, imprecision could arise in ontology modeling due to inappropriate col-
lection of occupant specific knowledge. So, the proposed system addresses this
issue by extracting occupant specific knowledge automatically from the dataset
using an unsupervised machine learning (pattern clustering) approach thereby
integrating benefits of data driven approach and knowledge driven approach for
activity modeling.

3 Proposed Unsupervised Activity Modeling Framework

The proposed unsupervised framework for probabilistic ontology activity mod-
eling is presented in the Fig. 1. Sensor dataset intended for training the activity
model is segmented into location based event sequences. A contextual pattern
clustering module models activities from these event sequences and represents
them using ontology. The hierarchical strategy introduced within the pattern
clustering, groups activities with sub activities. This approach aids in deriv-
ing the inherent hierarchy for effective activity modeling. The clustered event
patterns are further utilized to extract knowledge about event ordering and
contextual description of each activity. The extracted knowledge is eventually
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Fig. 1. Proposed unsupervised approach of activity modeling and recognition

represented as probabilistic ontology activity model. During runtime, the sensor
events are presented to the modeled probabilistic ontology for activity recogni-
tion and the recognized activities are passed on to the decision making system
for suitable actions.

3.1 Contextual Pattern Clustering (CPC)

The event sequences generated from sensor data through location segmentation
are to be analyzed and grouped based on certain characteristics of the event pat-
terns. Location based segmentation is preferred, as most of occupant activities
are specific with respect to a spatial location. The Algorithm 1 describes the
proposed contextual pattern clustering that follows an unsupervised approach
in activity modeling. In a smart home, each event is associated with contextual
entities such as object, location and time (part of the day). Thus, the pattern
clustering should consider contextual attributes collectively rather than indepen-
dently. For instance, when object in use is independently taken into consideration
there could be ambiguity introduced by location and time of the event. Example
‘mug’ object located in kitchen is a varied activity than using ‘mug’ in bathroom
location. Similarly using ‘mug’ in midnight is a varied activity than using ‘mug’
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in morning in the same bathroom location. Thus the proposed pattern clustering
considers all the contextual attributes together to measure the similarity of an
event sequence and incorporated in Algorithm 1 (lines 6 to 8).

Algorithm 1. Context Pattern Clustering CPC

1 Function Contextual Pattern Clustering (EP )
Input : Set of event patterns EP
Output: set of activity clusters AC that includes a group of event

patterns
2

3 begin
4 foreach event pattern ei of EP do
5 foreach event pattern ej of EP do
6 JWOij = Calculate object based JW similarity between ei

and ej
7 JWLij = Calculate location based JW similarity between ei

and ej
8 JWTij = Calculate temporal based JW similarity between ei

and ej
9 WJWij = w1 * JWOij + w2 * JWLij + w3 * JWTij

// where WJW represents weighted Jaro Winkler
similarity

// w represents the weights

10 end
11 end
12 set each event pattern ei of EP as cluster pattern center
13 set clusnum = count of event patterns EP
14 repeat
15 merge contextual closest event patterns
16 update the WJW similarity measure for every event pattern
17 reduce clusnum by one
18 until clusnum == 1
19 end

dj =

⎧
⎨

⎩

0, if m is 0
1
3
(
m

|S1| +
m

|S2| +
m − t

m
) otherwise

(1)

dw = dj + (l ∗ p(1 − dj)) (2)

wl =
max(|S1|, |S2|)

2
− 1 (3)

The Jaro Winkler (JW) similarity measure is given in Eq. 2. This similarity
measure in comparison to other approaches (such as Levenshtein distance, Edit
distance, Optimal String Alignment) provides an additional feature that allows
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transposition of events within a permitted window length. The proposed app-
roach extends the Jaro Winkler similarity to include other contextual entities for
comparison. The Jaro distance measure utilized in JW is given in Eq. 1, outputs
1 for equal event patterns and 0 for complete dissimilar event patterns. The
window limit within which the discontinuity is allowed is given in Eq. 3. In all
the equations, S1 and S2 represent event patterns, l represents length of common
prefix, p represents scaling factor, m represents number of matching events and
t represents number of transpositions. The proposed weighted contextual Jaro
Winkler similarity measure is given in line 9 of the Algorithm 1. If the similarity
is measured only with location and temporal information it is difficult to learn
the intrinsic behavior of an activity and thus the object becomes the signifi-
cant contextual attribute in pattern clustering. Hence, weights are assigned to
contextual attributes based on their importance in describing an activity. Thus
a weighted Jaro Winkler similarity measure is proposed that compares event
patterns based on the contextual attributes with weights. Among the contextual
attributes, object is given a higher weight than location and time. The reason for
assigning the least weight for time attribute because of its relatively insignificant
contribution in defining the activity itself. Since the events patterns are specific
to a location, hierarchical pattern clustering approach is preferred to find the
activities and its sub activities specific to a location. The hierarchical clustering
strategy considers each pattern as a separate group primarily and later groups
these sequences based on the similarity measure as described in lines 12 to 18
of Algorithm 1. Thus, the knowledge related to activity hierarchy is obtained by
executing contextual pattern clustering algorithm.

Algorithm 2. Event Organizer
1 Function Event organizer (AC)

Input : set of activity clusters AC produced from CPC
Output: events ordering EO for each activity cluster in AC

2

3 begin
4 foreach Cluster ACi do
5 EOi = e1 in ACi // Initialization of EO to the first event

pattern in ACi

6 foreach event pattern ej in ClusterACi do
7 EOi = LCS(EOi, ej) // LCS represents Longest Common

Subsequence function

8 end

9 end

10 end
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3.2 Event Organizer

Event organizer as presented helps in finding out the exact ordering of events
among a set of event patterns. For example ‘using remote’ can happen only
after ‘switching on the TV’. Such kind of total ordering can be obtained through
this event organizer module and presented in Algorithm 2. Once the contextual
pattern clustering is over, each activity group contains a set of event patterns.
Meaningful facts are to be obtained from these event patterns in each group.
This module focuses on discovering the common ordering patterns among event
sequences that is, the precedence of one event over another event could be iden-
tified. The total event ordering is determined using ‘Longest Common Subse-
quence’ algorithm that identifies the longest set of event patterns that has the
same ordering as shown in lines 6 to 8 of Algorithm 2. Thus the dependency
between the objects used in performing an activity is identified. The captured
ordering is incorporated into the ontology activity model to define the simple
activity recognition system over event sequences in a unsupervised manner.

Algorithm 3. Habitual Event Generator
1 Function Habitual event generator (AC)

Input : set of activity clusters AC produced from CPC
Output: Dominant Contextual Attributes DA for each activity cluster in AC
// DAO, DAL and DAT represents Dominant Attribute for contextual

Object, Location and Time respectively

2 begin
3 foreach Cluster ACi do

// Initialization of Dominant Attribute description for each

activity cluster

4 DAOi = Object description, DALi = Location description, DATi =
Temporal description of event pattern e1 in ACi

5 foreach event pattern ej in ClusterACi do
6 DAOi = Object description of ej ∩ DAOi

7 DALi = Location description of ej ∩ DALi

8 DATi = Temporal description of ej ∩ DATi

9 end

10 end

11 end

3.3 Habitual Event Generator

It is also essential to identify the general objects used to perform an activity
and the habitual event generator extracts it using Algorithm 3. This can be
determined by identifying the common objects used in the various event patterns
in a particular group as shown in line 6 of Algorithm 3. These common objects
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can be considered to be dominant objects required by the particular activity.
This could be extended over the location and time attribute so that the habitual
location and part of the day can be identified in executing an activity as given in
line 8 and 9 of Algorithm 3. The dependable objects needed to define an activity
are thus obtained through the proposed approach automatically.

3.4 Probabilistic Ontology Activity Model

The extracted knowledge from contextual pattern clustering, event ordering gen-
erator, and habitual event generator are collectively utilized to define the ontol-
ogy activity model. Terminology Box (TBox) of the ontology describes a struc-
ture for the activity model through concepts, relations and properties while,
Assertion Box (ABox) of the ontology describes real world facts through labeled
individuals. The ADLs form the concepts and are associated with roles (proper-
ties) in ontology that elucidate the characteristics of an activity [8]. The frame-
work of the probabilistic ontology model presented in [8] is utilized in this work,
where each activity is defined in terms of atomic events that are associated with
objects, location and time (part of day) which is extended for simple activity
modeling by annotating confidence in ontology based on event ordering.

4 Experimental Analysis

The proposed system is modeled and evaluated with a smart home dataset
obtained from UCI machine learning repository [12]. This binary sensor dataset
contextually describe (start time, end time, object, location, sensor triggered)
each atomic event and associates it with an activity label. Since the proposed
approach is an unsupervised technique, the activity labels are purely used to
evaluate the process of contextual clustering and activity recognition, not for
activity modeling. The contextual pattern clustering, event generator and habit-
ual event generator subsystems of the proposed design are executed using ‘R’
language [16]. Protege [11], an open source tool for ontology modeling is uti-
lized for the representation of probabilistic ontology activity model. For effective
activity modeling, the experimentation is carried out as a threefold cross vali-
dation that considers 66% of sensor data as training dataset and the remaining
34% as test dataset. The process of activity modeling is evaluated in terms
of accuracy and F-measure. Accuracy appraise the precision in grouping event
sequences and F-measure evaluates the efficiency in activity recognition. The
atomic events are segmented based on its location and as a result 253 location
based event sequences were generated for the considered sensor dataset. Each of
these event sequences are subsequently given to the pattern clustering for activ-
ity modeling. Weighted contextual Jaro Winkler similarity measure is used in
pattern clustering, where weights are assigned to the contextual attributes based
on its accuracy in clustering event patterns. After several rounds of experimen-
tation, the object contextual attribute is associated with 70% weight, location
with 20% weight and temporal entity with 10% weight.
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4.1 Experimental Evaluation

The efficiency of the pattern clustering approach lies in the similarity measure
used for grouping and hence the first set of evaluation is done over various pat-
tern similarity measures. Levenshtein distance (LV), Optimal String Alignment
(OSA), Q-grams (QG) are the similarity measures considered for comparison.
Each of these measures is evaluated in terms of its effectiveness in capturing
similarity among varied event patterns of related activities. To demonstrate the
efficiency of the proposed system, a sample of event sequences (obtained from
dataset) is considered as shown in the Fig. 2. The visualization of hierarchical
ordering among these samples of event sequences using contextual pattern clus-
tering is presented in the Figs. 3, 4 and 5. It is evident from Fig. 4 that the
event patterns are better grouped in the JW measure than that of other similar-
ity measures. It is still more observed from Fig. 5 that the weighted contextual
JW measure groups better than the object based JW similarity measure. The
proposed similarity measure has enhanced mapping of event sequences to its
corresponding activity as it proficiently captures inherent contextual character-
istic of similar activities of varied event pattern through transposition features
that allows disposition of events within a specific window bound. Though LV,
OSA and QG are utilized in various string comparison applications, they fail in
smart home modeling as the occupant performs an activity in a diverse manner
every time.

Fig. 2. Sample event sequence from sensor dataset

The Table 1 compares the accuracy of various similarity measures. It is
observed that Jaro Winkler measure combined with contextual pattern clus-
tering offer better accuracy in comparison with other measures. The reason for
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high accuracy is the ability of JW to estimate the similarity in varied event
patterns onto an activity using a transposition feature that allows disposition
of events. Moreover, the weighted contextual similarity measure compares the
events collectively with object, location and time. The weights assigned in sim-
ilarity measure where good enough to learn the inherent characteristics of an
activity in terms of its contextual attributes.

Fig. 3. Hierarchy of event patterns using weighted contextual LV and OSA

Fig. 4. Hierarchy of event patterns using weighted contextual QG and JW (only with
object)

The hierarchical organization of patterns, total ordering among events and
contextual definition of activities are eventually modeled for activity recognition.
Probabilistic ontology approach is preferred for activity modeling to enable prob-
ability reasoning over domain ontology. The extracted knowledge on hierarchi-
cal organization and contextual description of activities are utilized to construct



Contextual Pattern Clustering for Ontology Based Activity Recognition 221

Fig. 5. Hierarchy of event patterns using weighted contextual JW

Table 1. Accuracy of various similarity measure in contextual pattern clustering

Contextual pattern clustering

LV OSA QG JW

Breakfast 0.65 0.56 0.68 1

Grooming 0.64 0.54 0.62 0.94

Leaving 0.67 0.56 0.65 1

Lunch 0.61 0.55 0.62 0.93

Showering 0.65 0.58 0.67 1

Sleeping 0.67 0.59 0.68 1

Snack 0.64 0.57 0.65 0.98

SpareTimeTV 0.65 0.53 0.66 1

Toileting 0.55 0.57 0.71 0.95

the TBox of the ontology and knowledge derived on event ordering is utilized to
enable probability reasoning within ontology. Annotations in ontology are gener-
ally performed with domain knowledge, but the proposed system annotates with
the knowledge derived from pattern clustering. High confidence is assigned to
the derived event ordering so as to enhance the recognition accuracy. The prob-
abilistic ontology activity model is evaluated and compared with other activity
modeling techniques. Hidden Markov Model (HMM) is preferred in data driven
approach and domain ontology modeling is preferred in knowledge driven app-
roach for comparison. Thus, experiments are extended by modeling HMM and
ontology activity model with the preferred smart home dataset as presented in
[6,15] respectively. From the Table 2, it is observed that the F-measures of the
existing systems are low when compared to the proposed system. The reason
for low F-measures is that contextual reasoning is not performed in HMM and
probabilistic reasoning, occupant specific modeling is not appropriately done in
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domain ontology. F-measures are high for the proposed system for the reason
that it integrates unsupervised machine learning, context based reasoning and
probabilistic reasoning within a single framework for effective activity modeling.

Table 2. Comparison between existing and proposed activity recognition system

Activity model (F-measure)

HMM Ontology Proposed ontology

Breakfast 0.81 0.72 0.91

Grooming 0.88 0.78 0.94

Leaving 0.85 0.74 0.95

Lunch 0.83 0.73 0.91

Showering 0.87 0.77 0.95

Sleeping 0.89 0.78 0.97

Snack 0.81 0.75 0.93

SpareTimeTV 0.89 0.77 0.95

Toileting 0.89 0.79 0.93

5 Conclusion

Smart home offers ambient assisted living through modeling activity recognition
system. The unsupervised approach of proposed activity modeling overcomes
the dependency on the annotators and domain experts for activity modeling.
The proposed pattern clustering ably groups the event patterns contextually.
Weighted contextual Jaro Winkler similarity measure introduced in the design
collectively clusters varied event patterns to related activities. The hierarchical
approach of pattern clustering derives knowledge related to activity organization.
Furthermore, the event organizer and habitual event generator extracts knowl-
edge related to event ordering and contextual description of an activity. The
obtained knowledge were utilized in the construction of probabilistic ontology
activity model. The experimental study showed the proficiency of the proposed
unsupervised pattern clustering in the design of activity modeling and recogni-
tion in comparison with existing systems. The future work would be to extend
the pattern clustering approach to dynamically redefine the activity model dur-
ing run time.
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Abstract. The immense popularity and rapid adoption of cloud computing has
led to the emergence of various cloud service providers, offering functionally-
equivalent services. This scenario complicates the identification of an appro-
priate and trustworthy cloud service provider with respect to the unique Quality
of Service (QoS) requirement of the users. Trust based service selection
approaches prove to be a prominent solution for the cloud service selection
problem since trust evaluation of the cloud services exploits the intrinsic rela-
tions between the QoS attributes. This paper presents Shannon entropy based
Fuzzy PROMETHEE service ranking approach for the identification of trust-
worthy cloud service providers. A case study using real world QoS data from
Cloud Harmony demonstrates the effectiveness and robustness of the proposed
approach in terms various quality metrics (trustworthiness, untrustworthiness,
uncertainty) and sensitivity analysis.

Keywords: Cloud service ranking � Entropy � Fuzzy logic
Multi Criteria Decision Making � Trustworthy service providers

1 Introduction

Cloud computing – an internet and business paradigm uses virtualization technologies
to provide ‘Anything as a Service’ (XaaS) in a ‘Pay-As-You-Use’ fashion from the
state-of-the-art data centers [1–3]. The immense popularity and rapid adoption of cloud
computing have led to the proliferation of numerous cloud service providers offering
functionally-equivalent cloud services at different performance and price levels [4].
This scenario provides a healthy competition among the cloud service providers,
however it poses a significant challenge to the users with respect to the identification of
trustworthy cloud service providers [5]. In simpler terms, the existence of functionally-
similar cloud services and the diverse set of user requirements complicates the process
of service selection.

Over the past few decades, trust based service selection models and approaches have
been gaining more attention by the research communities since trustworthiness is a
measure of compliance between the service provision and the user requirements [6].

© Springer Nature Singapore Pte Ltd. 2018
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In general, trustworthiness is evaluated based on objective (QoS monitoring) and sub-
jective (user feedbacks) assessments [7]. However, most of the existing approaches
assess trust based on the QoS monitoring values, since the user feedbacks reflects the
biased values [8]. The dynamic nature of cloud environment makes the QoS experienced
by the user different from the QoS claimed by the service provider. This difference in the
QoS values depends on various factors like user device type, network congestion,
context, etc. [9, 10]. For example, in real-world WS-DREAM QoS dataset#2, the
response time and throughput experienced by the two user varies over 64 time intervals
for the same service [11]. The uncertainty and vagueness of the QoS values affects the
accuracy of the cloud service selection model by providing imprecise service ranking.

The state-of-the trust based service selection models employs various intelligent
and statistical techniques to evaluate the trustworthiness of the cloud service providers.
Out of these, Multi Criteria Decision Making (MCDM) approaches such as Analytic
Hierarchy Process (AHP), Technique for Order Performance by Similarity to Ideal
Solution (TOPSIS), Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR),
Preference Ranking Organization METHod for Enrichment Evaluations (PRO-
METHEE), etc. were found to be most appropriate for cloud service selection problem
since it reveals the intrinsic relations among the multiple criteria and the decision [6,
12, 13]. A broad survey on the existing MCDM approaches reveals the prevalence of
fuzzy PROMETHEE in addressing uncertainty related issues in cloud service selection
[14]. However, fuzzy PROMETHEE computes the importance/weights of each criteria
based on the inconsistent QoS data, which in turn leads to imprecise service ranking.
Hence, this paper presents E-FPROMETHEE, a novel service ranking approach based
on Shannon entropy, Fuzzy logic and PROMETHEE to overcome the above said
challenges in the process of obtaining accurate service ranking. E-FPROMETHEE
integrates Triangular Fuzzy Numbers (TFNs) due to its computational efficiency and
simplicity [15]. A case study using Cloud Harmony real world QoS reports demon-
strate the effectiveness and robustness of E-FPROMETHEE over Fuzzy based MCDM
approaches in terms of trustworthiness, untrustworthiness, and uncertainty and sensi-
tive analysis [16]. Further, the performance of E-FPROMETHEE was compared with
the existing MCDM methods like AHP [17] and improved TOPSIS [18].

The rest of the paper is organized as follows: Section 2 presents a broad literature
survey on the state-of-the-art MCDM approaches for cloud service ranking. Section 3
describes the working of E-FPROMETHEE. Section 4 presents a case study to analyze
the performance of the proposed ranking approach. Section 5 concludes the paper.

2 Related Works

According to Jagpreet Sidhu and Sarbjeeth Singh, “MCDM is a sub discipline of
operations research that explicitly evaluates multiple conflicting criteria and decision
making; MCDM is concerned with structuring and solving decision and planning
problems involving multiple criteria” [14]. In general, MCDM based approaches were
extensively used to solve several research problems in a wide range of applications such
as energy planning [19], water resources management [20], supplier selection [21], risk
management [22] and so forth due to the involving complex, vague, and uncertain
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nature of the data. Further, this instigated several researchers and industry professionals
towards the exploration and integration of MCDM approaches with statistical and
intelligent techniques. In recent years, MCDM approaches has gained its attraction in
the cloud service selection which involves the interdependent relations among the
multiple attributes for the identification of appropriate cloud service providers via
ranking. Table 1 presents few recent MCDM based service selection approaches.
A common and significant challenge posed by the various approaches given in Table 1
is with respect to imprecise service ranking due to the incomplete and uncertain nature
of the QoS values that forms the base for decision making.

Table 1. Related works

Authors Technique proposed Dataset Validation

Ma et al. [10] ELECTRE WS-DREAM dataset Difference degree and
prediction accuracy

Alabool and
Mahmood [23]

Modified
VIKOR + Fuzzy set

Case study-5 CSPs, 5
DMs and 15 criteria

–

Rai and Kumar
[24]

TOPSIS + VIKOR Case study-10 CSPs
and 3 criteria

Average method and
instance method

Kumar et al.
[25]

AHP + Fuzzy TOPSIS Case study- 6 CSPs
and 10 criteria

Sensitivity analysis

Sun et al. [26] Fuzzy AHP + Fuzzy
TOPSIS

Synthetic dataset Threshold, recall, precision,
fallout, F-measure

Zhuo et al.
[27]

PROMETHEE and
Block Nested Loop
(BNL)

Effectiveness and efficiency

Singh and
Sidhu [14, 18,
28]

AHP + Improved
TOPSIS

Cloud Armour Trustworthiness,
untrustworthiness, and
uncertaintyAHP, TOPSIS,

PROMETHEE
Cloud Harmony

Radulescu and
Radulescu [29]

Extended TOPSIS (E –

TOPSIS)
Case study-10 CSPs
and 3 criteria

–

Liu et al. [30] Statistical variance
(SV), improved
TOPSIS,
SAW, and Delphi–AHP

Case study-4 CSPs,
DMs, and criteria

–

Sun et al. [31] Fuzzy AHP, Fuzzy
TOPSIS

Simulation Precision, recall, fallout and
F-measure

Shetty and
D’Mello [32]

REMBRANDT
approach

Case study-4 CSPs
and 6 QoS attributes

Cost, availability, response
time, security, and
scalability
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3 Proposed Methodology

Preference Ranking Organization METHod for Enrichment of Evaluations (PRO-
METHEE), an outranking approach is advantageous over the state-of-the-art MCDM
approaches since it address the uncertainty related issues [14]. However, it suffers from
rank reversal problem since it assigns weights to criteria based on the uncertain QoS
data. In order to overcome the above-said challenges, this work presents
E-FPROMETHEE, a novel service ranking approach based on Shannon entropy for
weight computation, triangular fuzzy rule to handle vague judgments of the decision
makers in fuzzy linguistic terms and defuzzify them to remove uncertainty in the data,
and PROMETHEE to derive accurate service ranking. The step-by-step procedure of
E-FPROMETHEE is detailed as follows,

Step-1. Determine the alternatives, linguistic variables (criteria), linguistic terms, and
experts. Construct an evaluation matrix of order q x r, where q represents the alter-
natives (cloud service providers) and r represents the criteria (QoS parameters). Each
criteria can be represented in the form of a linguistic variable, in turn each linguistic
variable is expressed as a linguistic term ðVL; L;M;H;VH;EÞ. Further, each linguistic
terms are mapped to the fuzzy intervals using triangular fuzzy number properties
(Table 2). For example, the linguistic terms ðVL; L;M;H;VH;EÞ with their corre-
sponding TFNs are shown in Table 3.

Table 2. Triangular fuzzy number properties

Operation Meaning

Scalar summation (A ̅ ⊕ B ̅) al; am; auð Þ ⊕ bl; bm; buð Þ ¼ ðal � bl; am � bm; au � buÞ
Scalar subtraction (A ̅ ⊖ B ̅) al; am; auð Þ ⊖ bl; bm; buð Þ ¼ ðal � bu; am � bm; au � blÞ
Scalar multiplication (A ̅ ⊗ B ̅) al; am; auð Þ ⊗ bl; bm; buð Þ ¼ ðal � bl; am � bm; au � bu)
Scalar division (A ̅ � B ̅) al; am; auð Þ � bl; bm; buð Þ ¼ ðalbu ; ambm ;

au
bl
Þ

Scalar multiplicative
inverse (�A�1Þ

al; am; auð Þ�1¼ ð1=al; 1=am; 1=auÞ

Table 3. Linguistic terms – Triangular fuzzy numbers

Linguistic terms TFNs scale

Very Low (VL) (0.0, 0.0, 0.2)
Low (L) (0.0, 0.2, 0.4)
Medium (M) (0.2, 0.4, 0.6)
High (0.4, 0.6, 0.8)
Very High (0.6, 0.8, 1.0)
Excellent (0.8, 1.0, 1.0)
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Step-2. Construct Fuzzy Evaluation Matrix. Construct a fuzzy evaluation matrix Fij

ði ¼ 1; 2; . . .; q; j ¼ 1; 2; . . .; rÞ with q alternatives (CSPs) and r criterias (QoS
parameters) based on the linguistic variables and terms as follows,

Fij ¼

CSP1

CSP2

CSP3

..

.

..

.

CSPq�1

CSPq

Cp1 Cp2 Cp3 � � � Cpr�1
Cpr

Cp
1ða1 ; b1 ; c1Þ

Cp1ða2 ; b2 ; c2Þ
Cp1ða3 ; b3 ; c3Þ

� � � Cp
1 aðr�1Þ ; bðr�1Þ ; cðr�1Þð Þ Cp

1ðar ; br ; cr Þ

Cp
2ða1 ; b1 ; c1Þ

Cp2ða2 ; b2 ; c2Þ
Cp2ða3 ; b3 ; c3Þ

� � � Cp
2 aðr�1Þ ; bðr�1Þ ; cðr�1Þð Þ Cp2ðar ; br ; cr Þ

Cp3ða1 ; b1 ; c1Þ
Cp3ða2 ; b2 ; c2Þ

Cp3ða3 ; b3 ; c3Þ
� � � Cp

3 aðr�1Þ ; bðr�1Þ ; cðr�1Þð Þ Cp3ðar ; br ; cr Þ

..

. ..
. ..

. . .
. ..

. ..
.

Cpðq�1Þða1 ; b1 ; c1Þ
Cpðq�1Þða2 ;b2 ; c2Þ

Cpðq�1Þða3 ; b3 ; c3Þ
� � � Cpðq�1Þ aðr�1Þ; bðr�1Þ; cðr�1Þð Þ Cpðq�1Þðar ;br ; cr Þ

Cpqða1 ; b1 ; c1Þ
Cpqða2 ; b2 ; c2Þ

Cpqða3 ; b3 ; c3Þ
� � � Cpq aðr�1Þ;bðr�1Þ; cðr�1Þð Þ Cpqðar ; br ; cr Þ

2
6666666666666664

3
7777777777777775

In the above fuzzy decision matrix Fij
� �

, CSP1;CSP2; � � � ;CSPq are the q cloud
service providers and Cp1 ;Cp2 ;Cp3 ; � � � ;Cpr are the compliance levels of r parameters.
Cpi;j denotes the compliance level of j th parameter of i th cloud service provider.

Step-3. Normalize the fuzzy evaluation matrix. In general, normalization controls the
dominance of high valued parameters, thereby provides dimensionless units to repre-
sent heterogeneous data. Max-min and min – max normalization method (for benefit
and cost criteria) is used to normalize the fuzzy decision matrix to enhance the accuracy
of E-FPROMETHEE. The resultant fuzzy normalized matrix FNij

� �
is represented

using Eqs. (1) and (2).

FNij ¼
Fijða;b;cÞ �Minjða;b;cÞ
Maxjða;b;cÞ�Minjða;b;cÞ

; i ¼ 1; 2; � � � ; q; j ¼ 1; 2; � � � ; r ð1Þ

FNij ¼
Maxjða;b;cÞ � Fijða;b;cÞ
Maxjða;b;cÞ�Minjða;b;cÞ

; i ¼ 1; 2; � � � q; j ¼ 1; 2; � � � ; r ð2Þ

Eq. (1) - benefit criteria and Eq. (2) - cost criteria.

Step-4. Determine the importance (weights) of each criteria. The importance of each
criteria is computed based on Shannon entropy from the fuzzy normalized matrix
ðFNijÞ matrix. The weights of each criteria is represented as fuzzy numbers using TFN
(Eqs. (3)–(6)).

Ej ¼ �k
Xr

j¼1
FNijða; b; cÞ lnFNijða; b; cÞ ð3Þ

where, k ¼ ln qð Þð Þ�1
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dj ¼ 1� Ejða; b; cÞ; j ¼ 1; 2; . . .; r ð4Þ

where, dj is the divergence. The divergence value is directly proportional to the
importance of the criteria q.

Wj ¼ djP
j dj

; j ¼ 1; 2; . . .; r ð5Þ

where, Wj is the weight of the criterion.

Wj ¼ W1;W2;W3; � � � ;Wr½ � Wr ¼ aW ; bW ; cW
� �

j ¼ 1; 2; � � � ; r ð6Þ

Step-5. Compute the fuzzy preference function. Design a generalized preference
function pj q; rð Þ for each criteria bcj . Let CpjðmÞ be the value of a criteria r for CSPm.
The preference function pj q; rð Þ is expressed as dj CSPm;CSPnð Þ i.e. the difference
between the alternative CSPm and CSPn.

pj CSPm;CSPnð Þ ¼ F dj CSPm;CSPnð Þð Þ� � ð7Þ

dj CSPm;CSPnð Þ ¼ Cpj CSPmð Þ � Cpj CSPnð Þ ð8Þ

pj CSPm;CSPnð Þ ¼ 0;DMqj 	DMrj

1;DMqj [DMrj

�
j ¼ 1; 2; � � � ; r ð9Þ

Eq. (8) can be expressed as fuzzy number using TFN as in Eq. (10).

dj CSPm a;b;cð Þ;CSPn a;b;cð Þ
� � ¼ Cpj CSPm a;b;cð Þ

� �� Cpj CSPn a;b;cð Þ
� � ð10Þ

Step-6. Aggregate the values. Aggregate the fuzzy weights of each criteria using
Eq. (11), fuzzy normalization matrix using Eq. (12) and fuzzy preference function
among pairs of alternatives using Eq. (13).

Wj ¼ aW ; bW ; cW
� � ¼ 1

3
aW þ bW þ cW
� � ð11Þ

FNij ¼ aNij ; bNij
; cNij

� �
¼ 1

3
aNij þ bNij

þ cNij

� �
; i ¼ 1; 2; � � � q; j ¼ 1; 2; � � � ; r ð12Þ

pj CSPm;CSPnð Þ ¼ apj CSPm;CSPnð Þ; bpj CSPm;CSPnð Þ; cpj CSPm;CSPnð Þ
� �

¼
1
3
ðapj CSPm;CSPnð Þþ bpjðCSPm;CSPnÞþ cpjðCSPm;CSPnÞÞ

ð13Þ
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Step-7. Calculate global index values. Define the aggregated weight preference
function as in Eq. (14).

Y
ðCSPm;CSPnÞ ¼

Xr

j¼1
Wj 
 pjðCSPm;CSPnÞ ð14Þ

Step-8. Compute the leaving, entering and net flows. For each possible decision m,
calculate the leaving flow ;þ ðCSPmÞ, entering flow ;�ðCSPmÞ and net outranking flow
; CSPmð Þ using Eqs. (15)–(17).

;þ CSPmð Þ ¼ 1
r � 1

Xr

j¼1
Wj 
 pj CSPm;CSPnð Þ ð15Þ

;� CSPmð Þ ¼ 1
r � 1

Xr

j¼1
Wj 
 pj CSPm;CSPnð Þ ð16Þ

; CSPmð Þ ¼ ;þ CSPmð Þ � ;� CSPmð Þ ð17Þ

Step-9. Compute the Trustworthiness, Untrustworthiness, and Uncertainty. Compute
the trustworthiness ðTiÞ, untrustworthiness ðUTiÞ, and uncertainty ðUiÞ using
Eqs. (18)–(20) for CSPi from the variance, leaving flow and entering flow using
Eqs. (15)–(17) respectively.

Ti ¼ ;þ CSPmð Þ
;þ CSPmð Þþ ;� CSPmð ÞþVi

ð18Þ

UTi ¼ ;� CSPmð Þ
;þ CSPmð Þþ ;� CSPmð ÞþVi

ð19Þ

Ui ¼ Vi

;þ CSPmð Þþ ;� CSPmð ÞþVi
ð20Þ

where, variance Vi obtained from the normalization matrix.

Step-10. Rank the alternatives. Rank the CSPs (alternatives) with respect to trust-
worthiness ðTiÞ

Ti, UTi, and Vi are used to derive the trustworthiness from the compliance values
and can be employed by any of the cloud entities to compute the trustworthiness from
its point of view.
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4 Experimental Results – Case Study

This section presents a case study to determine the effectiveness and robustness of
E-FPROMETHEE. The case study consists of six CSPs (alternatives) with ten com-
pliance parameters, a sample dataset extracted from the real world QoS dataset,
CloudHarmony Reports - Cloud Database Servers (CDS) with three instances (Small
(S), Medium (M), Large (L)). This case study includes six CDSs (alternatives), namely
Amazon Web Services (AWS), DigitalOcean, Google, Rackspace, SoftLayer and
Microsoft Azure and ten compliance parameters (criteria), namely Cost on demand
ðC1Þ; Network Latency ðC2Þ; SequentialDiskRead/Write Performance Consistency
ðC3Þ; Random Disk Read/Write Performance Consistency C4ð Þ; CPU integer perfor-
mance C5ð Þ; CPU floating point performance C6ð Þ; Memory Performance On Scale
C7ð Þ; Memory Performance On Triad C8ð Þ; Sequential Read/Write Disk Performance
C9ð Þ; Random Read/Write Disk Performance C10ð Þ [16]. Initially, a fuzzy evaluation
matrix ðFijÞ was generated by the experts or DMs for six CDSs and ten criteria using
the linguistic terms given in Table 4.

The fuzzy evaluation matrix ðFijÞ was normalized using min-max normalization
technique for the construction of fuzzy normalization matrix ðFNijÞ (Eqs. (1) and (2)).
Further, aggregate the fuzzy normalization matrix ðFNijÞ using Eq. (12). Tables 5 and
6 presents the fuzzy normalization matrix ðFNijÞ and its aggregation.

The importance or the weights Wj
� �

for each criteria was determined using
Shannon entropy (Eqs. (3)–(6)). The weights of the criteria were aggregated using
(Eq. 11). Based on the aggregated weights computed using Eq. 11, the ten compliance
parameters (criteria) were ranked as C1 ffi C5 ffi C6 ffi C7 ffi C8 [C3 [C4 ffi
C10 [ C2 ffi C9. From the above ranking, the most important criteria for the con-
sidered dataset are C1;C5;C6;C7 and C8 (Table 7).

The preference degree among the CDSs (alternatives) were computed using
Eqs. (7) and (10). If the value of the difference, d	 0, then the preference degree value
is zero. Otherwise, it is one (Table 8).

Further, the global index values, which is a product of aggregate weight and
preference function values were calculated using Eq. (14) (Table 9).

Finally, the flow values, i.e. leaving flow, entering flow, and net flow of alternatives
were calculated using Eq. (15)–(17). The flow measures can be defined as “Leaving
flow: the preference of an alternative over all other alternatives; Entering flow: the
preference of all other alternatives over an alternative; Net flow: the difference of
leaving and entering flow” [33, 34]. The leaving flow (Eq. 15), entering flow (Eq. 16),
and net flow (Eq. 17) denotes the relative strength, relative weakness and their dif-
ferences of an alternative respectively. The net flow is directly proportional to the
ranking order i.e. the high net flow value denotes the best alternative. Table 10 presents
the flow values of six alternatives.

Finally, the trustworthiness Tið Þ, untrustworthiness UTið Þ and uncertainty ðUiÞ of
the CSPs were computed using Eq. (17)–(20) respectively.

E-FPROMETHEE: An Entropy Based Fuzzy Multi Criteria Decision Making 231



Table 4. Triangular fuzzy evaluation matrix

Criteria
(L, M, H)

CSP (alternatives)

Amazon EC2 Digital ocean Google Microsoft
Azure

Rackspace Softlayer

C1 L (0, 0.2, 0.4) L (0.0, 0.2,
0.4)

L (0.0, 0.2,
0.4)

L (0.0, 0.2,
0.4)

M
(0.2, 0.4, 0.6)

L
(0.0, 0.2, 0.4)

C2 VL (0.0, 0.0,
0.2)

M (0.2, 0.4,
0.6)

H (0.4, 0.6,
0.8)

M (0.2, 0.4,
0.6)

M (0.2, 0.4,
0.6)

VL (0.0, 0.0,
0.2)

C3 L (0.0, 0.2,
0.4)

VL (0.0, 0.0,
0.2)

L (0.0, 0.2,
0.4)

L (0.0, 0.2,
0.4)

M
(0.2, 0.4, 0.6)

L
(0.0, 0.2, 0.4)

C4 L
(0.0, 0.2, 0.4)

VL
(0.0, 0.0, 0.2)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

M
(0.2, 0.4, 0.6)

M
(0.2, 0.4, 0.6)

C5 L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

VL
(0.0, 0.0, 0.2)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

C6 L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

VL
(0.0, 0.0, 0.2)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

C7 H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

M
(0.2, 0.4, 0.6)

H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

C8 H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

M
(0.2, 0.4, 0.6)

H
(0.4, 0.6, 0.8)

H
(0.4, 0.6, 0.8)

C9 L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

VL
(0.0, 0.0, 0.2)

L
(0.0, 0.2, 0.4)

H
(0.4, 0.6, 0.8)

M
(0.2, 0.4, 0.6)

C10 L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

VL
(0.0, 0.0, 0.2)

L
(0.0, 0.2, 0.4)

L
(0.0, 0.2, 0.4)

M
(0.2, 0.4, 0.6)

Table 5. Fuzzy normalization matrix

Criteria
(L, M, H)

CSP (alternatives)

Amazon EC2 Digital ocean Google Microsoft
Azure

Rackspace Softlayer

C1 (1, 1, 1) (1, 1, 1) (1, 1, 1) (1, 1, 1) (0, 0, 0) (1, 1, 1)
C2 (1, 1, 1) (0.5, 0.33,

0.3)
(0, 0, 0) (0.5, 0.67, 1) (0.5, 0.33,

0.33)
(1, 1, 1)

C3 (1, 0.5, 0.5) (1, 1, 1) (1, 0.5,
0.5)

(0, 0.5, 1) (0, 0, 0) (1, 0.5, 0.5)

C4 (1, 0.5, 0.5) (1, 1, 1) (1, 0.5,
0.5)

(0, 0.5, 1) (0, 0, 0) (0, 0, 0)

C5 (0, 1, 1) (0, 1, 1) (0, 1, 1) (0, 0, 0) (0, 1, 1) (0, 1, 1)
C6 (0, 1, 1) (0, 1, 1) (0, 1, 1) (0, 0, 0) (0, 1, 1) (0, 1, 1)
C7 (1, 1, 1) (1, 1, 1) (1, 1, 1) (0, 0, 0) (1, 1, 1) (1, 1, 1)

C8 (1, 1, 1) (1, 1, 1) (1, 1, 1) (0, 0, 0) (1, 1, 1) (1, 1, 1)
C9 (0, 0.33,

0.33)
(0, 0.33, 0.33) (0, 0, 0) (0, 0.33, 0.33) (1, 1, 1) (0.5, 0.67,

0.67)
C10 (0, 0.5, 0.5) (0, 0.5, 0.5) (0, 0, 0) (0, 0.5, 0.5) (0, 0.5, 0.5) (1, 1, 1)
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Table 11 and Fig. 1 provides the service ranking based on trustworthiness, untrust-
worthiness and uncertainty. The six CDSs were ranked based on their respective
measure of trustworthiness, untrustworthiness and uncertainty as follows,

Table 6. Aggregation of normalization data

Criteria
(L, M, H)

CSP (alternatives)
Amazon EC2 Digital ocean Google Microsoft Azure Rackspace Softlayer

C1 1 1 1 1 0 1
C2 1 0.39 0 0.72 0.39 1
C3 0.67 1 0.67 0.50 0 0.67
C4 2 3 2 1.50 0 0
C5 0.67 0.67 0.67 0 0.67 0.67
C6 0.67 0.67 0.67 0 0.67 0.67
C7 1 1 1 0 1 1
C8 1 1 1 0 1 1
C9 0.22 0.22 0 0.22 1 0.61
C10 0.33 0.33 0 0.33 0.33 1
Variance 0.24 0.62 0.38 0.26 0.18 0.10

Table 7. Computation of weights for each criteria

Criteria Ej Divergence Sum
(divergence)

Weights Aggregation of
weights

C1 (0, 0, 0) (1, 1, 1) (9.23, 6.55,
7.09)

(0.14, 0.15,
0.11)

0.1341

C2 (0.58, 0.56, 041) (0.42, 0.44,
0.59)

(0.06, 0.07,
0.06)

0.0654

C3 (0, 0.78, 0.58) (1, 0.23, 0.42) (0.14, 0.12,
0.05)

0.0674

C4 (0, 0.58, 0.39) (1, 0.42, 0.61) (0.14, 0.06,
0.07)

0.0863

C5 (0, 0, 0) (1, 1, 1) (0.14, 0.15,
0.11)

0.1341

C6 (0, 0, 0) (1, 1, 1) (0.14, 0.15,
0.11)

0.1341

C7 (0, 0, 0) (1, 1, 1) (0.14, 0.15,
0.11)

0.1341

C8 (0, 0, 0) (1, 1, 1) (0.14, 0.15,
0.11)

0.1341

C9 (0.19, 0.76,
0.76)

(0.81, 0.24,
0.24)

(0.11, 0.04,
0.03)

0.0523

C10 (0, 0.77, 0.77) (1, 0.23, 0.23) (0.14, 0.12,
0.02)

0.0583
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Trustworthiness ðTiÞ: Softlayer[Rackspace[Google[Amazon EC2[Microsoft
Azure[Digital Ocean
Untrustworthiness ðUTiÞ: AmazonEC2[Microsoft Azure[Google[Digital
ocean[Rackspace[ Softlayer
Uncertainty ðUiÞ: Digital Ocean[Google[Microsoft Azure[Amazon EC2[
Rackspace[ Softlayer

Table 8. Preference degree

CSP
(Alternatives)

Amazon
EC2

Digital
Ocean

Google Microsoft
Azure

Rackspace Softlayer

Amazon EC2 0 0.2 0.2 0.4 0 0
Digital
Ocean

0.1 0 0.2 0.4 0 0.1

Google 0.1 0.3 0 0.5 0.1 0.1
Microsoft
Azure

0.1 0.2 0.2 0 0 0.1

Rackspace 0.5 0.4 0.5 0.8 0 0.4
Softlayer 0.3 0.4 0.3 0.7 0.1 0

Table 10. Metrics - Leaving Flow, Entering Flow and Net Flow

CSP (Alternatives) Metrics Ranking
Leaving Flow Entering Flow Net Flow

Amazon EC2 0.16 0.22 −0.06 4
Digital Ocean 0.16 0.22 −0.06 5
Google 0.22 0.20 0.02 3
Microsoft Azure 0.12 0.18 −0.06 6
Rackspace 0.52 0.19 0.32 1
Softlayer 0.36 0.12 0.23 2

Table 9. Preference function

CSP
(Alternatives)

Amazon
EC2

Digital
Ocean

Google Microsoft
Azure

Rackspace Softlayer

Amazon EC2 0 0.20 0.20 0.40 0 0
Digital
Ocean

0.10 0 0.20 0.40 0 0.10

Google 0.10 0.30 0 0.50 0.10 0.10
Microsoft
Azure

0.10 0.20 0.20 0 0 0.10

Rackspace 0.50 0.40 0.50 0.80 0 0.40
Softlayer 0.30 0.40 0.30 0.70 0.10 0
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The efficiency of E-FPROMETHEE was demonstrated by comparing the perfor-
mance of the proposed service ranking approach with the existing MCDM approaches
like AHP [17] and improved TOPSIS [18]. From Table 12 and Fig. 2, it is clear that
the service ranking of E-FPROMETHEE has some degree of similarity with the
ranking provided by AHP and improved TOPSIS.

Further, sensitivity analysis was performed to show the robustness of E-FPROME-
THEE with the change in the criteria weights under similar assumptions [25]. Sensi-
tivity analysis creates different scenario or new condition with the change in the
weights that has a significant impact on the priority of the alternatives. In simpler terms,
if the change in the criteria weights affects the ranking order, then it is said to be
sensitive, else robust. Sensitivity analysis was carried out by interchanging the criteria

Table 11. CSP Ranking based on trustworthiness, untrustworthiness and uncertainty

CSP (Alternatives) Trust Ranking Untrust Ranking Uncertain Ranking

Amazon EC2 0.2574 4 0.3539 1 0.3887 4
Digital Ocean 0.1599 6 0.2197 4 0.6205 1
Google 0.2744 3 0.2495 3 0.4760 2
Microsoft Azure 0.2137 5 0.3206 2 0.4656 3
Rackspace 0.5847 2 0.2159 5 0.1994 5
Softlayer 0.6148 1 0.2118 6 0.1734 6

Table 12. Service Ranking – AHP, Improved TOPSIS, and E-FPROMETHEE

MCDM Approach Ranking

AHP Amazon EC2 > Softlayer > Rackspace > Google > Microsoft
Azure > Digital Ocean

Improved TOPSIS Softlayer > Amazon EC2 > Digital Ocean > Rackspace > Microsoft
Azure > Google

E-FPROMETHEE Softlayer > Rackspace > Google > Amazon EC2 > Microsoft
Azure > Digital Ocean
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Fig. 1. Cloud service ranking based on trustworthiness, untrustworthiness and uncertainty
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weights with the others. We have conducted 21 experiments to determine the impact of
weights in the selection of suitable service provider. The service ranking obtained
based on the highest score in the sensitivity experiments is Softlayer[Rackspace[
Google[AmazonEC2[MicrosoftAzure[DigitalOcean (Fig. 3).

5 Conclusion

Cloud service selection, a multi criteria decision making problem which exploits the
intrinsic relations among the multiple criteria or QoS attributes. This work put forth
E-FPROMETHEE, a novel service ranking approach based on Shannon entropy
(weight assignment), Triangular fuzzy rule – Fuzzy logic (uncertainty), and PRO-
METHEE – MCDM (ranking) to address the uncertainty related issues in the state-of-
the-art service selection approaches. The validity and effectiveness of E-FPROME-
THEE over the existing MCDM based service selection approaches were demonstrated
using real world QoS reports from Cloud Harmony (6 CSPS and 10 criteria) in terms of
trustworthiness, untrustworthiness, uncertainty, and sensitivity analysis.
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Abstract. Cloud computing has become the standard and popular resource
provisioning mechanism, in which hardware and software resources are pro-
vided in pay per use model. Workflow execution in the cloud is a major research
area with lots of open and interesting problems. The key challenges in workflow
execution in the cloud are, finding a suitable service provider and effective
workflow scheduling. Due to the availability of large number of service pro-
viders, selecting a reputed service provider is very essential. Selecting a service
provider with low reputation may lead to several problems like incorrect
resource allocation, over charging and slippage of deadline, and selecting a
highly reputed service provider may cost more. Hence this paper propose a
reputation based workflow scheduling strategy that calculates the reputation of a
cloud service provider (CSP) based on user rating and the actual performance of
Virtual Machines (VMs) obtained using IOT enabled devices. Finally a
scheduler is used to schedule the workflow with the service provider having the
user’s preferred level of reputation and also recommend a suitable scheduling
algorithm for executing the workflow.

Keywords: Workflow � IOT � User rating � Reputation � Scheduling
Dynamic � Deadline � Cost � Optimization

1 Introduction

Cloud and IoT are considered as complementary technologies. They provide support
for the improvement of distributed, heterogeneous and complex applications that
demand large scale storage space, huge volume of data, powerful computing facilities,
greater flexibility and availability, and interoperable network and communication links.
These systems contain a collection of smart devices of which are interconnected and
controlled through services with the help of cloud infrastructure. Thus the convergence
of cloud with the IoT has the potential to provide new levels of services in various
sectors including businesses, education, science and research. Computing paradigms
have a great influence in the way how business is carried in the society. Computing
supports the day to day activities of most individuals such as sending email, using a
credit card for booking an air ticket, etc. Computing has evolved from centralized
computing in which computing is done at a central location to distributed computing
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where computation is performed with a group of computing systems which may locate
in and around the world. Apart from these two, other computing paradigms like parallel
computing, which solve a single problem with the help of two or more processes, grid
computing, that handle the distributed information and tasks in a group of networked
computers with the help of a single main computer and utility computing, which is
intended to provide services to the customer, based on their need and the service
providing systems that give the resources as per the demand, were also popularly used.

Cloud computing is the state-of-the-art resource provisioning mechanism with
several features like elasticity, virtualization and pay per use. Cloud computing,
maximize the utilization of computing, storage and networking resources with the help
of virtualization and helps users to access them with the help of internet. Due to the
user friendly nature of the cloud, many researchers use it for their research and
development activities. Workflow scheduling in the cloud is a major research area with
lots of unaddressed open research problems.

Any application that consists of a series of tasks can be modelled as a workflow that
can be represented using Directed Acyclic Graph (DAG). Workflow is a convenient
model to represent most of the scientific applications that have high computational and
data flow requirements [5]. Like other computational problems, workflows can also be
executed in a cloud environment and can gain great benefits like dynamic resource
provisioning, pay per use, scalability, elasticity, etc. As there are numerous cloud
service offerings from plenty of vendors, an important challenge for customers is to
determine the suitable cloud service provider to execute their workflow. Therefore, it is
not adequate to just discover multiple cloud service providers but it is also mandatory
to evaluate them and determine the most suitable cloud service provider [17]. As it is
difficult to request the large number of cloud users to rate service providers against a
large set of multifaceted criteria, it can be defined as the collective opinion of a
community towards that entity based on several major aspects of performance [16].

Cloud Service Measurement Index Consortium (CSMIC) [17] has identified mea-
surement indexes that are combined in the form of ServiceMeasurement Index (SMI) that
is very important for the evaluation of cloud services. These measurement indexes can be
used by customers to compare different cloud services such as accountability, agility, cost,
performance, assurance, security, privacy and usability. The fuzzy logic based trust
management system [18] uses a fuzzy logic controller to calculate the reputation of the
CSPs. Ontology based ranking technique [19] proposes a ranking algorithm for evalu-
ating web services. The QoS-based ranking algorithm adopts Analytic Hierarchy Process
(AHP), a multiple criteria decision making technique, as an underlying mechanism for
developing a flexible and dynamic ranking algorithm. It can be adopted to rate cloud
services only after incorporating it with someminor changes suitable for evaluatingCSPs.

Most of the existing models depends on user ranking and social media to evaluate
the reputation of the cloud service provider. However the actual reputation can be
obtained only if the actual performance of the Virtual Machines is known. Hence this
paper propose a reputation calculation process that uses the user rating and the actual
performance of the VMs obtained using IOT enabled devices. User ratings represent
several parameters including Quality of Service (QOS), availability, security, response
time, accessibility and price. IoT enabled devices helps to understand the Throughput
and power requirements of the VMs. Using the above details, the proposed model
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classifies the cloud service providers into three categories such as High (H), Medium
(M) or Low (L), which give some freedom for the users to select a suitable service
provider depending on their need. Once a suitable CSP is identified, the next step is to
schedule the workflow with them. As scheduling of scientific applications is an
NP-hard problem [6, 7], it demands optimized scheduling policies to save cost and
time. For many years heuristic algorithms are widely used for scheduling workflows,
but they don’t fit well for scheduling workflows in the cloud. Due to this, many
researchers have modified the algorithms used for scheduling workflows in Grids and
clusters and adopted them in the cloud.

Dynamic Resource provisioning is the approach in which the user has the freedom to
select a suitable resource provider based on their requirements and just pay only for the
period of usage. However, it does not provide any information about the reputation of the
service provider. Another important issue in dynamic resource provisioning is the
scheduling of workflow only in the provisioned resources. There are a plenty of work done
on workflow scheduling. However they do not contain information about the reputation of
the service provider and does not allow the user to select the scheduling strategy.

This paper presents an efficient environment that helps the user to pick up a service
provider as well as a scheduling strategy as per their need. The algorithm has two phases.
In the first phase, the algorithm calculates the reputation of a service provider using user
rating and IOT enabled real VM performance data. User rating is a widely used approach
to recommend items in the forms of ratings for items in a given domain and exploiting
similarities in rating behavior amongst several users in determining how to recommend
an item. The Internet of things is the network of physical devices and other items
embedded with electronics, software, sensors, actuators, and network connectivity which
enable these objects to collect and exchange data. Reputations are assigned to service
providers such as High,Medium or Low. In the second phase the algorithm helps the user
to select a scheduling strategy such as Deadline Constrained, Cost Constrained or
Deadline and Cost Constrained. Based on the user’s need, a suitable resource provider
and a suitable scheduling strategy can be decided for executing the workflow.

2 Literature Review

Abrisami et al. [1] have proposed the ICPCP algorithm for scheduling workflows on
cloud by modifying the PCP algorithm they used for scheduling workflow on Grids.
The modified version of the Particle Swam Optimization (PSO) algorithm proposed by
Rodriguez and Buyya [2] is useful in scheduling workflows in heterogeneous cloud
environment. The dynamic dataflow introduced by Kumbhare et al. [3]. shows that
flexibility can be introduced in application composition which in turn will improve the
overall performance of the workflow. The dynamic load balancing algorithm developed
by Zomaya and Teh [4] uses the threshold values, information exchange policies, and
IPC to perform load balancing. The Heterogeneous Earliest Finish Time algorithm
developed by H.Topcuoughlu was useful to schedule workflows effectively. Sadjadi
et al. [8] and Pietri et al. [9] presented a performance prediction model to estimate the
workflow execution time of scientific workflows considering the structure and system
dependent characteristics of the workflow. The truthful dynamic workflow scheduling
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algorithm [10] proposed by Fard et al. used a pricing model and truthful mechanism for
dynamic scheduling of a single task in commercial multicloud environment. They
optimize the two important factors of the workflow i.e. makespan and monetary cost.
The control structure reduction algorithm (CSR) proposed by Li et al. [11] uses the
float distribution value, the total time float is assigned to every task depending on the
critical tasks in the workflow. Huang and Nicol [12] proposed a reasonable strategy to
identify the reputation of the service provider. They evaluate the trust of a user based
on competency, goodwill, and domain-specific expectation. Almost all the resource
provisioning techniques are based on optimizing either deadline or cost. Zhang et al.
[13] used k-means clustering algorithm that divide the workload into tasks of similar
characteristics to minimize the overall energy consumption. The combinatorial auction
based dynamic resource provisioning algorithm proposed by Zaman et al. [14] is
designed to meet the changing needs of the user requirements.

There are a good number of contributions from researchers in identifying the
reputation of the cloud service providers [15–19]. The trust mechanisms for cloud
computing recommended by Huang and Nicol [16] evaluate the trust worthiness of a
cloud service provider based on five categories such as reputation, SLA verification,
transparency mechanisms (self-assessment and information revealing), trust as a ser-
vice, and formal accreditation, audit, and standards. The work is a detailed study based
on several factors involved in deciding the CSPs trust. However using this approach
will be complex and require more details before selecting a CSP which is suitable only
for learned users and difficult for end users.

Garg et al. [17] propose a framework for comparing and ranking cloud services
called as Service Measurement Index (SMI), considering several factors like
Accountability, Agility, Cost, Performance, Assurance, Security, privacy and Usability,
called as Key Performance Indicators (KPI). The KPIs are divided into two types such
as quantitative and qualitative. The framework contains three levels to take a decision.
At first the customer requests are received by the SMI Cloud broker and the service
providers with the required QOS is selected at the second level called the Monitoring
and the last level contains the features promised by the cloud providers. Supriya et al.
[18] proposed a mathematical model using Fuzzy Logic to estimate the trust values of
cloud service providers. It is a two stage process in which the first stage is the
implementation with the help of Mamdani Fuzzy Inference System and the second
stage is the implementation using Sugeno FIS which calculates the tust rating for cloud
service providers. The QoS-based ranking algorithm proposed by Tran et al. [19], for
ranking web services, uses Analytic Hierarchy Process (AHP) by considering several
parameters. But adopting it directly for cloud services will not yield the expected
outcome. Resource provisioning is widely studied by many researchers.

The benefits of integrating IOT and Cloud is extensively studied by Stergiou et al.
[20]. The network dependent routing algorithm that identify the energy economic path
to the data centre, called GreeDi was proposed by Baker et al. [21]. The algorithm was
also evaluated using the real Italian physical network topology. The drawbacks and
weakness of the different service provides in multicloud environment was presented by
Aldawsari et al. [22]. Baker et al. [23] propose a method to create cloud-dependent
service compositions from the requirements metadata. The service requirements are
converted into Intention Workflow Model (IWM) using the situation calculus. The
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structure aware resource estimation, an novel model for effective resource provisioning
and scheduling of workflows depending on the arrangement and the dependency of
tasks in it is proposed by Kanagaraj et al. [24]. Further they also reduce the data transfer
time between the tasks in a workflow for the benefit of data intensive workflows. Lent
[25] proposed a methodology to predict the exact power and performance of VMs by
aggregating the power and performance parameters of CPUs, hard disk drives, memory
and other networking devices.

3 Reputation Based Workflow Scheduler

Due to the tremendous growth of cloud service providers, as well as consumers, there is
a pressing need for the users to identify a suitable service provider for executing their
tasks. The global metrics used to rate the user is the reputation of the service provider.
Reputation is the collective opinion of a service provider by the users. User ratings
represent several parameters, including Quality of Service (QOS), Availability, Secu-
rity, response time, accessibility and price. While many different techniques have been
evolved in the past few years, the interest in this area still remains high due to rising
demand on sensible applications in the form of workflows requiring high level of
importance and security. Hence this paper try to combine three entities such as
workflow, scheduling and reputation together. However the explanation is restricted
only for workflow scheduling and reputation calculation.

3.1 Reputation Evaluator

Every user will rate the service provider in a 1 point scale (0-1) where 1 represents high
reputation and 0 represents low reputation. The power and throughput of the VMs are
obtained using IOT enabled devices. Total Reputation Score (TRS) is the sum of scores
from all the users added with the values of power and throughput. The TRS is nor-
malized by dividing TRS by the number of users and the number of IOT parameters
called as the normalized score. Once Normalized score is obtained, the classification
process starts. The classifier uses a simple comparison logic. As most of the existing
classifiers separates the service providers as trusted or not, the users have to depend
only on the trusted service providers and have to pay high rates fixed by them. On the
other hand some service providers will be classified as untrusted due to marginal
difference in the scores.

In order provider a fair classification among the service providers, the classification
algorithm proposed in this work classifies the service provider into three categories.
A service provider will be assigned High reputation (H), if the normalized score is
greater than 0.7. If the normalized score is between 0.4 and 0.7 then the reputation is
Medium (M) and Low reputation (L) will be assigned for those whose scores are below
0.4. This classification greatly helps the users to select the service providers with a
suitable reputation level for executing their workflows. Table 1 represents the scores
given by three users U1, U2, U3, and the actual VM performance indicators power and
threshold of five different service providers SP1, SP2, SP3, SP4 and SP5. The repu-
tation score can be represented by a square matrix M (t) = [Rij (t)].
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Where Rij(t) is the local score issued by user j about service provider i, at time t. All
scores are in range of 0–1. As the service providers are evaluated with respect to time, it
depicts their performance at any instance and updates the ratings dynamically. Though
we are considering only three users and two IOT parameters, we represent the number
of users as n (Fig 1).

For each Service Provider i;

Total Reputation Score ðTRSiÞ ¼
X

Rij;

n

j¼1
i ¼ 1; 2; 3; 4; 5

ð1Þ

Table 1. Ratings of five service providers by 3 users and 2 IOT devices.

User1 User2 User3   Power   Throughput  

SP1 0.9 0.9 0.8 0.8 0.6     4.0/5=.8
SP2 0.4 0.5 0.3 0.2 0.8     2.2/5=.44
SP3 0.6 0.7 0.8 0.7 0.7     3.5/5=.7
SP4 0.2 0.1 0.3 0.2 0.2     1.0/5=.2
SP5 0.4 0.7 0.4 0.6 0.4     2.5/5=.5

Fig. 1. Architecture of Reputation Based Workflow Scheduler
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where,

Rij is the rating provided by user j for Service Provider i.

The total reputation score for the five different service providers are 4.0, 2.2, 3.5,
1.0 and 2.5, calculated using (1).

The TRS represents the total score obtained by each service provider, however the
number of users who rate the service provider cannot be same for all. So we have to
normalize the score based on the number of users and IOT parameters involved in
rating a particular service provider. The score can be normalized by dividing the TRS
of a service provider by the number of users involved in rating, as per Eq. 2.

For each Service Provider i;

Normalized Score ðNRSiÞ ¼ 1
n

* TRSi; i ¼ 1; 2; 3; 4; 5
ð2Þ

The Normalized Score obtained by the service providers SP1, SP2, SP3, SP4 and
SP5 are 0.8, 0.44, 0.7, 0.2 and 0.5 respectively.

Once the normalized scores are obtained, the classification algorithm will classify
the service providers as High Reputation (H) or Medium Reputation (M) or Low
Reputation (L), based on the normalized score obtained by them (Table 2).

Reputation of each

Service Provider R(SPi) ¼
Low, NRSi\4
Medium, 4�NRSi� 7
High, NRSi[ 7

8<
:

After selecting a service provider with a particular reputation, the next step is to
perform resource provisioning. The reputation of the service provider has a direct impact
in workflow execution cost. When the reputation increases the workflow cost also
increases. Considering the same five service providers in our earlier discussion, if the
user want a service provider with high reputation then the workflow can be executed
using SP1. If the user opts for medium reputation then there are three service providers
SP2, SP3 and SP5 and if the users want to go with low reputation then the choice is SP4.

3.2 Workflow Scheduler

A set of related tasks that need to be executed in an order is called as a workflow. To
automate any application, defining it in the form of a workflow and executing with
suitable resources is a simple solution. The usual notation to represent a workflow is in
the form of Directed Acyclic Graph (DAG), with nodes representing the set of tasks
and edges denoting the dependencies. A Sample workflow is shown in Fig. 2.

Table 2. Service providers classified using reputation score

High reputation Medium reputation Low reputation

SP1 SP2, SP3, SP5 SP4
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Cloud computing is a mechanism in which the resources are assumed to be
unlimited and there are number of service providers lending these resources. Cloud
provides the users with a plenty of choices to select the best resource provider and a
resource with specific configuration, which best suits their requirements. Dynamic
resource provisioning is the mechanism in which the user selects resources on the spot.
Based on the type of the application, the user may want to execute the workflow within
a particular time (Deadline) or within a price (Cost) or both time and price (Deadline
and Cost). Hence the user has the following three possible choices.

Choice 1: Deadline Constrained (DC) Scheduling: Execute the workflow within the
minimum possible time.

Choice 2: Cost Constrained (CC) Scheduling: Execute the workflow within the
minimum possible price.

Choice 3: Deadline and Cost Constrained (DCC) Scheduling: Execute the workflow
within the optimal time and price.

Based on the user’s preference, several interesting analysis need to be done here.

Case 1: If the user prefer to execute the workflow with a service provider having
high reputation then the execution cost will be comparatively high. Since the
user pays high cost there is no constraint on cost. The scheduling strategy
suitable for this user is DC scheduling.

Case 2: If the user prefer to execute the workflow with a service provider having low
reputation then the execution cost will be comparatively low. Since the user
pays low cost, the constraint is on the cost. The scheduling strategy suitable
for this user is CC scheduling.

Case 3: If the user prefer to execute the workflow with a service provider having
Medium reputation then the execution cost and time will be important. The
scheduling strategy suitable for this user is DCC scheduling. Though we
recommend the scheduling strategy, the final decision is with the user.

The sample workflow show in Fig. 2 has 11 tasks with a single entry and a single
exit node. The arrows connecting the tasks represents the data dependency between the
tasks, if any node has a preceding arrow then it shows that the task can be processed

Fig. 2. Sample Workflow
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only if all its predecessors are completed. The best method to estimate the runtime of
individual tasks and the runtime of the workflow is the Critical Path Method (CPM),
which is a mathematical model for scheduling tasks.

The critical path method is used to identify tasks that can be executed in parallel,
the shortest time in which a workflow can be completed, required resources, the
relationship between the tasks, time required to complete individual task and the overall
time to complete the workflow. The critical path method also helps to identify the
Earliest Start Time (EST), Earliest Finish Time (EFT), Latest Start Time (LST) and
Latest Finish Time (LFT) for all the activities in the workflow. The Deadline of the
workflow will be the Earliest Finish Time of the Last task in the workflow. Though the
workflow is same the execution time and cost varies according to the scheduling
algorithm used.

3.2.1 Deadline Constrained (DC) Scheduling
Scheduling tasks in a workflow such that every task is executed at the earliest possible
time is called as Deadline Constrained Scheduling. In a real world scenario there are
huge number of service providers available to execute a task at different time and cost.
The responsibility of the DC scheduler is to find the service provider who can execute
the task at the earliest. This need to be carried out for all the tasks and suggest a set of
service providers for executing the workflow.

DC tið Þ ¼ MinðETðtisÞÞ; for all; ti 2 T; and s 2 SÞ; i ¼ 1; 2; 3; 4; 5 ð3Þ

where,
T is the set of all tasks in the workflow
S is the set of all service providers
ET(tis) is the execution time of task ti with service provider s.
DC(ti) is the execution time of task ti with DC scheduling.

3.2.2 Cost Constrained Scheduling
In Cost Constraint workflow scheduling, the workflow need to be executed as cheap as
possible. The simple solution for this is to select a service provider for each task with
the cheapest execution price as per Eq. 2.

CC tið Þ ¼ Min EC tisð Þð Þ; for all; ti 2 T and s 2 S; i ¼ 1; 2; 3; 4; 5 ð4Þ

where,
T is the set of all tasks in the workflow
S is the set of all service providers
EC(tis) is the execution cost of task ti with service provider s.
CC(ti) is the execution cost of task ti with CC scheduling

3.2.3 Deadline and Cost Constrained Scheduling
This scheduling provides an optimal resource provisioning technique that optimizes
both cost and time to execute the workflow. The service provider here is selected based
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on the minimum value obtained when multiplying the cost and time taken by them to
execute a task. The service provider can be selected using the Eq. 3.

DCC tið Þ ¼ Min ET tisÞ
� � � EC tisð Þ� �

; t 2 T; r 2 S; i ¼ 1; 2; 3; 4; 5 ð5Þ

where,
T is the set of all tasks in the workflow
S is the set of all service providers
ET(tis) is the execution time of task ti with service provider s
EC(tis) is the execution cost of task ti with service provider s.
DCC(ti) is the execution time for task ti with DCC scheduling.
The overall functions of the Reputation Based Workflow Scheduler is represented

in Algorithm 1. The algorithm takes three inputs such as workflow, the set of available
service providers and the reputation of all the service providers. Based on these input,
the algorithm schedules the workflow

Algorithm: 1 Reputation Based Workflow Scheduler

RBWS (Workflow (DAG), Service Providers (SP))
Start
Input: User Choice of Reputation (UR) & User Choice of Scheduling (UC)
if (UC DC Scheduling)

for i 1 to set of  all tasks (t єT) 
for s 1 to all service providers (sєS), and R(SPi)=UR

DC(ti)=Min( ET(tis))
end for
end for

else if (UC CC Scheduling)
for i 1 to set of  all tasks (t єT) 

for s 1 to all service providers (sєS), and R(SPi)=UR
CC(ti)=Min( EC(tis))
end for
end for

else  // DCC  scheduling 
for i 1 to set of  all tasks (t єT) 

for s 1 to all service providers (sєS), and R(SPi)=UR
DCC(ti)= Min ( ET(tis))* EC(tis))
end for
end for

end

.
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4 Implementation

The proposed logic is implemented in workflowsim, a popular tool for scheduling
workflows in the cloud. The workflow shown in Fig. 2 is considered for implemen-
tation. Prior to implementation some preprocessing is done to populate the values for
Table 3, which is used as the resource pool for this implementation. The table contains
the reputation of all the service providers and the time and cost quoted by the service
provider to execute each task in the workflow.

For simplicity, the service providers with medium reputation (M) are only con-
sidered for implementation. In the sample resource pool shown in Table 3, the service
providers SP2, SP3 and SP5 are having medium reputation. Hence for the workflow
scheduler they are the only set of available service providers.

4.1 Deadline Constrained Scheduling

In deadline constrained scheduling the workflow need to be executed at the earliest
possible time. Hence service providers are selected using Eq 1.

For Task t1: DC(t1) = Min(ET(t1s)), s є {SP2, SP3, SP5}
i.e. DC(t1) = Min (2, 13, 4) = 2.

DC(t2) = Min (4, 5, 6) = 4.

Similarly the execution time for all tasks in the workflow can be obtained. Then by
applying the critical path algorithm, the actual execution time of individual tasks and
the overall execution time of the workflow based on the task dependencies is calculated
and the result obtained is shown in Table 4.

Table 3. Execution time, cost and reputation of service providers

Task SP1
reputation:
H

SP2
reputation:
M

SP3
reputation:
M

SP4
reputation:
L

SP5
reputation:
M

Time Cost Time Cost Time Cost Time Cost Time Cost

T1 2 4 2 5 13 2 2 2 4 3
T2 4 6 4 7 5 6 3 5 6 6
T3 5 10 8 7 8 9 4 7 6 6
T4 2 3 1 3 3 2 2 2 2 2
T5 6 7 4 8 6 5 6 4 5 7
T6 2 5 2 2 2 3 2 2 3 3
T7 6 7 5 5 6 5 6 4 5 4
T8 4 14 6 4 5 10 4 8 7 3
T9 5 6 14 1 5 3 5 3 5 2
T10 3 14 5 8 3 12 3 11 6 7
T11 3 12 14 4 8 9 8 5 10 6
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According to Critical Path method, the execution time of the workflow is the
Earliest Finish time of the last node. The execution cost of the workflow is obtained by
adding the actual execution cost of each task in the workflow, represented in the last
column in Table 4. Hence, the total time for executing the sample workflow using
deadline constrained scheduling is 21 min and the total cost is USD 68.

4.2 Cost Constrained Scheduling

In cost constrained scheduling the workflow need to be executed at the minimum
possible cost. Hence select service providers using Eq. 2.

For Task t1: CC(t1) = Min(EC(t1s)), s є {SP2, SP3, SP5}
i.e. CC(t1) = Min (2, 3, 5) = 2

CC(t2) = Min (6, 6, 7) = 6.

Similarly the execution time for all tasks in the workflow can be obtained. Then by
applying the critical path algorithm, the actual execution time of individual tasks and
the overall execution time of the workflow based on the task dependencies is calculated
and the result obtained is shown in Table 5.

According to Critical Path method, the execution time of the workflow is the
Earliest Finish time of the last node. The execution cost of the workflow is obtained by
adding the actual execution cost of each task in the workflow, represented in the last
column in Table 4. Hence, the total time for executing the workflow using cost con-
strained workflow scheduling is 36 min and the total cost for execution is 42 USD.

4.3 Deadline and Cost Constrained Scheduling

In deadline and cost constrained scheduling the workflow need to be executed at the
optimal cost and time. Hence select service providers using Eq. 3.

Table 4. Execution time and cost for executing workflow using DC scheduling

Task Durtion
(in
minutes)

Earliest Start
Time (EST)

Earliest
Finish Time
(EFT)

Latest Start
Time (LST)

Latest Finish
Time (LFT)

Service
provider

Cost
in
USD

T1 2 0 2 10 12 SP2 5
T2 4 0 4 2 6 SP2 7
T3 6 0 6 0 6 SP5 6
T4 1 2 3 12 13 SP2 3
T5 4 4 8 9 13 SP2 8
T6 2 6 8 6 8 SP2 2
T7 5 3 8 13 18 SP5 4
T8 5 8 13 13 18 SP3 10
T9 5 8 13 8 13 SP5 2
T10 3 13 16 18 21 SP3 12
T11 8 13 21 13 21 SP3 9
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For Task t1: DCC(t1) = Min (ET(t1s))* EC(t1s)), s є {SP2,SP3,SP5}
i.e. DCC(t1) = min (2*5, 13 *2, 4*3) = Min (2, 3, 5) = 2

DCC(t2) = min (4*7, 5 *6, 6*6) = Min (6, 6, 7) = 6

Similarly the optimal value for all tasks in the workflow can be obtained. Then by
applying the critical path algorithm, the actual execution time of individual tasks and
the overall execution time of the workflow based on the task dependencies is calculated
and the result obtained is shown in Table 6.

According to Critical Path method, the execution time of the workflow is the
Earliest Finish time of the last node. The execution cost of the workflow is obtained by

Table 5. Execution time and cost for executing workflow using CC scheduling

Task Duration
(in
minutes)

Earliest Start
Time (EST)

Earliest
Finish Time
(EFT)

Latest Start
Time (LST)

Latest Finish
Time (LFT)

Service
provider

Cost
in
USD

T1 13 0 13 8 21 SP3 2
T2 6 0 6 0 6 SP 5 6
T3 6 0 6 0 6 SP 5 6
T4 2 13 15 21 23 SP 5 2
T5 6 6 12 17 23 SP 3 5
T6 2 6 8 6 8 SP 2 2
T7 5 15 20 25 30 SP 5 4
T8 7 15 22 23 30 SP 5 3
T9 14 8 22 8 22 SP 2 1
T10 6 22 28 30 36 SP 5 7
T11 14 22 36 22 36 SP 2 4

Table 6. Execution time and cost for executing workflow in DCC scheduling

Task Duration
(in
minutes)

Earliest Start
Time (EST)

Earliest
Finish Time
(EFT)

Latest Start
Time (LST)

Latest Finish
Time (LFT)

Service
provider

Cost
in
USD

T1 2 0 2 14 16 SP2 5
T2 4 0 4 2 6 SP2 7
T3 6 0 6 0 6 SP5 6
T4 1 2 3 16 17 SP2 3
T5 6 4 10 11 17 SP3 5
T6 2 6 8 6 8 SP2 2
T7 5 3 8 19 24 SP5 4
T8 7 10 17 17 24 SP5 3
T9 5 8 13 8 13 SP5 2
T10 3 17 20 24 27 SP3 12
T11 14 13 27 13 27 SP2 4
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adding the actual execution cost of each task in the workflow, represented in the last
column in Table 6. Hence, the total time for executing the workflow using Deadline
and Cost constrained workflow scheduling is 27 min and the total cost for execution is
53 USD.

5 Comparison

The performance of the three scheduling algorithms are analyzed in this section. The
sample workflow in Fig. 2 and service providers with medium (M) reputation are
considered for the analysis and the results shows that the DCC algorithm out performs
the other scheduling algorithms (Table 7).

6 Conclusion and Future Enhancements

Due to availability of large number of service providers, trusting a service provider is
crucial in the resource provisioning phase of a workflow execution. To calculate the
exact reputation of the service provider, user rating and IOT enabled performance
indicators are used. On the other hand effective workflow scheduling algorithm is
required to satisfy the users. Hence, in this paper, an effective scheduler that gives the
users, the freedom to select a service provider having the desired level of reputation and
the scheduling algorithm that optimized the time, cost or both, is proposed. The
implementation is done in workflowsim. The experimental output shows that the
algorithm that optimizes both deadline and cost is efficient when compared to the other
two categories. Hence it is advisable to select a service provider with the desired
reputation and adopt the scheduling algorithm that optimizes both deadline and cost. In
future this work can be extended by including clustering technique to further optimize
the cost and time for workflow execution.
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Abstract. Delicate registering procedures are tolerant of imprecision, expected
on guess, concentrates on vulnerability and in light of incomplete truth. Current
real issue relating to congested activity in smart city is inescapably uncertain and
in this manner plan of brilliant movement control framework is a challenging
issue. Because of expanding rate of vehicles at movement focuses in keen urban
communities, it makes startling deferrals amid travel, chance of mishaps are
increasing, superfluous fuel utilization is an issue and unhygienic condition
because of contamination additionally debases the wellbeing state of general
individuals in an ordinary city situation. To stay away from such issues many
keen urban communities are right now actualizing enhanced activity control
frameworks that work on the guideline of movement robotization with avoid-
ance of the above indicated issues. The fundamental test lies in utilization of
ongoing examination performed with on-line movement data and effectively
applying it to some activity stream. In this exploratory article, an upgraded
activity administration framework called SCICS (Soft Computing based Intel-
ligent Communication System) has been proposed utilizing swarm knowledge
as a delicate registering procedure with astute correspondence between smart
vehicles and movement of tower focuses. It utilizes an enhanced course redi-
rection system with executed rationale in nano robots. Under a Vehicular
Ad-hoc Network (VANET) situation, the correspondence between wise sensors
happen through nano robots cooperatively. Reenactment results done utilizing
Ns2 test system indicates empowering results in terms of better execution to
control issue.

Keywords: VANET � Smart city � Traffic management � Smarm intelligence

1 Introduction

Basic characteristics of designing an improved traffic control system includes con-
necting traffic signals and traffic control centres with GIS enabled digital road map of
the town using intelligent computational power of data analytics as a key module. In
this context, the basic challenge lies in usage of real time analytics on on-line traffic
information and correctly applying it to some basic traffic flow and data analytics tools
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takes data from the Traffic Management System and using GIS mapping under real
time support they provide useful information to the drivers in the vehicles and help
reducing the traffic congestion. Additionally, basic tourist information such as visiting
places, parking area and distance are also projected in real time basis on large digital
screens installed at city centres entrance points to guide the drivers towards their
destination. This helps to save fuel and finally to save a lot of time spent in searching
various visiting places The smart living style in metro cities [8] is also fulfilled as the
environment becomes pollution free and more hygienic. Soft computing techniques are
tolerant of imprecision, uncertainty, approximation and partial truth. As the human
mind can assess the probability of some event in chances, similarly soft computing
methodologies also use some intelligent based techniques to assess real time problem
with analytical models In the proposed approach an Intelligent Swarm Smart Controller
(ISSC) module embedded in nano robot has been designed to function during decision
making in a smart traffic control system to divert vehicles in other direction at some
stage of heavy traffic jam at traffic points. Depending on the traffic density a congestion
level is set by the proposed algorithm and accordingly vehicles are re-directed towards
less congested routes of other neighbour traffic points. Swarm intelligence provides an
intelligent approach to optimization problems in distributed manner in a smart city [9].
Its logic is embedded in nano robots to collaboratively perform distributed tasks
intelligently. The idea used here is that multiple number of simple nano robots which
act as micro-controllers at various points of traffic way can do complex decision
making logic in a collaborative and distributed way in a group to avoid congestion. In
swarm intelligence, the collaborative behaviour of social insects, such as the
honey-bee’s dance, the wasp’s building of nest, the construction of termite mound or
the ants making a path with a colony are measured as strange aspect of biology. Out of
inspiration of this concept, an improved methodology has been used in the current
research work.

2 Related Work

An extensive literature study has been carried out in this section to invest various
similar traffic control systems and their methodology. In [1] an improved process has
been used in soft computing to control the robotic movement carefully in network.
Research in [2] proposes establishing an intelligent transportation system with a net-
work security mechanism in an Internet of Vehicles (IoV) environment, with emphasis
on integrating it with traffic signal control to aid emergency vehicles more promptly
arriving towards its destination. In [3] soft computing methodologies haven been
analyzed and assessed with appropriate case studies. Automation of Intersection
Control (AIC) points mainly highlights on collision avoidance and effective traffic
control. In [4] an optimized AIC technique has been used to improve traffic perfor-
mance. To avoid collision, a scheduled rule has been formulated that determines pri-
ority of vehicles in the traffic point considering the travel time of vehicles. Performance
evaluation of the projected algorithm has been simulated and the superior results were
projected demonstrating the usefulness of the approach. We have considered this novel
approach of AIC to compare the results of our proposed approach for route diversion.
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In [5], a SDN-enabled connectivity-aware geographical routing protocol of VANETs
for urban environment has been proposed that routes the traffic during congestion in a
controlled manner.

3 The Proposed Approach

The proposed system has different modules such as video control system, Traffic
Control System, Supervisory computer control system and peripheral devices. The
Traffic Control System manages and controls the heavy traffic during congestion. It
uses the video monitoring system at every traffic tower to identify excess traffic flow
through video camera and when the amount of vehicles in particular route increases a
pre-calculated threshold value, it executes the proposed congestion control mechanism
and prevents any further vehicle to enter in that path. Traffic Control system includes
the controlling of signal communication between traffic tower, sending and receiving
the appropriate control frames, transmission of control frames to ISSC nano robot
agents and correct control of route diversion. Similarly, supervisory computer control
system is located at the control room and continuous traffic scenario is monitored
through it by the human co-coordinators who are basically the transport officials.
Peripheral devices include the sensors deployed at control points to provide input to the
ISSC nano robots based on which decision can be taken. Similarly the response of any
real time applications are triggered through actuator devices. In the discussed approach,
the SCICS controller refers to the main controller that communicates with other con-
trolling points through nano robots by sending control signals. Unique features of the
proposed system are as follows.

In a smart city, there are multiple traffic points and all the routes are connected to
multiple traffic points. So, it is possible to divert the path of two, three or four wheelers
to some other directions when congestion takes place in a particular traffic point. The
proposed approach keeps track of traffic congestion of all the traffic points and diverts
the vehicles as per the congestion density [10] and as per the vehicle driver’s response.
It performs fair load balancing among all the available traffic points by evenly dis-
tributing vehicles in all the branch routes of every traffic instead of getting a particular
traffic overloaded. It checks the priority of the vehicle in case of emergency and allows
to pass such vehicles with higher priority.In case of any symptom of accident ahead, it
alarms the vehicles in queue and re-directs them. Security mechanism is in-built in
vehicle configuration. In case of any attack or crime signal, the alarm sensor triggers
the alarm which produces alarm so that it can be detected and precaution can be taken
at the nearest traffic point by the human operators. Figure 1 shows the block diagram of
the proposed approach.

The SCICS controller at the central point of the traffic has been set up that observes
traffic density at a route in traffic and according to the increasing density of traffic in a
route, it diverts the other vehicles towards alternate routes of other traffic points of the
city. This anticipate the ant colony optimization concept where ants wait and watch for
the deposited information in a particular path and then continue to go ahead in the same
path as long as the information deposition is the maximum at one point. So our novel
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approach gets continuous status information from other neighbor traffics and to store
the continuous frames an optimized data mining approach has been used [7]. When it
senses congestion problem in the local traffic point, it diverts the route of the vehicle in
other appropriate direction as per the embedded logic in nano robot of SCICS. Swarm
intelligence helps us to find solution of distributed optimization problems in such a way
that centralized control of global model is not required in Vehicular Ad-hoc Network.
Communication of information frame takes place between different traffic towers.

It is assumed that the traffic control towers are deployed at every traffic point and
they are wirelessly connected with each other in a VANET. Communication between
towers involve transmission of control signals with frames which are periodically sent
by one traffic tower to all its neighbor towers in a similar way as the beacon frames are
relayed in VANETs. There control frames carry bits of information indicating con-
gestion status of a specific route under a specific tower. Figure 2 shows the flowchart of
the SCICS operation. The SCICS controller has been connected with two sensor points
from one kilometer distance of the central traffic centre. If there is a congestion of
vehicles sensed within the area of one kilometer of the traffic post by theSCICS, then it

Fig. 1. Block diagram of the proposed approach

Fig. 2. Flowchart of SCICS operation
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triggers one sensor to choose an option from the vehicle driver either to divert the route
or stop and wait. Depending on the response from the vehicle,, if divert is selected, then
the route of the incoming vehicle is diverted to another route. Determination of an
alternate route is carried out by SCICS using status of the received frames from other
traffic tower. Then the route is diverted by sending divert signal with the proper
alternate route no. This route diversion is achieved by collaboration among swarm
robots as per the signal from SCICS controller.

4 Simulation Setup and Results

The proposed traffic model has been simulated using ns2 [6] with the following
parameters as given in Table 1. In this simulation work, we have used the V2I
approach in which vehicles interact and response with the road side sensor units
through network routing devices at the road side. To simulate a realistic VANET

scenario, ns2 has been integrated with SUMO and MOVE tool.
The simulation has been carried out under different traffic scenario with variable

number of vehicles and the results are obtained by extracting output values from trace
file created after simulation. The simulation results of current system has been com-
pared with AIC approach [4] and the results are depicted with graphs. Figure 3 shows
the comparative delay analysis of our proposed traffic model with three scenario.In
SCICS traffic the delay is minimum as there is no time spent for wait and the minor
delay occurred is due to the time for deciding the option to be selected to re-route the
vehicle direction in alternate way.

Figure 4 shows the analysis of processing time in the said three scenario. The
x-axis indicates the range of vehicles and y-axis indicates the average processing time.
It can be seen that as the traffic congestion increases, the average processing time also
increases in all the approaches. But due to swarm intelligence and better collaboration
among nano robots in SCICS, the processing time is comparatively very less than other
approaches.

Table 1. Network parameters used in simulation

Parameter Value

Channel type Wireless channel
Propagation Radio-propagation model
Network interface Wireless phy
MAC type MAC/802_11
Interface queue type Drop tail
Antenna model Antenna/omniantenna
Max packet size in ifq 100
Simulation tool Ns2
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5 Conclusion

With the advancement of emerging technology, industrial and educational development
there are more opportunity of employment and better scope of education as well as
research in developing cities. The life style of people in metro cities with large volume
of population is equally affected by various application and service systems. Therefore
currently most of the cities are in the process of transforming into smart cities by
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adopting automated systems in all possible sectors. With an objective of developing a
new transport system for vehicles in a smart city, this article proposed a modern traffic
control system using soft computing techniques for implementing improved route
diversion mechanism with an integrated approach of solving general traffic related
issues in a high volume traffic gateway. For the overall benefit of the traffic system,
nano robots are used which work collaboratively as agents in the proposed swarm
intelligence based approach. Simulation results show that it has an improved rate of
congestion control in traffic points as it uses advanced technology of automating
vehicles, big data analytics and swarm intelligence.
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Abstract. Artificial Neural Networks were first made as a component of
extensive research attempts around man-made brainpower. They have discov-
ered most of their usage in applications that are hard to express with conven-
tional computer algorithms utilizing rule based programming. In competitive
programming, the online judge presents a set of logical or mathematical prob-
lems to competitors. The contenders are required to develop computer programs
to solve them. At present, the problems are labeled by users and are dubious.
There is no reliable framework to recommend analogous problems. Our pro-
posed system comprises of building a Convolution Neural Network (CNN) to
perceive programming techniques utilized in the C++ program solutions. In our
experiment, the considered domains are segment tree, binary search, dynamic
programming and graph. The end goal of our system is to determine the
approach required to solve the problem. Problems are tagged in view of the
programming approach found in the solutions that are acknowledged by the
online judge. The system prescribes to undertake challenges that belong to the
same domain and can be tackled with similar approaches. Solving similar
problems will improve the programmer’s proficiency in that particular domain.

Keywords: CNN � Machine learning � Competitive programming
Neural networks � Classification � Recommendation
Dropouts � Pattern recognition

1 Introduction

Aspiring computer programmers improve their efficiency and skill by solving pro-
gramming problems. Competitive programming is a mind sport where the contestants are
given a set of programming problems and they have to build computer programs to solve
them. Programs are submitted to an online judge, which checks whether they have
delivered the right answer and if its execution time surpasses the given time confinement.
Members are scored by how rapidly they present a right and quick program. It’s a way to
concentrate on the fundamentals and fine tune one’s knowledge in algorithms, mathe-
matics and data structures and reinforce the learning by applying it to different problems.
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Recent studies show that Convolutional Neural Networks are effective in pattern
recognition tasks and nonlinear classifications. Their ability can be controlled by
fluctuating the dimensions and strides. They make a firm prediction about the nature of
the program. Subsequently, when contrasted amidst standard fully connected neural
systems with also estimated layers, CNNs have many less associations and parameters.
Thus, they are simpler to prepare and train. CNN has fewer learning parameters than
fully connected neural networks, as the parameters are shared. Number of small
independent logical blocks constitutes the algorithm of the solution. Source code within
a region of the program is more likely to be related than that are in different regions.
CNN exploits this spatial invariance much better than the standard fully connected
neural networks. A simple sorting logic may appear anywhere in the solution. Because
the weights are shared in CNN, weights learnt to identify the sort logic in one part of
the program can be used to recognize the same, in other parts of the program as well.
Therefore, we decided to proceed with Convolutional Neural Networks.

The extent of our system and training dataset made over-fitting a huge issue.
Therefore, we adopted regularization penalties and dropout techniques to improve the
model performance.

The remainder of the paper is structured as follows. Sections 1.1 and 1.2 describe
the need for classification and recommendation system and our objectives respectively.
Section 2 portrays the related pattern recognition work using CNN. Section 3 illus-
trates our system design. Performance of the system is evaluated in Sect. 4. Conclusion
and future works are presented in Sects. 5 and 6 respectively.

1.1 Need for Classification and Recommendation

Novice programmers do not have sufficient clarity in choosing the problems. Con-
ventionally, the problems are categorized into easy, medium and hard. Since the dif-
ficulty is related to the knowledge of the programmer in different programming
approaches, this kind of classification becomes ineffective. Hence, a classifier that
classifies problems into different domains based upon the logic behind the problem is
essential. Solving problems without any order in terms of class or domain of pro-
gramming results in slackened learning. In contrast to this approach, learning is
enhanced when solving multiple problems of a particular class before proceeding to
another class. Repeatedly solving problems that require a specific technique helps the
developer in acing that approach.

1.2 Objectives

• Identify the algorithm/data-structure pattern in a computer program
• Classify a problem based upon the programming technique/data-structure pattern

discovered in solutions that are accepted by the online judge
• To provide recommendations to problems that belongs to the same domain category

and can be solved with a similar approach.
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2 Related Work

Deep learning architectures based on Convolutional Neural Networks (CNN) are very
successful in image recognition tasks. Bezak [1] proposed a model capable of recog-
nizing the right object in the photographs of various historical buildings in the town
Trnava. Their approach based on deep learning enables automated extraction of high
dimensional sets of image features and this relatively shows better accuracy and pre-
diction rate. Simard et al. [2] proposed a set of concrete best practices that document
analysis researchers can use to get good results with neural networks. They expanded
the dataset by adding a new form of elastically distorted data. Ciresan et al. [3]
proposed a method to improve recognition rates using committees of neural networks.
They produced a group of classifiers whose errors on various parts of the training set
differ as much as possible. The architecture proposed by Krizhevsky et al. [4] reduced
over-fitting on image data by artificially enlarging the dataset using label preserved
transformations (Data Augmentation) and by adding dropouts proposed by Srivastava
et al. [5].

3 Proposed System

The proposed system consists of a CNN model as shown in Fig. 1 which is trained to
learn the pattern of each class of problems. The system is split into four modules which
are explained in the following subsections. Figure 2 shows the block diagram of the
proposed system and Fig. 3 depicts the system flow.

3.1 Data Scraping

The dataset is prepared from the C++ solutions submitted by competitive programmers
around the world for the problems hosted by the Codeforces Online Judge [6]. This
dataset contains solutions of the problems which belong to the four classes namely
Segment Tree, Binary Search, Dynamic Programming and Graph. There are almost
6000 data points for each class. The dataset is scrapped from the Online Judge using
DOM parser. Data is chosen manually with care to minimize noise.

Fig. 1. CNN model
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3.2 Pre-processing

As the first step, some rudimentary pre-processing steps like whitespace and comments
removal are carried out. Then the macros are expanded. The identifiers in the source
code are renamed in a standard arrangement like ‘aXYZ’ where XYZ is a unique
integer for each identifier. This step is done to enhance the code uniformity. As every
solution has to be converted to a vector of same size, a threshold value is set for the
vector size and the solutions whose length is greater than the threshold are discarded.
Each character in the solution is then mapped onto the range [0–95] and zeroes are
padded if necessary.

Fig. 2. Architecture diagram

Fig. 3. System flow
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3.3 Training the CNN Model

The dataset is split into test and train data in the ratio 80:20. A CNN model is built with
2 convolution layers followed by 2 pooling layers. First kernel is of size 50 by 1,
moving with 1 by 1 stride and has 16 output channels. Second kernel is of size 25 by 1,
moving with 1 by 1 stride and has 32 output channels. Both the pooling layers are
max-pool layers with window size 4 by 1 and moving with 4 by 1 stride. Starting with
800 by 1 vector, after first pooling layer we have 16200 by 1 vectors, after second
pooling layer we have 3250 by 1 vectors. Then we have a fully connected layer with
256 neurons followed by a softmax layer with n outputs where n represents the number
of classes. The activation function for both the convolutional layers and the first fully
connected layer is RELU (Rectified Linear Unit). Overfitting could be a serious issue in
neural networks. Srivastava et al. [5] proposed a strategy known as dropouts to avoid
overfitting. Dropout prevents overfitting and provides a way of roughly combining
many different neural network architectures efficiently. The term dropout refers to
dropping out units (hidden and visible) in a neural network. By dropping a unit out, we
mean temporarily removing it from the network, together with all its incoming and
outgoing connections. The decision of which units to drop is random. Each unit is
retained with a probability p, where p is a hyper parameter. As a measure to avoid
overfitting, a dropout of probability 0.25 is added after each pooling layer and a
dropout of probability 0.5 is added after the first fully connected layer. The model is
trained for 20 epochs.

3.4 Classification and Recommendation

The basic assumption made is that there are atleast 50 accepted solutions for any
problem in an online judge. To classify a problem, almost 50 accepted solutions that
are acknowledged by the online judge are scraped. The pre-processing steps as
explained in the above section are applied to all these solutions. Once the preprocessing
step is done, we have the vector representation of each of the solution. The vectors are
then passed to the trained CNN model and it yields a set of predictions that represent
the probabilities of the solution being in each class. As any prediction system cannot be
completely reliable, some solutions may be classified as one class and few solutions
may be classified as some other class. The class which is predicted the most number of
times will only be considered and the problem will be labeled by that class. An
N-dimensional space, as shown in Fig. 4, is assumed for the purpose of recommending
similar problems where N is the number of classes. Each axis represents a class and the
values along the axis represent the probability of a problem being that class. The
problem in consideration is also assumed to be plotted in that N-dimensional space. All
problems in the online judge are also assumed to be in the problem space. Then the
Euclidean distance between the problem in consideration and all the other problems is
calculated. If two problems are closer to each other in the N-dimensional space, it
intuitively means that those two problems are having similar approach and it is
extremely possible for them to be in the same class. Hence those problems with the
least distance to the problem in consideration are recommended to the user. As an
example, we can assume the famous Rod cutting dynamic programming problem and

266 S. Sudha et al.



we want to tag it. As we have already trained the CNN model with many dynamic
programming solutions, the system will be able to identify that pattern. Now we scrap
50 accepted solutions for that problem and pre-process them. Then the vector for each
solution is passed to the trained CNN model and it gives a vector of probabilities for
each solution. As we expected, most of the solution will be recognized as dynamic
programming. So the problem will also be classified as dynamic programming. The
other dynamic programming problems will be closer to the rod cutting problem. One
such problem with the least Euclidean distance to the rod cutting problem will be
recommended.

4 Results

4.1 Evaluation Criteria

For evaluating the model, source codes (100 in number - 25 in each class) were chosen
such that it does not coincide with the dataset picked for training and tested against the
model tagging system. The recommendation system is evaluated by judging the rele-
vancy of the problems recommended for each of the 40 problems (10 problems of each
class) chosen as the test dataset. The relevancy is curated by checking if the recom-
mended problem has the same tag as the given problem. Besides Codeforces, the test
dataset is extracted from online programming portals, for example, geeksforgeeks. The
following metrics are used to evaluate the model.

Confusion Matrix. A confusion matrix is a table that is used to outline the efficiency
of a classification model on a set of test data for which the true values are known. It

Fig. 4. N-dimensional space
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contains information about actual and predicted classifications performed by a classi-
fication system. Each column of the matrix depicts an instance in a predicted class
while each row depicts an instance in an actual class.

Figure 5 depicts the visualization of performance of the tagging system.

• Out of 25 segment tree problems, 20 were predicted correctly.
• Out of 25 binary search problems, 16 were predicted correctly.
• Out of 25 graph problems, 9 were predicted as DP and 9 were predicted as graph

because of the similarity in pattern between graph and DP and noise in the dataset.
• Out of 25 DP problems, 16 were predicted correctly.

Figure 6 depicts the visualization of performance of the recommendation system.

• For 10 segment tree problems, out of the 10 problems recommended, 9 of them
were grouped correctly under segment tree.

• For 10 binary search problems, out of the 10 problems recommended, 8 of them
were grouped correctly under binary search.

• For 10 graph problems, out of the 10 problems recommended, 5 of them were
grouped correctly under graph. Because of the similarity of code pattern between
Dynamic Programming and Graph, the recommended problems for graph are dis-
tributed between those two classes.

• For 10 dynamic programming problems, out of the 10 problems recommended, 6 of
them were grouped correctly under dynamic programming.

Recall. Recall measures the proportion of positives that are correctly identified as
such. It can be thought of as a measure of a classifier’s completeness.

Fig. 5. Confusion matrix for the tagging system
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Recall rate is given by Eq. 1.

Recall ¼ TP
TPþFN

ð1Þ

Precision. Precision is the fraction of relevant instances among the retrieved instances.
It can be thought of as a measure of a classifier’s exactness.

Precision is given by Eq. 2.

Precision ¼ TP
TPþFP

ð2Þ

Accuracy. Accuracy is the number of correct predictions made out of the total number
of predictions made.

Accuracy is given by Eq. 3.

Accuracy ¼ TPþ TN
Totalobservations

ð3Þ

The average accuracy of tagging system is calculated to be 80.5
The average accuracy of recommendation system is calculated to be 85

• True Positive (TP): number of correctly recognized observations for any class C.
• False Positive (FP): number of observations that were incorrectly assigned to any

class C.

Fig. 6. Confusion matrix for the recommendation system
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• True Negative (TN): number of correctly recognized observations that do not
belong to any class C.

• False Negative (FN): number of observations that were not recognized as belonging
to any class C.

Figure 7 depicts the performance metrics of tagging system and Fig. 8 depicts the
performance metrics of recommendation system.

Fig. 7. Performance metrics of tagging system

Fig. 8. Performance metrics of recommendation system
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5 Conclusion

Programming is variable but concepts are constants. Programming varies from lan-
guage to language but algorithms and data structures form the base of programming.
So, it is very important for every programmer to have a profound knowledge of these
concepts. This paper mainly aims to provide better Competitive Programming plat-
forms for beginners to improve their logical and problem solving skills. Convolution
Neural Network which is mostly utilized for the characterization of images is tweaked
to distinguish designs in a C++ source code. The problems are classified based on the
pattern perceived among them. The system also suggests problems that require similar
approach to solve. These two components of the system will help in building an
intelligent competitive programming stage. These features help the programmers to
develop knowledge about algorithms and data structures and when to use them. This
results in improvement of programming skills and helps to develop efficient code.

6 Future Works

The research can be further extended by making the CNN model language independent
if the vectorization is done from intermediate code or object code of the source pro-
gram. The way memory is read or written for each class can also be used to improve the
efficiency of the system. The model can be further extended to recognize other algo-
rithm patterns. The system can be enhanced to decide further deeper labels, for
example, bottom up or top down Dynamic Programming, instead of simply dynamic
programming. Hints can also be provided at every stage of coding otherwise the
programmer has to look at the entire solution which retards her/his thinking ability.
These hints can be logical errors which cannot be determined by compilers and low
level implementation tricks like stack, queue, map or hashing.
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Abstract. Internet of Things (IoT) is the networks of physical objects
or things that are connected to the Internet via the embedded devices
to provide appropriate services to the user. These services stimulate the
physical object to communicate and interact with the global environ-
ments efficiently. In the current state-of-art, with the increase in the num-
ber of services provided by the physical objects, the discovery of desirable
services is a key challenge. Hence, in this work, a generic architecture for
context-aware service discovery among the existing IoT services has been
proposed. The context aware service discovery architecture investigates
and understands the context based on the submitted users request and
provides the users with the relevant information and services. In order
to performs a comparison between the properties of the user request and
the registered instance, this discovery architecture has been developed
using the Web Ontology Language (OWL) based context-aware comput-
ing and a service oriented approach. To justify the performance of the
proposed context aware solution, test scenarios and user survey has been
carried out on a weather forecasting scenario to determine the relevancy
retrieval ratio.

Keywords: Internet of Things · Ontology · Semantics · Context-aware

1 Introduction

The Internet of Things (IoT) is the global networks of the physical objects
with a high level of connectivity to the Internet and built intelligence into the
object, devices and the system [1]. This allows the physical object to be sensed,
communicated and interacts with the surrounding environment. It improves the
efficiency, accuracy and economic benefit. It is connected individually identifi-
able through the embedded devices inwards the existing Internet infrastructure
to offer advanced connectivity of devices, systems, and services. It has emerged
as a global Internet-based information architecture facilitating the exchange of
goods and services [2]. The IoT connects the various technologies to enable new
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applications by connecting physical objects, each other using knowledge decision-
making [3]. IoT goes beyond M2M (machine-to-machine) communications and
covers a variety of protocols, domains, and applications. In order to use the
services and data generated in the IoT effectively, search and discovery mech-
anisms are crucial. These mechanisms should support locating resources and
services related to an entity of interest in the physical world. Traditional web
service discovery approaches are not suitable for service discovery in IoT, due to
the differences between real world services and traditional web services.

A sensor as a service gives functional aspects of the sensor as services by hid-
ing technical details of the sensors from the user. It helps to create, managing,
discovering and delivering sensor functionalities and capabilities as services as
well as to build the IoT infrastructure and services. The service has been experi-
enced with similar challenges on service level, and service has already developed
a number of standardized solutions to address such challenges. Therefore, the
key idea is to address the sensor by lifting one step up and transferring them
into service-world challenges so that one can exploit all the existing service-world
standards to cope with sensor-world challenges.

Service discovery is the action of finding a service provider for a requested
service. When the location of the demanded service is retrieved, the user may
further access and use it. The service discovery mechanism is to create a highly
dynamic infrastructure wherever users would be able to obtain explicit services of
interest, and service suppliers providing those services would be able to announce
and advertise their capabilities to the network [4]. Furthermore, service discov-
ery minimizes human intervention and allows the network to be self-healing by
automatic detection of services, which have become unavailable. Once services
have been discovered, devices in the network could remotely control each other
by adhering to some standard of communication. The efficient service discovery
for the IoT remains a challenge. IoT environments are highly dynamic such as
physical mobility, low power and it involves a massive amount of heterogeneous
nodes focused on different applications. These features raise various issues for
an effective and efficient discovery (e.g., availability, scalability, interoperability),
which needs a high degree of automation (e.g., self-configuring, self-managing,
self- optimizing).

The context-aware computing [5] defines context as information is used to
characterize the things of an entity. An entity can be an individual, place, or
object that has thought of relevant to the interaction between a user and an
application as well as the user and application themselves. Context awareness, on
the other hand, is defined as a property of a system that uses context to provide
relevant information and/or service to the user, where relevance depends on the
user’s task. Consequently, context-aware service discovery is defined because of
the ability to make use of context data to get the most relevant services for
the user. Context-aware systems are capable of changing their operations to the
current context without change user interference and its increasing serviceability
and effectiveness of carrying out environmental context into account.
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A traditional service discovery system contains two main areas are network
architecture and service descriptions. Designing an effective and an efficient dis-
covery mechanism faces many new challenges and IoT devices in the physical
world provide requirements such as Real-world services. Normally, data of real
world objects and events are available globally and in vast amounts this not suit-
able for service discovery in IoT, because of the search and discovery mechanisms
are important.

Context awareness plays an important role in the discovery framework to
enable services according to the current situation with minimal human interven-
tion ontology to encode the context information and match queries with services
to select the most appropriate services.

Ontology provides a common understanding of the context, and it can help
the discovery service to infer relationships between entities and context. This
challenge requires the discovery mechanism to be scalable with respect to a
large number of objects. Moreover, due to the mobility of physical entities and
devices and other dynamic changes, the relations between IoT Services, IoT
devices, and the physical environments may also change over time. Hence, in
this work a generic architecture for context-aware service discovery among the
existing IoT services has been proposed. The context aware service discovery
architecture investigates and understands the context based on the submitted
users request and provides the users with the relevant information and services.
In order to it performs a comparison between the properties of the user request,
the registered instance, this discovery architecture has been developed using the
Web Ontology Language (OWL) based context-aware computing, and a service-
oriented approach [6].

In the remainder of the paper, the related work is presented in Sect. 2, In
Sect. 3, the proposed system architecture is briefly illustrated. Then, in Sect. 4,
implementation and results are demonstrated. Finally, in Sect. 5, it is concluded
with remarks.

2 Related Works

There are many research works carried out related to context aware computing
in IoT domain. To justify the objective of the proposed work, some of the most
relevant works about the context aware service discovery are discussed as fol-
lows. Li et al. [7] discusses a context-aware semantics- based service discovery
mechanism the service discovery is a challenging task for the Internet of things
due to the large number of services provided by the physical things so they pro-
posed a LOCA (LOcation-preserving Context-Aware discovery framework) that
can discover services based on the context requirement efficiently. The discovery
framework was built based on the distributed peer-to-peer (P2P) architecture.
LOCA is entirely scalable and robust, it improves the integrity and security of
the discovery model, and they proposed an ontological model to provide context
information.
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Similarly, Cubo et al. [8] has defined a Context - aware sensor search, selec-
tion and ranking model for IoT, connecting large number of sensors are con-
nected and generated the huge amount of data. Whereas the increasing number
of sensors in the external environment. It is difficult to find the sensor and its
overlapped with other sensors and it obtains some redundant functionality so,
they proposed the search and sensor selection based on the user request and the
priorities and the multimodal space techniques is used to rank and index sensors.
CASSARAM recognize the characteristics of sensors for searches like reliability
and accuracy, etc.

Butt et al. [9] has proposed a Trendy: an adaptive and context-aware Service
Discovery Protocol for the IoT. This protocol employs CoAP primarily based
restful web services that change application-layer integration of constrained
domains and the Internet. Trendys resource directory provides service discovery
with a context aware service, selection using user- and network-based context. A
trendy adaptive timer based on demand manages the trade-off between status,
maintenance, load and dependability. It permits the service hosts to share their
load with the resource directory and decreases the service invocation delay. They
introduced a context-based grouping technique wherever the resource directory
divides the network at the application layer, by making location-based groups.
This grouping of nodes localizes the control overhead and provides the base for
service composition, localized aggregation and process of information. They pro-
posed the trendys techniques decrease the control overhead, energy consumption
and service invocation delay.

Likewise, Xiao et al. [10] discusses a context modeling approach which might
dynamically handle various context types and values. They proposed an app-
roach to dynamically derive a context model from ontologies and suggest ser-
vices using context. Given a group of available context types and values, our
approach will dynamically find their relations and construct a context relation
model. By discovering the semantic relations among context values, this app-
roach can establish a users wants hiding within the context values and generate
looking criteria for service discovery.

It is evident from the above works, that there is need for an optimal service
discovery mechanism to retrieve the relevant service in IoT. Hence, in this work
a generic architecture for context-aware service discovery among the existing IoT
services has been proposed.

3 Context Aware Service Discovery Architecture

The system architecture contains four layers such as Application layer, Gateway
layer, Communication layer and Physical layer as shown in Fig. 1. The appli-
cation layer is responsible for receiving a request and sending the response to
external applications using HTTP (Hypertext transfer protocol). It receives the
request and processes the request submitted by the user. After the request is
processed, the application layer redirects the action to the gateway layer. The
gateway layer act as a handler for the service provider and it is responsible for
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Fig. 1. System architecture for service discovery.

discovering the relevant web services using the suitable OWL file and based on
the URL mapped with the available services. The communication layer inter-
connects the physical layer using Ethernet, Wi-Fi (ESP8266) and UPnP. The
Physical layer has one or more IP-based sensors for receiving data from the
communication layer and sends the response back to the gateway layer, using
communication layer again.

The user from the application layer requests for sending request, it is pro-
cessed by the proposed context aware IoT architecture. The service composition
module of the architecture handles the service request. This, in turn, invokes
the desired REST services through the BPEL process definition. It executes the
set of all possible sequences of valid tasks to deliver the expected result to the
application user. In order to handle the BPEL composition semantically, the
composition module, in turn, accesses the service discovery and the knowledge
base, which has entities information about IoT devices as merged ontologies and
annotated semantic web, services information. It is difficult to find the most
optimal workflow sequence path that can satisfy the input request for an IoT
based application as it dynamically connects billions of things in the network.
Therefore, in this work, considering the scalability and dynamic nature of the
IoT, the composition workflow is bounded with the annotated semantic web
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service, which is available in the knowledge base module of the middleware.
This ontology provides the meta-data information of the IoT services that can
provide the highest probability of seeking the appropriate service solution to
generate the approximate composition workflow. The composition process, in
parallel also searches for the service discovery module to invoke the appropri-
ate service based on the ontological workflow solution. For this purpose, initially
the IoT services are registered in the service registry with meta-data information
such as the purpose of sensing, deployment location and physical characteristics.
The lookup process of the IoT services for its approximate solution is bounded
with the merged ontology available in the knowledge base.

4 Implementation and Results

The implementation setup was build for a weather forecasting scenario. The
design of physical layer contains sensors such as DHT11 Sensors and LM35 sen-
sors. To measure both the moisture (humidity) and air temperature a DHT11
sensor is used. Then to measure the temperature in degree centigrade (◦c) with
decent accuracy a LM35 sensor is used. These sensors are finally integrated with
the microcontroller board such as Arduino UNO and Arduino mega2560 board
[11]. After building the setup environment and ready to monitor the deployed envi-
ronment, the microcontroller starts to processes the sensors, retrieves the data,

Fig. 2. Physical layer setup.
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Fig. 3. Sample JSON data retrieved with semantic annotation.

and passes them to the gateway layer through the Wi-Fi module connected to it
as shown in Fig. 2. The similar prototype setup is deployed in different location
in order to monitor the weather status of that particular region. For instance, the
set up was deployed in the various location points of our college campus.

The Arduino connects both hardware and software with the ESP8266 Wi-Fi
module using the UPnP protocol. The UPnP is a set of protocol that is able
to communicate with the networked devices within the network. The Ethernet
shield allows an Arduino device to connect to the Internet using the Ethernet
cable. It is used to enable the Arduino to send and receive the data to the web
server over Ethernet. The ESP8266 is a compatible and a self-contained Wi-Fi
module. It is used to connect the Wi-Fi networks and interact with the external
world over the TCP/IP stack.

The Gateway layer is connected link between the physical layer and the com-
munication layer. It is responsible for collecting data from the sensor and dis-
covering the web service. In this work, to collect the data from different formats
first, a yaler.net relay service is used to access the ESP8266 from the web. Next,
the data or URL are collected using a web server. Finally, using a NEO6MV2
GPS module, geo-location is received using a GPS receiver and then the OWL
file is fetched along with the service URL of the relevant service based on the user
request. The Application layer is the top most layer of IoT, which are responsible
for providing services to the users. This layer includes the protocols and inter-
faces to identify the devices and communicate with each other. It contains the
HTTP Protocols that are the lightweight protocol to access the data on WWW
(World Wide Web). It utilizes the TCP connection to sending the client request
and receiving the server response to the web browser. Here, the application layer
displays the sensor information based on the context aware system.

Figure 3 shows the sample data retrieved with semantic annotation using the
above described setup environment in the JSON format. The data is semantically
annotated using the semantic modeling techniques. The data is predefined to be
generated in the JSON format as shown in the Fig. 4.
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Fig. 4. Code snippet to predefine data generation in JSON format.

Fig. 5. Node data registration process.

The yaler web server, which acts as gateway server in this setup environ-
ment, receives the sensed data and populates the database for later analysis on
the environmental condition. Next, for providing additional knowledge to the
ontology about the service provided and the environmental condition a node
registration service is included. The node registration process is used to add the
semantic information of the sensed data as shown in Fig. 5.

Finally, to include the knowledge information in the OWL file [12]. Therefore,
the OWL file is created using the protégé tool [13] as shown in the Fig. 6. The
ontology source is defined to provide a knowledge structure for the weather
forecast for a particular region [14].

For the users to experience the Context aware service discovery in the IoT
environment, a user interface is designed to submit the user request. This portal
acts as a service requester for the context aware service discovery architecture.
The request submitted using this portal is process and the relevant service are
returned as shown in Fig. 7.



A Generic Context-Aware Service Discovery Architecture for IoT Services 281

Fig. 6. Ontology structure of weather forecasting system.

Fig. 7. User interface for submitting user request.

The evaluation on the proposed architecture was carried out to justify the
performance of the system. It was tested for the relevancy of the service dis-
covered in a particular context. It is inferred from the results that accuracy of
the relevancy has improved extensively when compared with the analysis carried
out on the same example without semantic service. Table 1 shows the relevancy
retrieval ratio estimated for different test cased executed on a weather fore-
casting scenario. It is observed from the precision and the recall ratio that the
proposed system provides an optimal solution for discovering relevant context
aware services.
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Table 1. Relevancy retrieval ratio

Discovered
services

Relevant
services

Retrieved
relevant services
not retrieved

Irrelevant
services retrieved

Precision
(%)

Recall
(%)

17 10 5 7 58.82 66.67

14 9 4 5 64.29 69.23

16 10 7 6 62.50 58.82

10 7 6 3 70.00 53.85

6 4 3 2 66.67 57.14

13 8 4 5 61.54 66.67

9 4 4 5 44.44 50.00

5 Conclusions

In this paper a context-aware service discovery architecture was proposed for
retrieving useful and the most appropriate services for requesting user. The pro-
posed solution was tested on a weather forecasting scenario. The architecture
was developed with the service in semantic environment OWL to Semantically
Annotate Web-Services. It is inferred from the results that accuracy of the rele-
vancy has improved extensively when compared with the analysis carried out on
the same example without semantic service. It is observed from the precision and
the recall ratio that the proposed system provides an optimal solution for discov-
ering relevant context aware services. The development of generic context aware
service discovery architecture can serve as a platform to create context-aware
and personalized IoT-based services and applications.

References

1. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of Things (IoT): a
vision, architectural elements, and future directions. Future Gener. Comput. Syst.
29(7), 1645–1660 (2013)

2. Chen, S., Xu, H., Liu, D., Hu, B., Wang, H.: A vision of IoT: applications, chal-
lenges, and opportunities with china perspective. IEEE Internet Things J. 1(4),
349–359 (2014)
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Abstract. In recent trends, computer vision applications have seen mas-
sive implementation of supervised learning with convolutional neural
networks. In this paper, we have analyzed image classifiers and their
classification accuracy. Also, we have measured their robustness upon
introduction to various noise layers. Furthermore, we have implemented
a generative adversarial network for the generator task of adversarial
noise generation and the discriminator task of single image classifica-
tion on the handwritten digits database. Our experiments are yielding
progressive results and we have performed conditional and quantifiable
evaluation of the generated samples.

Keywords: Convolutional neural network
Generative adversarial network · Adversarial noise · Image classification
Handwritten digits

1 Introduction

In recent times, Generative models have made quantum leaps and have become a
dominant heuristic in the field of data and image generation. With the advent of
Generative Adversarial Networks by Goodfellow [1], they showed how Adversar-
ial Learning could be used to train two networks by competing them with each
other. In this paper, we outline an adversarial learning approach to generate
an attacking scheme for image classifiers. It is generally noted that adversarial
approach performs better at generating images. With several previous models
already capable of generating images which are identical to the dataset they
were trained from [2], we have created a DCGAN based model that can intro-
duce the aforementioned noise. A few existing models which have been tested and
proven to be efficient are: Deep Convolutional Generative Adversarial Networks
[3] which includes a deconvolutional neural network as a generator that generates
images from a given set of data and a convolutional neural network discriminator
that distinguishes the image from the generator whether it was from the original
dataset or if it was generated by the DeconvNet generator. Radford et al. [3]
applied various techniques and niche methods to optimize the training and out-
put of their networks which includes using the famous All-Convolutional Neural
Network [4] that replaces the max pooling layer with another convolutional layer
c© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 287–295, 2018.
https://doi.org/10.1007/978-981-10-7635-0_22
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with 2 strides that learns its own spatial downsampling and batch normaliza-
tion to improve training on the dataset; Wasserstein GAN [5] which uses the
Earth Mover’s distance [6] as the loss function for comparing the probability
distribution between the generated image and the original image to evaluate
the work needed to transform one distribution from one histogram to another;
and Bayesian GAN [7] which uses the Bayesian loss function for calculating the
probability density of the generated and original image and maximized that as
a loss function.

All these architectures stand as testimony to the adversarial method of train-
ing but none of them can be applied to generate random noise for interference
with an image to produce a misclassification attack on their vanilla structure.
This is because these networks take their samples from a known database and
introduce random noise to produce an image closer to the original image. But for
image noise generation, we need a random noise image and change the noise in
that image in tandem with the original image to produce an original image clas-
sification. The classification must be different from the classification the image
would have taken had there been no introduction of the noise. This is introduced
by Goodfellow et al. [8] with a simple methodology called the Fast Gradient Sign
Method where the noise generator and trained with the loss function of the image
classifier as follows

x∗ = x + εsign(∇xJ(Θ, x, y)

where x∗ is the image with the noise layer, x is the original image, ε is the
magnitude of the pertubation, y is the final label and Θ is the noise parameter.
J(Θ, x, y) is the loss function.

Another viable method for such noise generation is the Jacobian-based Sai-
lency Map attack proposed by Papernot et al. [9] that uses input image x for a
model F with classification j and a target classification t where we increase the
probability of classification for t and reduce all classifications that are j �= t by
the following equation:

S(X, t)[i] =

{
0 if ∂Ft(X)

∂Xi
< 0 or Σj �=t

∂Fj(X)
∂Xi

> 0
(∂Ft(X)

∂Xt
|Σj �=t

∂Fj(X)
∂Xi

| otherwise

This paper looks at the problem of generating an noise layer which can be
added to an image to fool a discriminator or a classifier into misclassifying the
data. It looks at the use of this technique for attacks on classifiers in general. The
remainder of the paper is organized as follows: Sect. 2 looks at the background
that led to our work and provides a gist of DNNs and Noise introduction, Sect. 3
explains the experimental setup of the architecture, Sect. 4 represents the results
of our experiments and the last section provides with the conclusion of our work.

2 Background

Deep Neural Networks have been around for some time and have shown excep-
tional results in almost all fields of science and techonology, with applications
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ranging from predictions to generation of data. Neural Networks, which have
been reasonably the most successful alogrithms for data generation, can also
be used for generating noise and images in general. This section looks at the
previous work done in this field.

In their work, Dodge and Karam [10] take a look at how distortion and
perturbations in an image affect the classification paradigm of a Deep Neural
Networks and a brief outlook on how adversarial samples affect the performance
of the DNN. They performed training on the ImageNet 2012 dataset with four
fairly common networks namely Caffe Reference, VGG-CNN-S [11], VGG16 [11]
and GoogLeNet [12]. They used two image compression techniques mainly JPEG
Compression, JPEG2000 compression; added noise; and used two transforma-
tions on the images that were blurring and contrasting the input images at the
time of experimentation.

Their results showed an interesting observation: it was seen that the four
network’s performance decreased significantly as noise, blur and contrast levels
were increased, with the exception of GoogLeNet and VGG16 which had deeper
network structures. But for compression techniques like JPEG and JPEG2000,
the networks were more robust to increase in distortion levels and the addition
of noise to the image had significantly more chance of creating a performance
related misclassification than the two compression techniques. Finally, they con-
cluded that the VGG16 network performed best under given distortions and
image stresses.

There are various noise introduction methods that can introduce adversarial
noise which is a specifically designed noisy image which can be layered on top of
the original image to produce a targeted misclassification of the original image.

Kurakin et al. [13] proposed an iterative method for the aforementioned Fast
Gradient Sign Method where they apply the noise to the image x iteratively and
test the image for misclassification with the following equation:

x∗
i = clipx,ε(x∗

i−1 + εsign(∇x∗
i−1

J(Θ, x∗
i−1, y))

The authors clip the values of xi so that they are ±ε of the original image x.
This creates an image where the noise isn’t extremely dominant and allows for
a more human believable object.

The Carlini and Wagner method [14] of creating adversarial samples uses
not one but three simultaneous attacks namely the L0 attack, the L2 attack and
the L∞ attack which finds and unrestricted perturbation using the previously
defined perturbation:

δ∗
i =

1
2
(tanh(ωi + 1)) − xi

And then optimizes δ over ω with the following equation:

minω = ||1
2
(tanh(ω) + 1) − x||22 + cf(

1
2
tanh(ω) + 1)

And finally takes the resultant δ∗ and transforms it into a restricted pertur-
bation. The gradient is calculated by the following equation:

f(x) = max(max{Z(x)i : i �= t} − Z(x)t,−κ)



290 A. Adate et al.

Work by Huang et al. [15] shows that adversarial examples can also affect
Deep Reinforcement Learning algorithms that like those that were used in Atari
vision systems and the famous Chinese game Go. Their paper gives us an insight
into how noise distortions can affect the end-to-end policies of the image to action
sequence in an algorithm. They look at two methods, White-Box method where
the adversary does not have access to the training environment and only has the
final output of the given data policy and it learns from those actions to produce a
noise level that can produce targeted action mismatch in the output by learning
the different noise to action mechanisms.

The other approach used what the black-box technique where the adversary
has access to the training environment and the hyperparameters, and can use
the weight update policy as well that allows it to create a more accurate noise
perturbation in the input image and cause end-to-end policy changes. They used
FSGM method with L0, L2 and Linfinity normalization for the generation of
adversarial examples which can be seen in Fig. 1.

Fig. 1. This adversarial example is computed using the fast gradient sign method
(FGSM) [10] with an L∞-norm constraint on the adversarial perturbation; the adver-
sarial input is equivalent to the original input when converted to 8-bit image encodings,
but is still able to harm performance [15].

In conclusion to their work, we see that in many cases an L∞-norm FGSM
adversary with δ = 0.001 decreases the network’s performance by 50% or more;
when converted to 8-bit image encodings, these adversarial inputs are indistin-
guishable from the original inputs.

Feinman et al. [16] explains the performance change by reconfiguring the
images in terms of high-dimensional data and assuming that in that this high-
dimensional data lies a lower dimensional manifold, which can be carefully tra-
versed to change the underlying image label, thereby creating distortions. This
perturbation point can lie in three regions of the manifold, as seen in Fig. 2,
where x is the original image, Cx is the class, which can be:
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1. X∗ lies far away from the submanifold of Cx.
2. X∗ lies near the submanifold but not on it and it is far from the classification

boundary of Cx and C∗
x.

3. X∗ lies near the submanifold but not on it and is near the boundary of the
classification for Cx and C∗

x.

This work essentially looks at the last case where the adversarial sample is
such that it lies near the submanifold and the classification boundary which
creates a misclassification.

Fig. 2. Feinman et al. [16] explains the submanifold concept via diagramatic represen-
tation of the higher dimensional plane.

3 Experiment

The experimental setup uses a basic convolutional Neural Network based on 2
convolutional layers and 2 fully connected layers [17]. It takes an input image
size of 28 × 28 from the MNIST hand written image database. This database
consists of 55,000 training set images, 5,000 validation set examples and 10,000
test set examples. The architecture was trained on a GTX 1060 GPU. The
activation function used was the softmax function at the fully connected layer.
The convolution layers involved normal padding and a stride of 3.

The first loss function was optimized using Adam optimizer [18]. This opti-
mizer is used to train the classification function of the network that allows the
CNN to classify hand written digits with an accuracy of 89.01%.

The second optimizer tries to optimize the additive loss of the L2 loss function
and the softmax function with the Adam optimizer to produce a noisy image
that is used to misclassify the image of 2 as 6 (Fig. 3).

We also include the dropout function [19] as previous work on the same has
shown that the dropout function improves the training time of the network as
well as helps avoid mode collapse [20] during training.

We take the delta parameter as the threshold for the noise levels in the
adversarial sample that can be be adjusted for variable outcome of the data.
The delta parameter keeps the noise in the image under the maximum pixel
value to avoid overflow and above the minimum pixel value to avoid underflow
of the noise layer during training. After training on one batch, the noise layer
atop the original image is clipped so that additionally, the values remain under
the normalized 0 to 1 range for the entire image.
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Fig. 3. Adam optimizer function with parameter: (a) For Σ = 8 (b) For Σ = 32 (c)
For Σ = 128 (d) The average accuracy vs digit class for the final classification metric
using adversarial samples along with the original images

4 Results

With the implementation, it can been seen that an adversarial sample can cause
misclassification when adversarially trained on a vanilla Convolutional Neural
Network alongside the usual training. This is a case of whitebox advesarial train-
ing when the adversary has access to the entire training environment and can use
the training procedure at a more rudimentary level to extra information about
the classification process.

Figures 4, 5 and 6 provide with the results of our work, showing the noise
layer over the image layer of the MNIST digit of 2.

We cycled the delta values through 0.2, 0.4 and 0.6 with variable noisy images
produced with each value. When the noise limit (delta) is small (i.e. 0.2) the
noise values will be brighter hence more pixels in the original image will become
brighter. Consequently, the effect of the noise will not be major. Simply, the CNN
may be able to still recognize the image of 2 as 2 with high level of accuracy.

Fig. 4. (From left to right) original MNIST digit 2, the noise layer using δ = 0.2, super-
imposition of noise layer and the original MNIST digit image with the misclassification
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Fig. 5. (From left to right) original MNIST digit 2, the noise layer using δ = 0.4, super-
imposition of noise layer and the original MNIST digit image with the misclassification

Fig. 6. (From left to right) original MNIST digit 2, the noise layer using δ = 0.6, super-
imposition of noise layer and the original MNIST digit image with the misclassification

On the other hand, when the noise limit (delta) is high (i.e. 0.8) the noise
values will be darker hence more pixels in the original image will become darker.
Consequently, the effect of the noise will be major. Simply, the CNN will not be
able to recognize the image of 2 as 2 anymore, it will always see it as 6.

To view our experiments and images generated:
https://github.com/amitadate/gan-noise

https://github.com/amitadate/gan-noise
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5 Conclusion

In this work, we present a model that produces a misclassificaiton for a specific
digit from 2 to 6 that is a direct result of adding adversarial noise to the image.
The limitations of this paper are that the current model provides a noise layer
for a single digit misclassification rather a generalized adversarial noise sample
for the entire domain of digits. There is further scope in a application of this
model for multi-image classification.
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Abstract. Due to the vast number of online business transactions on
World Wide Web, mining and analyzing relevant data from the web log
data for the users navigational behavior is a challenging task. Finding
similar objects and mining top-k objects has a great significance in web
recommender systems and social networks. In this paper, we define sim-
ilar behavior of users about different categories and some propositions
in the context of structural similar behavior of nodes in a network. We
present an efficient algorithm for top-k categories based on early asso-
ciates notion (NATBEAN) that mines top-k categories with most simi-
lar IP addresses in a descending order. NATBEAN is useful to forecast
similar visiting behavior of the users through IP addresses for different
categories in the structural context of a bipartite network. This leads to
find popular products and less influenceable products in a network of
web log data. Initially, we run both Naive approach and NATBEAN for
finding top-k categories on a clickstream dataset whose attributes are IP
addresses and product categories, then we run our algorithm on three
other datasets and compare running times of both the algorithms.

Keywords: Structural equivalence · Similar users · Bipartite network
Top-k category

1 Introduction

Due to rapid development of social networks, the analysis of network data for
finding user accessing behavior has a great significance in social media mining
and data mining. Finding similar behavior, abnormal behavior and collective
behavior are three types of applications in network data analysis. The notion of
similarity is an essential and broadly used concept in many applications of differ-
ent areas like classification, clustering, social network analysis, citation analysis,
etc. Transforming the pre-processed clickstream data, social network data into
large graphs (see Fig. 1) and then analyzing the data using data/graph min-
ing techniques to interpret user’s navigational behavior for predicting the user’s
c© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 296–311, 2018.
https://doi.org/10.1007/978-981-10-7635-0_23
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interests is an emerging and challenging area in Graph based data mining and
Recommender Systems [1]. Finding similar behavior of users about distinct cat-
egories and retrieving top-k categories from large networks are two fundamental
problems in graph based data mining. The structural properties of different
nodes in a network provide more information about the interactions between
several nodes. Common neighbors, jaccard similarity, preferential attachment
and Adamic/Adar are the most popular local structural similarity measures to
find the similarity between two nodes [2].

Fig. 1. Web graph mining process for user behavior

The structural properties of various nodes in a network produce intuitive
information about interactions among various nodes. Identifying the similar
behavior of nodes through structural properties provides useful information
about node behavior in various applications of data mining. In this paper, we aim
to find the top-k categories on an IP address-Product network based on struc-
tural similar behavior of nodes with respect to object-to-object relationship. We
apply the concept of node-to-node relationship between IP addresses and hence
we find top-k categories through that IP addresses. The problem of top-k cate-
gory search with respect to node-to-node relationship for an IP address-Product
network is new in the existing literature and play a crucial role in the analysis
of social networks.

Our Contribution:
In this paper, we aim to find top-k product categories with maximum number
of IP addresses in a descending order. We define similar behavior of users about
product categories with respect to structural context and present some proposi-
tions which represent the similar behavior of users about single and more cate-
gories. Moreover, we propose an efficient algorithm for finding top-k categories
with maximum number of similar IP addresses in a descending order known
as NATBEAN using early associates approach. The mining efficiency of NAT-
BEAN is better than the baseline in terms of running time. We conduct various
experiments on four distinct datasets to show the efficiency of our proposed algo-
rithm with the naive approach. To the best of our knowledge we present a novel
approach to describe the similar access behavior for top-k categories through
IP addresses based on object-to-object relationship for an IP address-Product
network.
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2 Related Work

Lorrain and White [3] extended the notion of structural equivalence to under-
stand the interrelations among relations within concrete social groups. Lin [4]
presented several intuitions of similarities between ordinal values, strings, fea-
ture vectors, words and semantic similarity in a generalized anatomy. A measure
of structural similarity to find the similarity between two objects with respect
to their neighbors is known as SimRank [5]. A wide range of similarity measures
are available in the literature and can be broadly divided into two categories: (1)
content related similarity measures and (2) structural similarity measures. The
structural similarity measures find the similarity between object-to-object rela-
tionships (web pages, articles, movies, etc.) with respect to the links or edges in
a graph [5], whereas the content related similarity measures consider each entity
as a set of items [6]. Fagin et al. [7] discovered two algorithms Fagin’s algorithm
(FA) and Threshold algorithm (TA) for finding top-k objects with highest overall
grades. Deshpande and Karypis [8] discovered item based top N recommendation
algorithms by defining similarity between items. Holme and Huss [9] presented
a method for estimating the role of nodes in networks based on role similarity
measures of nodes. Leicht et al. [10] presented a structural similarity measure
in the sense that “two nodes are similar if their next neighbors in the network
are themselves similar”, and this measure can be viewed as a weighted sum of
all paths of different lengths between the nodes in the network. Sun et al. [11]
proposed algorithms on bipartite graphs to find similar nodes (neighborhood for-
mation) and abnormal nodes (anamoly detection). Liben-Nowell and Kleinberg
[2] discussed link-based similarity measures that works on node neighborhood
methods in the link prediction problems of large graphs. Rossi et al. [12] pre-
sented local node and global node metrics which are useful in finding the node
predictions and link predictions in a network. Cai et al. [13] constructed user
behavior networks for web traffic in a bipartite graph representation of server
and client nodes to analyze the communities of clients. Zweig and Kaufmann [14]
proposed a new way to evaluate one-mode projection of bipartite networks by
introducing general interestingness measures. Xu et al. [15] represented internet
backbone links using one-mode projection and presented a novel approach to
find the similar social-behavior of internet end-hosts. Xu et al. [16] used bipar-
tite networks in one mode projection to discover similar social behavior among
distinct end hosts in the same network. Jakalan et al. [17] discovered a novel
method using bipartite graph representation of IP addresses of inside a network
with the connectivity of outside network to find the clusters of IP addresses with
similar behavior. Taheri et al. [18] proposed HellRank measure to detect most
behavioral users in bipartite social networks by avoiding one mode projections.
However, one-mode projection of bipartite graphs are less informative and loses
information about some nodes. From the literature, we observe that representing
an IP address-Product network in one-mode projection causes loss of informa-
tion. Hence we use node neighborhood approach to find top-k categories with
their corresponding IP addresses using early associates technique.
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3 Problem Definition

Similarity is a principal and widely used key concept. The similarity between
two nodes in a connected network can be computed either based on the network
similarity or content similarity. The notion of similarity in any network, measures
the role of a node that is concerned to its structural properties. Hence, nodes
with similar roles can be identified using several similarity measures [10]. Node
similarity is defined by how similar their interactions are. Depending on the
information available of a network, similar behavior of two nodes in a network can
be find by measuring their structural equivalence. The definitions with respect
to the notion of similarity of nodes in a graph are given below.
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Fig. 2. IP address-Product network

Let G = (I
⋃

C,E) be an undirected graph, where V = I
⋃

C, set of IP
addresses and categories (see Fig. 2). For each category Cj (1 ≤ j ≤ n) find
the maximum number IP addresses. i.e., The category shared by majority of IP
addresses is Cj . For a given positive integer k, find top-k categories Cj (j =
1, 2, . . . , k) with most similar IP addresses (users) in a descending order. Let
{(IPi, Ci), 1 ≤ i ≤ n} be the set of IP addresses (users) and categories. Top
k-Category = {(Cj , IPi), 1 ≤ j ≤ k and IP1 ≥ IP2 ≥, · · · IPk ≥ IPi ≥, · · · ,≥
IPn} mines most similar IP addresses/users for each category. i.e., a particular
user access a category through IP address IP1 first, next through IP2 and so on.
Similar IP addresses we mean, the IP addresses that share a particular category.
In otherwords, the IP addresses through which users access the same category. In
the proposed algorithms we assume that only one user can access the products
through a particular IP address.

Definition 1. Two nodes are said to be structurally equivalent in a graph, if
they share the same neighboring nodes [3,19]. Structurally equivalent nodes have
same degree, clustering coefficient, centrality, belong to the same cliques. The
most familiar measure for finding the structural similarity between two nodes in
a network is common neighbors. The nodes having more common neighbors that
share, are more similar.
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Definition 2. Two nodes ui and uj, i �= j and (ui, uj) /∈ E are said to be
similar if their neighbors are also similar [20], i.e., the nodes ui and uj have
same neighbors, i.e., Γ (ui) = Γ (uj). Γ (ui) represents the set of all neighbors of
ui. The measure of a node similarity can be denoted by

σ(ui, uj) = |Γ (ui)
⋂

Γ (uj)|.
Two users ui and uj are having similar accessing behavior about a product cat-
egory {ci}, if Γ (ui) = Γ (uj) = {ci}.
Definition 3. A set of users X = {u1, u2, . . . , um} ⊆ U,m ≤ n is said to have
similar access behavior about a category cj ∈ C, a set of product categories,

j = 1, 2, . . . , n, if
m⋂

i=1

Γ (ui) = cj. Every user in X shares the same neighbor

cj ∈ C.

Definition 4. A subgraph B= 〈U, V 〉 is a Biclique of a Graph G, containing two
non-empty disjoint sets of nodes U and V such that for any two nodes u ∈ U
and v ∈ V , ∃ an edge (u, v) ∈ E [21].

Let U and V be the two disjoint sets of a Bipartite Graph G. If two users {ui, uj}
have same common neighbors {ci, cj} and also the common neighbors of {ci, cj}
are {ui, uj}, then the sets {ui, uj} and {ci, cj} form a biclique. i.e., a biclique of
order 2 represents the similar behavior of two users about two products.

Proposition 1. Let G = (U
⋃

C,E) be a graph, where C = {c1, c2, . . . , cn} be
the set of product categories accessed by the set of users U = {u1, u2, . . . , un}.
Let ui, uj ∈ U (i �= j) and if ui and uj are similar about a particular category
ci ∈ C then σ(ui, uj) = ci.

Proof. Given ui, uj ∈ U are similar about a node ci ∈ C. Then both ui and uj

access the same neighbor ci ∈ C, i.e., Both ui and uj share the same category
ci. Therefore, σ(ui, uj) = ci.

Proposition 2. Let G = (U
⋃

C,E) be a graph. Let ui, uj ∈ U , i �= j, be
two distinct users. If ui and uj are similar about a set of nodes X ∈ C, then
σ(ui, uj) = X.

Proof. Let ui, uj ∈ U, i �= j be two distinct users in the set U . Let X ⊆ C be a
non-empty set of categories in C.

Suppose ui, uj are similar about the non-empty set X ⊆ C, a set of categories.
Then Γ (ui) = {ci/ci ∈ C and ∀ci ∈ X, (ui, ci) ∈ E}. Also Γ (uj) = {ci/ci ∈
C and ∀ci ∈ X, (uj , ci) ∈ E}. That is, the users ui and uj ∈ U shares each

and every category ci ∈ X, i.e., Γ (ui), =
m⋃

i=1

ci, ci ∈ X,m ≤ n and Γ (uj) =
m⋃

j=1

ci, ci ∈ X,m ≤ n. Therefore, σ(ui, uj) =
m⋃

i=1

ci = X. Hence, ui and uj are

similar about a set of categories X ∈ C. More generally, Two sets X ⊆ U and
Y ⊆ C are said to be similar ⇔ ∃ui ∈ X and ∃ci ∈ Y such that Γ (ui) = Y and
Γ (ci) = X, i = 1, 2, . . . , n.
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Proposition 3. Let ui, uj ∈ U and ci, cj ∈ C, i �= j. Suppose σ(ui, uj)= {ci, cj}.
Also σ{ci, cj} = {ui, uj}. Then the sets {ui, uj} and {ci, cj} form a complete Bi-
clique of order two.

Proof. Let ui, uj ∈ U be the two nodes. Since ui and uj have common neighbors
{ci, cj}, we have σ(ui, uj) = |Γ (ui)

⋂
Γ (uj)|, i.e., Γ (ui) = {ci, cj} and Γ (uj) =

{ci, cj}. Also, degree(ui) = degree(uj) ≥ 2. Therefore, the nodes ui and uj are
similar about the two nodes {ci, cj} ∈ C. Also, σ(ci, cj) = |Γ (ci)

⋂
Γ (cj)|. And ci

and cj are similar about {ui, uj} ∈ U and degree(ci) = degree(cj) ≥ 2. Hence,
the two sets {ui, uj} and {vi, vj} form a Biclique.

More generally if σ(u1, u2, . . . , uk) = {c1, c2, . . . , cl}, where k ≤ m and
l ≤ n and σ(c1, c2, . . . , cl) = {u1, u2, . . . , uk}, then the sets {u1, u2, . . . , uk} and
{c1, c2, . . . , cl} form a bi-clique of order j = minimum{k, l}.

One important and interesting property is that there is a one-one correspon-
dence between similar behavior and bicliques. Mining complete bicliques of order
2 give the similar behavior of two users about two categories. Mining a maximal
biclique represents the similar behavior of n users about m product categories
in a bipartite graph of users and categories.

4 Proposed Algorithms

Algorithm 1. Naive Approach
input : G = (I

⋃
C, k)

output: Top-k Categories with descending order of similar IP
addresses/users

1 String S = φ;
2 Find total product categories from the dataset and remove the duplicates;
3 Find total IP addresses from the data set and remove the duplicates;
4 For each category Ci find Γ (Ci);
5 for (int i = 1; i ≤ n; i + +) do
6 for each category Ci find Γ (Ci);
7 S = S

⋃
Ci

⋃
Γ (Ci) ; // Forms a list of IP addresses that

share the corresponding category Ci

8 end
9 for (i = 1; i ≤ n; i + +) do

10 find Cj for which |Γ (Cj)| is maximum;
11 end

// Find the category that is shared by most of the IP
addresses

12 Find top-k categories Cj with the corresponding IP addresses;

Algorithm 1 finds the top-k categories with most similar IP addresses in decreas-
ing order for a single source problem. That is for a source set of IP addresses
IPi find the total product categories Ci, i = 1, 2, . . . , n. The naive approach of
Algorithm 1 finds similar access behavior of users through distinct IP addresses
for distinct product categories and retrieve top-k categories among them. In this
case similar IP addresses, we mean that the IP addresses that share the same
product category or the IP addresses through which users accessed a particular
product category. The Algorithm1 initially finds product categories that exist in
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the dataset and removes the duplicates. Then step 3 finds the total IP addresses
and removes duplicates. In step 4, for each category Cj , j = 1, 2, . . . , n the naive
approach finds the corresponding IP addresses. Step 7 forms a list of categories
and their respective IP addresses (users) based on Proposition 2. Step 10 finds
the total number of IP addresses for each category and then top-k retrieves k
categories with maximum number IP addresses in step 12. However, the Naive
approach of finding top-k categories with maximum number of IP addresses is a
straight forward approach and it takes O(n2) time. Moreover, removing redun-
dant data externally and high computational cost are the disadvantages of Naive
approach.

We now propose an efficient algorithm to find top-k categories with their
corresponding similar IP addresses in descending order known as NATBEAN.
This algorithm works on the principle of early associates that the users who
visit a particular product will be associated to that the respective category on
first come first serve basis. In this algorithm, we find the top k categories in
the context of structural similar behavior of users through IP addresses about
product categories. We assume that only one user can access through a particular
IP address. An advantage of NATBEAN is it eliminates redundant categories
and users automatically with out any external effort. This algorithm also finds
total number of categories and IP addresses that exist in the dataset.

For the NATBEAN algorithm we assume that a single user can access only
through a particular IP address. Initially the procedure Category Identifier finds
distinct categories by eliminating redundant elements while traversing along the
categories of the dataset. It assigns a unique number for each category. Then each
category is replaced by corresponding IP address in User-Location. Then all the
IP addresses associate to the particular respective category in Early-associates.
Finally the procedure Top-k retrieve k categories with maximum number of IP
addresses in a descending order.

Example:
The run of NATBEAN algorithm for the given example is organized as fol-

lows.

– Input data: IP4, C2;IP3, C1;IP1, C5;IP1, C1;IP3, C3;IP1, C4;IP3, C2;IP1

C3;IP4, C1;IP2, C4;IP2, C1;IP3, C5;IP3, C4;IP2, C3;IP5, C5;IP4 C6;
– The Procedure Category Identifier assigns a unique number to each cate-

gory. It returns the output C2, 1;C1, 2;C5, 3;C3, 4;C4, 5;C6, 6;
– The Procedure Store-Count(String b, String e[ ]) takes the input for b from

the Category Identifier and stores into locations of array e. In the array e, C2

is stored in location 1, C1 is stored in location 2, C5, C3, C4 and C6 are stored
in locations 3, 4, 5 and 6 respectively, i.e., e[1] = C2, e[2] = C1, e[3] =C5,
e[4] = C3, e[5] = C4 and e[6] = C6. The procedure Store-Count returns the
total number of locations which is 6 for this example.

– The procedure User-Location(String b, String a) takes the input for b from
the output of Category Identifier and a is the original dataset. It takes the
input for b = {C2, 1;C1, 2;C5, 3;C3, 4;C4, 5;C6, 6;} and a as in input step
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then returns the output u4, 1;u3, 2;IP1, 3;IP1, 2;IP3, 4;IP1, 5;IP3, 1;IP1,
4;IP4, 2;IP2, 5;IP2, 2;IP3, 3;IP3, 5;IP2, 4;IP5, 3;IP4, 6;

– Early-Associates:

Algorithm 2. A Novel Algorithm for Top-k category Based on
Early Associates Notion (NATBEAN)
input : G = (I

⋃
C, k)

output: Top-k Categories with descending order of similar IP addresses
1 int k, n; // n is the input size, k <= n
2 String[ ] m1 = new String[n];
3 String[ ] m2 = new String[n];
4 String a, b, c;
5 Read the dataset into a which consists of both IP addresses and categories
6 a = rdstring();// Read the whole dataset of IP addresses and

categories (IPi, Cj) i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
7 b = Category Identifier(a); // find distinct categories Cj and

assigns a unique number to Cj

8 n = Store − Count(b,m2); // stores the distinct categories in
their respective locations of m2[ ]

9 c = User − Location(b, a);
10 Early − Associates(c,m1, n); // early IP addresses will be

associated to their corresponding locationsm1[ ].
// m2[i] gives categories and their corresponding IP

addresses based on early associates approach
11 for (i = 1; i ≤ n; i + +) do
12 m2[i] = m2[i] + m1[i]; // Categories with their

corresponding similar IP addresses

13 end
14 Read k value ;
15 Top-k(m2, n, k); // Top-k categories with descending order of

similar IP addresses/users

Procedure(Category Identifier)
input : G = (I

⋃
C, k)

output: No.of distinct categories
1 int in, count=0; String S = φ;
// Identify distinct categories and assign a unique number to

it
2 for (i = 1; i <= n; i + +) do
3 find the category Cj in (IPi, Ci), j=1,2, . . . , n.
4 if (S.indexOf(Cj==-1)) then
5 count++;
6 S = S

⋃
(Cj , count);

Procedure Store-Count
input : G =(String b, String e[ ])
output: finds the total number of distinct categories
// b is the output of Category Identifier

1 int c=0;
2 while (Given input b is not empty) do
3 for each (Ci, i) ∈ b
4 e[i]= Ci

5 c++; // count number of distinct products
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Procedure User-Location
input: G = (String b, String a)

1 The input for b is the Category Identifier and a is the original dataset.
output: find the IP addresses and locations

2 while ( Given input string a is not empty) do
3 for each (IPi, Cj) in a
4 find the IP addresses IPi and corresponding category Ci

5 find the location of each category in string b. // find the
index of Cj in category identifier

6 Associate the corresponding location of Cj to IP address
IPi.

Procedure Early-Associates
input: (String c, String m[ ], int n)

1 The String c takes the input from User-Location. The input for n is the
output of Store-Count procedure.
output: IP addresses will be associated to the respective locations in

array m.
2 int i;
3 for(i = 1; i <= n; i + +)
4 m[i]= φ;
5 while (Given input string c is not empty) do
6 for each substring (IPi, location) in c
7 find the user IPi and corresponding location i ;
8 m[location] = m[location] + “” + IPi ; // Different IP

addresses associate to their corresponding
locations of array m

Procedure Top-k
input: (String a, int n, int k). The output of User-Location is the input a

for Top-k
output: Categories with maximum number of IP addresses appear first
// find the maximum number of IP addresses and retrieve top-k

categories
1 for (i = 1; i <= k; i + +) do
2 int p;

// find location of maximum string with most IP
addresses

3 p = loc maxstring(a, n)
4 print(a[p]);
5 a[p] = φ;

Table 1. Output of Early-associates

m1[ ] Early-Associates

m1[1] IP4, IP3

m1[2] IP3, IP1, IP4, IP2

m1[3] IP1, IP3, IP5

m1[4] IP3, IP1, IP2

m1[5] IP1, IP2, IP3

m1[6] IP4

The above Table 1 shows that all the similar IP addresses associated to the
corresponding categories based on the principle that early user who visited C2
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through an IP address will be associated first, then the next user, and so on. For
example for category C2, IP address IP4 will be associated first and then IP3.
The stepwise output of NATBEAN for the above example is given Table 4.

Table 2. Output of m2[i] values

m2[i] m2[i] m1[i]

m2[1] C2 IP4, IP3

m2[2] C1 IP3, IP1, IP4, IP2

m2[3] C5 IP1, IP3, IP5

m2[4] C3 IP3, IP1, IP2

m2[5] C4 IP1, IP2, IP3

m2[6] C6 IP4

The procedure Top-k retrieves the top k product categories in such a way that
the category with maximum number of IP addresses/users first and remaining
categories in a descending order. Table 2 shows the m2[i] values with all categories
and their corresponding IP addresses k=6. Also the procedure Top-k arranges
categories from the obtained m2[i] values in descending order of number of IP
addresses which are shown in Table 3. From this result, we can find the category
that has maximum and minimum number of number of IP addresses. Hence
based on number of IP addresses the most popular and less influential products
can be identified. The major steps involved in NATBEAN process are shown in
Table 4. Table 4 illustrates that there are only two cases in Category Idenfier, (i)
when the category is distinct and (ii) when the category is repeated. When the
category is distinct, a unique number is assigned for each category. For example
for first input (IP4, C2), the unique number for C2 is 1 and the category C2 will
be stored in m2[1]. Then User-Location assigns the corresponding IP address
IP4 to location 1. And in Early-Associates IP4 will be stored in m1[1]. Similarly
for 7th input (IP3, C2) from Table 4, for the category C2, the corresponding
IP address IP3 will be stored in location 1 of m1[1]. i.e., m1[1] = IP4, IP3. In

Table 3. Output of Top-k categories procedure

m2[i] m2[i] m1[i]

m2[2] C1 IP3, IP1, IP4, IP2

m2[3] C5 IP1, IP3, IP5

m2[4] C3 IP3, IP1, IP2

m2[5] C4 IP1, IP2, IP3

m2[1] C2 IP4, IP3

m2[6] C6 IP4
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this case the user visits category C2 first through IP4 and then through IP3.
Similarly if the category is new and then a new number will be assigned for it and
the respective IP address will be stored in new location of array m1[i]. Table 4
shows the systematic steps of various procedures in NATBEAN for different
input data pairs. NATBEAN is useful in taking the decisions to improve the
product quality on a particular website by having the most and least accessing
behavior for different product categories through distinct IP addresses.

Table 4. Overall process of NATBEAN

S.no (IPi, Cj) Category identifier m2[i] User-location Early-associates

m1[i]

1 (IP4, C2) C2(1) m2[1] = C2 IP4(1) m1[1] = IP4

2 (IP3, C1) C1(2), C2(1) m2[2] = C1 IP4(1), IP3(2) m1[2] = IP3

3 (IP1, C5) C5(3), C1(2), C2(1) m2[3] = C5 IP4(1), IP3(2), IP1(3) m1[3] = IP1

4 (IP1, C1) IP4(1), IP3(2), IP1(3),

IP1(2)

m1[2] = IP3,

IP1

5 (IP3, C3) C3(4), C5(3), C1(2),

C2(1)

m2[4] = C3 IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4)

m1[4] = IP3

6 (IP1, C4) C4(5), C3(4), C5(3),

C1(2), C2(1)

m2[5] = C4 IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5)

m1[5] = IP1

7 (IP3, C2) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1)

m1[1] = IP4,

IP3

8 (IP1, C3) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4)

m1[4] = IP3,

IP1

9 (IP4, C1) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2)

m1[2] = IP3,

IP1, IP4

10 (IP2, C4) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5)

m1[5] = IP1,

IP2

11 (IP2, C1) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2)

m1[2] = IP3,

IP1, IP4, IP2

12 (IP3, C5) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2), IP3(3)

m1[3] = IP1,

IP3

13 (IP3, C4) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2), IP3(3)

IP3(5)

m1[5] = IP1,

IP2, IP3

14 (IP2, C3) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2), IP3(3),

IP3(5), IP2(4)

m1[4] = IP3,

IP1, IP2

15 (IP5, C5) IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2), IP3(3),

IP3(5), IP2(4), IP5(3)

m1[3] = IP1,

IP3, IP5

16 (IP4, C6) C6(6), C4(5), C3(4),

C5(3), C1(2), C2(1)

m2[6] = C6 IP4(1), IP3(2), IP1(3), IP1(2),

IP3(4), IP1(5), IP3(1), IP1(4),

IP4(2), IP2(5), IP2(2), IP3(3),

IP3(5), IP2(4), IP5(3), IP4(6)

m1[6] = IP4
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5 Experiment and Results

In this section, we conduct several experiments to show the efficiency of proposed
algorithm in terms of running time.

Data Sets: We tested both Naive approach and NATBEAN algorithm on four
different networks, namely Web-Google, ca-GrQc, Global Superstore1, and Click-
stream2. Out of these datasets Global Superstore and Clickstream are web log
datasets. We extracted the Clickstream web log dataset using Hortonworks data
platform. In Web-Google and ca-GrQc datasets the attributes are numeric. The
attributes in GlobalSuperstore and Clickstream datasets are (user-id, product
category) and (IP address, product category) respectively. The description of the
four datasets are given in Table 5. We implemented both Naive approach and
NATBEAN algorithm in java programming. The experiments were performed
on a computer with an Intel Xeon 5670 (2.93GHz) processor and 8 GB in RAM,
running Fedora 14.04 distribution of the 64 bit GNU Linux operating system.

Table 5. Dataset characteristics

Dataset Size Nodes Density Attributes

Web-Google [22] 2733 1299 0.00328924 Web pages and hyperlinks

ca-GrQc [23] 14496 5252 0.00155304 author, co-author

Global Superstore 112,628 1609 0.0143 user-id, product category

Clickstream 114,468 12441 0.015 IP address, product category

We run Naive approach and NATBEAN algorithm for k = 10 by increasing
the number of nodes on all datasets. The execution time for the above mentioned
datasets are shown in Figs. 3, 4, 5 and 6. The running time of NATBEAN on
Web-Google is faster than Naive approach at every scale of node size (see Fig. 3).
Similarly for Ca-QrGc (Fig. 4), we observe that NATBEAN performs better than
naive approach when the number of nodes are greater than 300. For Global
Superstore NATBEAN performs faster than Naive approach from n ≥ 15000.
However, for n ≥ 30000 the running time is almost uniform as the number of
nodes are increasing (see Fig. 5). On Clickstream, NATBEAN performs better
than Naive approach for n ≥ 20000 onwards (see Fig. 6).

For ca-GrQc dataset the value of k is tested from 100 to 3500 as shown in
Fig. 8 and for all values of k the differences among running times are approx-
imately equal. However, on Global Superstore for k = 6,12,18 the variations
among running times are negligible and approximately equal when the node size

1 https://community.tableau.com/thread/194200.
2 http://hortonworks.com/hadoop-tutorial/loading-data-into-the-hortonworks-

sandbox.

https://community.tableau.com/thread/194200
http://hortonworks.com/hadoop-tutorial/loading-data-into-the-hortonworks-sandbox
http://hortonworks.com/hadoop-tutorial/loading-data-into-the-hortonworks-sandbox


308 R. R. Thottempudi et al.

0 1x103 2x103 3x103

102

103

104

Naïve

NATBEAN

E
xe

cu
tio

n 
T

im
e 

(m
s)

Number of nodes

Fig. 3. Execution time on web-google

0 3x103 6x103 9x103 1x104 2x104

102

103

104

105

106 Naïve

NATBEAN

E
xe

cu
tio

n 
T

im
e 

(m
s)

Number of nodes

Fig. 4. Execution time on ca-GrQc

0 3x104 6x104 9x104 1x105

102

103

104

105

106

Naïve

NATBEAN

E
xe

cu
tio

n 
T

im
e 

(m
s)

Number of nodes

Fig. 5. Execution time on Superstore

0 3x104 6x104 9x104 1x105

102

103

104

105

106 Naïve

NATBEAN
E

xe
cu

tio
n 

tim
e 

(m
s)

Number of nodes

Fig. 6. Execution time on Clickstream
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is greater than 60000 (see Fig. 9). This is due to the reason that all the 18 prod-
ucts exist below 60000 nodes for Superstore dataset. Similarly on Clickstream
dataset for k = 1,7,14 the running times are almost equal as n is increasing (see
Fig. 10). From Figs. 7, 8, 9 and 10 we conclude that the algorithm NATBEAN
performs faster for the smaller and as well as for larger increment of k values.
The above figures illustrates that NATBEAN performs well than that of Naive
approach for finding top-k categories for an IP address-Product network.
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Time and Space Complexity
In Naive approach, the computational cost for finding distinct categories is O(n)
time. Then for each category finding corresponding IP addresses takes O(n)
time. So that for all categories Cj , j = 1, 2, . . . , n, it takes O(n2) time. i.e., to
find the number of similar IP addresses for all categories, the running time is
O(n2). Finally, to retrieve top-k categories with most similar IP addresses in a
decreasing manner requires O(n) time. Hence, the Naive approach of finding top-
k categories with most similar IP addresses in a descending order takes O(n2)
time. The NATBEAN algorithm works faster than Naive approach in terms of
running time.

The procedure Category Identifier finds distinct categories in O(n) time.
The run time for Store-Count is less than O(n). This depends upon the number
of categories obtained from category identifier. The procedure User-Location
replace the distinct categories by respective users that takes O(n) time. The
number of IP addresses corresponding to distinct categories are collected by
the procedure Early-Associates and it takes O(n) time. The total running
time to retrieve top-k categories is O(kn). For all the IP addresses and category
pairs, the space complexity for Naive approach requires O(|V |2) space. The space
complexity for NATBEAN algorithm is O(m), where m is the number of edges.
Comparison of running times and space complexities of proposed algorithms are
shown in Table 6. The advantages of NATBEAN algorithm are (i) It removes
redundant categories while finding total categories (ii) It eliminates redundant
IP addresses while associating the similar IP addresses in Early-Associates app-
roach with out reading the data repeatedly and (iii) Using top-k products, most

Table 6. Comparison of time complexities of proposed algorithms. n, m denotes num-
ber of nodes and number of edges respectively.

Algorithm Time complexity Space

Naive (Baseline) O(n2) O(n2)

NATBEAN O(kn) O(m)
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accessed and less important categories can be identified and the less quality
products can be improved through website management.

6 Conclusion

Finding the interactions, similar and abnormal behavior of users are useful in
the analysis of social networks for improving the quality of products in online
shopping. In this paper, we defined similar behavior of users, some propositions
for similar behavior of users about distinct categories. In addition, we proposed
an efficient algorithm for finding top-k categories with maximum number of IP
addresses in a descending order. This algorithm retrieves the categories in such
away that the category with maximum number of IP addresses first and next
category with next maximum number of IP addresses and so on. We compared
NATBEAN with the naive approach in terms of both running time and space.
Mining top-k categories with maximum number of IP addresses are useful in
identifying most popular and less important products that leads to modification
of products according to the need of customers. Finding top-k categories play
a significant role in purchase influence mining, recommender systems and social
network analysis.

Acknowledgement. The authors would like to thank the anonymous reviewers of
this paper for their valuable comments and suggestions.
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Abstract. Today with the growing number of vehicles in the metropolitan
cities, there is high demand for a smart parking management system. When
people reach their destination, searching for a parking slot to park their vehicle
itself creates lots of traffic congestion in the parking lot/roads taking their pre-
cious time. Hence there is a need for a smart parking management system
assisting the users with the information about the availability of free parking
slots at the entrance of the places like malls, organizations etc. they visit for
avoiding congestion, irritation and tension. The proposed solution system in this
paper tries to resolve this by detecting the available slots for parking in the
parking area using IoT technologies and displaying the same on a webpage/
display for user’s kind reference. This system also provisions the users to book
the free parking slot soon after entering the parking area thus solves the internal
congestion inside the parking lot, saves their valuable time and relieves people
from tension.

Keywords: Smart parking � IoT technology � Parking lot congestion
Parking slot availability � Slot booking

1 Introduction

Internet of Things (IoT) is a global system of IP (Internet Protocol)-connected sensors,
actuators, networks, machines and devices. The devices connected in the network to
sense and collect data which communicate with each other and are managed by the
controlling device [2]. The collected data is then shared across the internet which can
be later processed and analyzed. The analyzed information is then used for various
applications. It is made possible by the development and proliferation of Internet

© Springer Nature Singapore Pte Ltd. 2018
G. P. Venkataramani et al. (Eds.): ICIIT 2017, CCIS 808, pp. 312–319, 2018.
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Protocol addressable devices connected to the Web. It is quickly going mainstream. By
2020 there will be around 50 billion Internet addressable device, which translates into a
trillion business opportunity [13]. IoT is creating opportunity for developing new
models, and provides ways of delivering services to customers, meeting their evolving
needs for more personalized products.

The devices used in the development will assimilate real world and digital world to
progress towards better life in terms of quality and productivity. IoT [6] is being
implemented in Smart homes which is the most anticipated feature, where top com-
panies are getting into competition with smart appliances.

Wearable devices are additional features trending on the internet. IoT can be
applied in any field of day to day, for example energy meters, wearable devices,
connected cars, agriculture and healthcare devices.

To realize a Smart city, Internet of Things is the foundation. Out of the several
issues in developing this, vehicle parking plays a major role [8]. To find a parking
space in a busy and over populated cities like Bangalore, Mumbai, Delhi etc. is very
difficult for the drivers, as each one owns a personal car [11]. This scenario can utilized
as opportunity by developing smart parking solution which can enhance the efficiency
parking which leads to reduction in time for searching a parking slot and traffic con-
gestion. There are some problems related to parking and traffic congestion, which can
be solved if the drivers can book the parking space beforehand at the destination [2, 4].
With the recent advances to create a low-cost, low-power embedded systems using
Internet of things is helping to provide better solutions. There is advancement in sensor
technology, which is deployed for variety of IoT based solutions. A survey conducted
by the International Parking Institute [4] reveals that there is an increase in number of
state-of-the-art ideas related to parking systems. The implemented systems need effi-
cient sensors to be deployed in the parking slot for monitoring the occupancy as well as
quick data processing in order to provide efficient parking solutions to the user [12].
Ultrasonic sensors are used to measure distance of the object in its line of sight. When
the object in front is glossy or in environments where dust and humidity are high,
ultrasonic technologies is the only option to mechanical probing [7]. The Ultrasonic
Sensor will calculate the time required by the high-frequency sound pulse start from the
sensor, hit the object and to reflect back through echo pin.

2 System Model and Algorithm

Proposed system aims at providing solution to the today’s one of the major problems of
India (vehicle parking).
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2.1 Algorithm

[Nomenclature
Pst : parking status
Tr : reserved time period]

User checks the Pst of slots using Web App at the en-
trence

if (Pst(any slot) = = green coloured)
{ 
Slot is free
Book the slot (becomes yellow coloured)
Same is updated in the database
Move inside the parking area towards the booked
slot to park
} 
if  (parked at the booked slot on or before Tr)

Parking slot indication at the layout[database]     
becomes red coloured[Occupied status]. 

else
 Tr is exceeded and indicate the slot status with 
green colour[Free slot]

else
{ 
no free slots
wait for some slot to become free or move out to 
search for parking } 

2.2 System Model

The smart parking system model proposed is as shown in Fig. 1 and consists of the
following:

• Users
• Raspberry pi
• MySql database
• Web application
• Ultrasonic sensor
• Parking lot

Ultrasonic sensors are deployed at all the slots of the parking area connected to the
Raspberry pi to know the parking status whether any of the slot in the lot is free or
occupied [10]. All these sensors sense and send the parking status information to the
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Server, where database gets updated with this information. This parking status (Pst)
information could be displayed along with the layout of parking lot at the entry of the
parking area. In this lay-out free and occupied parking slots could be shown with green
and red LEDs. At the entrance of the parking lot the user can observe the free slot
available in the parking lot. The user then reserves the slot as per their wish. Then the
user goes to the reserved slot and parks the vehicle. After parking the vehicle the slot
will be occupied by this user and the corresponding LED in turns to red color indicating
occupied.

Users are the one who views the parking space on the web page to know the slot
status as “occupied or “empty”. Users can also reserve the slot soon after they enter the
parking area [1].

Server processes the information and stores the same in the database. Parking lot:
The parking area has an Ultrasonic sensor Connected to the Raspberry-pi. The sensor
detects the presence of the car by calculating distance and sends the same to the
database. Web application: It is the GUI where the user can see the status of the parking
slot and can reserve the slot.

3 Implementation

The connection set-up of the traffic management system used in the implementation of
the proposed solution is as shown in the Fig. 2. This system is implemented and tested
with 2 parking slots in the lab. The algorithm implemented is:

Fig. 1. Smart parking system model
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• There are 2 pins named trigger and echo in the ultrasonic sensor. On the
raspberry-pi one ultrasonic sensor is connected to ports 18 and 24 and another
sensor is connected to ports 12 and 23.

• The ultrasonic sensors deployed shown in the Fig. 2 notify whether the slot is
occupied or empty. This is done by measuring the distance by the sensor. If the
value sensed is within the 4.5 m then it can be claimed that the slot is occupied, else
the slot is free.

• This information from the Raspberry pi board would be stored/updated with the
database at the server.

• There will be a display at the entrance which shows the free, reserved and occupied
slots with the green, yellow and red colored LEDs respectively. By using this
information the user will be allowed to see the status, book the free slot and also
would be navigated to the reserved slot and park the car.

• When the slot becomes occupied the database will be updated with the status. This
is reflected in the display with yellow LED also.

• Once the car is moved from the slot then the corresponding LED turns green on the
display indicating free slot.

Result
In this work, 2 slots in the parking lot are considered. The first case is where both of
these are empty. Each of the ultrasonic sensors are connected to the Raspberry Pi as
shown in the Fig. 3.

In the terminal we run the program written in python, which displays the measured
distance and based on that distance predicts whether the slot is empty or occupied.
These values are stored in the database. All these information are updated in the
website hosted using Localhost.

As a second case we consider the case when one of the slots gets occupied and the
other to be empty shown in the Figs. 4 and 5. The distance measured by the ultrasonic

Fig. 2. Implementation of Smart parking system
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Fig. 3. Connection and output when both slots are empty

Fig. 5. Connection and output when first slot is empty and second slot is occupied

Fig. 4. Connection and output when first slot is occupied and second slot is empty
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sensor where the car is parked will be very small as compared to the other ultrasonic
sensor where no car is parked.

Based on this the decision of whether car is parked or not can be known. This
information is displayed on the website under the status column which is retrieved from
the database.

Under the third case we consider the case when both the slots get occupied as
shown in the Fig. 6. This information is displayed on the website under the status
column which is retrieved from the database and displayed.

The result are shown only for two slots but the algorithm holds good for any
number of slots in the parking area.

4 Conclusion

The proposed IoT smart parking management solution system assists the people in
getting to know about the availability of free parking slots in the entrance of the places
like malls, organizations and other private places they visit and booking the free slot for
their vehicle parking. So that congestion in the parking lot and the irritation people
would experience due to clumsy searching procedure for free parking slot would be
avoided. This system also helped the people to be free from the tension of spending
time for searching for free parking slot. Thus this Booking based smart IoT smart
parking management system successfully allows people to happily park their vehicle
and carry on with their work.

Future Work
The proposed system uses only ultrasonic sensor. Additionally both pi-camera and
ultrasonic sensor can be combined to provide a more efficient and reliable parking
system. RFID (Radio Frequency and Identification) - an Automatic Identification and

Fig. 6. Connection and output when both slots are occupied.

318 J. Jyothish et al.



Data Capture technology uses radio-frequency waves to transfer data between a reader
and electronic tag attached to the particular object for tracking and identification. RFID
based systems and more fast and reliable. Also it avoids any manipulations and reduces
human intervention and suitable for harsh environment where sensitive sensors cannot
be effective. Further RFID provides efficient management, better security and avoids
duplication since RFID is always unique.
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Abstract. Visually impaired smartphone users are more vulnerable to
cyber attacks such as visual/oral eavesdropping and shoulder surfing.
One of the prime reasons is that these users are soft-target for the afore-
mentioned attacks as they expose the visual and aural cues easier than
the sighted users. Visually impaired people ultimately suffers from pri-
vacy threats in smart-phone platform. This paper proposes a braille
inspired password entry model termed as VIBI to assist persons with
visual impairments. We have examined the security attacks on smart-
phones and proposed a multi-model system named VIBI, that provides
the secure braille pattern based text input for persons with visual impair-
ment. The user enters the password in an interface designed with inspi-
rations from braille by tapping many times on touch screen with their
fingers. Users can enter password in both portrait landscape orientations.
We have conducted sessions with visually impaired participants to evalu-
ate the model which shows that VIBI is faster, safer and easier to access
than existing authentication models for smart-phones.

Keywords: Smartphone security · Visually impaired · Braille input
Authentication

1 Introduction

Smart-phones have turned into one of the most essential components of our
day to day life. Smart phone carries lot of Personal and sensitive data. When
authentication of access fails, attackers can easily access the smartphone data.
Shoulder surfing is a form of attack where attackers will observe the moves of
an user in the physical proximity. Persons with disabilities particularly persons
with visual impairments suffers a lot from shoulder surfing. When the visually
impaired persons are entering the password in the device [20], attackers can
view the graphical password, PIN (Stroke based input). Our primary target is
to provide high level accessible authentication for smart-phone users.

Statistical report shows that the total number of mobile phone users is
approximately 7.4 billion [7] and the Android operating system has been dom-
inating the others operating in smartphone market which is installed approxi-
mately in 82.8% of smart devices globally [9]. The smartphones generally carry
c© Springer Nature Singapore Pte Ltd. 2018
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lots of sensitive information including personal and business level details. Hence
attackers target smartphone users in order to steal these information [14] in
various ways. Authentication is the primary check against the attacks. The
authentication mechanism in smart-phones can be provided by passwords, pat-
tern lock etc. The threats confronted by the disabled people are shoulder surfing
and visual/aural eavesdropping attacks. So highly secured accessible password
protection is a necessary constraint to dispose of the attacks. We haven taken
accessibility as major component for providing Accessible security models.

According to the WHO (World Health Organization) report, 15% of the world
population is disabled, 285 million people are estimated to be visually impaired
where 39 millions are blind and 249 have low vision [21]. Providing assistive
smartphone technology to the differently-abled users is essential so that they
become an active participants of our society.

1.1 Braille

Braille1 is a pioneer assistive method used by visually impaired users for reading
and writing. Braille based smartphone applications have entered into mobile
phone platforms [8]. Persons with visual impairments also use mobile specific
screen reading services such as Talkback [17], VoiceOver [19] The Braille method
is organized with 6 dots, each row consist of 2 dots (3 * 2).

Typing in password secretly is a challenging task for person with visually
impairments. Screen readers makes aural feedback for each key press when enter-
ing password. Avoiding these key sounds makes it hard for visually impaired
users to enter the correct password. In our work we focus to achieve secured
accessible smart-phone password input mechanism and hence we have proposed
a password entry model with an interface inspired by the braille patterns. The
proposed model is termed as VIBI (Visually impaired Braille input).

The main contributions of this work are as listed below:

(a) Proposing an accessible and secure password entry model titled VIBI.
(b) To utilize the familiarity of the persons with visual impairments in using the

Braille by creating an interface with six dots components, for strengthening
the password entry mechanism for smart-phones.

The remainder of this paper is organized as follows: The Sect. 2 provides an
overview of the related works. Section 3 deals with the Methodology and Design
Goals of VIBI. Section 4 deals with experiments. Conclusion are given in Sect. 5.

2 Related Works

As the touch-screen based interfaces are now everywhere which makes interac-
tion easier and provide more engaging and natural user experience. However, the
touchscreen interfaces demand constant visual attention which is impossible for

1 https://en.wikipedia.org/wiki/Braille.

https://en.wikipedia.org/wiki/Braille
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persons with visual impairments. There are some alternative mechanisms avail-
able for them, but in the form of dedicated cumbersome hardware with limited
portability and covers limited functionalities. These devices are expensive, Blue-
tooth based gadgets, but we need to carry additional components likes batteries
and additionally do manual setup which is time consuming and gives limited
result. There are many commercial and freeware assistive software available for
visually impaired users such as TalkBack [16] in Android phones and VoiceOver
in iOS phones2. Many works have been carried out in the field of mobile acces-
sibility for persons with disabilities: Shabnam and Govindarajan [12] proposed
Braille-coded gesture patterns for touch-screens which is a character input sys-
tem called Eyedroid in which screen is divided into two columns and three rows,
the pattern motivated from 3 * 2 braille system which is gesture based haptic app.
Kane et al. [5] proposed an edge oriented gesture for visually impaired people.
Siqueira et al. [13] have developed BrailleEcran which is an android application
that consist of points on screen protector and Braille symbols on it.

Srivastava and Dawle [15] have proposed Mudra: A multimodal interface for
braille teaching which consist of mobile phone, raspberry pi with refreshable
one character braille and audio headset gives voice output and tactile feedback.
Nicolau et al. [10] focused on HoliBraille, a system that combines touch input and
multi-point vibrotactile output on multi touch screen mobile devices. They are
motivated from traditional Perkins Brailler and designed an interface based on
Perkins Brailler. The model consists of both software (App) and hardware. The
prototype consists of six vibrotactile motors attached to springs and a silicone
case. Ludi et al. [6] have shown a framework AccessBraille, which is an iOS
framework that suggested to provide a Braille keyboard to an iOS application.
The AccessBraille keyboard enables blind users to enter text via Braille easily
onto iPads display. The keyboard framework is designed to enable steadiness in
Braille input within and across through iOS apps. To initialize the keyboard,
the user must swipe 6 fingers (three on each hand) upwards on the screen. The
dots of braille represented as 6 columns here. The issue with this AccessBraille
keyboard is each letter is spoke out by voice over inbuilt accessibility feature
which may slow down the over all performance of the system.

TeslaTouch [22] uses an instrumented touch surface to provide tactile sen-
sations on users fingers tips through electrostatic friction. However, feedback is
restricted to a single point of contact. Azenkot et al. [1] proposed a non visual
authentication model called passchord. This approach has proposed a prevention
mechanism of aural and visual eavesdropping. A preliminary study investigated
with 13 visually impaired participants is done to evaluate the model. To measure
the password strength of the model, entropy methods has been used and met-
rics calculated, passchord model produces 15 possible combinations in 4 fingers
taping. Eiband et al. [2] presented a survey about shoulder surfing, with the
participation of 174 users. He has observed variety of copying strategies. The
work contributes the empirical evidence of shoulder surfing in the real world and
reveal the necessity to enhance the security aspects. Visually impaired people

2 http://www.apple.com/in/accessibility/iphone/vision/.
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use smartphones with the help of Assistive technologies like screen readers. The
visual and aural output of smartphone usage is a powerful cue for the attackers
in carrying out proximity based attacks.

There are several methods available to provide authentication in smartphone
platform such as PIN (personal identification number), password authentication,
pattern lock, biometric and others. Although, these technique are providing sig-
nificant contribution to protect from unauthorized people, but differently-abled
persons are highly vulnerable because accessibility issue is not well addressed.
In this section, we have listed some of the existing screen lock techniques.

– Slide lock: This method is used to lock mobile screen in an Android Operating
System, but it does not provides high level security. Unauthorized persons can
easily access and slide to unlock the screen without permission [11].

– PIN lock: This method is used to lock mobile screen, by setting numbers 0 to
9. Users are required to enter a precise pin to unlock mobile device. Drawback
in this method for visually impaired persons is the easier shoulder surfing [3].

– Password: Users Need to provide alphabets, numbers and special characters.
Drawback in this method is less secured, more complex input required. Pass-
word will take much time to give input, hackers can easily trace by shoulder
surfing and eavesdropper [3].

– Pattern lock: This lock method is widely used to draw various graphical pass-
words in nine dots for normal users, which is hard to access for visually
impaired users. Attackers can easily perform shoulder surfing and observe
patterns [18].

3 Methodology and Design Goals of VIBI

The design goals of the proposed VIBI model are as listed below:

– Visually impaired persons can enter the password quickly without significant
barrier.

– Visually impaired users can be protected from aural eavesdropping.
– Highly secured braille password strength with the combination of pressure

gradient techniques.

The architecture of the secure user friendly Braille inspired input screen lock-
ing system is shown Fig. 1. Authentication is provided through three different
inputs 1. Character passwords (visible), 2. Hidden password, 3. Pressure Gradi-
ent Input.

3.1 Interface

The proposed model entitled as “VIBI” (Visually Impaired Braille Input), pro-
vides a secured accessible braille input for persons with visually impairments.
The home menu of VIBI model is shown in Fig. 2.



324 V. Balaji et al.

Fig. 1. VIBI architecture diagram

Fig. 2. Home menu of VIBI

– Braille text input - This module controls the touch input of users. It will
translate the given touch input into braille alphabet. This module checks
whether the touches in grid are matched or not. If the touch inputs match
then produce alphabets characters, if it is not matching the grid input, then
it will throw the re-enter message.

– Pressure module - This module is an additional feature of VIBI to provide high
level authentication for smart phone users. Pressure module is responsible for
pressure sensitivity input.

4 Experiments

In order to calculate the performance of VIBI model, we have conducted various
experimental sessions to observe performance, we included six visually impaired
participants. Demographic details of the participants are shown in the Table 1.
Participants were asked to use the developed VIBI Andorid app and asked
to provide their feedback3. The performance is evaluated with the following

3 https://github.com/BALAJIPUCS/Braille-Pattern-Password.git.
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Table 1. Details of participants and experimental tools

components: (a) Comparison of Time Taken to lock and unlock braille pat-
tern (b) Ease-of-Use (EoU) which is measured in Likert scale [4] of 1 to 5. 1
means least satisfaction and 5 means maximum satisfaction in our VIBI model
(Figs. 3 and 4).

Fig. 3. Hidden password Fig. 4. Character password

Figure 5 Shows the mean value of Time (No of seconds) Taken to unlock
pattern. Ease-of-Use metric is illustrated in Fig. 6.

Fig. 5. Time taken to lock and unlock the pattern
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Fig. 6. Ease of use

5 Conclusions

In this paper, we have proposed a secure accessible password entry mechanism
inspired by braille to assist persons with visual impairments. We have adopted
this Braille grid based graphical user interface for security lock techniques. A pro-
totype Android application was designed. We incorporated 6 visually impaired
participants to evaluate the preliminary model. We have conducted experimen-
tal sessions and asked participants to use the VIBI Braille model, then collected
their valuable feedback in the dimensions of security and time-taken. We have
received a positive feedback from visually impaired participants. VIBI model was
rated user friendly by the participants of the experiment. In future VIBI model
will incorporate Bio-authentication techniques to provide multilayer security to
special users.
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Abstract. Virtual reality (VR) is a technology that simulates 3D image or
environment which allows user to interact with a real or virtual environment.
Using VR we can artificially create sensory experience such as sight, touch,
hearing, and smell. The immersive environment can be like the real world in
order to create a lifelike experience. It can be created using head mounted
display, Projection, Monitors, Haptic devices, etc. Its applications widen its
wings to various fields such as Education, Medicine, Military, Aerospace, etc.
Autism Spectrum Disorder is a neuro-developmental disorder that highly affects
normal people’s peace of mind. The symptoms include lack of attention,
interaction, social behaviors and so on. To overcome these, we propose a virtual
environment based therapy to enhance the social skills, emotions and attention
of the Autism child. The virtual environment includes various levels. First level
focuses on attention grasping using color lights and sounds. Second Level
focuses on increasing social interactions touching a ball, throwing it and
bursting same color balloons, etc. Third Level focuses on decision making. The
proposed virtual reality therapy produces positive results over repetition and it
also notices at what stage the autism kids become panic, frustrated and
enthusiastic.

Keywords: Virtual Reality � Virtual environment (VE)
Rehabilitation therapy � Autism Spectrum Disorder � Social interaction

1 Introduction

1.1 Virtual Reality

Virtual Reality (VR) is to immerse a user within a computer generated, virtual envi-
ronment that should be visually identical to the real one. The basic concept is to receive
the sensory input from the outside world and use the visual and auditory cues to give a
feeling of reality to the virtual world. VR has its applications in a large spectrum of
fields such as Military, Education, Healthcare, Entertainment, Fashion, Construction,
Business and the arts. Virtual reality applications are Augmented Reality, Virtual
Worlds and Kinect. For making more realism and increase Human Computer Inter-
action, AI plays a major role. It is also used to design good haptic interfaces. An
insightful study of typical VR systems is done. All components of VR application such
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as input, output and software and interrelations between the components are thoroughly
examined. VR has its own hardware issues such as motion sickness, vomiting, etc. It
has its own advantage also. Generally, any of the concept can make understandable by
pictorial representation or animation or with real time examples video. Like that VR
has the prominent role in Education field for better understanding of the concepts. This
is the key factor for us to include this in our proposed work. Additionally, human
factors and their implication on the design issues of Virtual Environment (VE) are also
included.

1.2 Autism Spectrum Disorder (ASD)

Autism Spectrum Disorder [13] is a neuro-developmental disorder. ASD ranges as a
spectrum of symptoms. So, it is named as Autism Spectrum Disorder (ASD). Asperger
Syndrome comes under this umbrella. This disorder has its own spectrum of defi-
ciencies. Autism affected children lacks in attention, social communication, emotions
and interactions. ASD has various set of conventional therapies. Repeated use of
therapies leads to a good result. Repeated training by man power leads to tiredness and
frighten. So, the proposed work planned to implement all the conventional therapies
into virtual environments.

There are two types of conventional therapies. They are discrete trial teaching and
stimulus-response reward technique. Discrete trial teaching is a method that breaks
down tasks into smaller components called trials, and stimulus-response - reward
techniques that use physical objects to teach basic skills such as attention management,
compliance, and imitation. However, most children with autism find task repetition
boring and frustrating, and the objects used don’t appeal to them. Consequently,
children with autism often spend a lot of time off-task and have difficulty in sustaining
their selective attention. Caretakers use a variety of strategies to help such children stay
on task and have a more positive experience, such as annotating text on top of physical
objects, using verbal and physical prompts, and offering rewards.

These therapeutic interventions cannot be made common for autism treatment,
because of its spectrum nature. It means it varies with each individual affected by
autism. Autism is characterized by deficits in social interaction and communication,
and unusual and repetitive behavior. Cognitive abilities in people with autism vary
between those with average to above average intelligence, and others who function
within the moderate to profoundly mentally retarded range. Mostly, autism manifests at
birth or within the first two-and-a-half years of life. Many autistic children are perfectly
normal in appearance, but spend their time engaged in puzzling and disturbing
behaviors that are different from those of typically developing children. They may
show little or no interest in people including their parents, and pursue repetitive
activities with no apparent purpose. The prevalence of autism is estimated as 1 to 2 per
1000 children, and close to 6 per 1000 children. According to the Centers for Disease
Control and Prevention (CDC) around 1 in 68 children has been identified with some
form of ASD in 2012 than in 2002 (1 in 150).

Many conventional therapies produce better results over a long period of time. To
overcome this delay, a promising technology virtual reality technology has been
introduced. In Virtual Reality same conventional therapies has been converted to
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virtual environments and make the autistic child to focus, interact and react over the
environment as in the real world. This technology doesn’t make the child distress. With
high end processing units, we can have very smooth virtual environments.

This paper is organized as follows: Sect. 2 focuses on the related work. Section 3
focuses on Methodology of the proposed Work. Section 4 deals with outcome of the
proposed work and Sect. 5 concludes with the Work.

2 Related Works

Cordeil et al. [1] made a comparative analysis on CAVE and HMD for immersive
Collaboration in network connectivity. After few analyses, they have identified that
participants using HMD where faster than CAVE. Affordances for collaborative data
analysis using both HMD and CAVE are the same. Thus concluded that in near future
latest HMD will be used by massive users. For analysis they have used 3D network
visualization because of its abstract nature. They have analyzed the impact of VR
platform on task performance, collaboration and user experience.

Spatio-Temporal Based Learning Method [8] used for learning and reasoning the
interactions among the objects. Through Learning, we can gain the experience of how
to achieve the goals in gaming environment.

Mindful Meditation (MM) [4] leads to heavy psychophysical effects. In real time,
the study has been done as during and after the MM, unable to predict the psy-
chophysical effects. So it has been implemented using VR. It leads to positive results.
The existing findings on MM only interpret the hypo metabolic state of mind and
physiological parameters. So it does not produce the correct results. VR considers
ecological factors, Parasympathetic nervous activity and sympathetic activity.

Realism [5] of virtual surfaces can be evaluated using haptic models constructed
from data recorded during interactions with real surfaces. This model has 3 compo-
nents. They are surface friction, tapping transients, texture vibrations. Following a
perceptual discrepancy paradigm, intensity of surface property such as slipperiness,
hardness can be avoided.

ClinicaVR [2], is a VE classroom tool for accessing attention and inhibition in
children and adolescents. It aims at investigating certain validity and reliability aspects
of tool, examine the relationship between performance in the virtual test and the
attendant sense of presence and cyber sickness experienced by participants and assess
potential effects of gender and age on performance in the test. Results of this tool
support both concurrent and construct validity as well as temporal stability. Genders
will not lead to performance degradation, but age does. This tool did not cause much
cyber sickness.

Treatment for Online Gaming Addiction [6] can be done by improving the func-
tional connectivity of the cortico-striatal-limbic circuit by simulating the limbic system
using virtual reality therapy (VRT). After treatment, Young’s Internet Addiction Scale
(YIAS) scores were reduced. Connectivity to posterior cingulated cortex and bilateral
temporal lobe gets increased. From results VRT seems to reduce the severity of online
gaming addiction.
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FACE [15] is an interactive life like facial display developed in android platform
that helps the children with autism to learn, identify, interpret, and use emotional
information and extend these skills in a socially appropriate, flexible, and adaptive
context. Therapist will help the student to interact with FACE. The treatment scheme is
based on a series of therapist-guided sessions in which a patient communicates with
FACE through an interactive console. If the student is not interested, the image will
fade off. The architecture of the facial automaton consists of an anthropomorphic head
and a facial tracking and expression recognition device. This module will track the
actions of the autism child and detects the face expression. From this they can easily
identify the deficiencies. FACE is an application which has face like appearance which
is able to express and modulate the basic emotions in a repeatable and flexible way, to
quantitatively analyze the emotional reactions of individuals through optical analysis of
facial expression, to track a human face over time, and to automatically store all data.
FACE’s control can be performed by an external supervisor or by an algorithm which
implements a predefined design. The skeletal structure has been constructed using
CAD/CAM. Soft tissues of the head were fabricated from materials used for facial
reconstruction in the world of animatronics and archeology.

Virtual Dolphinarium [11] has been developed for potential autism intervention.
Instead of having Dolphin Assisted Autism therapy they provide IDM- Enabled Autism
Therapy. As Dolphin is an endangered species Dolphin Assisted Therapy is not
advisable. To overcome these virtual dolphins were made and same Dolphin assisted
therapy was made by the therapists. In Dolphin assisted therapy the children are to
spend their initial times in pool activities to encounter the real dolphins. All these
activities are enriched through Virtual dolphin interaction program. It allows children
with autism to act as dolphin trainers at the poolside and to learn nonverbal commu-
nication through hand gestures with the virtual dolphins. Immersive visualization and
gesture-based interaction are implemented to engage children with autism within an
immersive room equipped with a curved screen spanning a 320° and a high-end
five-panel projection system. It will promote learning skills and positive behavior.

CAVE Automated Virtual Environment (CAVE) is the virtual environment widely
used in various research implementations. A workflow has been designed [3] that
facilitates annotation operation such as creation, review and modification. Using this
CAVE environment, the above said workflow has been implemented and obtained
good results in task performance and an experience. This data annotation is used in
immersive VR application to support data analysis.

The Virtual Reality Social Cognition Training (VR-SCT) [14] intervention was
developed to increase social skills, social cognition and social functioning in providing
effective treatments for adults with HFA. Primarily, this pilot study investigated the
feasibility of a 10-session VR-SCT intervention in adults with High Functioning
Autism (HFA). A secondary aim was to quantify social change over time using social
performance and skill measures, and a functional questionnaire.

Bekele et al. [10] proposed a facial emotion expression recognition system. It
monitors eye gaze and physiological signals related to emotions. Using these data, we
can able to know how the autism affected adolescents respond to the facial expressions.
The facial expressions of 10 adolescents were taken and processed with the eye gaze
and physiological signals to identify the type of facial expression.
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Wang and Sourina [12] proposed a novel method for multi-fractal analysis of EEG
signals named generalized Higuchi fractal dimension spectrum (GHFDS) and applied
in mental arithmetic task recognition from EEG signals. Electroencephalography
(EEG) is used to monitor the brain’s functioning and using neuro feedback technique
we can train back the brain through audio or video or tactile cues. This multi fractal
analysis technique produces improved result in both single channel and multi-channel
subject dependent algorithms.

3 Methodology

Usually, ASD evolves from the age group of 18 months to adults. Many technologies
are providing various solutions to the adults suffering from Autism. If we provide
solutions to the age group starting from 2 years then it will be useful to the society. But
providing solution to children than adults is a tedious process. We have proposed the
work considering the age group starting from 2 years. The proposed framework deals
with development of Virtual Environment that treats the autistic children. Figure 1
depicts the virtual scene. An autistic child is left in the Virtual room. Make the child to
interact with the virtual environment by sequence of activities. First is grasping
attention. This is enriched by sounds, highlighting colors and so on. This may or not
make the child attentive. If not, the autism kids will be noticed their emotions that what
type of expression is the child expressing. If panic, change the environment to make the
kid cool. If not train them in the same environment till reaches the standard score of
normal child. After making attention, make them to socially interact with the envi-
ronment. Interaction means performing the tasks included in the environment. Also
make the kid to travel along the path with friends. This will increase the social
interactions. By repeated tasks the autistic kid can able to interact with strangers in the
real world. After interactions, certain tasks are given to test their decision-making skill,

Fig. 1. Proposed model of virtual scene
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concentration, and reasoning skill. The entire system is encircled with Cameras,
Tracking System, Gesture recording system, and Audio-Visual Recording System.
Expressions have been tracked and identified the mood of the child using Luxand
Face SDK. Later on gestures were tracked and find out whether they are interested to
interact with the environment are not. These data are stored in higher end database.
Cameras are used to track the entire body actions of the child. The Visual tracking
system is used to grasp their emotions or expressions from faces through eye ball
tracking and eye gaze movement tracking. All these recorded data will be processed
until it meets the standard score. Figure 2 depicts the flow of virtual training.

After the treatment, the performance of the Autism child is monitored. Also, their
emotions, expressions, social interaction and interest towards the environment are
monitored using Survey Questionnaire and analyzed with the standard Likert Scale
range. Table 1 depicts the IQ range and its significance. The total score of each child is
likely to fall in the specific range as in Likert scale after this therapy. These results will

Fig. 2. Flow of virtual training
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be compared with the standard IQ, BQ and Likert Scale of a normal child to prove the
results. Iterate process till it reaches the target (i.e., IQ - 100). To reach the target, the
interactive module can be re-designed into an interesting and creative mode. To achieve
smoothness of this interactive module 3D rendering can be increased.

4 Outcome of the Proposed Work

Conventional autism therapies are achieved by repetition. But it will be enhanced by
therapist. Each Child must be monitored by a single therapist. Some of these therapies
include hectic devices to control the autism kids. Even with VR, we can go with devices.
But the only reason we omit devices is the distressing nature to the child. To overcome
this, we have come up with the proposed model. In the above proposed model, the
results were obtained and compared with the standard scale. Repetition of therapy will
be made until it reaches the specific standard range. VR treatments highly produce
positive results by increasing the IQ, BQ and Social Skills. The Verbal and Non-Verbal
Emotion Recognition is achieved by the standard scales. The new Advanced Clinical
Solutions for WAIS-IV and WMS-IV Social Perception Subtest [21] was utilized to
measure social perception abilities. This measure yields four scaled scores derived from
various tasks. First, the SP-Affect Naming assessed the ability to match photographs of
faces and people interacting to basic words of emotions. First level of our game is
assessed using this SP-Affect Naming and its specific scale falls under 0 to 60. Second,
SP-Prosody is a similar assessment but with auditory stimuli. Second level of game is
assessed using SP-Prosody. The range of Likert scale for this falls under 0 to 30. These
two subtests combine into the third Social Perception Total Score (SP-Total). Fourth, the
SP-Pairs score reflects a combination of abilities in deciphering non-literal language,
such as sarcasm, and the intention of the speaker. Two measures assessed Theory on
Mind (ToM), or the abilityto generate inferences about the thoughts and feelings of
others. Our last level of game is measured using the above-mentioned metric and the
results are analyzed for the specific range to be 17 to 80.

Participants are asked to interact with the virtual environment and their emotions,
social interactions and attention has been noticed. Responses were recorded, compared
with the standard scores. If not achieved the standard specific range, then repetition of
same treatment takes place. The scoring criteria are based on the 6-point Likert scale
method. Participants describing higher levels of intentional and mental states of the
stimuli are awarded higher scores with the raw score range of 0–30. The results of the
above proposed work will range in the scale given below in Table 2.

Table 1. IQ levels and its significance

S. no IQ level Significance Population (%)

1 Below 70 Problem in IQ 4
2 90 to 110 Average 95
3 Above 130 Intellectual giftedness 1
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The target is to train and treat 4% of population to reach the above-mentioned
scores. The proposed methodology not only improvises the social skills and attention
but also induces positive behavior among the autism children. Table 3 depicts the result
of autism kids that undergone training in virtual environment. 5 kids were taken into
consideration for the initial stage of the proposed work and made them to interact with
the virtual environment. Level 1 is attention grasping and Level 2 is increasing social
interactions. Based on the Theory on Mind metrics, the standard range for a normal
child falls between 0–36. Without repetition we have obtained the below positive
results. By repetition over a time, it will produce good results and leads to progress to
other levels.

Pretest results are obtained from conventional therapies such as occupational
therapy and speech therapy. The post test results are obtained after the proposed VR
training. From the Table 3 the scores have been improved among the autism kid.
Results can also be improved by increasing the impressiveness of the virtual envi-
ronment through high rendering and having tactile haptics feedback.

5 Conclusion

The therapy using VR is highly admissible and responsive even if it is expensive. It
produces a very high percentage of positive results. Autistic children normally expects
the smooth environment, our proposed model provides such smooth environment with
high rendering. Our proposed therapy addresses lack of attention, social interaction and
emotional value. As per our study VR based therapy over a time period of repetition
will produce better results. Future scope of research is to purely immerse the child in
virtual environment and addressing other deficiencies.

Table 2. Metrics for analysis

S. no Measure Specific range (Likert scale-6 pt)

1. ACS-SP 65–110
2. Ekman60 0–60
3. Theory on mind – eyes 0–36
4. Triangles 0–30

Table 3. Result analysis

Child Severity Age Level 1 Level 2
Pre test Post test Pre test Post test

Kid 1 Average 4 4 7 6 7
Kid 2 Mild 5 6 10 7 10
Kid 3 Average 4 4 6 6 8
Kid 4 Average 6 4 7 6 7
Kid 5 High 4 2 7 4 7
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