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Abstract The issue regarding aggregation of multiple rankings into one consensus
ranking is an interesting research subject in a ubiquitous scenario that includes a
group of users. For minimizing the fitness value of Kendall tau distance (KtD), the
well-known optimal aggregation method of Kemeny is used to generate an aggre-
gated list from the input lists. A primary goal of our work is to recommend a list of
items or permutation that can effectively handle the problem of full ranking with ties
using consensus (FRWT-WC). Additionally, in real applications, most of the studies
have focused on without ties. However, the rankings to be aggregated may not be
permutations where elements have multiple choices ordered set, but they may have
ties where some elements are placed at the same position. In this work, in order to
handle problem of FRWT in GRS using consensus measure function, KtD are used
as fitness function. Experimental result are presents that our proposed GRS based on
Consensus for FRWT (GRS-FRWT-WC) outperforms well-knows baseline GRS
techniques. In this work, we design and evolve an innovative method to solve the
problem of ties in GRS based on consensus and results show that efficiency of group
does not certainly reduce in which the group has similar-minded user.

Keywords Group recommender systems ⋅ Rank aggregation ⋅ Genetic
algorithm ⋅ Kendall tau distance ⋅ Consensus

1 Introduction

Recommender systems (RSs) have evolved as a phenomenal mechanism which skill-
fully manages data excess issue which is generated by unmatched development of
amenities accessible on theweb.However, themost RSs [1] produce recommendations
for single users, in many situations, the selected items (e.g., movies) are used by group
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of users. There has beenmuch work done in group recommender systems (GRSs) with
full ranking but full ranking with ties (list of items is ranked not clear) still remains a
challenge [2, 3].

A recommendation system generates an item suggestion to a user focused on a
study of interests. Such study is instructively developed from the single profile [4],
built from the individual item evaluation made by this user, based on this interest
profile [5]. For an example [6], situation related to recommendation for group’s
are-recommending repertories of songs for group of friends or online people, rec-
ommending a restaurant for group of people, a travel destination for family and
movies for group of friends [7, 8].

Rank aggregation (RA) approach is being conveniently used in the domain of
GRSs for aggregating group of users rankings [9]. Further, in actual approaches, the
rankings which have to be aggregated are strictly ordered, but they do have ties
explained in [10], where some elements are placed at the same position [1].

There is in GRS in general unique solution is not possible so optimization
technique will be used [2]. And the genetic algorithm (GA) along with correlation is
used to provide recommendations to the user. Optimization is the process to find
that point or set of points in the search space and to making something better.
The set of all possible solutions or values which the inputs can take make up the
search space [11].

In specific circumstances where groups are formed randomly and thus the
chances for heterogeneous random group results into consensus agreement failure.

Specifically, [12], this paper describes the notion of consensus measure which
consists of two components, group ranking (Gr) and average pairwise dissimilarity
(APD) between users for an item, and each of candidate item produce a single
recommendation scores, higher the score means that items is for that particular
group is highly consensus item and priority of that item should be first [13].

Section 2 reviews recommender systems for group ranking with ties and con-
sensus strategy. In Sect. 3, we define formally the problem of recommendation for
group ranking with ties and present an illustrative example of the functioning of the
approach to a small number of users in a group; Sect. 4 discusses experimental
results using consensus; and Sect. 5 finally shows some concluding states and
future work.

2 Background and Related Work

Given a domain of choices (like books, movies, or CDs), user can express his
preferences by ranking these choices, thus ranking serve as an approximate rep-
resentation of users preferences, and the recommender system will match these
rankings against rankings suggested by all other users.

356 R. Meena



There exist approaches [12, 13] which make use of consensus mechanism to
reach a final item recommendation strategy accepted by the all users of group;
recently, these approaches have also been called borderline and role-based strategy
consensus used in Travel Decision form Collaborative Advisory Travel System [5].

A consensus ranking is not necessarily optimal solution of the problem; when a
solution is optimal, it is explicitly signify as an optimal consensus. Different kinds
of groups affect the way users evaluate the result of the adopted aggregation
strategy.

2.1 Full Ranking with Ties (FRWT)

Full rankingmeans all users give their preferences for all the items in a group [10, 14]. It
can be ties or without ties. A tie means a user give same preference of two items in a list
so that items not clearly preferred to other. In this work, we expand a computationally
efficient framework for ranking data which have same preference for more than one
item. The framework starts by considering full ranking with Ties (FRWT) and for that
we evaluate well-known notion of metrics, namely Kendall tau distance (KtD) [15].

Let σ, τ be two ranking with domain D and G = {{i, j}| i ≠ j and i, j D} be the
set of district pairs of discrete elements. The Kendall tau distance will be equal to
the number of exchanges needed in a bubble sort to convert one list of items to the
other [2, 13].

2.2 Genetic Algorithms (GAs)

The genetic algorithm (GA) is based on a set of feasible resolution of the opti-
mization problem which is needed to be solved. The representation of the candidate
solution plays a Euclid role as it determines which genetic operators are to be
employed. That represent a solution of the optimization problem, which we want to
solve [11, 16].

They can be represented by the sets of symbols or the list of values for the
continuous values, they are called as vectors. In case of combinatorial problems,
the solutions often consist of character that appears in a list [17, 18]. Following are
the pseudocode for genetic algorithms [19]:

1. Initial population,
2. Crossover and mutation,
3. Fitness computation,
4. Go to step 2 until population complete,
5. Selection of parental population, and
6. Go to step 2 until termination condition.
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2.3 Consensus Measure (CM)

The goal of consensus measure (CM) in GRS is to compute a group ranking
(Gr) for every item that reflects the interests and preferences of all members of the
group. A CM for every item needs to be carefully represented because, in general,
members of group may not have the same tastes [3, 4]. Intuitively, there are two
main aspects to the CM which are as follows:

Average Pairwise Dissimilarity (APD). The dissimilarity of a group of user U
over an item i, denote dis (U, i), indicate the score of consensus in the ranking score
for item i among group members. We consider the following dissimilarity con-
sensus methods:

dis U, ið Þ= 2
Uj j Uj j− 1ð Þ∑ r u, ið Þ− r v, ið Þj jð Þ ð1Þ

where r is ranking of user u and v for item i, and u ≠ v where u, v∈U.

Group Ranking (GR). The ranking of an item i to group of user U, denoted Gr.
There are several rank aggregation strategies used in group recommendation to
aggregate the group rating.

Average. In this aggregation strategy for item i, the group ranking (Gr) is
calculated as the average of the predicted ranking for the group of user U.

Gr U, ið Þ= 1
Uj j∑ r u, ið Þð Þ ð2Þ

Least Misery. In this aggregation strategy for item i, the Gr is equal to the
smallest predicted ranking in the group for i.

Gr U, ið Þ=Min r u, ið Þð Þ ð3Þ

Most Pleasure. In this strategy for item i the Gr is equal to the largest predicted
ranking for i in the group.

Gr U, ið Þ=Max r u, ið Þð Þ ð4Þ

Borda_count. In this Strategy for each user uj, the item with the highest satis-
faction gets the rank 1, the next product gets rank 2, however, the satisfaction level
of the two products are equal, and the rank values are averaged and then assigned to
both the products.

Gr U, ið Þ= ∑
m

j=1
ðrankiujÞ ð5Þ
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The consensus measure function, symbolized CM (U, i), combines the group of
users ranking Gr and the group dissimilarity of i for U into a single group rec-
ommendation score using the following fitness function for consensus measure
(CM):

CM U, ið Þ=w1 *Gr U, ið Þ+w2 * ð1− dis U, ið ÞÞ ð6Þ

where w1 and w2 denote the relative importance of preferences and dissimilarity in
the final decision, w1 +w2 = 1. Here, these two values for w1 and w2 (0.8 and 0.2,
respectively) are chosen after observing the data that we have collected from our
experiment [3].

So not only are the results stable across groups of different sizes for a single
consensus list of recommended items but they also calculate the effectiveness of
group of member using normalized discounted cumulated gain with different rank
aggregation strategies [3].

3 Proposed Consensus-Based Recommendation

Consider a set G of all groups with at least two members that may be formed by
group of users U. Consider, finally, U ∈G and |U| defined as the number m of group
members U. If for instance, a group consists of user u1, u2, u3, thus this can be
expressed as U = fu1, u2, u3g and |U|.

Step 1. Group Generation.

First, we initiate synthetic groups of various set of different sizes [3]. We want to
check the performance of proposed strategies change with varying group size. We
randomly generated several groups and selected those set of groups which have ties
with randomly generated different proportions. We have chosen a group with dif-
ferent data sets.

Let us consider a set of group of m users and n items.

U= u1, u2, . . . . . . .umf g
I = i1, i2, . . . . . . . . . , inf g

Matrix on full ranking with ties is defined as follows:

item= i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
ui = 4 9 8 9 7 9 6 9 3 8
uj = 10 5 2 7 9 7 5 6 7 6
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Step 2. Fitness Function for GRS-FRWT (Sum-KtD).

The GRS problem is now to select group of n similar users and 15 items. We have
to compare these matrix with full ranking with ties using fitness formula that is
Kendall tau distance (KtD) that satisfies n users optimally.

Fitness Function. Let σ and τ both are full rankings with ties. Here, the fitness
function is the minimum sum of distance offer which represents the sum of the
distance for each individual in the group. We have to find the offer which is having
minimum sum of the distance. In order to generate such an offer, sum of Kendall tau
distance (Sum-KtD) formula is used. Similar to our definition we have to calculate
KtD for every σ with τ1, τ2, . . . . . . τm.

If σ ið Þ≥ σ jð Þ and τ ið Þ≥ τ jð Þ, or σ ið Þ≤ σ jð Þ and τ ið Þ≤ τ jð Þ, thanKtd=0.
And If σ ið Þ> σ jð Þ and τ ið Þ< τ jð Þ, or σ ið Þ< σ jð Þ and τ ið Þ > τ jð Þ thanKtd=1.
And if σ ið Þ≅ σ jð Þ and τ ið Þ= τ jð Þ, or σ ið Þ= σ jð Þ and τ ið Þ≅ τ jð Þ than Ktd =0.5
Based on these cases, the Kendall tau distance is estimated as follows:

KtD σ, τð Þ= ∑ i, jf g∈P k ̄ pð Þ
i, j σ, τð Þ

σ= 5 1 3 10 2 9 6 10 1 5
ð7Þ

Finally, GRS-FRWT recommends the list of items (minimum Sum-KtD) that
satisfied n group of users optimally (Table 1).

Genetic Algorithm (GA). Genetic operators create new solutions, combine them
with existing solutions, and select between solutions in order to maintain diversity.
Here, we have to apply Crossover and Mutation for GRS-FRWT to retain the best
chromosome from generation to generation.

Crossover. There are many popular crossover techniques exist (e.g., single point,
two point). In a single-point crossover, single point on both parents’ a set of list is
selected. All data beyond that point in either set of list is swapped between the two
parents. The resulting are the offspring. In this paper, we are using two-point
crossover where the suitable crossover point is randomly chosen from the two
parents (Fig. 1).

Mutation. In our model, we first select two randomly generated numbers out of
possibilities and replace it by a randomly generated number ranging from 1 to 10.
For example (Fig. 2) of mutation, 3 and 10 genes are replaced by a randomly
generated number 8 and 4.

Table 1 Fitness function for
group with ties (Sum-KtD)

Ranking KtD

τ1 10 4 3 6 10 9 6 8 10 8 25

τ2 4 9 8 9 7 9 6 9 3 8 14

τ3 10 5 2 7 9 7 5 6 7 6 21

τ4 7 6 9 8 6 6 10 9 9 9 19

Total distance Sum-KtD 79
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Stopping Standard. In order to best individual may retain from generation to
generation, we are using elitist approach. When there is no improvement in the
fitness value after 30 consecutive generations, the evolution process stops.

Step 3. Fitness Function for Consensus Measure (CM).
When the system generates the recommendations, we measure consensus score
using formulas (1 to 7) which described in Sect. 2 to reach a consensus between
items which have ties on the recommendations made for a group. Final recom-
mendation for this matrix is as follows:

I = i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
σ = 5 1 3 10 2 9 6 10 1 5

Possible permutation for this matrix is as follows: [4–8], 6, 7, [1–10], 3, 5, [2–9].
Here, we can see that there are ties in recommendation in between items 4, 8,

and 1, 10, and 2–9. Calculate consensus for this recommendation list for using CM
fitness function is as follows:

I = i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
CM = 3.6 0.6 1.8 7.9 1.4 7.2 4.6 7.9 0.5 4.0

After consensus, permutation will be [4, 8, 6, 7, 10, 1, 3, 5, 2, 9].
Step 4. Effectiveness of a Recommend List of Ranking.
Using Consensus-based permutation can evaluate the effectiveness of recommen-
dation of a ranked list and calculate the normalized discounted cumulative gain
(nDCG) at rank k given below:

DCGu
k = rup1 + ∑

k

i=2

rupi
log2 ið Þ ð8Þ

nDCGu
k =

DCGu
k

IDCGu
k

ð9Þ

4 9 8 9  7  9  6 9   3 8

5 1 3  10  2  9  6   10  1 5 Parent1 

Parent2 

5  1 3  9  7   9  6 10  1 5 

4  9  8 10  2  9  6 9 3  8 

Crossover
Offspring1

Offspring2

Fig. 1 A shadow of two-point crossover

Parent 5 1 3 10 2 9 6 10 1 5 5 1 8 10 2 9 6  4 1 5 Offspring

Fig. 2 A shadow of two-point mutation

Group Recommender Systems-Evolutionary Approach … 361



where DCG is discounted cumulative gain, and IDCG is the maximum possible
profit value for user u that is obtained from the optimal reorder of the k items in
permutation p and n items I = 1, 2….. n. A model recommendation aggregation
scheme and consensus measure is depicted in Fig. 3.

4 Experiments and Results

Data Set. The real data sets are not publicly available therefore we evaluate our
proposed algorithms on a very large panel of carefully generated synthetic data set
that has 15 items of different size of groups which have randomly generated ties.
Experiments have been performed in order to compare the proposed approval with
four states of art aggregation strategies.

Experiment 1. In this experiment, Sum-KtD is computed for different group sizes
(G5, G10, G15, and G20). The results shown in Fig. 4 clearly indicates that for all
group of different sizes GA meets near optimal solution after 200 generations.

Experiment 2. In this experiment, the proposed GRS-FRWT is compared with
the different base line techniques. In order to compare performance of our proposed
GRS-FRWT scheme with different baseline GRS techniques, we conducted
experiments with groups of different sizes (G5, G10, G15, and G20). The results
depicted in Fig. 5 clearly demonstrate that our scheme GRS-FRWT outperforms
least misery, most pleasure, average, and Borda count.

Experiment 3. Here, we have compared the effectiveness of the group recom-
mendation by our proposed scheme GRS-FRWT-WC with baseline techniques
based on mean nDCG with varying group sizes. Results are shown in Fig. 6.

i1 i2  i3     […..]        in
2  4  5    […..]        8 
8  4  9    […..]        6 
[..][..][..] [….]        […] 
5  7    8   […]          7  

Offspring generation 
using: 

crossover and  
mutation  

Evaluate fitness 
using Sum-KtD 

Stopping Criteria 
• termination

condition found 

False

True

Finally recommended 
list of items for group 
with Ties

Calculate consensus using 
CM function  

Result: recommended list 
of items based on 
consensus score

u1
u2
u3
[..]     
um

•
•

All users   individual ranking over  

Fig. 3 A model recommendation aggregation scheme and consensus measure
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Fig. 5 The comparison of proposed GRS-FRWT to various baseline techniques for different
group sizes
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Fig. 6 The effectiveness of group recommendation with different rank aggregation techniques
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5 Conclusions and Future Work

This paper provides a clear overview of the approached able to aggregate ranking
with ties for selected randomly generated large number of data set with different
size group of users, and finding an optimal consensus ranking in the context of ties.
The purpose of this paper is that we have introduced the problem of ties using
consensus in group recommender system where individuals have same preference
for different items, how to solve the problem of ties in group recommender system.
This system differs from normal personalized items to a group of users [18].

As a matter of feature work, we would like to experiment this strategy on real
data (e.g., movie Lens, group Lens) set and to produce recommendations using
trust-aware recommender systems and investigate incorporation of negotiation
mechanism [20, 21].

Acknowledgements The work presented here has been supported partly by DST-PURSE and
partly the RGNF-SRF for the scholar.

References

1. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender systems: a
survey of the state-of-the-art and possible extensions. IEEE Trans. Knowl. Data Eng. 17, 734–
749 (2005)

2. Meena, R., Bharadwaj, K.K.: Group recommender system based on rank aggregation–an
evolutionary approach. In: Proceedings of the International Conference on Mining
Intelligence and Knowledge Exploration (MIKE), LNCS 8284, Springer, pp. 663–676 (2013)

3. Salamo, M., McCarthy, K., Smyth, B.: Generating recommendations for consensus
negotiation in group personalization services. Pers. Ubiquit. Comput. 16(5), 597–610 (2012)

4. Baltrunas, L., Makcinskas, T., Ricci, F.: Group recommendations with rank aggregation and
collaborative filtering. In: Proceedings of the 4th ACM Conference on Recommender Systems
(RecSys 2010), pp. 119–126

5. Anand, D., Bharadwaj, K.K.: Utilizing various sparsity measures for enhancing accuracy of
collaborative recommender systems based on local and global similarities. Exp. Syst. Appl.
Elsevier (2010)

6. Sascha, H., Rösch, S., Beckmann, C., Gross, T.: Informing the design of group recommender
systems. CHI Extend. Abst. (2012)

7. Baskin Jacob, P., Krishnamurthi, S.: Preference Aggregation in Group Recommender
Systems for Committee Decision-Making. (RecSys 2009), pp. 337–340

8. Bharadwaj, K.K., Al-Shamri, M.Y.H.: Fuzzy-Genetic approach to recommender systems
based on a novel hybrid user model. Exp. Syst. Appl. Elsevier 35, 1386–1399 (2007)

9. Cantador, I., Castells, P.: Group recommender systems: new perspectives in the social web.
In: J.J. Pazos Arias, A. Fernández Vilas, R.P. Díaz Redondo (Eds.): Recommender Systems
for the Social Web. Springer, Intelligent Systems Reference Library, Vol. 32, ISBN: 978–
3-642-25693-6 (2012)

10. Dwork, C., Kumar, R., Naor, M., Sivakumar, D.: Rank aggregation methods for the web. In:
Proceedings of the Tenth International Conference on the World Wide Web, pp. 613–622,
Hong Kong (2001)

364 R. Meena



11. Nguyen, H.D., Yoshihara, I., Yasunaga, M.: Modified edge recombination operators of
genetic algorithm for the travelling salesman problem. In: Proceedings of the IEEE
International Confeence on Industrial Electronics, Control, and Instrumentation (2000)

12. García, J.M., Tapia, Moral, M. J., del, Martínez, M.A., Herrera-Viedma, E.: A consensus
model for group decision making problems with linguistic interval fuzzy preference
relations. Expert Syst. Appl. 39(11), 10022–10030 (2012)

13. Ioannidis, S., Muthukrishnan, S., Yan, J.: A Consensus-focused group recommender system.
CoRR abs/1312.7076 (2013)

14. Brancotte, B., Yang, B., Blin, G., Boulakia, S.C., Denise, A., Hamel, S.: Rank aggregation
with ties: experiments and analysis. PVLDB 8(11), 1202–1213 (2015)

15. Fagin, R., Kumar, R., Mahdian, M., Sivakumar, D., Vee, E.: Comparing and Aggregating
Rankings with Ties. Pods 47–58 (2004)

16. Lawrence, D.: Schedule optimization using genetic algorithms. In: Handbook of Genetic
Algorithms, ed. Van Nostr, Reinhold, New York (1991)

17. Melanie, M.: An Introduction to Genetic Algorithms. MIT Press, ISBN 978–0-262-63185-3,
pp. I–VIII, 1-208 (1998)

18. Salamo, M., McCarthy, K., Smyth, B.: Generating recommendations for consensus
negotiation in group personalization services. Pers. Ubiquit. Comput. 16(5), 597–610 (2012)

19. Chuan-Kang, T.: Improving edge recombination through alternate inheritance and greedy
manner. Evo COP 2004, 210–219 (2004)

20. Garcia, I., Pajares, S., Sebastia, L., Onaindia, E.: Preference elicitation techniques for group
recommender systems. Informat. Sci. 189, 155–175 (2012)

21. Onaindia, E., García, I., Sebastia, L.: A negotiation approach for group recommendation. In:
Proceedings of the International Conference on Artificial Intelligence (ICAI-2009), CSREA
Press, pp. 919–925

Group Recommender Systems-Evolutionary Approach … 365


	37 Group Recommender Systems-Evolutionary Approach Based on Consensus with Ties
	Abstract
	1 Introduction
	2 Background and Related Work
	2.1 Full Ranking with Ties (FRWT)
	2.2 Genetic Algorithms (GAs)
	2.3 Consensus Measure (CM)

	3 Proposed Consensus-Based Recommendation
	4 Experiments and Results
	5 Conclusions and Future Work
	Acknowledgements
	References




