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Abstract Fuzzy clustering partitions data points of a dataset into clusters in which
one data point can belong to more than one cluster. In the literature, a number of
fuzzy clustering algorithms have been proposed. This paper reviews various fuzzy
clustering algorithms such as Fuzzy C-Means (FCM), Possibilistic C-Means (PCM),
Possibilistic Fuzzy C-Means (PFCM), Intuitionistic Fuzzy C-Means (IFCM), Kernel
Fuzzy C-Means (KFCM), and Density-Oriented Fuzzy C-Means (DOFCM). We
have demonstrated the experimental performance of these algorithms on some
standard and synthetic datasets which include—Bensaid, Square (DUNN), D15, and
D45 dataset. Then, the results are analyzed and compared to see the effectiveness of
these algorithms in presence of noise and outliers.

Keywords Fuzzy clustering ⋅ FCM ⋅ PCM ⋅ PFCM ⋅ IFCM
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1 Introduction

The concept of separating data elements into groups or clusters in a way that
elements in the same cluster are homogeneous and elements held by different
clusters are disparate is called as clustering [1]. Clustering can be either hard
clustering or fuzzy clustering (soft clustering). When data points of a dataset are
divided into different clusters and each data point can belong to only one cluster,
then this type of clustering is called hard clustering, whereas fuzzy clustering allows
each data point to belong to multiple clusters [2]. Fuzzy clustering uses the concept
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of fuzzy logic where a membership grade is associated with each data point,
between a range of 0 and 1 [3].

Mostly used algorithm for fuzzy clustering was proposed by Bezdek [4], called
Fuzzy C-Means (FCM) [5]. FCM algorithm works well on most noise-free data but
fails to detect data and segment images corrupted by noise and outliers [5].
Algorithms like Possibilistic C-Means (PCM) and Possibilistic Fuzzy C-Means
(PFCM) perform better in presence of noise as compared to FCM but PCM fails to
find global optimal cluster and leads to the generation of coincident clusters. PFCM
lacks to give accurate results for datasets consisting of two clusters which are highly
unequal in size with outliers given in it [6].

FCM, PCM, and PFCM are not effective in clustering nonspherical clusters [7].
Hence, a new algorithm, KFCM (Kernel Fuzzy C-Means) was proposed to deal
with these types of nonspherical data. When the data sets contain one or more very
large outliers, KFCM is more desirable than FCM and PCM [7].

In order to improve accuracy and effectiveness of clustering algorithms, a new
algorithm called Intuitionistic Fuzzy C-Means (IFCM) was proposed by Chaira [8].
IFCM uses intuitionistic fuzzy set theory and converges to a more desirable location
as compared to the cluster centers obtained using FCM, PCM, PFCM, and KFCM.
IFCM works well for hyper-spherical data but is not suitable to cluster nonlinearly
separable data. Another algorithm DOFCM [9] was proposed. Density-Oriented
Fuzzy C-Means (DOFCM) is a robust technique which uses density of dataset to
identify outliers before applying clustering.

In this paper, we have analyzed and compared the performance of these algo-
rithms to see their effectiveness in presence of noise and outliers.

Paper is organized as follows: Sect. 2 briefly discusses various algorithms used
in our work. Section 3 presents experimental result of datasets with respect to
algorithms used in the form of figures and tables. Section 4 concludes this paper
with a short summary.

2 Literature Review

2.1 Fuzzy C-Means (FCM)

FCM fragments a set of data points into a number of clusters “c”, which are
assumed to be known for a dataset and minimizes the objective function as
expressed in Eq. (1) [5]:

JFCM = ∑
c

k=1
∑
n

i=1
umikd

2
ik ð1Þ

With respect to membership function uik of a data point xi in cluster k. dik is the
Euclidean distance between data point, xi and cluster center, vk. “m” is fuzzifier.
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2.2 Possibilistic C-Means (PCM)

PCM proposed by Krishnapuram and Keller [10] overcomes the FCM’s problem of
noise points which are equidistant from two clusters. Equation (2) shows objective
function:

JPCM = ∑
c

k=1
∑
n

i=1
umikd

2
ik + ∑

c

k=1
σk ∑

n

i=1
ð1− uikÞm ð2Þ

σk are suitable positive numbers.

2.3 Possibilistic Fuzzy C-Means (PFCM)

The fuzzy approach of FCM and possibilistic approach of PCM was combined by
Pal et al. [11]. Hence, it has two types of memberships, i.e., a fuzzy membership
(uik) and possibilistic membership (tki). Objective function is given in Eq. (3):

JPFCM = ∑
c

k=1
∑
n

i=1
aumik + btnki
� �

d2ik + ∑
c

k=1
Υk ∑

n

i=1
1− tkið Þn ð3Þ

2.4 Intuitionistic Fuzzy C-Means (IFCM)

IFCM uses Intuitionistic Fuzzy Set (IFS) theory. IFS theory considers both mem-
bership and nonmembership functions [12]. This algorithm merged the hesitation
degree (an uncertainty factor) with membership degree as shown in Eq. (4):

JIFCM = ∑
c

k=1
∑
n

i=1
u*mik d2ik + ∑

c

k =1
η*ke

1− η*k , ð4Þ

where u*ik denotes the intuitionistic fuzzy membership of the ith data in kth cluster.

2.5 Kernel Fuzzy C-Means (KFCM)

KFCM uses a new kernel-induced metric in the data space, instead of conventional
Euclidean norm metric in FCM, in order to deal with high-dimensional data set. By
swapping the conventional distance measure with a suitable “kernel” function,
without increasing the number of parameters, a nonlinear mapping can be
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performed to a high-dimensional feature space [7]. Objective function is determined
by Eq. (5):

J = ∑
c

k=1
∑
n

i=1
umik Φ xið Þk −Φ vkð Þk2, ð5Þ

where Φ xið Þk −Φ vkð Þk2 =K xi, xið Þ+K vk , vkð Þ− 2Kðxi, vkÞ.

2.6 Density-Oriented Fuzzy C-Means (DOFCM)

DOFCM separates noise into different clusters, i.e., it finds “n” noiseless clusters
and one cluster which is not valid consisting of all the outliers present in a dataset,
resulting in total of “n + 1” clusters [13]. Neighborhood membership is defined as
in Eq. (6):

Mi
neighborhoodðXÞ=

ηineighborhood
ηmax

ð6Þ

3 Result and Simulation

We have implemented FCM, PCM, PFCM, IFCM, KFCM, and DOFCM in
MATLAB Version 7.10 on core i3 processor, 1.70 GHz with 4 GB RAM. For all
datasets, we have considered m = 2, ε = 0.0001 and maximum number of itera-
tions as 100.

3.1 Bensaid Dataset

Dataset: Bensaid [14]
Number of clusters: 3
Number of data points in respective clusters: 6, 25, 16
Number of outliers: 2

Figure 1 depicts the clustering result of discussed algorithms. Symbols “x”, “o”
and “>” represent the three clusters. Centroids of three clusters are plotted by “*”
and outliers are plotted using symbol “o” in blue. We examined that FCM is
slightly affected with the presence of outliers. PCM fails to give appropriate result
due to unequal sized clusters in the dataset and hence only two clusters are
obtained. PFCM results into two overlapping clusters with three centroids.
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Similar to FCM, presence of noise and outliers affects the performance of IFCM
and KFCM. IFCM could not detect original clusters whereas KFCM detects
clusters but results in faulty centroid locations. DOFCM detects outliers, revealing
original clusters.

3.2 Square Dataset

Dataset: Square [15]
Number of clusters: 2
Number of data points in respective clusters: 53, 81
Number of outliers: 21

Figure 2 depicts the clustering result of discussed algorithms. Symbols “x” and
“o” represent the two clusters. Centroids of two clusters are plotted by “*” and
outliers are plotted using symbol “o” in blue. We examined that outliers affect the
performance of FCM, PCM, PFCM, and IFCM. However, unlike Bensaid dataset,
PCM and PFCM are able to detect actual number of clusters. KFCM obtains
centroid of the clusters but fails to find outliers. DOFCM results in original clusters
as it distinguishes outliers from the cluster’s data points.
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Fig. 1 Clustering result of a FCM, b PCM, c PFCM, d IFCM, e KFCM, f DOFCM on Bensaid
dataset
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3.3 D15 Dataset

Dataset: D15 [15]
Number of clusters: 2
Number of data points in respective clusters: 6, 5
Number of outliers: 4

Figure 3 depicts the clustering result of discussed algorithms. We examined and
observed that PCM cannot find appropriate number of clusters due to its unequal
size (11 and 4 data points in two clusters) and hence provide only one cluster. FCM
and PFCM produce centroids which are more attracted toward the outliers. IFCM
could not detect original clusters and its performance is badly affected by noise.
KFCM and DOFCM give centroid locations which preclude attraction of centroids
toward outliers but compared to KFCM, DOFCM gives more accurate result and
detects outliers, which KFCM lacks.

3.4 D45 Dataset

Dataset: D45 [16]
Number of clusters: 2
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Fig. 2 Clustering result of a FCM, b PCM, c PFCM, d IFCM, e KFCM, f DOFCM on Square
dataset
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Number of data points in respective clusters: 18, 18
Number of outliers: 9
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Fig. 3 Clustering result of a FCM, b PCM, c PFCM, d IFCM, e KFCM, f DOFCM on D15
dataset
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Fig. 4 Clustering result of a FCM, b PCM, c PFCM, d IFCM, e KFCM, f DOFCM on D45
dataset
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Figure 4 depicts the clustering result of discussed algorithms. D45 is a synthetic
dataset consisting of two clusters which are represented by symbols “x” and “o”.
Centroids are plotted by “*” and outliers are plotted using symbol “o” in blue.
FCM, PCM, PFCM, and IFCM performance is highly affected by outliers. KFCM
detects centroids which are more attracted toward data points of the actual clusters
instead of outliers. DOFCM provides original clusters, excluding the outliers from
consideration. Table 1 shows the centroid coordinates produced by each algorithm
on various datasets.

Table 1 Centroid coordinates produced on standard and synthetic datasets

Dataset Algorithms

BENSAID FCM PCM PFCM

49.3104 49.0970 54.5093 49.2560 49.3100 49.0910
3.6201 48.4843 2.4704 48.5296 72.9868 48.5630

72.9866 48.5565 54.3423 49.4217 3.6202 48.4851
IFCM KFCM DOFCM

1.8103 48.5128 4.3509 48.4742 73.7985 48.0879
45.2492 44.4176 49.7620 49.1125 49.5533 49.4391
72.1888 51.2069 73.2312 48.5238 3.3955 48.5460

SQUARE FCM PCM PFCM

15.3149 0.3322 14.5058 0.1195 15.3093 0.3286
5.7652 0.1165 5.4570 0.0456 5.7667 0.1186

IFCM KFCM DOFCM

5.2717 0.0418 15.2015 0.1724 5.4870 0.1719
16.0559 0.2383 5.4841 0.0784 15.3848 0.0086

D15 FCM PCM PFCM

0.6757 23.1738 0.0033 0.0222 0.0040 0.1050
0.0047 0.1227 −0.0016 0.1454 0.6756 23.1720

IFCM KFCM DOFCM

0.0123 −0.0141 −3.2205 0.0033 −3.1672 0.0000
0.1796 25.0757 3.1256 0.0026 3.1675 0.0000

D45 FCM PCM PFCM

−1.2111 −2.2085 2.3730 −1.1031 −1.1982 −2.2039
33.8600 −2.6449 33.4284 −1.6086 33.8562 −2.6481
IFCM KFCM DOFCM

−2.5559 −1.4287 33.3498 −2.2699 −0.4359 −0.3126
35.3518 −1.6149 0.0353 −1.7038 33.8011 −0.9544
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4 Conclusion

In this paper, we have analyzed some of the fuzzy clustering algorithms on standard
and synthetic datasets considering noise and outliers in the datasets. We observed
that FCM does not perform well in presence of noise and outliers whereas per-
formance of PCM and PFCM improves over FCM but not significantly. IFCM
could not detect original clusters and KFCM exhibits attraction of centroid toward
outlier so the clustering accuracy is affected. DOFCM, compared to other algo-
rithms, gives foremost cluster centroid location as it first detects outliers and then
applies clustering technique on outlier-free clusters. In future, we will try to come
up with an algorithm which optimizes existing clustering results.
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