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Preface

The 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences
(ICIBEL 2017) in conjunction with the 10th Asia Pacific Conference on Medical and Bio-
logical Engineering (APCMBE 2017) was held in Penang, Malaysia, on December 10–13,
2017. ICIBEL was organized by the Centre for Innovation in Medical Engineering (CIME),
Department of Biomedical Engineering, Faculty of Engineering, under the Innovative Tech-
nology Research Cluster, University of Malaya, and co-organized by the Society of Medical
and Biological Engineering, Malaysia (MSMBE). This conference is endorsed by the Inter-
national Federation for Medical and Biological Engineering (IFMBE), USA, and supported by
the IEEE Engineering in Medicine and Biology Society (EMBS) Malaysia Chapter,
Biomedical Engineering Society (BES), Singapore, IEEE University of Malaya Student
Branch, Taiwanese Society of Biomedical Engineering, and Academy of Sciences Malaysia.

We are honored to accept 50 papers from Malaysia, Taiwan, Indonesia, Singapore, Iraq,
Pakistan, India, Japan, Mexico and the USA after a peer-review process. This second pro-
ceeding volume provides an opportunity for readers to engage with a selection of refereed
papers that were presented during the ICIBEL 2017 conference. The accepted papers will
provide a platform to the state-of-the-art in research ideas, challenges, and findings to be
shared with the academic world.

On behalf of the organizing committee, I would like to express our greatest appreciation to
our reviewers, editors, keynote and invited speakers, paper presenters, participants, sponsors,
exhibitors, supporters, organizing committee members, and advisory panels for ICIBEL 2017
for their support, commitment, and contributions that made this conference and proceedings
successful.

Thank you.

Prof. Ir. Dr. Fatimah Ibrahim
Chairperson, ICIBEL 2017 Organizing Committee;

President, Society of Medical and Biological Engineering
Malaysia (MSMBE)

Kuala Lumpur, Malaysia

v



Conference Details

Name
2nd International Conference for Innovation in Biomedical Engineering and Life Sciences:
ICIBEL 2017
In conjunction with
10th Asia Pacific Conference on Medical and Biological Engineering

Short Name
ICIBEL 2017 and APCMBE 2017

Venue
December 10–13, 2017
Golden Sands Resort Penang by Shangri-La, Penang, Malaysia

Proceedings Editors
Fatimah Ibrahim
Juliana Usman
Mohd Yazed Bin Ahmad
Norhamizan Hamzah
Swe Jyan Teh

Organized by
University of Malaya, Malaysia
Centre for Innovation in Medical Engineering (CIME)
Malaysia’s Society of Medical and Biological Engineering (MSMBE)

Endorsed by
International Federation for Medical and Biological Engineering (IFMBE)

Supported by
IFMBE Asia Pacific Working Group
IEEE University of Malaya Student Branch
IEEE Engineering in Medicine and Biology Society (EMBS)
Biomedical Engineering Society, Singapore
Taiwanese Society of Biomedical Engineering
Academy of Sciences Malaysia

Organizing Committee

Chairperson
Fatimah Ibrahim

Co-chair
Prof. Dr. Tan Maw Pin

Publication
Dr. Fatimah Ibrahim
Juliana Usman

vii



Secretary
Noraisyah Mohamed Shah

Treasurer
Mas Sahidayana Mohktar

Publicity/Logistic
Norhayati Soin

Technical
Mohd Yazed Ahmad
Norhamizan Hamzah
Swe Jyan Teh
Juliana Usman

Sponsorship/Exhibition
Siti Zawiah Binti Md Dawal
Wan Safwani Wan Kamarul Zaman

Secretariat Committee
Wan Safwani Wan Kamarul Zaman
Karunan Joseph
Nurhaslina binti Abd Rahman
Syarifah Aisyah Syed Ibrahim
Mohammad Faiz Zulkeflee
Yuslialif Yusup
Adhli Iskandar Putera Hamzah

International Advisory Board
Ahmad Sharif Hambali
Angela Ng Hwei Min
Anis Nurashikin
Badrul Hisham Yahya
Burhanuddin Yeop Majlis
Chandra Shekhar Sharma
James Goh Cho Hong
Marc Madou
Maziar Zarrehparvar
Nitish Thakor
Nur Aishah Mohd Taib
Sanjeev Saxena
Sasikala Thangavelu
Sergio O. Martínez
Toshiya Tamura
Zaidi Mohd Ripin
Zamri Radzi
Zamzuri Idris

viii Conference Details



About IFMBE

The International Federation for Medical and Biological Engineering (IFMBE) is primarily a
federation of national and transnational societies. These professional organizations represent
interests in medical and biological engineering. The IFMBE is also a non-governmental
organization (NGO) for the United Nations and the World Health Organization (WHO), where
we are uniquely positioned to influence the delivery of health care to the world through
biomedical and clinical engineering.

The IFMBE’s objectives are scientific and technological as well as educational and literary.
Within the field of medical, biological, and clinical engineering, IFMBE’s aims are to
encourage research and application of knowledge and to disseminate information and promote
collaboration. The ways in which we disseminate information include the following:
organizing World Congresses and Regional Conferences, publishing our flagship journal
Medical and Biological Engineering and Computing (MBEC), our Web-based newsletter—
IFMBE News, our Congress and Conference Proceedings, and books. The ways in which we
promote collaborations are through networking programs, workshops, and partnerships with
other professional groups, e.g., Engineering World Health.

Mission
The mission of the IFMBE is to encourage, support, represent, and unify the worldwide
Medical and Biological Engineering community in order to promote health and quality of life
through advancement of research, development, application, and management of technology.

Objectives
The objectives of the International Federation for Medical and Biological Engineering shall be
scientific, technological, literary, and educational. Within the field of medical, clinical, and
biological engineering, its aims shall be to encourage research and the application of
knowledge and to disseminate information and promote collaboration.

In pursuit of these aims, the Federation may, in relation to its specific field of interest,
engage in any of the following activities: sponsorship of national and international meetings,
publication of official journals, cooperation with other societies and organizations, appoint-
ment of commissions on special problems, awarding of prizes and distinctions, establishment
of professional standards and ethics within the field, or in any other activities which in the
opinion of the General Assembly or the Administrative Council would further the cause of
medical, clinical, or biological engineering. It may promote the formation of regional, national,
international, or specialized societies, groups or boards, the coordination of bibliographic
or informational services, and the improvement of standards in terminology, equipment,
methods and safety practices, and the delivery of health care.

In general, the Federation shall work to promote improved communication and
understanding in the world community of engineering, medicine, and biology.
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Part I

Telemedicine and Point of Care Healthcare Solutions



Pathological Hand Tremor Measurement—
Challenges and Advances

Zaidi Mohd Ripin and Ping Yi Chan

Abstract
There are various wireless and wearable tremor assessment technologies available
currently. In order to produce a reliable tremor assessment system to be used in practice,
there is a need to improve the system in terms of processing time and quantification
parameters. The future system should include an algorithm to separate postural and rest
tremor and tremor stability index for better assessment of tremor in neurological disorders.

Keywords
Pathological tremor � Measurement technology

1 Introduction

Tremor is an involuntary rhythmical oscillatory muscle
movement which can be categorized into various tremor
types and syndromes. Tremors can be classified into two
main types namely rest tremor and action tremor. Rest tre-
mor involves muscles which are at full relaxation and sup-
ported against gravity. Action tremor occurs when there is
voluntary muscle contraction. Action tremor can be fur-
thered categorized into postural tremor, kinetic tremor, iso-
metric tremor and task-specific tremor. Another major
classification is the physiological and pathological tremor.
Physiological tremor is related to normal functional tremble
in maintaining the same posture, resting or moving, char-
acterized by high frequency and low amplitude. Enhanced
physiological tremor is tremor with large noticeable tremor
amplitude. The frequency range for physiological tremor is
wide, i.e. 3–30 Hz, whereas the frequency range for
enhanced physiological tremor is 8–12 Hz [1, 2]. The
common pathological tremors are essential and parkinsonian
tremors. Essential tremor (ET) is the most common tremor
disorder [3, 4] 20 times more prevalent than Parkinson’s

disease and usually exhibits postural and kinetic action tre-
mors affecting mainly upper limbs (95%) and the head
(35%), lower limbs (20%), voice (12%) and trunk (5%) [5].
It usually begins in the arm with extension-flexion of wrist
or abduction-adduction of fingers [6] and spreads to other
body parts for certain patients. The tremor frequency range is
4–12 Hz and the tremor progresses slowly over time and
spread to other body parts [2]. It has been reported that
18.8% of patients in tertiary referral centre of USA have rest
tremor [7].

Tremor is the early symptom for about 70% of the PD
patients [8]. During the early onset of PD, the most pre-
dominant tremor is the rest tremor, which appears in 70% of
the PD patients [9]. The typical frequency range involved is
3–10 Hz [10]. Some PD patients exhibit only tremor in one
hand for many years [5]. Both ET and PD tremors hinder the
patients’ daily tasks like eating, writing, drinking liquid and
dressing [1, 2].

2 Tremor Assessment Protocol

There are assessment tools and specific activities to be per-
formed for a tremor type evaluation. The assessment tools
used in clinical evaluation are tremor rating scales, whereas
the assessment tools for biomechanical evaluation are mea-
surement devices. The data obtained by the measurement

Z. M. Ripin (&) � P. Y. Chan
TheVibrationLab, School of Mechanical Engineering, Engineering
Campus, Universiti Sains Malaysia, 14000 Nibong Tebal, SPS,
Pulau Pinang, Malaysia
e-mail: mezaidi@usm.my

© Springer Science+Business Media Singapore 2018
F. Ibrahim et al. (eds.), 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences,
IFMBE Proceedings 67, https://doi.org/10.1007/978-981-10-7554-4_1
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devices in biomechanical evaluation are processed before
tremor quantification parameters are produced.

2.1 Types of Diagnostic Procedure for Tremor

A typical procedures in clinical diagnosis of tremor will
begin with a complete and detailed medical history which
includes age of onset, family history, usage of possible tre-
mor stimulating drugs and mental condition [11]. Functional
neuroimaging namely SPECT (Single photon emission
computed tomography) and PET (Positron emission
tomography) are used to diagnose tremor related disease and
to discriminate PD and ET by detecting dopaminergic deficit
in parkinsonian disorder [11]. In general, using the func-
tional PET and SPECT can differentiate PD and ET but there
are 15% of definite PD the absence of the dopaminergic
deficit symptom [12] and requires further studies and con-
firmation [13]. Subsequently it is crucial to perform tremor
assessment based on clinical or biomechanical evaluation.

2.1.1 Clinical Evaluation
Clinical evaluation of tremor focuses on understanding
characteristics and evolution of tremor for the treatment of
the associated disease. The evaluation is done through
observational rating. Some ratings for assessing ET are
Washington Height-Inwood Genetic Study of Essential
Tremor (WHIGET) rating scale—wTRS [14], Essential
Tremor Rating Assessment Scale—TETRAS and
Fahn-Tolosa-Marin Tremor Rating Scale [15]. UPDRS and
Hoehn and Yahr scales are the rating scales for Parkinson’s
disease. There is a reviewed version of UPDRS, namely
MDS-UPDRS. All these rating scales are used to evaluate
tremor at specific body segment and the severity of the
tremor is given a score. These rating scores suffer from the
subjectivity of a rater (a person who determines a rating).

2.1.2 Biomechanical Evaluation
Biomechanical evaluation involves the use of instruments to
quantify tremor such as accelerometers [16], gyroscopes
[17], inertial measurement unit, IMU [18], electrogoniome-
ter [19], electromyography [20], spirography [10], active
optical system and electromagnetic tracker system [11, 21].

Biaxial accelerometer was used in tremor pen stylus in
quantifying the tremor symptom of Parkinson’s disease [22].
Other example applications is the use of triaxial
accelerometer in capturing the physiological tremor of nor-
mal persons and PD tremor [23]. Inertial measurement unit,
IMU is an instrument which combines accelerometers and
gyroscope, to measure linear and angular component of a

motion. One example of the application of such measure-
ment unit is the use of Xsens MTx in measuring the tremor
frequency component of essential tremor patients [24].

2.2 Activities Perform During Upper Limb
Tremor Assessment

The activities performed for assessment can be categorised
according to the tremor type, i.e. rest tremor, postural tremor
and kinetic tremor. In a study by Louis et al. [25] on
assessing postural tremor of PD using WHIGET Tremor
Rating Scale, the specific activities performed are holding
arms in front of body and making wing beat posture. Stacy
et al. [26] assessed postural tremor of ET using
Fahn-Tolosa-Marin Tremor Rating Scale, whereby the sub-
jects are asked to outstretch their arms with their wrist
slightly extended and fingers are spread apart. In assessing
postural tremor with The Essential Tremor Rating Assess-
ment Scale (TETRAS), the posture assigned to subject is
maintaining upper limb to be outstretched at 90° in front of
body.

In general, the activities to be performed by subjects in
kinetic tremor assessment are finger-to-finger,
finger-to-nose, pronation-supination [27] and some specific
tasks. Action tremor, including kinetic tremor of ET and PD
can be rated using WHIGET Tremor Rating Scale which
includes these activities: drinking water using a cup, drink-
ing water using a spoon, finger-to-nose movement, pouring
water between two cups and drawing Archimedes spirals. In
the Fahn-Tolosa-Marin Tremor Rating Scale, the specific
movements assigned to ET patients are finger-to-nose
movement, writing and drawing.

Posture for assessing rest tremor has less variation. Arms
are required to put on armrest based on Unified Parkinson’s
Disease Rating Scale (UPDRS) protocol for assessing PD
tremor as in the study done by Louis et al. [25]. The protocol
in assessing rest tremor using WHIGET Tremor Rating
Scale requires subjects to put arms on laps instead [14].

2.3 Data Processing and Analysis

There are tremor quantification parameters developed to
quantify tremor in way such that the severity of a tremor can
be ranked [18, 22]. Direct analysis can be interpreted from
the stated domains by evaluating the change in the magni-
tude over domain and also the distribution pattern. Examples
of the parameters used in describing the characteristics of
tremor are centre frequency (the median of frequency), the
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frequency distribution (standard deviation of centre fre-
quency) [22, 23]. In addition, there are derivations of the
measured data for instance expressing the measured signals
in root mean square [22], power [23] and logarithm [18].
Some of the developed tremor quantification parameters are
correlated with clinical evaluation.

3 Tremor Measurement Technology

Two commercially available tremor measurement technolo-
gies are discussed in detailed in this section. The first is
Coordination ability test system, CATSYS which consists of
a tremor pen, touch recording plate, reaction time handle and
static posturography as shown in Fig. 1. Parameters used in
tremor quantification with biaxial microaccelerometer of
tremor pen stylus are tremor intensity, centre frequency,
frequency dispersion and harmonic index [22]. The clinical
trial tremor measurement result shows that tremor intensity
is correlated with UPDRS (rest tremor of right and left hands
are q = 0.680 and q = 0.739 respectively and postural tre-
mor of right and left hands are q = 0.803 and q = 0.793
respectively).

KinesiaTM Technology assesses PD tremor using wireless
finger-worn motion sensors of triaxial gyroscopes and tri-
axial accelerometers. It has wrist-worn integrated data
acquisition and wireless data telemetry also, as depicted in
Fig. 2. The outputs of the motion sensors are angular
velocity, angle and acceleration. The parameters which are
used to be correlated with clinical scores are sensor output
rms (root mean square), log of sensor output power and log
of sensor output rms [18]. The quantification parameters
correlated well with the average clinical scores in UPDRS in
determining the severity of rest (r2 = 0.89), postural
(r2 = 0.90) and kinetic tremors (0.69).

3.1 Challenges in Tremor Measurement

There are many tremor assessment systems developed [17,
19, 23, 28, 29], however these systems have limitations in
providing a confirmed diagnosis of tremor associated disease
especially Parkinson’s disease and essential tremor. It was
reported that there were as much as 10% of actual PD
patients not diagnosed until the disease reached severe stage
[30]. Besides, 25–50% of essential tremor patients were
misdiagnosed to have Parkinson’s disease [31, 32].
Co-occurrence of PD and ET adds complication into the

Fig. 1 A set of instruments in
CATSYS system which consists
of a data logger and four sensors,
including a force plate for
balancing measurement (static
posturography), a reaction handle,
a touch recording plate and a
tremor pen [22]

Fig. 2 Patient-worn Kinesia technology [18]
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clinical diagnosis [33]. The specific anecdotal impressions
realized in previous clinical evaluations for distinguishing
ET and PD include:

• ET exhibits predominant tremor direction of postural
tremor in wrist flexion-extension, whereas PD exhibits
predominant tremor of postural tremor in wrist
pronation-supination [33].

• During arm extension, tremor in thumb flexion-extension
is observed typically in PD [33].

• PD has postural tremor in more distal body segments, i.e.
metacarpal-phalangeal and phalangeal joints; whereas ET
has postural tremor in more proximal body segments
[33].
Intention tremor occurs mainly in ET and not in PD [34].

Study by Sternberg et al. (n = 100) showed several
important points [35]:

• In general, the wrist flexion-extension is greater than
wrist pronation-supination in both PD and ET. However,
the predominance of wrist flexion-extension tremor over
wrist pronation-supination in ET is greater than that of
PD.

• Tremors in metacarpal-phalangeal and phalangeal joints
are more intense than wrist joint in PD patients, whereas
tremors in ET patients exhibit the opposite tremor
characteristics.

• Intention tremor occurs in 28% of ET patients, whereas it
occurs 4% in PD patients only.

• This result implied that detailed biomechanical mea-
surement of the hand tremor can assist the clinicians in
making more objective assessment of tremor.

4 Advances and Challenges in Hand Tremor
Measurement

There have been many major development on hand tremor
measurement, notably the improvement and the use of joint
angle in the quantification of tremor [36, 37]. In this patented
approach, the tremor of the hand and arm are measured
based on the joint angle which can be related to the natural
axis of the hand and can be used for better communication
between physicians and also to communicate to the patients
to describe the tremor direction. With the joint angle, the
tremor can be described in degrees or degree/sec of the
pronation-supination, flexion-extension or abduction-
adduction of the hand and since the tremor can be a mix-
ture of any of the joint angle, this has opened up a lot of
opportunities for measurement of the hand tremor and for
diagnostics based on the observations by Stenberg et al. [35].

TheVibrationLab of USM has also develop a two-
degrees-of-freedom hand tremor simulator to study the
accuracy and reliability of the joint angle tremor measure-
ment system and the results have been submitted for con-
sideration for publication [38].

4.1 Wearable Wireless Measurement System

One of the main problem with measurement of the hand
tremor of the patients is the fact that tremor does not come at
a specific time which meant that physicians may easily miss
the observation of the hand tremor of the patient during
consultation. A wearable measurement system that can
measure the hand tremor anytime can provide ample data
which can be used in diagnostics. The need for wireless
system is evident due to the constraint of not obstructing the
patients from their daily activities which led to the require-
ment of wireless hand tremor measurement system. A typical
wireless system has been developed by TheVibra-
tionLab USM which provides more freedom to the patient
however due to reliant on the bluetooth technology the
sensors must be within the proximity of the receiver.
Another issue with the wireless sensor is the need to store
the data and also the energy management of the system.
A typical sampling of the patient hand tremor would be
during the awake time and this entails a 16-h sampling and
storage. A typical wireless sensor has a 4-h battery life.
A practical solution is to have a large on-board battery and
also computer to manage the energy and the memory.

Not all movement is tremor and the system should have
the capability to filter out intended motion from the tremor
which requires a relatively complex algorithm beyond the
simple low pass filter.

4.2 An Algorithm to Separate Postural
and Rest Tremor

The existing hand tremor measurement system that is
available nowadays does not differentiate the postural from
the rest tremor. The tendency is to accumulate the data and
to statistically process the data by using the root mean square
value. This made it difficult to correlate with the existing
hand tremor assessment rating scale as the rating are based
on a particular posture. What is required is for the mea-
surement system to measure daily hand tremor and to relate
with the rating scale. This is often not possible because of
the required posture when rating is made. An intelligent
system than can detect the posture, classify it and capture the
data according to the posture would allow for better corre-
lation with the clinical observations made using established
protocols such as the UPDRS. Clearly more work is required
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in this front. The miniaturization of the computer has pro-
vided the opportunity to have a strap-on computer on the
hand to network with all the sensors and to run a relatively
complex algorithm for tremor measurement and classifica-
tion. This feature is also more demanding as the use of more
IMU sensors in order to identify the posture of the hand and
also measure the tremor.

4.2.1 Tremor Stability Index
As the number of clinical research on hand tremor mea-
surement system increases, there are now more detailed
observations made that can improve the understanding of the
tremor motion. One of the major landmark work is by di
Biase et al. [39] which has shown that by calculating the
tremor stability index based on the frequency shift of the
tremor signal from a continuous time-series data of the hand
tremor, the difference between ET and PD can be made with
maximum sensitivity, specificity and accuracy were 95, 95
and 92%, respectively. This indicates that this new approach
can be incorporated in the post processing analysis of the
future measurement system and can greatly add value to the
measurement system.

5 Conclusion

The various types of tremor, assessment protocol and the
tremor measurement system have been presented. The
challenges of the future measurement system are to ensure
enough sampling time in a wireless and wearable device
with processing capability to indicate whether the tremor
measurement is made under rest or postural and to allow for
comparison with existing tremor ranking scale such as
UPDRS or WHIGET. The future system is also expected to
be able to calculate the tremor stability index from the
obtained data which would enable physicians to make a
better diagnosis of the disease and its progression in the
patient.
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Non Invasive Cardiovascular Health
Assessment in Post-adolescent Age Group
Using Augmentation Index

Sai Karun, Suhan S. Nath, Kunal Bharathi, Manjunath Gaonkar,
and B. Niranjana Krupa

Abstract
This paper presents a non-invasive method of classifying a subject’s health into either one
of two classes depending on the condition of the subjects’ cardiovascular health. Novelty of
the work lies in segregating the subjects who had good cardiovascular health and the
subjects who were at risk. In the proposed work, VPG signals and other general information
such as weight, height, BP were collected from 38 individuals in the post-adolescent age
group. Furthermore, a signal from a person who was known to have good cardio vascular
health was collected. This signal became the reference that was used to compare with other
signals. After the initial pre-processing, the PPG and APG were obtained from the VPG.
Then a total of 7 features of the wave contour from the APG and PPG signals were
extracted. Based on the Augmentation Index the signals were classified into two classes
using SVM and ELM classifiers. Where one class represented healthy individuals and the
other class represents the individuals at risk of CVD. The average values of the extracted
features were used and the final accuracy obtained was also an average value. The accuracy
obtained using ELM classifier with K-fold cross validation was 77%. Whereas the
efficiency achieved using SVM was 94.59%. Hence the proposed method can be used to
assess the vascular health analysing PPG signals in the post-adolescent age group.

Keywords
Cardiovascular diseases � Photoplethysmogram (PPG) � Velocity photoplethysmogram
(VPG) � Acceleration photoplethysmogram (APG) � Extreme learning machine (ELM) �
Support vector machines (SVM)

1 Introduction

Cardiovascular diseases (CVD) are identified as one of the
leading causes of death in the world today, accounting for
17.3 Million cases in 2013. CVDs are the diseases involving
the heart or blood vessels. CVDs are the single largest cause
of death worldwide [1]. The trends indicate the seriousness
and danger that CVDs pose. The current tests that indicate
whether a person has CVD is time consuming and very
expensive. PPG is an optical method that is non-invasive and

is used to detect flow of blood and changes in volume in
peripheral vessels and smaller arteries at various locations in
the body [2]. Light travelling through biological tissue can
be absorbed by various substances. Almost all the changes in
blood flow are mainly observed in the arteries and arterioles.
The changes in the blood flow volume in the microvascular
bed of tissue is detected using PPG sensor via reflection
from or transmission through the tissue [3].

The peaks and valleys which are needed for analysis may
not be very clear in a few PPG signals [4]. As a result, the
Velocity Photo Plethysmogram (VPG), the first derivative of
PPG is used. In the original PPG, sometimes there is a dif-
ficulty in detecting small changes in the phase of the
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inflections. So as an alternative the second derivative of the
PPG signal is obtained which is also known as the Accel-
eration Photo Plethysmogram (APG). Even though the
clinical significance of PPG has been documented there
remains a lack of documentation on how healthy a person is
in a young age group. Recent studies have found that
230,600 heart attack hospitalizations between 2001 and
2010 have occurred for patients between the ages 30 and 54
[5]. Another study also shows 10% of all heart attacks occur
before the age of 45 [6]. So it becomes vital to identify
people who are at risk of CVDs so as to prevent it.
Post-adolescent age group consists of people in between 19
and 25 years. Thus, this investigation, is aimed at identifying
people who are not healthy as others in the post-adolescent
age group. Identification of healthy and unhealthy in the
proposed work is done based on the Augmentation Index
(AI) calculated from the APG signal [7].

An SVM model is a representation of the examples as
points in space, mapped so that the examples of the separate
categories are divided by a clear gap that is as wide as
possible. New examples are then mapped into that same
space and predicted to belong to a category based on which
side of the gap they fall on. ELM theories show that the
hidden neurons are important but can be randomly generated
and independent from applications. ELMs, which can be
biologically inspired, offer significant advantages such as
fast learning speed, ease of implementation, and minimal
human intervention.

In this study, algorithms have been developed to extract
various features and using these features healthy and
unhealthy classes in the post adolescent age group based on
AI using ELM and SVM classifiers have been identified.

2 Methodology

This section provides a detailed explanation of data acqui-
sition, signal preprocessing, feature extraction and classifi-
cation. Below illustrates the flow diagram of the work that
was carried out (Fig. 1).

2.1 Dataset Overview and Acquisition

The dataset used in the current work consists of 36 VPG
signals consisting of both genders were recorded using the
pulse sensor [8]. In accordance with the declaration of
Helsinki, informed consent was obtained from all the sub-
jects. These signals were recorded for a duration of 2 min
and sampled at a frequency of 50 Hz.

Before the signal was collected, it was verified whether
the subjects satisfied a few inclusion criteria. Subjects were
both non-diabetic and non-hypertensive, hadn’t consumed

food or caffeine based products six hours prior, alcohol
products twenty-four hours, hadn’t smoked two hours and
hadn’t exercised two hours prior to the recording [9].

As the procured signals had to be compared with a
base/reference, a PPG signal was collected from an athlete
who was known to have good cardiovascular health. The
athlete belonged to the same post-adolescent age group. The
Pulse Sensor was placed on the right hand index finger of the
subject [10] while they were made to sit in upright position
[11]. The VPG was obtained from the sensor.

Omron Blood Pressure Monitor, HEM-7120 was used to
find the Blood pressure of the subject. This was noted before
the VPG signals were recorded. The weight of each subject
was measured using a digital weighing machine. Different
demographic data such as height, weight, blood pressure,
type of diet, etc. was collected. From their height and
weight, Body Mass Index of each individual was calculated
in kg/m2. Information such as blood pressure, smoking sta-
tus and alcohol consumption can give an indication of the
cardiovascular health. A protocol was developed and

Fig. 1 Flow of the proposed work
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followed during data acquisition to ensure that the data was
uniform.

2.2 Preprocessing

In this section, unwanted artifacts, baseline wandering etc.
were removed from the signal to make it suitable for feature
extraction. The signal was first down sampled by a factor of
975, then, the signal was detrended to remove the trend from
it. Next, the signal was split into 4 windows where each
window consist of 1500 samples each which corresponds to
30 s, now one window was selected and the VPG signal was
passed through a FIR bandpass filter to get the first
derivative of VPG called the APG signal. A filter with Order
50, lower and upper cut-off frequencies of 0.1 and 10 Hz
respectively. These filter specifications have been derived
based on the power spectral density of VPG. Finally each
cycle was extracted from the selected APG window.

2.3 Feature Extraction

A set of six features extracted from PPG, VPG and APG
signals used in the work are presented below:

B/A Ratio. This ratio was determined from the Acceleration
plethysmogram (second derivative of the PPG signal). The
absolute values of the ‘a’ and ‘b’ waves of the APG were
taken as ‘A’ and ‘B’ respectively [4].
P0/P1 Ratio. This ratio was determined from PPG and was
calculated as the amplitude from the foot to the valley point
(point where dichrotic notch is located) divided by the
amplitude from the foot to the systolic peak [4].
DTBVP/T. DTBVP represents the absolute time delay
between the diastolic and the systolic peaks and T represents
the time period of the PPG signal [4]. The time factor to be
multiplied to the samples was 0.02 s as the signal had a
sampling frequency of 50 Hz.
Stiffness Index (S.I.). The assumption made here was that
the path length was proportional to a person’s natural height,
the stiffness index has been defined as S.I. (m/s) = Body
Length/DTBVP.
DTBVP was found in the same way as mentioned above.
The data from the demographics was used along with
DTBVP to find the S.I. [4]. Area under the systolic peak.
The area under the systolic peak was calculated as the area
lying under the systolic peak and the foot of the wave [4].
Augmentation Index (A.I.). Augmentation Index was
defined as the ratio of the amplitude of late systolic peak(Y)
to the amplitude of the early systolic peak (X) [12]
(A.I. = Y/X).

Augmentation index has been shown to be a sensitive
indicator of arterial status and known to be a predictor of
adverse cardiovascular events in a diverse patient population
[7]. The early systolic peak maps to the B wave in the APG,
similarly, the late systolic peak maps to the C wave in the
APG [12].

Detection of A wave was done by finding the maximum
peak, B wave was determined by inverting the APG and
finding the maximum peak and C wave was obtained by
finding out the next maximum peak in the APG (see Fig. 2).

ZC1, ZC2, ZC3 and ZC4 represent the four zero cross-
ings of the APG wave respectively (see Fig. 3).

Fig. 2 A, B and C wave detection

Fig. 3 Mapping of VPG on PPG
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P0 was obtained by determining the third zero crossing in
the VPG signal and mapping it back to the PPG signal. P1
was obtained by calculating the Systolic peak amplitude in
PPG. Diastolic peak required for the calculation of DTBVP
was obtained by mapping the fourth zero crossing in VPG to
PPG (see Fig. 4). Finally, for A.I. X and Y was obtained by
adding the sample difference of A&B and sample difference
of A&C to the starting point of systolic peak in the PPG
signal, respectively.

Input feature set to classifier consist of following features,
F = {B/A, P0/P1, DTBVP/T, S.I, Area under systolic curve,
A.I.}.

2.4 Classification

The features extracted in the previous section was used to
classify the samples into two classes. The dataset was divi-
ded into 2 classes based on the increase in A.I., one where
the A.I. was between 0.70 and 0.919 and the other class
where the A.I. was greater than 0.919. Classification has
been performed using two machine learning algorithms;
ELM and SVM.
Extreme Learning Machine (ELM). The ELM [13] for
SLFNs indicates that hidden nodes can be randomly gener-
ated. The mapping of the input data to L-dimensional ELM
random feature space, and the network output was

FL xð Þ ¼
XL

i¼1

bihi xð Þ ¼ h xð Þb ð1Þ

b = [b1, …, bL]′ represents the output weight matrix
between the hidden nodes and the output nodes. For the
better accuracy, K-fold cross validation was used and aver-
age efficiency was computed. Totally 25 samples were used
for training and 13 for testing.
Support Vector Machines (SVM). SVM, a learning
machine based on the principle of Structural Risk Mini-
mization theory was used [14]. The SVM classification was
performed with a Linear Kernel and four fold cross
validation.

Fig. 4 Computation of DTBVP

Fig. 5 Preprocessed PPG, VPG and APG signals
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3 Results and Discussion

The detailed performance of the feature extraction and
classification is discussed in this section. Also, the role of
pre-processing is indicated by presenting the necessary plots.

Firstly, the signal was down sampled, after which the DC
shift in the signal was removed. This signal is then divided
into four windows, each of 30 s. Next, the signal is passed
through a band pass filter so as to differentiate the input
signal. Finally, the signal is segmented in a way that indi-
vidual segments of a signal were obtained. The preprocessed
PPG, VPG and APG are obtained respectively (see Fig. 5).

Using the formulae previously discussed, features for all
38 signals have been extracted and documented. A binary
classification using Augmentation Index is performed on the
set of features. Firstly, an ELM classifier with 23 neurons
and a sigmoidal activation function is used for classification.
This resulted in an average k-fold cross validation accuracy
of 77%, for a k-value of four.

Later the same features set was given as input to an SVM
classifier with linear kernel which yielded a 4-fold cross
validation accuracy of 94.59%. It was observed that SVM
was more successful in classifying the data than ELM.

4 Conclusion

In this paper, a novel method has been presented to identify
unhealthy or subjects who are at risk of developing CVDs in
a young age group. Augmentation index which is a major
indicator of heart diseases was used to segregate data. Using
popular machine learning algorithms the recorded data was
classified and accuracies were compared. An accuracy of
77% was achieved using ELM with cross validation. Upon
using SVM with cross validation an accuracy of 94.59% was
achieved.

Both the algorithms effectively were able to distinguish
unhealthy set of subjects and healthy set, but looking at the
accuracy achieved it is evident that SVM performed better
than ELM. By combining both signal processing and
machine learning techniques, this paper proves that it is
possible to effectively evaluate the cardiovascular health and
is also able to distinguish unhealthy and healthy set of
subjects from a young age group. However, it is necessary to

test the proposed system on data belonging to subjects of
other age groups and come up with an age index.
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Novel and Security Connections for Extending
Mobile Audio Signal Delivery
to Personal/Notebook Computer

Meng-Lun Hsueh, Huey-Dong Wu, and Bing-Yuh Lu

Abstract
This study proposes a direct wiring solution for connecting a mobile on the near side to a
personal computer/notebook computer (PC/NB) for accessing audio signals from a distant
mobile device to avoid any interferences and interrupts. Such signals can be communicated
to the PC/NB. This supports achieving enriched resources of signal processing by both
hardware and software in PC/NB. The results of a successful experiment are presented to
validate the function of this wiring design. Briefly, it is ready for mobile communication
with signal processing algorithms by connecting with the novel line without any additional
processes in this study if the advanced algorithm is successfully tested in PC/NB. In
conclusion, a straightly wiring audio connecting line for mobile based communication to
the PC/NB makes a better signal transfers that can be applied in auscultation much easily.

Keywords
Earphone � Microphone � Mobile � Connecting line � Audio

1 Introduction

Wireless communications between mobile devices and per-
sonal computers/notebooks (PCs/NBs) can be implemented
by Bluetooth, WiFi, Modem and other communication
technologies. However, the settings and programming might
be problematic for many users. Therefore, a novel wiring
connection method was developed for achieving direct wired
connections to deliver audio signals from mobile devices to
the PC/NB.

Bluetooth is a wireless technology standard whose
operating frequencies are between 2.4 and 2.485 GHz for
exchanging data over short distances wirelessly. Ericsson,
the telecom vendor, was originally employed it as a wireless
alternative to RS-232 data cables in 1994 [1]. Some medical
systems based on the Bluetooth Technology have been
developed. For examples, Jung et al. [2] have implemented a
ubiquitous Bluetooth based healthcare system which moni-
tored for physiological signal in a body area network. Zhang
and Xiao [3] have built a Bluetooth based system which
remotely monitored the physiological signals in a sensor
network. The main contribution of Ying and Xiao’s study
was the creation of a system infrastructure which reduced the
cost for patients and increased the physiological data. The
patients can be promoted the quality of medical care by this
system. Wei et al. [4] have reported a portable system that
measured ECG signal with the functions of monitor and
analysis. The features of the system were portable (Blue-
tooth), easy to connect with computer, and real-time. Chien
and Tai [5] have proposed a PDA system based on the
wireless bluetooth technology to measure physiological
signals.
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WiFi which based on the IEEE 802.11 standards is a
technology for wireless local area network (WLAN). Wi-Fi
compatible devices such as smart phones, PCs, Notebook
PCs can connect to a wireless access point which has a range
of about 20 m detecting distance. Chételat et al. [6] imple-
mented a system for cardiorespiratory distant monitoring
using biosensors and wearables. The system named
“WELCOME” performed a precisely synchronous mea-
surement of ECG. Chauhan et al. [7] proposed a system,
“BreathPrint”, which employed the audio signatures asso-
ciated with the three individual gestures to process via the
microphone sensor on smartphones and wearable devices.

In 2015, Lu and Wu [8] developed a real-time
mobile-based auscultation (RMA) that can be used in dis-
tant health care systems to improve the convenience of
performing real-time auscultation on patients. The advan-
tages of RMA are easy to use, traditional performance of the
telephone, and good to the elders. Especially, it is very easy
to perform the distant auscultation of the experienced elder
medical doctors. Based on RMA, a new design of the audio
line was proposed to connect the PC based software for the
scientific analysis of the auscultation in this study. A better
signal transfers that can be applied in auscultation much
easily results from a straightly wiring audio connecting line
for mobile based communication to the PC/NB.

2 Methods

Modern PCs or NBs are equipped with connectors that can
accommodate earphones and microphones. Figure 1 pre-
sents the proposed wiring design of pin connectors, where L
denotes the left audio channel, R denotes the right audio
channel, M denotes the microphone channel, and G denotes
the ground. In this design, sound can be sent through the R
and L channels in a mobile device to the microphone
channel in a PC/NB for signal processing.

A mobile device is a basic unit in 3G and 4G mobile
telecommunication systems. Therefore, when a distant
mobile device calls up a mobile device on the near side that
is connected to a PC/NB through the aforementioned line,
sound can be sent from the distant source to the PC/NB on
the near side. A diagram of this process is presented in
Fig. 2. Similar applications have been widely discussed.
Many researchers proposed advanced algorithm to enhance
the region of interest (ROI) of investigating signals. In the
mobile communication system, the algorithm should be

implemented in the receiving mobile which is usually less
resources in hardware and software then PC/NB. Therefore,
the model in the Fig. 2 provides a direct solution to the
implementation of the advanced algorithms much easily [9–
11].

3 Results

A practical experiment that involved connecting a mobile
device to a PC/NB through the prototype line was also
implemented in Fig. 3. Mobile A on the far side was a
Windows Phone 8X (hTCTM) and Mobile B on the near side
was an Amazing A6 (HwaWeiTM) which was connected to a
PC/NB (Aspire V17, acerTM) through the novel wired line
shown in Fig. 3. Therefore, the sound from Mobile A was
delivered to the speakers (Pebbles, JBLTM). A simple pro-
gram coded in Simulink (MathWorkTM) presented the sound
signal from Mobile A in the oscilloscope display of the
testing program. Therefore, the experiment was successful.
All audio signals were sent through a telecommunication
system. Briefly, the experimental design in Fig. 2 has been
carried out by the system integration in Fig. 3. Furthermore,
the novel wired design shown in Fig. 1 has been imple-
mented, and pictures of the prototype of the audio line were

Fig. 1 Wiring design of the pin connectors

Fig. 2 An application of the wiring design of the pin connectors

Fig. 3 The experiment of the diagram in Fig. 2
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depicted in Fig. 4. Furthermore, Fig. 5 presents the pin
connector.

4 Discussion

In this novel wiring design, the M lines on both sides are not
connected to avoid any unpleasant noise associated with
insertion of the plug from the microphone of Mobile B.
However, the communication of Mobile B depends on its
microphone. Both M lines can be connected, if users need
the function of communication. Reversely, the near side
mobile and PC/NB can be put in the far side, and the wire
can be employed backward. Therefore, many extended
applications are feasible.

In 2015, Lu and Wu [8] developed a RMA system that
can be used in distant health care systems to improve the
convenience of performing real-time auscultation on
patients. This novel wiring design can enable auscultation
signals of distant patients to be sent as input to a PC/NB, in
which they can be refined to enhance their quality and clarity
by running various signal processing algorithms. Executing
these processes on the PC/NB are easier than on Mobile B.

Compared with RS-232 or USB wired communication
technologies, the connecting line that we proposed exhibits
an easy to use real-time operation without any conversions
and communication protocols. This straightly shows the
benefits of this wired audio connecting line.

However, the WiFi applications are hot now, but the
security and privacy of the Internet communication is still a
problem. Therefore, many research groups focus on the issue
of the complex internet security. Kaiwartya et al. [12]
reported an investigation to clear understand the security in
wide area of network communications. This paper indicated
that some unauthorized disclosure, unauthorized action, and
data alteration are threating the privacy in the network.
Certainly, this disclosed that the importance of protecting the
privacy of personal medical data is a worldwide issue.

The RMA which based on the modern telecommunica-
tion can real-time transfer the respiration signals. The 3G or
4G mobile communication systems are commercial. There-
fore, the respiration sounds can be transferred stably and
safely. Through the audio line that this study proposed, the
mobile and PC/NB can connect very easily. Furthermore, the
PC/NB based analysis tools can process the acoustic signals
from RMA without any modification of the codes in a ready
program. Therefore, the results supported many biomedical
research groups to keep their PC/NB based algorithms and
codes, but developed the distant heath care system as the
APPs in mobile immediately. The “no harm” technology
promotion disclosed the value and speed-up of the wiring
method. The experienced experts will prefer the certainty of
system upgrade. For examples, some filter technologies with
space transformations usually need a huge computer
resources, and the promoting version of APPs in smart-
phones may be completely new task of complex coding. Our
method avoids the trouble shootings of the suffering pro-
grammers in many research groups related to the distant
auscultation, but supplies a speedy and reliable solution.

5 Conclusion

This study proposes a direct wiring solution for connecting a
mobile on the near side to a PC/NB for accessing audio
signals from a distant mobile device to avoid any interfer-
ences and interrupts. Such signals can be communicated to
the PC/NB. This arrangement supports enriched signal
processing in both hardware and software. Compared with
the complex settings and programming requirements of
wireless communication technologies such as Bluetooth and
sockets, the wiring solution in this study provides a direct
solution for successful operations of advanced algorithms.
Briefly, it is ready for mobile communication by connecting
with the novel line if the advanced algorithm is successfully
tested in the PC/NB.

Fig. 4 The audio line: implementation of the wiring design of the pin
connectors in Fig. 1

Fig. 5 The connector of audio line
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Sensitivity Improvement of Respiratory
Movement Detection in Non-contact In-Bed
Cardiopulmonary Measurements During Sleep

Mayuko Takano and Akinori Ueno

Abstract
Unobtrusive measurement methods for electrocardiograms and respiratory movements
(RMs) have the potential to become key home monitoring technologies. This study reports
on an improvement in the RM signals obtained from subjects when a non-contact in-bed
cardiopulmonary measurement system was used; our aim was to improve the detection
sensitivity (psens) of RMs that reflected chest and abdominal motions (RMchest and RMabd,
respectively). A suitable capacitance value for a virtual midpoint circuit (CVMC) in the
system was determined for stabilization during prolonged measurements. The system was
then modified by using a suitable CVMC value in conjunction with a modified electrode
structure, a revised front-end voltage follower, and a readjusted passband for filtering. The
performance of the modified system was evaluated via overnight experiments conducted
using seven healthy volunteers. The results revealed that psens for both the RMchest and
RMabd signals of the modified system were better than those found for the conventional
system tested; on average, psens for RMchest and RMabd were 15.8 and 13.5%, respectively,
greater than those found for the conventional system. Although the modified system still
needs to be improved with regard to psens for both RMchest and RMabd, it seems to be a
promising development as far as daily cardiopulmonary monitoring during sleep is
concerned.

Keywords
Respiratory movement � Virtual midpoint circuit � Capacitive sensing

1 Introduction

The number of patients with chronic cardiorespiratory dis-
orders is increasing, and for this reason home monitoring
approaches are expected to play a key role in the treatment
of such patients in the future [1]. Clinical trials have
demonstrated that management programs that include home
monitoring improve clinical outcomes, particularly for
patients with heart failure hospitalization [2]. Because
sleep-disordered breathing is associated with acute unfa-
vorable effects on cardiovascular physiology [3], home

monitoring should concern itself not only with electrocar-
diograms (ECGs), but also with respiratory movement
(RM) during sleep. Between July 2003 and December 2007,
the US Veterans Health Administration (VHA) introduced a
national home telehealth program called Care
Coordination/Home Telehealth; this program identified the
care needs for both chronic obstructive airways disease and
chronic heart failure [4]. The VHA also reported that
large-scale enterprise-level home telehealth implementation
was an appropriate and cost-effective way to manage chronic
care patients in both urban and rural settings [4].

In home monitoring scenarios, ambient and unobtrusive
methods are required for the measurement of patients’ vitals
so that the status of patients can be monitored without
impairing their everyday lives. Consequently, a number of
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research activities in the past decade have explored different
ways in which this can be done [1, 5, 6]. These studies
indicated that capacitive sensing is a promising method for
making cardiopulmonary measurements. Yama et al. pro-
posed a non-contact and unobtrusive method for measuring
narrow-band ECG (10–40 Hz) and RM signals; their method
used capacitively coupled electrodes, and they used sleeping
babies as the subjects in their study [7]. However, the
narrow-band ECG can provide less information than con-
ventional (i.e., 0.5–100 Hz band) ECGs due to the lack of
low-frequency component (i.e., 0.5–10 Hz) including T
wave and P wave of ECG. Moreover, the method reported in
the study conducted by Yama et al. was only able to measure
a single-channel RM that reflected abdominal movement. In
obstructive sleep apnea, chest and abdominal movements
exist even when there is no airflow through the airways, and
these movements are known to be reversed phase [8]. It is
therefore desirable for the RM signals of these two areas to
be measured independently of one another; one way in
which this could be done is through the introduction of a
virtual midpoint circuit (VMC) into the measurement system
[9]. However, it is still unknown what effect capacitance
values in VMCs have on the stability of RM measurements.
In this paper, we have explored what the optimal values are
for this capacitance, and we have introduced it into a mod-
ified measurement system. Following this, we evaluated the
performance of the modified system via overnight
measurements.

2 Measurement System

2.1 Multilayered Cloth Electrode

Figure 1a shows the positions of the electrodes and block
diagram of the cardiopulmonary measurement system used
in this study. The ECG signal was measured as the potential
difference between electrodes (1) and (3), which were placed
under a bed sheet at the positions of subjects’ upper backs
and buttocks, respectively. RM measurements reflecting
chest motion (RMchest) were also derived from this potential
difference through the use of a separation filter and ampli-
fiers. In order to measure the RM associated with the
movement of the abdomen (RMabd) independently of that of
RMchest, electrode (2) was placed at the position of subjects’
waists. RMabd measurement was derived from the potential
difference between electrodes (2) and (3). The electric
potentials at electrode (1), (2) and (3) were also used to
synthesize the circuit ground potential via a VMC.

Figure 1b shows a cross-sectional diagram of a conven-
tional cloth electrode and its connection to a typical

front-end voltage follower. The top-most layer is a sensing
layer, and the output from the front-end voltage follower is
fed into the third layer in order to configure a driven shield.
Figure 1c shows a cross-sectional diagram of an electrode
and its connection to a front-end voltage follower those are
modified in this study. As shown in the Fig. 1c, we adopted
a doubly shielded structure for the electrode by introducing
the fifth layer as a ground plane [10] in the hope of
increasing the modified electrodes tolerances against elec-
trostatic discharges and movement artifacts [11].

2.2 Front-End Voltage Follower

The purpose of the front-end voltage follower was to sup-
press voltage losses at the capacitive coupling between the
surface of a subject’s body and the electrodes; it did this by
having an ultra-high input impedance and by leading the
potential of the electrode to the subsequent circuitry with a
low output impedance. In the connection that used a con-
ventional electrode, a standard buffer was used for the
voltage follower, as shown in Fig. 1b. In the modified
electrode connection, however, a bootstrapped buffer was
used (see Fig. 1c). The bootstrapped buffer provided low
input impedance for the direct current component of the
input electric potential, whereas it provided an ultra-high
input impedance for the alternating current component of the
input electric potential. In non-contact ECG measurements,
the bootstrapped buffer has been shown to contribute to the
shortening of baseline restoration times after body move-
ments [12].

2.3 Signal Detection Circuitry

In order to detect RMabd and RMchest signals independently
of one another, we introduced the VMC [9] into the signal
detection circuity, and we grounded the circuit (GND) using
three electric potentials measured by electrodes (1), (2), and
(3). We set a common capacitance (CVMC) in the VMC
switchable; this was used so that adequate values could be
used for RM signal detection. The ECG and RM detecting
devices used consisted of differential separation filters,
instrumentation amplifiers, and other filters and amplifiers
with a gain of 60 dB in the same manner as in the report of
[9]. The frequency band used to detect the ECG signal was
set to 0.5–40 Hz, and a band elimination filter of 50 Hz was
used to suppress commercial power-supply noise. For the
detection of the RM signals, a bandpass filter of 0.10–
0.50 Hz was used in the conventional system and 0.15–
0.50 Hz was used in the modified system.
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3 Method

All of the experimental procedures were approved by the
Human Life Ethics Committee of Tokyo Denki University.
All of the subjects provided informed consent prior to their
participation in our experiments.

3.1 Evaluation of the Capacitance in the VMC

CVMC can affect stability when the electric potential is
measured at the VMC’s ground; this can affect the stability
of the signal baselines of both RMchest and RMabd. We
examined this effect by changing CVMC during tests in
which subjects slept for either 60 min or 6 h. One male
subject, who wore commercially available nightwear made
out of cotton that was 0.36 mm thick, participated in the
experiment. The conventional electrodes depicted in Fig. 1b
were placed on a mattress according to the layout shown in
Fig. 1a and were covered by a cotton bed sheet that was
0.33 mm thick. Each electrode was connected to a boot-
strapped voltage follower, and the signal detection circuitry

was used to measure ECG, RMchest, and RMabd
simultaneously.

In the 60 min sleep test, CVMC was changed every
20 min in the order of 1, 10, and then 100 µF; during this
time, the subject lay on the bed in a supine position. A signal
was also measured using a band-type respiration transducer
(BN-RESP-XDCR, BIOPAC Systems) on the abdomen and
a breathing amplifier (RSP100C, BIOPAC Systems); this
was used as a RM reference signal (RMref). In the 6 h sleep
test, CVMC was changed every 2 h in the order of 1, 10, and
then 100 µF; during this time, the subject slept on the bed in
a supine position. RMref was measured in the same way as in
the 60 min sleep test.

3.2 Overnight Measurements

We assessed the conventional and modified measurement
systems by twice conducting overnight experiments in dif-
ferent nights while each of the seven healthy subjects that
participated slept; during one sleep cycle, a CVMC value of
1 pF, the conventional electrode structure, and the

(a) Measuring system

(b) Conventional electrode (c) Modified electrode

ECG and RMchest
Detecting Device

ECG

RMchest

Virtual Midpoint Circuit

RMabd.

Voltage 
Follower

Voltage 
Follower

Voltage 
Follower

Mattress

Electrode (3)

Electrode (2)

RMabd.
Detecting Device

Electrode (1) CVMC

CVMC

CVMC

vo

Insulator
Shield layer

Electrode 

Ground layer

Insulator
Shield layer

vo

Electrode 

Insulator

Fig. 1 Schematics showing the
conventional and modified
measurement systems. a Positions
of the electrodes and block
diagram of the conventional
measurement system along with
the additions for the modified
system (which are indicated by
the shaded areas and dashed lines)
are shown. The cross-sectional
diagram of the electrode and the
connection to the front-end
voltage follower in the
b conventional and c modified
measurement systems. The output
voltage of the voltage follower is
fed back into the third layer in
both systems
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conventional voltage follower were all used, while in the
other, CVMC evaluated by the experiment in Sect. 3.1, the
modified electrode structure, and the modified voltage fol-
lower were all used (see Table 1). The physical information
of all of the subjects is shown in Table 2. The subjects were
asked to lie on the bed in a supine position when the mea-
surements were started and to keep lying on their beds for at
least 6 h; however, they were free to change their body
positions. The reference signal used for RM was the same as
in Sect. 3.1, and so too was the clothing used. Initial 6 h
measurements of RMchest, RMabd and RMref were ana-
lyzed as described in the following Sect. 3.3.

3.3 Analysis of the RM Signals

In order to pre-process the signals for analysis, we applied a
digital bandpass filter (IIR, 0.15–0.5 Hz, Q = 0.707) twice
to the RM signals of RMref, RMchest, and RMabd. In the
60 min sleep test, we computed the frequency spectrum of
the RM signals for each capacitance condition by using fast
Fourier transform.

For the 6 h sleep test and overnight measurements, we
detected each RM event from the RM signals with a dedi-
cated program developed by us [13]. The detection algo-
rithm in this program used threshold processing and renewed
the threshold repeatedly according to the mean amplitude of
the three most recently elapsed RM events, including the
newly detected one. The algorithm regarded all events that
had amplitudes more than 1.8 times the threshold as body
movements, and so excluded them from analysis. If the
starting point of one cycle of an individual subject’s RM
event was included in the interval of the corresponding cycle
of a reference RM event, then the RM detected by our
system was deemed to have been detected correctly.

The detection sensitivity (psens) was calculated using
Eq. (1) [14]. In this equation, NTP represents the number of
RM events correctly detected in each output signal of the
conventional or modified systems, and NFN is the number of
undetected RM events in the output signals of the conven-
tional or modified systems:

psens ¼
NTP

NTP þNFN
� 100 ð1Þ

4 Results and Discussions

4.1 Effect of CVMC on the RM Signal Quality

Figure 2 shows the frequency spectra of the RM signals for
durations of 20 min for different CVMC values. In the spectra
for RMref, both the center frequency (around 0.3 Hz) and its
power are independent of CVMC. However, in the spectra for
RMchest and RMabd, the power increased as CVMC increased,
and the shape of the spectra as well as the center frequency
of that was not completely unrelated to CVMC value. While
100-µF CVMC produced the largest power at the center fre-
quency, the shape of the spectra of the 10 µF CVMC meant
that this value was the most advantageous; this was because
of the bunched spectral to some specific frequencies at this
capacitance.

According to the results obtained for the 6 h sleep test
that are shown in Table 3, psens at 10 µF CVMC exceeded
80% on average for both RMchest and RMabd. Although psens
at 100 µF CVMC was found to have the best value (i.e.,
83.5%) for RMabd, its psens value for RMchest was signifi-
cantly below 80% (i.e., 70.6%). A comparison of the psens
values between the first and second 1 h sections also indi-
cated that the use of the 10 µF CVMC was the most suitable
for the stable detection of RM signals, because the sensi-
tivities found were not very different, and they both excee-
ded 80% for both RMchest and RMabd.

4.2 RM Sensitivities Obtained
by the Conventional and Modified
Systems During the Overnight
Experiments

Figure 3a and b show examples of the ECG and RM signals
obtained by the conventional and modified systems,

Table 1 Comparison of the measurement conditions between the conventional and modified systems

Item Conventional system Modified system

Electrodes Three-layer Five-layer

Front-end circuit Voltage follower Voltage follower with bootstrap

CVMC 1 pF 1/10/100 µF

Frequency band in RM detecting device 0.1–0.5 Hz 0.15–0.5 Hz
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Table 2 Age and physical constitutions of the subjects that participated in the overnight experiments

Subject Age (years) Height (m) Weight (kg) BMI (kg/m2)

#1 22 1.73 73.4 24.5

#2 23 1.75 65.0 21.2

#3 21 1.87 73.0 20.9

#4 20 1.73 62.0 20.7

#5 20 1.60 55.0 21.5

#6 22 1.67 70.0 25.1

#7 19 1.72 78.8 26.6

RMref

RMchest

RMabd.

(a) 1 [ F] (b) 10 [ F] (c) 100 [ F]

0       0.3      0.6       0.9       1 0       0.3      0.6       0.9       1 0       0.3      0.6       0.9       1

frequency [Hz]

20 [mV/div]

0.8 [mV/div]

0.8 [mV/div]

Fig. 2 Frequency spectra of
20-min RM recordings obtained
with various VMC capacitances;
a 1 µF, b 10 µF, and c 100 µF.
The temperature and volumetric
humidity used in these readings
were 26.8 °C and 11.6 g/m3,
respectively

Table 3 Sensitivity (%) of the RM signal measurements for different CVMC values

Time section (min) Chest (µF) Abdomen (µF)

1 10 100 1 10 100

0–60 66.6 83.1 64.1 75.8 81.0 75.8

60–120 67.0 80.1 70.3 68.1 81.1 86.2

Average 66.8 82.3 70.6 72.5 81.1 83.5

The temperature and volumetric humidity measured during these readings were 25.8 °C and 15.9 g/m3, respectively

(a) Conventional system (b) Modified system
4 s

1 V

50 mV

50 mV

ECG

RMchest

RMabd.

4 s

Fig. 3 Recordings of the ECG
and RM signals from Subject #1
in the overnight measurements as
obtained by the a conventional
and b modified systems
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respectively, during the sleep cycles of subject #1. Both have
the same time elapsed from the onset of the measurement.
The baseline of the ECG signal in Fig. 3a was less stable
than that in Fig. 3b. This instability often developed after
body movement was recorded by the conventional system.
The RM amplitude in Fig. 3a was more variable than it was
in Fig. 3b, irrespective of whether it was RMchest or RMabd.
The poor repeatability of the RM amplitudes arose more
frequently in the recordings measured by the conventional
system. A comparison between RMchest and RMabd in
Fig. 3a revealed that the RMchest measurements were inferior
to those of RMabd in the conventional system. In contrast to
the conventional system, both RMchest and RMabd mea-
surements in the modified system were found to have more
stable amplitudes for all of the subjects.

Figure 4 summarizes psens for the 6 h measurements of
RMchest and RMabd made for each subject during the each
overnight experiment. As can be seen in Fig. 4, psens
increased in the modified system for both RMchest and
RMabd for all of the subjects; the mean increases were 15.8
and 13.5%, respectively. In the measurement for Subject
#6, the increase in the mean psens of RMchest was subtle
(1.1%), and the standard deviation (SD) of this psens was

larger than that found for the conventional system. Because
an advanced analysis of mean psens for every 1 h segment
revealed a smaller each SD of RMchest measured by the
modified system than that measured by the conventional
system, the larger value of SD for the 6 h period can be
attributed to the occasional larger variation of the respira-
tion rate in the measurement using the modified system.
These results indicate that the modified system is more
suitable for prolonged RM measurements than the con-
ventional system. However, the mean psens found for
RMchest and RMabd were 67.6 and 72.2%, respectively;
these values are below 80%. As such, the measurement
system needs to be improved further. We found that this
was particularly the case for low-body-mass-index
(low-BMI) subjects, because Subjects #2, #3, and #4, all
of whom had lower BMI values than the other subjects, all
showed low psens for both RMchest and RMabd.

5 Conclusion

In this study, we examined suitable values of CVMC in a
non-contact in-bed cardiopulmonary measurement system so
that we could improve psens of RMchest and RMabd during
sleep. 10 µF was identified as the most suitable value for this
parameter, and we used it in our modified system along with
the modified electrode structure and front-end voltage fol-
lower we proposed. We evaluated the performance of the
modified system in overnight experiments, and we found
that it demonstrated improved signal quality and therefore
produced better psens for the modified system than for the
conventional system. Although the modified system still
needs to be improved in order for better psens to be obtained
for RMchest and RMabd, it seems to be a promising
development as far as daily cardiopulmonary monitoring
during sleep is concerned.
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Model Iterative Airway Pressure
Reconstruction During Mechanical
Ventilation Asynchrony: Shapes
and Sizes of Reconstruction

Chee Pin Tan, Yeong Shiong Chiew , J. Geoffrey Chase,
Yeong Woei Chiew, Christopher Pretty, Thomas Desaive,
Azrina Md Ralib, and Mohd Basri Mat

Abstract
Model-based methods estimating patient-specific respiratory mechanics may help intensive
care clinicians in setting optimal ventilation parameters. However, these methods rely
heavily on the quality of measured airway pressure and flow profiles for reliable respiratory
mechanics estimation. Thus, asynchronous and/or spontaneous breathing cycles that do not
follow a typical passive airway profile affect the performance and reliability of model-based
methods. In this study, a model iterative airway pressure reconstruction method is
presented. It aims to reconstruct a measured airway pressure affected by asynchronous
breathing iteratively, trying to match the profile of passive breaths with no asynchrony or
spontaneous breathing effort. Thus, reducing the variability of identified respiratory
mechanics over short time periods where changes would be due only to asynchrony or
spontaneous artefacts. A total of 2000 breathing cycles from mechanically ventilated
patients with known asynchronous breathing were analyzed. It was found that this method
is capable of reconstructing an airway pressure free from asynchronous or spontaneous
breathing effort. This work focuses on several cases, detailing how iterative pressure
reconstruction method performs under different cases, as well as its limitation.

Keywords
Mechanical ventilation � Spontaneous breathing � Asynchrony � Airway pressure
reconstruction

1 Introduction

Application of model-based methods in the intensive care
environment has become increasingly popular [1, 2]. It aims
to provide personalized care based on patient-specific
condition and patient-specific response to treatment [3–5].
Similar trends have also emerged in mechanical ventilation
(MV) treatment for respiratory failure patients. These
model-based methods use mathematical models to describe
and estimate patient-specific respiratory conditions in
real-time, as identified from clinical data, and are able to
provide useful new insight to attending clinicians in order to
devise suitable, more patient-specific treatment.
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In particular, these model-based methods are able to
estimate respiratory system parameters such as respiratory
system elastance (1/compliance), airway resistance, impe-
dance, reactance, time constant decay, alveoli threshold
opening pressures, viscoelasticity, alveoli recruitment, per-
fusion etc.; these information can then be used by clinicians
to optimize MV settings. However, currently, accurate esti-
mation of patient-specific respiratory system parameters
relies on specialized clinical protocols that require patients to
be sedated and paralyzed during data acquisition. Some
patients are required to undergo protocols such as staircase
recruitment maneuvers [6], super syringe method [7], and/or
low flow maneuver [8], all of which are added invasive, care
interrupting protocols that also consume nursing time and
effort. They are thus not ideal.

Sedation and paralysis during MV is given partly to
reduce patient’s discomfort, as well as to reduce asyn-
chronous events [9]. When the patient is synchronized with
the ventilator, data acquisition is more consistent, the airway
pressure and flow are uninterrupted, and, the respiratory
system parameters can be accurately estimated [10, 11].
Without patient-ventilator synchronization, the data are
altered by the patient’s spontaneous and unpredictable
breathing effort, leading to inaccurate parameter identifica-
tion [12]. In addition, frequent use of sedation and paralysis
drugs may also affect patient recovery time and increase
ventilator dependency, worsening patient outcomes [13].
Thus, there is an increasing need for research to model
and/or to account for the effects of asynchronous breathing
or spontaneous breathing (SB) to enhance model-based
respiratory mechanics estimation [10, 14, 15].

In this study, the authors investigate an airway pressure
reconstruction method for airway pressure profiles altered by
asynchronous or SB. This reconstruction method, model
iterative pressure reconstruction (MIPR), attempts to model
the asynchronous breathing cycle to a non-asynchronous cycle
using a single compartment lung model. In particular, this
study presents the airway pressure reconstruction algorithm,
demonstrating how pressure reconstruction can be performed
on several irregular airway pressures and analyses their per-
formance and effect on respiratory mechanics estimation.

2 Methods

2.1 Patient Data

Retrospective data from respiratory failure patients from the
CURE pilot study were used [16]. Patients were ventilated
using Puritan Bennet 840 ventilator, using synchronous
intermittent mandatory ventilation (SIMV) volume con-
trolled mode (tidal volume = 6–8 ml/kg). Patients with
clinically observed ventilation asynchrony were selected. As

patients do not experience asynchronous breathing deliber-
ately, these datasets provide a wide range of asynchronous
breaths in shape and size of asynchrony to test the perfor-
mance of the pressure reconstruction method. All data were
sampled at 50 Hz and processed using MATLAB (R2014b,
The Mathworks, Natick, MA, USA).

2.2 Model Iterative Pressure Reconstruction
(MIPR)

A 3-step iterative pressure reconstruction (MIPR) method is
developed, incorporating methods proposed by Damanhuri
et al. [17] and Newberry et al. [18], where the maximum
original airway pressure and model fit pressure are used to
improve airway pressure reconstruction. Figure 1 shows the
sequence of how airway pressure of an asynchronous
breathing cycle is reconstructed iteratively to create an
unaffected ‘non-asynchronous’ cycle using MIPR.

Step 1: Model fit to original inspiratory airway pressure:

The inspiratory airway pressure of an asynchronous
breathing cycle fitted using a single compartment linear lung
model [19, 20]. The model is defined as an elastic com-
partment with a connecting airway as shown in Eq. (1):

Paw tð Þ ¼ ErsV tð ÞþRrsQ tð ÞþP0 ð1Þ
Paw is the airway pressure, t is time, Ers is the respiratory

system elastance, V is the air volume, Rrs is the respiratory
system airway resistance, Q is the flow and P0 is the offset
pressure. Figure 1a shows the model fit with asynchronous
data.

Step 2: New maximum airway pressure:

The reconstruction of the new airway pressure is performed
using the intersection between the original airway pressure
and model fitted pressure. This reconstructed airway pres-
sure begins to ‘fill’ the empty space caused by asynchronous
breathing as shown in Fig. 1b. This reconstructed airway
pressure is then used as a new airway pressure for subse-
quent model fitting as shown in Fig. 1c.

Step 3: Iterative pressure reconstruction:

Pressure reconstruction is performed iteratively following
Fig. 1d–g, where Fig. 1g shows all iterations together,
illustrating how the pressure profile becomes ‘normal’ and
unaffected by asynchrony. The pressure reconstruction
process stops after 20 iterations. Figure 1g shows all 20
iterations with the final reconstructed airway pressure loca-
ted at the top-most of the pressure reconstruction curves.
Figure 1h shows a typical normal airway pressure not
affected by asynchrony.
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In this study, several different shapes and magnitude of
asynchronous airway pressure profiles are reconstructed to
highlight the details and performance of the MIPR.

2.3 Data Analysis

2.3.1 Respiratory Mechanics
The airway pressure generated by MIPR and the original
airway pressure are used for respiratory mechanics estima-
tion, yielding parameters Ers and Rrs. Estimated parameters
are compared between the original and reconstructed pro-
files. A student t-test is used to test the difference of Ers

distribution, with p-value < 0.05 considered significant. This
analysis determines if the MIPR method provides a mea-
surable change in the identified respiratory properties.

2.3.2 Coefficient of Variation and Spread
Analysis

The MIPR performance in estimating respiratory system
parameters is assessed using variation and spread analysis. The
coefficient of variation (CV) and Range90 are calculated for the

estimated parameters using the reconstructed and the original
pressure profiles. CV is calculated as the mean absolute dif-
ference (MAD) of the parameters divided by the mean.
Range90 is calculated as the difference between the 95th per-
centile and the 5th percentile of the parameter distribution [21].
Higher CV and Range90 values indicate higher variability, and
lower values indicate less variability which is desirable over
short periods given no other changes in care of patient condi-
tion. Thus, lower or reduced values indicate the success of the
method in accounting for asynchrony.

3 Results and Discussion

3.1 Case 1: A Typical Pressure Reconstruction

Figure 2 shows a typical successful pressure reconstruction.
The observed shape and magnitude of asynchronous
breathing is higher compared to Fig. 1, and the MIPR
method is capable of reconstructing the airway pressure to an
airway pressure free of asynchronous breathing. In each
iteration, the intersection and overlaying of model fit and the

Fig. 1 A figure caption is always placed below the illustration. Short captions are centered, while long ones are justified. The macro button
chooses the correct format automatically
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original airway pressure (solid line) provides a new airway
pressure profile for model identification. As it reconstructs
iteratively, the error between the model fit and reconstructed
pressure profile decreases, resulting in a non-asynchronous
airway pressure profile.

3.2 Case 2: Late Asynchronies

In some cases, patient induced asynchronous breathing
occurs at the end of the breath, which cannot be reconstructed
using the typical pressure reconstruction method. In partic-
ular, the MIPR method fails due to the amount of ‘missing
data’ at the end of inspiration. Figures 3a–d shows a sample
of failed pressure reconstruction due to late asynchronies.
The reconstruction process depends on the quality of model
fitting using linear regression where it attempts to best fit a
passive model to data. However, if most data are ‘incorrect’,
the first step of pressure reconstruction will not provide a
‘correct trend’ for the iterative reconstruction process.

In these cases of late asynchronies, modification of the
MIPR algorithm is required. The MIPR method is thus
modified to include a pressure filling method as proposed by
Damanhuri, Chiew [17], where the end of inspiratory pres-
sure should at least be similar to the maximum observed
airway pressure. Similarly, any airway pressure points that is
in between the end of inspiratory pressure and the observed
peak will be ‘filled’ with an estimated maximum airway
pressure as shown in Fig. 3e–h. From this modified starting
point, the MIPR method is used to obtain an unaffected final
airway pressure.

3.3 Case 3: Early Asynchrony

Another potential anomaly in inspiratory airway pressure is
the early patient breathing asynchrony or spontaneous breath

triggering. This condition occurs when the initial pressure
step increase due to the step or ramp airway flow increase is
not observed. The increase in airway pressure is an impor-
tant feature during parameter identification. If it is missing,
model fitting fails. During model fitting of the original air-
way pressure, this lack of the pressure increase results in
non-physiological respiratory mechanics parameters, such as
negative elastance or resistance, which are impossible.

In some instances, this negative value captures patient
triggering effort as an active external source, resulting in
negative elastance or resistance [22]. However, that is not
the case in this paper, where the airway pressure recon-
struction has to assume a positive value. Hence, the
reconstruction algorithm will force a positive respiratory
elastance and airway resistance for model fit. The minimum
parameter used in this study were Ers = 5 cm H2O/l and
Rrs = 5 cm H2Os/l. These minimal respiratory parameter
values give a baseline feature of the modelled airway
pressure, resulting in better reconstruction. Figure 4 shows
an example of early asynchrony, and how the iterative
pressure reconstruction caters for this form of asynchrony
or spontaneous breath.

3.4 Respiratory Mechanics and Variation
Analysis

In this study, a total of 2000 breathing cycles were analyzed.
The values of Ers and Rrs estimated from the original airway
pressure are 24.0 cm H2O/l [interquartile range (IQR): 20.5–
28.5] and 10.9 cm H2Os/l [IQR: 10.1–11.8]. The estimated
Ers and Rrs after pressure reconstruction are 28.6 cm H2O/l
[IQR: 26.6–32.1] and 10.9 cm H2Os/l [IQR: 10.4–11.5].
Notice that the Ers estimated from reconstructed airway
pressure is significantly higher than the original (p < 0.05);
this result is expected, where, the MIPR reconstruct the
asynchronous airway pressure to a higher value, thus,

Fig. 2 Pressure reconstruction performed iteratively, resulting in a non-asynchronous airway pressure
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resulting in higher Ers given the same tidal volume. No
significant difference was found in the estimated Rrs.

CV and Range90 for Ers after reconstruction fell from
0.3022 and 41.5 cm H2O/l to 0.1698 and 23.5 cm H2O/l.

Similarly, the CV and Range90 for Rrs, fell from 0.1567 and
8.7 cm H2Os/l to 0.0949 and 4.8 cm H2Os/l. These results
show MIPR is able to provide a more consistent respiratory
mechanics estimation, reducing the variability caused by

Fig. 3 a–d Failed pressure reconstruction due to missing of end of inspiratory pressure data. e–h Modified pressure reconstruction with pressure
filling

Fig. 4 Early asynchrony pressure reconstruction. a The airway pressure does not show pressure increase as start of breathing cycle due to early
asynchrony. b Pressure reconstruction for the first iteration. c New model fit using reconstructed pressure. d Complete pressure reconstruction
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spontaneous and asynchronous breathing, matching expec-
tations of minimal change over the periods analyzed.

4 Discussion

The MIPR iteratively generates a maximal simulated airway
pressure that is free from the patient-specific breathing effort.
This simulated airway pressure follows the single compart-
ment linear lung model, and is able to model the likely,
underlying passive patient pressure profile, resulting in the
identification of respiratory mechanics as if there is no
asynchronous and/or spontaneous breathing effort. However,
it is important to note that this method may not necessarily
reconstruct the airway pressure profile to its original, unaf-
fected state; this limitation is due to the fact that the asyn-
chronous affected pressure may have its underlying pressure
profile altered. As seen in Fig. 1g and h, the reconstructed
pressure may have lower peak airway pressure compared to
other normal breathing cycles, and thus may not necessarily
be perfect, although there is no way to be certain if the peak
pressures that results are within natural breath-to-breath
variability, as seen here.

In addition, there is no means to obtain a direct mea-
surement to compare the reconstructed pressure. Thus, there
is no way of knowing the exact airway pressure profile
without a time machine. Invasive measuring tools or specific
clinical protocols that requires sedation and paralysis may
provide an insight to the original airway pressure. However,
as noted in Redmond et al. [23] and Bibiano et al. [24]
patient-specific respiratory mechanics are protocol depen-
dent, affecting the absolute values of the respiratory
mechanics. Thus, only a general trend can be derived from
these values and there may be no ‘absolute value’ to be
compared with.

In this study, the MIPR estimated airway pressure is
compared with a normal breathing cycle. This normal
unaffected breathing cycle, selected when there is no
apparent anomaly in the pressure/flow profile. It occurs
within a short time frame before or after the MIPR breathing
cycle. It is assumed that within a short time frame, if there is
no significant changes in clinical protocol or MV settings,
the patient-specific respiratory mechanics should be within a
specific variation [25]. It thus provides a good comparison
between the respiratory mechanics of MIPR to a normal
breathing cycle, as long as this assumption holds.

Comparing the results with and without MIPR, the
coefficient of variation for MIPR is lower than without.
A higher variability during volume controlled ventilation
indicates asynchronous breathing, resulting in misidentifi-
cation of respiratory mechanics. This result also suggests
that MIPR is also able to estimate the expected, consistent

respiratory mechanics in the presence of asynchrony.
The CV and Range90 results reflect this outcome.

In this study, the MIPR is stopped after 20 iterations of
pressure reconstruction; this number is chosen arbitrarily
based on experience with the algorithm on this dataset. In
future, a convergence criteria could be determined using the
sum of square error (SSE) between the reconstructed airway
pressures between each successive iterations of model fitted
airway pressure. If the SSE between the model fitting and the
reconstructed pressure, does not vary by more than a
threshold between successive iterations for 5 consecutive
times, convergence is deemed to be met.

5 Conclusion

The iterative pressure reconstruction (MIPR) method is
shown to be effective and robust for the wide variety of cases
seen in this study. It was found that there is significant
changes in the model-estimated Ers, and the estimated
parameters are more consistent with lower variability. Thus,
this algorithm offers potential improvements for real-time
respiratory mechanics estimation. It is however, with limi-
tations. Thus, pressure reconstruction should be monitored
carefully, and the application and its performance warrants
further investigations.
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Smart Balance Board to Improve Balance
and Reduce Fall Risk: Pilot Study

Kang Xiang Khor, Phei Ming Chern, Che Fai Yeong,
Eileen Lee Ming Su, Muhammad Farhan Mustar, Najib Bin Abdullah,
Kang Xian Khor, and Hadafi Fitri Mohd Latip

Abstract
Falls in the elderly population is a significant public health concern, and there are up to 37.3
million people experiencing severe falls each year. Balance board is commonly used for
balance training, however, the device is not widely used at home due to lack of interactive
element and training guide. A new, effective, and widely applicable strategy to prevent falls
is urgently needed due to the increasing number of falls in elderly worldwide. This work
demonstrates the feasibility of FIBOD, as a smart balance board that is able to provide
interactive balance training and objective assessment for balance. Two elderly subjects
performed 24 sessions of training within four weeks. Results show that the training using
FIBOD could improve balancing capability, reduce falling risk, and increase the motivation
to do balancing training. This study shows the feasibility of FIBOD as a balancing training
device to improve balance skill and reduce the occurrence of fall.

Keywords
Balance board � Balance training � Interactive � Virtual reality

1 Introduction

Falls in the elderly is a significant public health concern.
Statistic shows that 37.3 million people experienced severe
falls each year [1]. Complication from falls, including hip
fractures, fear, decreased quality of life from self-imposed
activity restriction, social isolation and depressive symptoms
[2]. The average cost of hospitalization for fall related injuries
are projected to increase to US$240 billion by year 2040 [3].
Worldwide, elderly people who are over 60 years are
growing faster than any other 18 age group. The number
persons who are over 60 years were projected to grow to
almost two billions by 2050. The increasing number of
injuries may induce a huge burden to hospital, therefore, a
new, effective, and widely applicable strategies to prevent hip
fractures are urgently needed [3]. Balance board is recom-
mended to improve proprioceptive and reactive capabilities,
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which may reduce the likelihood of fall injuries [4]. Many
studies have investigated the clinical efficacy for fall injury
and ankle sprain prevention and treatment, however the
training is not widely use due to lack of motivation [5] and
feedback which is important in motor relearning [6]. The goal
of this study is to evaluate the functionality and feasibility of
a smart fitness balance board, FIBOD (formerly known as
Innovaboard) that able to provide structure training program
with visual feedback on smart device for two elderly people
to be used at home.

2 Methods

2.1 Subjects

This case study comprised of one male and female elderly
subjects. The male subject was 67-year-old, right handed,
66 kg in weight and 162 cm in height. The female elderly
subject was a 61-year-old, right handed, 57 kg in weight and
160 cm in height. Inclusion criteria were (1) sufficient cog-
nitive and language abilities to understand the training
instructions, (2) did not have any injuries within the past six
months prior to the study and (3) able to stand on the used
equipment safely, without reporting any pain. Both subjects
signed the informed consent form to take part in the study.

2.2 FIBOD—Smart Fitness Balance Board

FIBOD was used in this study. It is a smart fitness balance
board that allows users to train and access their balance skill
with virtual reality games and objective assessment program
in smart device. The board is 15.5 inches in diameter and
weighted 1.3 kg. It can achieve surface tilt up to 20° in
anterior-posterior and medial-lateral directions. The sensor
has a resolution of 0.01°, accuracy of ±0.04% and
repeatability of ±0.06°. FIBOD software consisted of fall
risk assessment program, comprising three stability indices,
which are medial-lateral stability index (MLSI), anterior-
posterior stability index (APSI), and overall stability index
(OSI) [7]. The software consisted of a virtual reality training
program involving combination of six training configurations
for anterior-posterior and medial-lateral directions with three
levels of difficulties (easy, medium, hard).

2.3 Intervention

Each subject received a total of 24 training sessions over a
period of four weeks. Each session, the training during was
about 5–10 min and subject was asked to stand on both legs
on the FIBOD. Subject can train more than one times within
a day as long as they completed 24 sessions within a period

of four weeks. During training, they can hold the handle bar
when they are unbalance. Both subjects received instructions
on how to train with the device safely and the correct way to
interact with it before the training. Subjects could rest or stop
in the middle of the training if they were exhausted or
encountered any other personal issues.

In the beginning of each training session, subject will
perform FIBOD fall risk assessment and then proceed for
training program. The training program consisted of three
level; easy, medium, hard. Each level of training program
comprised of different combination of training direction. The
performance of each training program are analyzed and
presented with a score at the end of the training. The score
calculation is mainly based on the time used to complete the
task. All subjects are required to start from easy level and the
subject is only allowed to proceed to next level if they are
able to hit 100% in that particular level. Figure 1 shows the
experimental setup during the study and the software inter-
face for assessment and training program.

2.4 Outcome Measures

The outcome measures were used to identify the changes in
balance skill and falling risk. The primary outcome measure
is Berg Balance Scale (BBS), secondary measures include
FIBOD fall risk assessment scale (FFRS), eye-opened and
closed Single-Leg-Stance Test (SLS-O and SLS-C). Dur-
ing FFRS, subject will perform with eyes open, stand
unassisted on both legs and they are required to maintain the
FIBOD position as flat as possible, within 10 s. The
assessment data was stored in the cloud automatically after
test for further progress analysis by the doctor. The assess-
ments were performed in the first session and the last session
of the training. During SLS-O and SLS-C, subjects are
required to stand on dominant leg with eyes open and eye
close. Their arms will be placed on the hips, the subjects
must stand unassisted on one leg and is timed in seconds
from the time one foot is flexed off the floor to the time when
it touches the ground or the standing leg or an arm leaves the
hips. The maximum duration for SLS is 45 s. Participants
unable to perform the one-leg stand for at least 5 s are at
increased risk for injurious fall [8]. The four assessments
were performed in the first session and the last session of the
training. All assessment values are average of three repeated
test except BBS.

3 Results

Both subjects completed the 24 sessions of training. Figure 2
shows the result of the primary and secondary outcome
measures compared with the average benchmark score
obtained from three healthy subjects.
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Both subjects improved in all the assessment tests. S1
able to reach the hard level, while S2 able to reach medium
level of the training program. S1 recorded improvement in
FFRS by 23.67% (70.3%), SLS-O by 30.82 s (217.35%),
SLS-C by 4.46 s (57.25). S2 recorded an improvement of 7

points achieving full mark in BBS (14.6%), FFRS by
63.33% (85.58%), SLS-O by 1.03 s (9.5%), and SLS-C by
0.53 s (23.25%). The subjects reported no discomfort or pain
during or after training with FIBOD. Based on the feedback
from the interview after the training session, both subjects

Fig. 1 Experimental setup of the
subject and software interface
illustration. Subject stood on the
FIBOD, which was placed on the
FIBOD stand. The stand provided
an adjustable handle for subject to
hold if they feel unstable during
the training (left figure). Software
interface for assessment and one
of the training modules (right
figures)
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Fig. 2 Comparison of primary
and secondary outcome measures
before and after the training:
a Berg-Balance Scale (BBS),
b FIBOD Fall Risk Scale (FFRS),
c Eye-opened Single Leg Stance
Test (SLS-O) and d Eye-closed
Single Leg Stance Test (SLS-O)
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were motivated to do the training due to the visual feedback
and increment of challenges. They believed the training
therapy would help them improve their balance skills, and
they were satisfied as users of the device. Table 1 shows the
demographics and detail outcome measure of subjects before
and after intervention.

4 Discussion

This study explores the feasibility of using the FIBOD, a
smart balance board to balancing training and assessment.
Study shows that the training program with objective
assessment improve balancing capability of both subject.
The interactive virtual reality training program increase
motivation for the subject to perform more training. The
result further strengthens the evidence of balance board in
improving balance capability and reducing falling risk. This
improvement in balance may be associated with improved
joint mechanoreceptor functioning and lower extremity
muscles strength [9]. The limitations of this study included

the subject group’s heterogeneity, the relatively small
number of subjects, and the lack of comparison groups to
differentiate the benefit from the training.

Accurate assessment of risk is important in predicting
falling risk and designing interventions to prevent falls for
patients. Based on the result, BBS has a ceiling effect and
thus may not adequately assess balance in the early stages of
postural instability in individuals or healthy person. This
ceiling effect is also addressed by other researchers [10, 11].
Ceiling effects limit the usefulness of an evaluation, as it
constraint the comparison among better functioning subjects
[12]. There is a need for fall risk assessment scale that have
minimal or no ceiling effect, so that wider population can be
used to gauge the falling risk. Based on the data of S1, the
FFBS is still able to determine the fall risk percentage, even
BBS show the maximum score. Therefore, FIBOD fall risk
assessment scale can potentially be used as a quick assess-
ment scale for fall risk. Future study will include the eval-
uation of FIBOD training program and fall risk assessment
scale with bigger number of samples.

Table 1 Demographics and outcome measure of subjects before and after intervention

Subject S1 S2

Gender Male Female

Age 68 61

Weight (kg) 57 65.6

Height (cm) 162 160

Berg Balance Scale (points)

Week 1 56 48

Week 4 56 55

Changes 0 7

Changes (%) 0 14.6

Eye-opened Single Leg Stance Test (s)

Week 1 14.18 ± 4.85 10.84 ± 2.25

Week 4 45 ± 0 11.87 ± 1.55

Changes 30.82 1.03

Changes (%) 217.35 9.50

Eye-closed Single Leg Stance Test (s)

Week 1 7.79 ± 2.18 2.28 ± 0.22

Week 4 12.25 ± 2.53 2.81 ± 1.08

Changes 4.46 0.53

Changes (%) 57.25 23.25

FIBOD Fall Risk Scale (%)

Week 1 33.67 ± 16.92 74 ± 5.57

Week 4 10 ± 5.57 10.67 ± 3.51

Changes −23.67 −63.33

Changes (%) −70.30 −85.58
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5 Conclusion

This work demonstrates the feasibility of FIBOD, as a smart
balance training and assessment device. Results show that
the training using FIBOD could increase balancing capa-
bility, reduce falling risk, and increase the subjects’ moti-
vation to do balancing training.
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Pushing a Manual Wheelchair Requires More
Muscular Force Than Pulling

Hamza Toor, Saad Jawaid Khan, Hashir Iqbal, Maria Tahir,
Bareera Amjad, Mafia Afzal, Muhammad Shafique, and Juliana Usman

Abstract
One of the most challenging problems faced by regular manual wheelchair users is the
increased physical demand while navigating it and the resulting shoulder, wrist and hand
injuries. These problems call for a device that reduces injury risk factor owing to a
prolonged wheelchair use while simultaneously increasing user independence and mobility.
The study suggests a modified wheelchair design that operates by means of a pulling
motion as opposed to pushing. This motion offers a more efficient solution to the problems
of shoulder, elbow, wrist injuries and user fatigue, since a pulling motion requires the use of
a stronger and more capable group of muscles relative to those involved in standard
pushing mechanism.

Keywords
Wheelchair � Biomechanics � Mechanical advantage

1 Introduction

Manual wheelchairs are the preferred mode of transportation
for those with physical limitations, due to their low cost and
low maintenance requirements. Manual propulsion is also
preferred whenever possible as a practical and accessible
form of physical exercise that is compatible with the indi-
vidual’s life style for long-term exercise sustainability.
Pushing the wheel-chair for a longer period of time lead to
upper limb injury (shoulders) [1–3]. Studies have shown
atleast three biomechanical parameter are related to upper
arm pathology for wheelchair users: high force requirement,

repetitive motion and extreme joint postures [4, 5]. The
whole upper extremity undergo large range of motion during
propulsion and required to generate substantial force at joint
angles near physiological limits [6]. Injury to any muscles
leads to a severe pain. It is important to overcome all these
injuries caused by pushing the wheelchair and it is essential
to do for the wheel-chair users who are at the high risk of
secondary health problem.

The way of pushing a wheelchair doesn’t make use of the
strongest muscle groups. Worse, the apparently unnatural
motion of constantly pushing a wheel may cause repetitive
stress injuries [7]. Pulling forward better mimics rowing
where larger muscles like the upper back and biceps come
into play.

Manual wheelchair users will develop upper extremity
overuse injuries or pain during their lifespan, in part due to
the high physical demand [8]. The correct functionality of
the upper limbs is an essential condition for the autonomy of
people with disabilities. The push phase muscle (Triceps,
Teres major) and the pull phase muscles (bicep brachia,
Trapezius, Anterior deltoid, latissimus dorsi muscles)
undergo large ranges of motion during propulsion and, in
some cases, are required to generate significant forces at
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joint near the physiological limit [9, 10]. High forces are
generated by muscles and applied to the hand rim to propel
the wheelchair in the forward and reverse direction of
translatory motion. Two major muscles involve in the push
phase of propulsion are the Triceps and Teres major. The
triceps is an extensor muscle of the elbow joint and an
antagonist (to biceps) it can fixate the elbow joint when the
forearm and hand are used for fine movements of wheel
chair. The Teres major muscle is the essential muscle for
conducting the push phase this muscle is involved in the
extension of the forearm due to its insertion on humerus.

Muscles convoluted in the pull phase are four in numbers,
the bicep muscle influence the movement of both shoulder
and elbow joints. During propulsion, the shoulder is main-
tained at 70° of abduction. Bicep crosses the shoulder acted
to transfer the power to the hand rim. Trapezius, in pull
phase, during propulsion of wheelchair this muscle is active
and stabilizes the shoulder blades. It creates high forces and
apply to the hand rim to propel the wheelchair during its pull
phase. The lateral fibers of deltoid abduct the arm by pulling
the humerus toward the acromion. Abduction of the arm
results in the arm moving away from the body. Contraction
of the posterior fibers extends and laterally rotates the arm by
pulling the humerus toward the spine of the scapula. This
helps in pulling of wheel chair as the extension and lateral
rotation moves the arm posteriorly. During the pull phase,
the scapular part of the muscle latissimus dorsi supports the
movement of shoulder. Due to the crossing over of the
muscle fibers at the insertion point (posterior side of
humerus), the muscle’s contraction leads to an inward
rotation of the humerus, which helps to pull the wheel chair.
Therefore, the purpose of the study was to find the
mechanical efficiency of the muscles involved in the push
and pull phases of manual wheelchair propulsion. We
hypothesize that pull phase consume lesser energy than push
phase during wheelchair propulsion.

2 Methodology

2.1 Research Participants

The study involved 6 able-bodied adults. The mean age of
the participants were 21 years (±3) in a good health and
have no previous record of pathologies of upper extremities.

Experimental Setup:

The complete setup based on the Bio Pac MP 3.7.7 EMG
conducting electrodes are used (2.5 cm conducting area).
Each channel of Biopac further consists of three leads. One
of the reference lead was placed on the origin of the Muscle,

Active lead was placed on the Muscles belly, whereas the
ground lead was grounded on the bony area. Adhesive tape
was used to fix the electrodes on the skin in order to limit the
effect of interference due to sliding of the electrodes on the
skin (motion artifact of soft tissues).

2.2 Test Protocol

We distinguish two phases in the propulsion: push phase and
the pull phase. During propulsion, the shoulder is maintained
at approximately 70° of abduction. At the onset of the
propulsive phase of motion, the shoulder is extended and
internally rotated and subsequently ends up flexed and
externally rotated at the onset of the recovery phase. During
propulsion, the area covered by the subject was 135 in. and
each trial consisted 7 power strokes with time duration of
6.5 s. Subject was seated on the manual wheel chair, the
electrodes were placed on the Triceps and Teres muscles
during the Push phase, the active lead was placed on the
muscle belly, the reference lead was placed on the muscle
origin and one of the lead was ground. During the push
phase the hands partially follow the circular motion and the
wheel can be moved imparting a tangential force upward
with the elbow flexed (between the beginning and the middle
of the push) and one downward with the elbow extended
(from the middle to the end of the movement) The elbow is
flexed throughout the pushing phase, starting from an angle
of about 60°, gradually increasing until the hand assume the
most distant position from the ground and subsequently
decreasing until to reach the minimum distance from the
ground near by the recovery phase. In the pull phase, the
EMG was recorded for Triceps, Deltoid, Trapezius and
Latissimus dorsi muscles. The pull phase tracked the same
mechanism but the wheel chair moves in the backward
direction instead of forward direction.

2.3 Statistics

Shapiro-Wilk test was applied to the data to assess nor-
mality. Paired t-test was used to find paired differences at
a = 5% using IBM SPSS version 21 (SPSS Inc., USA).

3 Results

3.1 Normality Test

Shapiro-Wilk test showed that the data for both push and
pull phases are normally distributed with p-values of 0.196
and 0.570 respectively.
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3.2 Paired t-Test

A paired t-test was run on a sample of 06 participants to
determine whether there was a statistically significant mean
difference between the push phase compared to the pull
phase. Participants spent more force in push phase (1135.29
± 276.00 mV) as compared to the pull phase (676.94 ±

222.32 mV), t(05) = 3.098, p = 0.027.

3.3 Calculations

EMG calculations are based on the final EMG signal peak
stroke values of each push phase trail and pull phase trial
during propulsive phase. In push phase, the major muscle
involve for the conduction of push was the Triceps muscle
and the maximum peaks value during one stroke for the
triceps muscle is 1075.50 mV during the trial of 6.5 s.
Table 1 and Fig. 1 represent the forces of triceps and teres
major in push phase of wheelchair propulsion.

When the wheel chair was moved in the forward direction
(push), the triceps muscle and Teres muscle was involved in
dragging the wheel chair, the average force triceps muscle
delivered was 853.88, while the average force contributed by
the Teres Major is 480.99. Sum of both muscle forces results
in the movement of wheel chair and that average force was
1135.33.

During Pull phase i.e. moving the wheel chair in the
backward direction total load was distributed on four mus-
cles the average force delivered by the bicep muscle,
Trapezius muscle, Deltoid muscle and latissimus dorsi was
202.33, 116.51, 269.84 and 199.88 Respectively. Table 2
and Fig. 2 represent the forces generated by biceps, trapez-
ius, deltoid and latissimus dorsi during pull phase of
wheelchair propulsion. Sum of all four muscles forces results
in the movement of wheel chair and that average force was
676.91

The comparison relates that more force is required to
move the wheel chair in the forward direction then the
movement on wheel chair in backward direction. Table 3
and Fig. 3 represent the comparison between the total sum of

forces between push and pull phase of wheelchair
propulsion.

4 Discussion

The purpose of this study was to evaluate the difference
between push and pull phases of propelling a manual
wheelchair through electromyography. The strength of the
study is that it provides useful information to the clinicians
and manual wheelchair manufacturers. The manufacturers
can modify wheelchair design based on this study allowing
the patients to move the wheelchair forward using a pulling
mechanism rather than a pushing mechanism. Having stated
the strengths, our study also has certain limitations. Our
sample size is small and based on able bodied participants.
Therefore, we are not able to generalize our results to per-
sons with disabilities.

Our study showed that manual wheelchair used mecha-
nism which is unnatural in any way. During pushing
mechanism (wheelchair moving in forward direction), only
triceps and teres major come into play. Triceps is not so
strong while teres major doesn’t contribute much during this
propulsion. On the other hand, during pulling mechanism,
the number of muscles is increased and consists of relatively
stronger muscles like biceps and deltoid. After having

Table 1 Trend of push muscles and total force required to drag wheel chair during the push phase

Subjects Push phase

Triceps (mV) Teres major (mV) Sum (mV)

1 513.78 289.26 803.05

2 746.04 203.42 949.47

3 730.60 185.49 916.09

4 1075.50 255.51 1331.01

5 853.88 590.95 1444.83

6 782.02 585.30 1367.32

Fig. 1 Graphical representation of push phase average force. EMG
amplitude is calculated in milli-volts (mV) as a surrogate measure of
muscle force
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electromyographic comparison between push and pull
mechanisms, it is clear that pulling requires lesser energy
and force than pushing. Through this study we are proposing
that wheelchair manufacturers should use some mechanical
tool like gears etc. so that when the user pulls the wheel-
chair, they move in the forward direction. In this way, the
user will engage more and stronger muscles in forwarding
the wheelchair which require less force and will consume
less energy. From the results, we can also deduce that the
major cause of energy expenditure is the main contribution
of triceps muscle in pushing phase. People should be trained
to use teres major muscle, while pushing the wheelchair,

rather than triceps for lesser energy consumption. Teres
major is a large muscle as compared to triceps. Therefore,
teres major can generate required amount of force with lesser
consumption of energy as compared to the triceps.

5 Conclusion

Average muscle force required to push the wheel chair in
forward direction is 40% greater than the force required to
pull the wheel chair in the backward direction.
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Wearable Instrument Applications
for Indonesian’s Worker Clothing

Melani Sukirman, Pringgo Widyo Laksono, and Ilham Priadythama

Abstract
UU No I 1970 tells about the assurance for workers’ health conditions. Current years, there
is no monitoring aids that can help supervisors to monitor the workers condition.
A standard worker’s clothing can protect from harm situation but it cannot deliver the
actual physical condition of workers. If there is something happen dealing with physical
condition of the workers it will not only interfere the operation and production line but also
lead deathly risk. Monitoring of labor conditions is easily done in a laboratory but doing it
directly in the production floor still face many challenge. Therefore, it is necessary to
develop a device to monitor physiological conditions that can be used on the site. Wearable
instrumentation is a solution to face these problems. This research aims to develop a
physiological detector based on wearable instrumentation that able to indicate physical
conditions of workers in real time. From these results, it is known that the TMP 36 sensor
has a fairly accurate measurement values for different only 0.1–0.2 °C from the actual
temperature. This instrumentation system accuracy was verified by observing physiological
condition of 30 subjects. Further we are going to attach the system to a worker’s clothing
which was specifically designed for simple and comfort usage.

Keywords
Physiology detector � Wearable instrumentation � Sensors

1 Introduction

Occupational health and safety insurance is a right of every
employee. It became a company responsibility since UU
No I 1970 [1] published. It is a safety and health regulation,
mainly for worker, and additionally for society and envi-
ronment closed to the plant and its working place [2]. In
industries, some tasks are dealing with high load or risk so
that they require physical condition or excellent concentra-
tion. Whereas physical problem may be occurred without
any signed. It can be happen at any time and place.

Especially for high risk task, losing concentration in working
may lead to the deathly risk. There is no ideal way to
guarantee worker health and safety condition without a real
time physiological monitoring. The supervisors would face
difficulties to monitor the worker’s condition every time if
they are utilizing manual devices, accordingly it could
develop interruption for them and making the production
slowing down or stop. Recently, monitoring process has just
performed at the laboratory and could not observe all the
time.

Three main parameters to determine the workload are
energy expenditure, working heart rate, and body tempera-
ture [3]. In the wearable instrumentation, body temperature
and heart rate become parameters which are widely use to
indicate the condition and work load. Using heart rate to
calculate working load intensity level has some advantages.
It is easy, fast, not necessary to utilize a high cost
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instrumentation, and harmless to the subject [4]. The body
temperature difference is influenced by many factors, either
internals or externals. Internally, it has a high correlation
with excessive thermal production, maximum thermal pro-
duction, and extreme thermal emission. The external factors
are dealing with working environment. Working in too cold
or hot environment may be reduced the working perfor-
mance. Generally, in a high temperature and humidity con-
dition would require a high physical work. Therefore a
severe exhausted feeling would be occurred.

One of the equipment which supports the working con-
dition that regulated by occupational health and safety
industrial standard is worker’s clothing [5]. Generally this
kind of apparel is provided by the company which has been
designed sufficiently safe and comfortable according to the
job. Some of industrial worker’s outfits were made from
high quality fabric, which is strong and is ready for storing
some kind of hand tools. The material is not easily ripped,
even though some heavy objects are carried on them.
However, it can’t inform actual worker’s physical condition.
Wearable instrumentation system is not a heavy thing. It can
consist of several devices but the size is relatively small and
easy to attach. Therefore, installing it in the worker’s
clothing is a good opportunity.

This paper was not the first time which utilized the idea of
installing the wearable system in an industrial’s clothing
equipment. A safety vest design has been created by
employing several sensors which are able to send acquired
physiological data via Bluetooth [6]. It automatically sends a
message using GPS coordinate from user to supervisor or
control headquarters instantly when a danger condition is
detected. However, its module dimension was relatively
sizeable so that was not appropriate for wear pack. The study
was not also included ergonomics consideration of devices
placement, whereas it became necessary in a design which
was dealing with comfort usage. The aim of this research
was designing an industrial worker’s outfits which were
equipped with system that can detect physiological user
condition in a real time based on wearable instrumentation.

2 Method

This paper provided five stages to install wearable instru-
mentation of the worker clothing. Each step results are
reported on the next section.

1. Component selection: this stage was conducted in order
to select components or devices which were suitable to
its requirements design.

2. Connection setup: this stage was developed to create a
hook up connection between components or devices to
create a complete instrumentation system.

3. Instrument test: This stage was operated to perform tests
in order to ensure the system works well before it would
be installed to the cloth.

4. Clothing design: This was the final stage of this study in
this paper. The clothing design was manufactured with
the detail placement of every instrumentation compo-
nents or devices.

5. Clothing prototype testing: It was an analysis of the
respondent physiological condition when they were
sawing a square of aluminum and iron wearing the work
outfit which wearable instrumentations have been
installed on. The test was performed by repeated data
retrieval to avoid refraction.

3 Result and Discussion

3.1 Component Selection

The components which used for making a prototype
instrument circuit system were Arduino Lilypad, bread-
board, FTDI, thermal sensor, heart rate sensor, cable, USB
cable, LCD, and LEDs. The Lilypad has a tiny sized com-
puter system which can be programmed for variety com-
mands or input and output, and easy for creating and
developing a programming language [7]. It was chosen due
to its unique shape and the number of pins (pin I/O) there-
fore it can distribute several functions [8]. Sensor itself is
defined by a tool which transduced a physical quantity such
as pressure or acceleration to produce signal (usually elec-
tric) which be used as an input for control system [9].
Several criteria such as identification of physic which was
measured, determining stimulus, accuracy, precision, and
linearity were three characteristics for selecting TMP 36 as a
temperature sensor. While XD-58C was preferred for heart
rate sensor due to its accuracy, precision, and dead band.
Pulse heart rate sensor XD-58C employed LED and photo
resistor to detect heart rate.

3.2 Connection Setup

Components were arranged by single copper cable. First and
foremost, LCD was plugged into breadboard. Secondly, its
pins were associated to digital Lilypad pin out. Next, a
sensor data processing pin of body temperature and heart
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rate were attached to Lilypad analog pin out. Thereafter,
mini USB cable was allied via FTDI board to personal
computer, where a programming language can be transferred
or downloaded using Arduino IDE software. Finally, the
data was processed on microcontroller, and the result was
sent to LCD, where body temperature and heart rate level
were clearly shown on it. Instrument circuit system scheme
explanation can be clearly seen on Fig. 1.

The instruments circuit system testing was operated to
ensure the system works properly before being attached into
the working apparel by composing programming logic on
the Arduino IDE software initially. Programming language
which performed to show the heart rate measurement was
processing data that provided by pulse sensor. It has been
paired on the circuit system.

Based on the programming algorithm that has been
constructed, the LCD screen can display the temperature
value and the worker’s heartbeat based on body temperature
sensor TMP36 and heart rate sensor XD-58C that was
mounted on the instruments circuit system which can be
seen in Fig. 2.

3.3 Instrument Test

An initial test of instrument circuit system aimed to verify
the wearable system which been made before installment to
worker’s clothing. We compare detected pulse and temper-
ature data from sensors with digital heart rate monitor and
digital body thermometer. The testing was conducted many

Fig. 1 Wiring diagram of Lilypad complete circuit system

Fig. 2 Illustration of thermal and heart rate monitoring circuit system
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times to increase its validity. However, the heart rate
detection by using XD-58C sensor appeared some noises
since due to its high sensitivity. The calibration was
accomplished on 30 respondents with 10 data repetition of
each respondent. The measurement difference average was
0.166 °C for the temperature and for the heart rate, the
average distinct was 1 beat/min. From these results, it was
noticed that TMP 36 sensor has a fairly accurate measure-
ment value because it was only 0.1–0.2 °C of temperature
different from the actual. For overall, the circuit system
calibration was still within the tolerance limits (allowance).
It means that the measurement deviation was not too far
from the real condition and the temperature and heart rate
monitoring tool were feasible to be installed.

3.4 Clothing Design

The components which stitched on the working apparel were
Arduino Lilypad, LCD (Liquid Crystal Display), 3 LEDs
(Light Emitting Diode), coin cell battery, TMP36 tempera-
ture sensor, XD-58C heart rate sensor. The installation on it
was done by sewing each component using conductive
thread. String connections were soldered to enhance the
contact. The selected conductive threads are able to manip-
ulate an electrical current which serves as a substitute for
connecting cables between components. It was sewn on the
working clothings which convenient to the design and an
instruments circuit system that already has an ability to
portray the temperature and heart rate levels. It can be clearly
seen in Fig. 3.

The physiological parameter accuracy has necessary been
considered for the sensor installation. In the other hand, the

LCD and LEDs must be easily seen by worker or his worker
supervisor. Moreover, all connectors must not be too long to
minimize noise or signal loss. Therefore, a certain places
must be determined for placing the sensors, Lilypad, LCD,
and LEDs. Basically, mouth is the best place to attach tem-
perature sensor. However, considering worker’s conve-
nience, neck was more tolerable. Consequently, due to lower
temperature on the neck, the instrument must be adjusted to a
higher level −40 to +125 °C. For the heart sensor, the best
place for detection was at fingertip. However, considering the
hand is commonly utilized by workers when doing a task, we
prefer to set the heart rate sensor on ear. These placements
will be affecting to the conductive thread sewing path design.

There were 3 LEDs indicators. The indication of the
proper LEDs installation system must be placed on front side
the cloth, because it should be easily noticed by the worker
when the device was still not properly installed. The other
two LEDs have to be easily observed by worker’s supervi-
sor. Two LEDs were placed on the back for reducing
movement interference and easy to be monitored. These
LEDs were going to blink when the physiological condition
became abnormal. The shoulder positioned nearby can be
sufficient for the distance visibility.

LCD was placed below collar or installed on backside of
the neck to make it accessible for supervisor when detailed
workers condition is necessary to be checked. For LCD
display, to show the detail information of the temperature
and heart rate, supervisor will come close to the worker after
he got an abnormal physiological signal (blinking LEDs).
Thermal sensor was attached on the neck by utilizing ther-
mal conductor tape to keep the sensor sensitivity. The neck
installment can shorten the overhang cable which was come
out from collar.

Fig. 3 Illustration of thermal and heart rate monitoring circuit system which was installed on the clothing
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The Worker’s Clothing Prototype Test

The tests were conducted on students who work at a
workshop. Data retrieval was repeated 10 times. The subjects
had to be 47–86 kg of weight and 158–186 cm of height
range. They were asked to saw a square of aluminum and iron
pipe by working in a standing position. The work piece was
clamped using a vise and the it mounted on a table, so the
ideal posture can be achieved.

The both physiological data show good normality which
was based on Shapiro Wilk test with p � 0.05. Its testing
results can be seen by using Normal Q-Q Plot diagram that
can be observed in Fig. 4. Both the temperature and heart
rate data, seems fit to the lines. It means that the data were
normally distributed.

Based on the subjective observation towards clothing
prototype convenience, it was comfortable to wear for
working activities. It can reduce heat since it uses a premium
class material. After several minute of hard activity, the LED
upper boundary was flashing, it portrayed the worker
physiological response had already exceeded a limit.
The LCD applications also did not overload while executing
and successfully shows the detailed information of worker
physiological condition. In the other hand, the circuit system
also did not interfered by worker movement. The heart rate
noise issue detection was not anymore occurred since we
have installed a dark tape to isolate the external light. Over
all, the system was running very well. The only drawback
was the conductive thread installment. Even though, it

designed for wearable instrument, it was too thick and its
flexibility was poor compared to common thread. Due to its
metallic color, the stich looks coarse and cannot blend well
with the clothing design. A clamp terminal was needed when
the thread want to be soldered with pins or other compo-
nents. Otherwise, it would result in poor contact and easily
detach. Unfortunately, the existence of clamp terminal will
reduce its aesthetics aspect since it difficult to be tidily
maintained.

4 Conclusion

In brief, the result portrays the wearable instrumentation cir-
cuit system design can be installed on the clothes and was
working well. Based on the physiological condition, it can
show through LEDs and LCD whether the employees were in
good or bad circumstance. The designwas comfort and easy to
wear. It was attached on the uniformwhich was able to display
the workers temperature and heart rate directly at the LCD
(Liquid Crystal Display) in real time. TMP36 and XD-58C
sensor have a fairly accurate measurement value. The median
measurement results of simulated temperature sensor TMP 36
and heart rate sensor XD-58C was 0.166 °C and 1 beat/min. It
has a very good accuracy with 0.1–0.2 °C of temperature
range and below 60 beats/min of heart rate. Therefore, it can
be concluded that those sensors can be applied and recom-
mended for the apparatus to measure the worker fatigue level.
However, sensors have to be equipped with a protecting

Normal Q-Q Plot Heart Rate Normal Q-Q Plot Temperature Rate

Fig. 4 Normal Q-Q plot Heart Rate and Temperature
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device to maintain its sensitivity. Further study will be
required for making conductive thread stich thinner to achieve
high aesthetic aspect while maintain its functionality.
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Soft Tactile Sensors for Rehabilitation Robotic
Hand with 3D Printed Folds

Kirthika Senthil Kumar , Hongliang Ren , and Yun Hol Chan

Abstract
The tactile sensing technology has now progressed to the new developments in the field of
robotics. In order to keep up with the trends, in this paper we have developed a soft fabric
based tactile sensor which is incorporated with a 3D printed robotic hand for rehabilitation
uses. Various types of tactile sensors were made with differences in the conductive material
used. Conductive thread and conductive fabric based sensors were fabricated with the
piezoresistive principle. On comparison with the conventional types of rigid tactile sensors,
these newly fabricated sensors are advantageous in many ways in terms of their
uncomplicated design, high sensitivity, lightweight and flexible nature. The 3D printed
robotic hand has its inspiration from origami and its potential application in the
rehabilitation process for stroke patients is validated in this paper.

Keywords
Tactile sensor � Textile sensor � 3D printed robotic hand

1 Introduction

Tactile information present on a human hand and fingers
give precise information and good resolution [1]. This
information helps us to understand the interaction between
us and the environment around us. As technology develops,
robotics is entering the dynamic environment. One main
requirement for a robotic machine nowadays is for it to be
aware of its surrounding in terms of the shape, size, texture
and other physical properties of the object it meets. This
sense of touch will assist its interactions with the real-world
objects. Especially in the field of biomedical, tactile sensors
have been used in various devices in minimally invasive
surgeries [2], rehabilitation treatments [3], motion analysis
[4]. In this scenario, the performance of the conventional
type of rigid tactile sensors are limited as most of the
real-world objects do not come in definite shape and size.
Therefore, a flexible and soft tactile sensor is needed to assist

in delicate handling of objects by the robot. To realize this a
fabric sensor technology is employed [5]. Soft robotics is
another major field where it is utilized in many areas such as
construction, product design and in various biomedical
applications [6]. In biomedical, it has been used as a
replacement for rigid mechanics [7]. Hence, in this paper,
soft robotics is utilized in creating a rehabilitative device for
stroke patients as it provides much more flexible maneu-
verability. We have also aimed to design and fabricate a
flexible textile based soft tactile sensor to be implemented on
the robotic hand and validate its performance.

2 Sensor Design and Fabrication

2.1 Sensor Structure

The main component of the sensors are made up of fabrics.
We have used the stretchable piezoresistive fabric, stretch-
able conductive fabric and conductive thread. This sensor
works on the piezoresistive principle such that the piezore-
sistive fabric material is placed in between conductive

K. Senthil Kumar � H. Ren (&) � Y. H. Chan
Department of Biomedical Engineering, National University
of Singapore, Singapore, Singapore
e-mail: ren@nus.edu.sg

© Springer Science+Business Media Singapore 2018
F. Ibrahim et al. (eds.), 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences,
IFMBE Proceedings 67, https://doi.org/10.1007/978-981-10-7554-4_9

55

http://orcid.org/0000-0002-6412-5879
http://orcid.org/0000-0002-6488-1551
http://orcid.org/0000-0003-1698-4174


material [8]. A non-conductive layer is used to enclose the
grid forming a protective outer covering. The working
principle of this sensor is piezoresistive type. When an
external force is applied, a compression is produced onto the
piezoresistive fabric layer which results in decrease in
resistive at that point. This reduction in the resistance in turn
affects the output voltage measured between the top and
bottom layers of the sensor.

The outer layer of the sensor consists of a non-conductive
iron-on vinyl fabric which is fusible on one side, HeatnBond
(Therm O Web). It helps to hold the other sensor compo-
nents together in place on top of each other in layers. The
middle layer of the sensor consist of the resistive layer,
which is the stretchable piezoresistive fabric (LTT-SLPA
from Eeonyx), it consists of 72% Nylon and 28% Elastane. It
is also coated with doped polypyrrole polymer which
determines the material’s resistance. Its approximate thick-
ness is of 0.38 mm.

The conductive fabric used is made up of 76% Nylon and
24% elastic fiber, plated with medical grade silver. It can
stretch in both directions. Its approximate thickness is
0.40 mm and resistivity less than 0.5 Ω per square making it
easier for conduction. The conductive thread (Shieldex
117/17 dtex Z-turns HC+B, STATEX Produktions + Ver-
triebs GmbH) has its resistivity about 500 Ω per meter.

The piezoresistive material has a varied resistance in the
range of MX to kX. In this case in the sensor it behaves as a
variable resistor. The conductive layers are connected to an
external voltage source. When there is a mechanical defor-
mation applied to the sensor, there is a change in the resis-
tance. This change reflects as a change in the potential
difference across the conductive layers. These layers are
connected to the analog input of a microcontroller.

The area of overlapping between the two conductive
layers form a taxel. Each taxel is connected to an analog pin
of the microcontroller. In case of multiple taxel sensors
multiplexing is done to overcome the shortage of analog pins
in microcontrollers. A low pass filter is designed to minimize
the noise from the sensor output. In its undisturbed state, the
sensor has high resistance, which reduces the current flow
confirming minimum energy loss. This benefits in the longer
run of a battery powered portable system.

2.2 Sensor Fabrication Procedure

The textile based tactile sensors have a very simple and fast
fabrication process. The sensors fabricated in this paper has a
sensing area of dimension 2 � 2 cm2. A single taxel sensor
is made by using the different layers mentioned in the sec-
tion above. The size of the conductive layers is made slightly
lesser in dimensions than the resistive layer of the sensor.

This is done to avoid cross contact or short circuit between
the two conductive layers. The outer layers of the sensor are
made larger than the sensing element to protect and secure
the inner layers in place. The layers are arranged as shown in
Table 1 for each sensor type. For extending the electrical
connections from the conductive layers, thin strips of
non-stretchable conductive fabric were inserted between the
piezoresistive layer and each of the conductive layers. Then
soldering of connecting wires is done.

2.3 Types of Sensors

Various patterns were designed for the sensors consisting of
multiple layers of conductive materials and by varying the
number of piezoresistive fabric layer. A comparative study
was done between the different layered sensors. The various
sensor patterns are shown in Table 1 [9].

SPF and SPT—Single Piezo layered sensors

The single piezo layered sensor consists of 5 layers of
materials. The outermost layers (layer 1&5) consist of
4 � 4 cm2 non-conductive iron-on vinyl fabric. The middle
layer (layer 3) has the piezoresistive fabric which is cut to
the dimensions 2 � 2 cm2. The layers 2 and 4 consists of
the conductive material of area slightly lesser than
2 � 2 cm2. Single Piezo fabric sensor (SPF) is a conductive
fabric type sensor. In this sensor, the conductive material
used is Stretch Conductive Fabric (LessEMF Inc.). The
Single piezo thread sensors (SPT) differ from the SPF sen-
sors in the 2nd and 4th layers where a conductive thread is
used instead. It is sown following a pattern onto the iron-on
vinyl fabric. The two patterns of thread in the conductive
layers are orthogonal to each other to ensure higher number
of overlaid points hence higher conductivity.

MPF and MPT—Multiple Piezo layered sensors

The construction of the MPF and MPT sensors are different
from the previous types in terms of the number of resistive
layers. In order to increase the overall sensitivity of these
sensors by increasing the resistance, multiple piezoresistive
fabric layers are added. This type of sensor is similar to the
single layered piezoresistive sensors with additional layers
of the piezoresistive fabric in the middle layers. The multiple
piezo fabric (MPF) based sensor consist of the stretchable
conductive fabric as the conductive layer whereas in the
multiple piezo thread sensor (MPT) the conductive material
used is the silver coated conductive thread. With every
additional layer of the piezoresistive fabric, the thickness of
the sensor increases by 0.38 mm approximately.
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FTF—Fabric Thread Fabric sensor

This sensor is a combination of both the conductive mate-
rials. This sensor is designed as a seven-layered sensor, with
alternate layers of piezoresistive fabric and conductive
material. The top and bottommost layer consists of the
iron-on vinyl fabric material which is used to secure the
sensor materials together. The second and sixth layer

contains the conductive fabric. A single layer of conductive
thread is sewn unto both sides of the iron-on vinyl fabric of
which its dimensions are lesser than that of the piezoresistive
fabric layer. The thread is patterned to be orthogonal to both
sides, crossing each other at multiple points, ensuring higher
number of intersection points. This forms the middle layer
and is placed between the third and fifth layers of piezore-
sistive fabric.

Table 1 Various layers of the sensors

S
P
F

Layers 1,5 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,4 Conductive fabric
Layer 3 Piezoresistive fabric

S
P
T

Layers 1,5 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,4 Conductive Thread (horizontally and vertically sewn)
Layer 3 Piezoresistive fabric

M
P
F

Layers 1,6 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,5 Conductive fabric
Layer 3,4 Piezoresistive fabric

M
P
T

Layers 1,6 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,5 Conductive thread (horizontally and vertically sewn)
Layer 3,4 Piezoresistive fabric

F
T
F

Layers 1,7 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,6 Conductive Fabric
Layer 3,5 Piezoresistive fabric
Layer 4 Conductive thread sewn orthogonal to each other on both sides

T
F
T

Layers 1,7 Non conductive fusible interface (iron-on vinyl sheet)
Layers 2,6 Conductive thread (horizontally and vertically sewn)
Layer 3,5 Piezoresistive fabric
Layer 4 Conductive thread sewn orthogonal to each other on both sides
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TFT—Thread Fabric Thread sensor

This TFT sensor is designed identical as that of the FTF
sensor. One major difference as compared to the FTF men-
tioned above lies in the middle layer. A conductive fabric
used instead of the conductive thread. This is sandwiched
between two layers of piezoresistive material. Conductive
thread is sewn unto the first and last layer of iron-on vinyl
fabric, in an orthogonal pattern. Both FTF and TFT sensors
have two channels of signals representing the potential dif-
ference between the conductive layers.

3 Soft and Flexible Anthropomorphic
Robotic Hand

Origami method were used to design the folding of the
fingers [10]. They were used at the bending parts of the
finger in the mechanical system. With the basic design, each
finger was customized based on the physical dimensions and
movability. The index finger was the base design for the
other fingers. Whereas modifications were made for the
thumb as it requires 2 degrees of freedom to perform
adduction and abduction. A customized hand support system
was designed as a part of the mechanical system.

The finger and hand design were 3D printed using Nin-
jaflex (Fenner Drives, Inc.) composed of thermoplastic and
rubber as shown in Fig. 1. The flexibility of this thermo-
plastic elastomer material provided a force that is equal and
opposite in direction to the force exerted by the drive
mechanism. The wire thread was chosen as the best material
to be used as the wire mechanism for the hand exoskeletal
system. Wire mechanism has been utilized by numerous soft
robotic exoskeletal system. This wire mechanism was used
to drive the mechanical system using four TowerPro MG995
servomotors. Two servomotors will be providing 2 DOF of

adduction/abduction and flexion/extension individually for
the thumb mechanism. One servomotor will be providing 1
DOF of flexion/extension for index finger mechanism. The
last servomotor will provide 1 DOF of flexion/ extension for
subsequent three fingers that will be connected to a single
wire. Together this system aims to provide strength for
stroke patients during the rehabilitative process.

4 Experiments and Results

4.1 Tests and Comparative Results of Sensors

To characterize the sensors, the Instron Universal Testing
machine, was used. A cylindrical probe was used to apply a
constant compressive force, perpendicular to the surface of
the sensor. The compressive force range was varied for each
type of sensor. A maximum load (Lmax) was decided for each
sensor. The sensors were loaded from idle state to Lmax and
then unloaded to bring them back to idle state at a rate of
2.5 mm/N. The sampling rate of the machine and the sensor
reading was set to 100 ms. Drift test was also performed by
loading the sensor with a constant force of 5 N for a duration
of 10 min.

The results are illustrated in Fig. 2. The output of the
sensors is linear in their optimum force range (OFR).
This OFR varies for each type of sensor depending on the
type of conductive material and the number of resistive
layers introduced. By observing the results, we can see that
the OFR for SPF sensors is 0–5 N, this is suitable for
application with lower range of force. The additional layers
of the piezoresistive material has increases the OFR up to
10 N in the MPF sensors. The enhancement in the property
of the conductive thread type sensors had be shown by
resulting in a wider force range. In SPT sensor the OFR is
0.5–10 N and in MPT the sensor force range has been

Fig. 1 a The 3D printed hand
exoskeleton with the mechanical
and actuating system. b The
actuating hand with the thumb,
index finger and middle finger in
action
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escalated up to 20 N. The FTF sensors exhibits a high
sensitivity in the lower force range whereas the TFT sensors
work well upto a range of 20 N with stable output.

4.2 3D Printed Hand Exoskeleton

Experiments were performed to measure the force needed
for maximum flexions and maximum angle of flexion of
finger mechanism. Alongside the fabricated sensors were
attached to the interior surface of the 3D printed hand. The
force exerted by the hand is measured with the usage of
these sensors. The raw readings of the sensor are first filtered
through a low pass filter realized digitally in MATLAB. The
results obtained for each finger are shown in Table 2.

5 Conclusion

Flexible and soft textile based tactile sensors can be utilized
as a sensor for robotic hands. Especially in the field of soft
robotics. In this paper, we have aimed to develop a suitable
soft sensor for rehabilitative procedures. We have also
established the performance of the sensors through realistic
experiments and shown its advantages over the other types
of materials. The origami inspired exoskeleton has proven to

be feasible for its application in the field of robotics and
rehabilitation. The experiments performed has shown that it
has the potential to provide adequate strength for force
support in users, during their rehabilitation process and daily
life activities. For future works the ability of the sensor can
be used for other common applications such as slip detec-
tion, grip force measurements and so on.
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The Effect of Different Size of Slicing Spheres
of Polyaxial Screw Head on Static Compression
Mechanical Test

Po-Yi Liu, Yu-Tzu Wang, Hsien-Wen Wang, Shao-Fu Huang,
Yang-Sung Lin, Po-Liang Lai, and Chun-Li Lin

Abstract
Background The pedicle screw fixation system is the gold standard treated method in
clinical for the unstable disease. Generally, pedicle screw can be classified into two
categories included monoaxial and polyaxial constructions. Although the polyaxial screws
were common used owing to it can provide more degree of freedom on the screw-to-rod
connection to facilitate rod seating. However, the complexity of structural design may
reduce their mechanical strength. The size of slicing spheres of polyaxial screw head was
found as the important issue to influence the mechanical strength of the pedicle screw
system. Therefore, this study investigated the effects of different size of slicing spheres of
polyaxial screw head on the vertebrectomy model under compression test. Material and
Method The different size (60, 75 and 90% diameter) of slicing spheres of polyaxial screw
head were assembled for destructive mechanical testing. All pedicle screw systems
assemblies were tested in compression test according to FDA regulation testing method of
ASTM F1717. The stiffness and ultimate load were determined for different slicing spheres
of screws. Result and discussion The results of testing found that stiffness were
10.91 ± 2.03, 19.34 ± 1.21, and 23.39 ± 0.85 N/mm and ultimate loads were
185.43 ± 14.57, 264.44 ± 21.68, and 364.54 ± 10.43 N for 60, 75, and 90% diameter,
respectively. Significant differences (p < 0.05) were found among these three groups.
Conclusion The mechanical strength presented by stiffness and ultimate load increased as
the size of slicing spheres of polyaxial screw head increased.

Keywords
Polyaxial pedicle screw � Nut tightening torque � Size of slicing spheres

1 Introduction

Treatment of posterior spinal fusion with pedicle screw is the
current gold standard treated method in clinical for the
unstable disease and progressive scoliosis [1–5]. The clinical
benefits of pedicle screws and rods are improved spinal
stabilization and increased rates of fusion, particularly for
unstable disease of the lumbar spine. Generally, pedicle
screw base on posterior spinal instrumentation can be clas-
sified into two categories included monoaxial and polyaxial
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constructions. Monoaxial screws are immobile at the screw
head and are thus superior for performing the vertebral
correction. However, monoaxial screws have a potential
disadvantage regarding the difficulty of seating the rod into
the screw head [6, 7].

In contract, polyaxial pedicle screws are a ball-and-socket
designs in pedicle screw junction. This allow deviation of
the screw away from the perpendicular to the longitudinal
rod, which facilitates application of a screw–rod system into
the curved spine [8, 9]. Therefore, polyaxial screws are
commonly used in clinical applications. The design changes
have improved surgical versatility, but they have introduced
complex locking devices between the screw head and the
rod. This raises questions over the mechanical strength and
stiffness of the polyaxial designs. The size of slicing spheres
of polyaxial screw head and the nut tightening torque are
found as the important issue to influence the mechanical
strength of the pedicle screw system. The slicing spheres of
polyaxial screw head is the opening of the polyaxial pedicle
tulip head to connect screw body. There are not yet any
published mechanical data with regard to these design, with
particular reference to the size of slicing spheres of polyaxial
screw head and the nut tightening torque.

The rates of spinal fusion and the deformed correction
have high relationship with mechanical strength and
mechanical stiffness of pedicle screw fixation system. In
previous, the ultra high molecular weight polyethylene
(UHMWPE) was used as dummy vertebrae to investigate the
mechanical strength of pedicle screw fixation system.
Besides, the testing method of ASTM F1717-15 was pub-
lished by American Society for Testing Materials (ASTM).
It was a reference of spinal implants regulation functional
testing when the spinal implants pass the FDA approved.
Therefore, this study used the method of ASM F1717 to
investigate the effects of different size of slicing spheres of
polyaxial pedicle screw head and nut tightening torque on
the vertebrectomy model under compression mechanical
test.

2 Material and Method

2.1 Pedicle Screw Design and Manufacture

Three different size of slicing spheres of polyaxial pedicle
screw tulip head (90, 75, and 60% of diameter of screw
spherical head), each measuring 4.5 mm in diameter and
35 mm in length, were used in this study. The polyaxial
pedicle screws were designed with a ball-and-socket joint
connecting the screw head to the screw body. Three different
size of slicing spheres of polyaxial pedicle screws are shown
in Fig. 1. The polyaxial pedicle screws were made of
Ti6Al4 V by a manufacturer with good manufacturing

practices and International Organization for Standardization
13,485 quality management systems (Huang-Liang Co, Ltd,
Kaohsiung, Taiwan).

2.2 Specimen Preparation and Biomechanical
Testing

All pedicle screw fixation systems assemblies were tested in
static compression bending test according to FDA regulation
testing method of ASTM F1717. Four same size of slicing
spheres of polyaxial pedicle screws, four nuts, two rods, and
two UHMWPE blocks were assembled a test specimen. The
two polyaxial pedicle screws were inserted into the
UHMWPE block. the rod was set into same side poly axial
pedicle screw tulip head. Nut tightening torque was driven
with a push pull force gages (ALGOL-AK-10,
ALGOL INSTRUMENT CO., LTD., Taoyuan, Taiwan).
The torque was generated by using a hex wrench as moment
arm to connect the force gages. Two different nut tightening
torque (8 Nm and 12 Nm) were applied to screw in the nut.
The test setting of compression bending test are shown in
Fig. 2. The depth of screw insertion was standardized to
position the center of rotation of the polyaxial link 10 mm
above the surface of the UHMWPE blocks for three different
size of slicing spheres of polyaxial pedicle screws. This gave
a total lever arm from the center of rotation of the link to the
axis of loading of 50 mm. the distance between two axis of
pedicle screw body (Active length) was 76 mm. UHMWPE
blocks were used to simulate the vertebral bodies as stated in
ASTM F-1717–15. A pair of aluminum yokes with pins
supported the UHMWPE blocks and permitted free rotation
of the blocks in the sagittal plane during deformation of the
assembly. The upper yoke was mounted on a ball-race that
permitted free rotation of the assembly around the longitu-
dinal axis under compressive load. All mechanical testing
was performed on a material testing system under software
control using a 5-kN load cell (ElectroPuls™ E3000;

Fig. 1 The different size of slicing spheres of polyaxial screw tulip
head
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Instron, High Wycombe, UK). Static compression bending
test was performed in air under ambient conditions. Com-
pression bending test as conducted in displacement control
at a rate of 25 mm/min as per ASTM F1717–15.
Load-displacement curves were collected for each assembly
tested. From the curves, and stiffness and ultimate load were
measured. Stiffness is defined in ASTM F1717–15. Ultimate
load was taken as the peak load before mechanical failure
(sudden decrease in measured load) or the load at 25 mm
displacement if the assembly did not fail (no decrease in
measured load).

2.3 Statistical Analysis

The curve of the force versus displacement were analyzed.
The stiffness and ultimate load in each group were deter-
mined and then averaged. A one-way analysis of variance
and post hoc Tukey tests were used to detect a significant
difference in the ultimate load in three groups. The student
T-test were used to detect a statistical difference in the
ultimate load when using different nuts tightening torque to
assemble the pedicle screw fixation system.

3 Result

The typical force versus the displacement curves for using
different nuts tightening torque in three different size of
slicing spheres designs are shown in Fig. 3. The measured
mechanical properties (stiffness, and ultimate load) in static
compressive test are shown in Fig. 4. The stiffness, and
ultimate load of using 12 Nm nut tightening torque was
statistically larger than using 8 Nm nut tightening torque in
each groups (60, 75, and 90% of diameter of screw spherical
head) (p < 0.05). And the stiffness, and maximum load were
significant increase as the size of slicing spheres increase
(p < 0.05).

4 Discussion

As spinal surgery and minimally invasive techniques
advance, polyaxial pedicle screws are becoming more
commonly utilized. The ease of rod reduction makes
polyaxial screws more favorable when compared to tradi-
tional monoaxial screws. However, previous studies have
shown that the heads of polyaxial screws fail at a lower
value than traditional monoaxial screws and that polyaxial
screws typically slip at the screw-head interface [8, 10, 11].
Although polyaxial screw designs can include angle modi-
fications, with which there is a greater capacity of angular
motion through the screw-tulip universal joint in a specific
plane, the biomechanical properties of failure through this
friction-limited joint are not improved. There is still a ten-
dency for slippage through such a joint, when comparing it
to monoaxial screw designs [12]. The loss of segmental
lordosis from such polyaxial screw tulip head slippage could
ultimately contribute to sagittal malalignment. The possi-
bility of a resulting sagittal imbalance has been associated
with pain, pseudoarthrosis, and adjacent segment degenera-
tion [13–15]. Many studies have been conducted about the
factors which affect the stability of polyaxial pedicle screws.

Fig. 2 The experience setup of compression test

Fig. 3 The force versus
displacement curve
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Screw head design, nut tightening torque, and insertion
techniques were directly related to pedicle screw fixation
system stiffness and mechanical strength. Nut tightening
torque and the size of slicing spheres were the most
important feature of the screw controlling mechanical
strength.

In previous study, the different nut design was presented
to investigate the pedicle screw fixation system stabilization.
The outside nut, pin-nut, helical or dovetail wedges, and
thicker walled polyaxial head are designed to prevent the
head from deforming. The single outside nut–locking
mechanism was statistically weaker than any other design
[10]. However, no study investigated the influence of the
size of polyaxial pedicle screw head tulip. In this present
study, three different size of slicing spheres of pedicle screw
head were used to compare the mechanical strength. The
results shown the group 3 (The size of slicing spheres is 90%
screw head diameter) of had statistically higher stiffness, and
ultimate load than other groups (The size of slicing spheres
is 75 and 60% screw head diameter). The ultimate load was
increase as the size of slicing spheres increase. However, the
risk of pedicle screw head cut off could increase as the size
of slicing spheres increase. In this present study, it didn’t
happen to the pedicle screw tulip head cut off. Therefore, the
size of slicing spheres is 90% screw head diameter was a
feasible size than the lower size. In nut tightening torque,
some guidance of pedicle screw fixation system indicated
that nut tightening torque was not recommended to exceed
12 Nm during final tightening. When the nut tightening
torque exceed 12 Nm, the longitudinal rod or nut may
deformation or failure. Nevertheless, the lowest nut tight-
ening torque was not recommended. In this present study,
the 12 Nm (largest recommended nut tightening torque) and
8 Nm (66% largest recommended nut tightening torque)
were used to assemble the pedicle screw fixation system.

The results shown the group of 12 Nm inserted torque have
statistically higher stiffness, and ultimate load than the group
of 8 Nm inserted torque (p < 0.05). Therefore, the larger nut
tightening torque could enhance the mechanical strength.

According to the ASTM testing standard (ASTM F1717–
15) for vertebral fixation, we adopted UHMWPE to simulate
standardized vertebral bodies to test the biomechanical
properties of polyaxial screw fixation system. UHMWPE
blocks were instrumented with polyaxial pedicle screws and
the rod was the only connection between blocks. This rep-
resented the worst condition for implants when the verte-
brectomy was performed. The UHMWPE block simulated
vertebral segment ensured the same condition for pedicle
screw fixation and eliminated the influence of variability of
vertebra and morphologies often associated with cadaveric
tissues. Thus, the test in this study is more precise and
reproducible than that in cadaver models. However, the test
results cannot predict the actual situation of the in vivo
application of the three different size of slicing spheres of
polyaxial pedicle screws.

This study had several limitations. First, we utilized only
one design of polyaxial pedicle screw to investigate the
influence of size of slicing spheres. We also had a small
sample size of screws (n = 3); while the sample size was
adequate to detect important differences, and some indeed
were detected, smaller (but still potentially clinically
important) differences might have appeared as no-difference
findings in this report. Transverse connectors were not used
in this study because we aimed to assess the rationality of the
size of slicing spheres of polyaxial pedicle screws without
interference of transverse connectors. Previous studies
demonstrated that transverse connectors do not influence the
results of compression bending mechanical tests but signif-
icantly improve the torsional stiffness according to their
sites, numbers and shapes.

Fig. 4 The Bar chat of stiffness
and ultimate load
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5 Conclusion

The mechanical strength presented by stiffness, and ultimate
load increased as the size of slicing spheres of polyaxial
screw head increased and the failure occurred at the multi-
axial link in static compression bending test. The nut tight-
ening torque play an important role for pedicle screw
fixation system. the mechanical strength increased as the nut
tightening torque increased.
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FES Standing: The Effect of Arm Support
on Stability and Fatigue During Sit-to-Stand
Manoeuvres in SCI Individuals

Musfirah Abd Aziz and Nur Azah Hamzaid

Abstract
Functional Electrical Stimulation (FES) has been widely used as part of physiotherapy for
spinal cord injury (SCI) patients. The ability to do sit to stand (STS) manoeuvre is an
important and practical indicator of functional independence in SCI individuals. One of the
factors that contributes to STS movement is arm support. The objective of this study is to
instrument an arm support with pressure sensors, and to analyse the impact of using
standing frame during FES-assisted STS movement to the SCI patients’ stability and rate of
fatigue throughout multiple STS movements. FlexiForce sensors were used to analyse the
force exerted on the frame’s handle. Experiments on STS activity with two SCI subjects
were completed in two consecutive days (with and without assistance of FES) in a motion
analysis laboratory. The instrumented standing frame (SF) was calibrated via a series of
hanging test with ten healthy subjects with different body weights to provide an insight on
the weight distribution along the SF. This test demonstrates the instrumented standing
frame’s ability to measure the force exerted on the frame with minimum accuracy of 85% to
total body weight. Both SCI subjects showed shorter time taken to complete a STS cycle
without the assistance of FES. They showed early stage of fatigue with assistance of FES
thus longer time taken recorded in performing STS activity. SCI subjects’ centre of force
slightly inclined to the right side of the standing frame in both sessions without and with
FES to compensate several conditions of lower limb joint contractures.

Keywords
Spinal cord injury (SCI) � Functional electrical stimulation (FES) � Sit-to-Stand (STS)

1 Introduction

Spinal cord injury (SCI) has two major categories which are
complete and incomplete injury. While there is permanent
loss of sensory and motor function below the spinal cord
lesion in patients with complete SCI, incomplete injury
otherwise refers to spinal cord injury without any sensory
and/or motor function below the neurological level including
S4–S5 sacral spinal nerve [1]. Based on the American
Spinal Injury Association (ASIA) Impairment Scale (AIS)

classification, the target population for this Functional
Electrical Stimulation (FES) standing research is AIS C
patients, i.e. those with motor incomplete spinal cord injury.
Their motor function is preserved below the neurological
level, and more than half of the key muscle functions below
the single neurological level of injury have a muscle grade
less than Grade 3 on MRC scale [1].

Sit to stand (STS) movement is one of the most basic yet
important routine manoeuvres for human. Hence, the ability
to perform STS movement is a very practical indicator to
determine functional independence of the SCI patient [2].
Accomplishment of STS activity in SCI patients results in
physiological postural transformation, from a balanced
position to a vulnerable position with lower muscle limbs
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weakness and postural instability during STS. With muscle
mass deterioration and weakness, instability and fatigue
become a concern to patients. As patients’ stability and
adapted movement are highly dependent on users’ personal
method, these aspects are then determined by their own
conduct during STS movement and quiet standing.

The ability to perform functionally-independent STS
movement is influenced by factors which are chair seat
height, feet position, and use of armrests [3]. The presence of
arm support reduces the moment needed at the hip probably
without altering the joints range of motion. Scientific evi-
dence on the importance of arm support during STS for SCI
individuals is insufficient and inconclusive. Hence, a simple
instrumentation of standing frame (SF) is designed suitably
to quantify the force exerted at the upper limb during STS.

2 Methodology

2.1 Sensor Calibration

Calibration is an important procedure to use sensors with
reliable accuracy and consistency. During calibration test,
the force value was established by measuring its voltage.
Thus, a sensor needs to be calibrated by set a known force to
the sensor using dead weight method and measuring its

conductance. Four FlexiForce sensors were calibrated indi-
vidually. A load with known weight, starting from 50 N was
placed on top of each sensor. The weight was left for 5 s
(predicted time for SCI patient to perform a cycle of STS
activity with standing frame). This helped to minimize the
drift error. The weight of load was increased gradually until
400 N.

2.2 Instrumentation of the Standing Frame

The standing frame used in this study was instrumented to
identify the characteristics of FlexiForce sensor acting upon
the standing frame. FlexiForce sensors were placed at the
bottom of the four legs of the standing frame as shown in
Fig. 1. Ten subjects with different body masses were
instructed to lift their body with their arms holding onto the
arm support of the standing frame. This step allows their
body weight to be distributed among the four sensors at the
base of the walking frame.

2.3 Subject Selection

Three male subjects with SCI AIS C took part in this study
as shown in Table 1. The mean age was 40 years (SD,

Fig. 1 a Placement of
FlexiForce sensor b Sensors’
placement on the standing
frame’s feet
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6.1 year, range 33–43 years); average mass was 69.67 kg
(SD, 20.6 kg, range 54–93 kg) and average height was
165.8 cm (SD 5.3 cm, range 162.5–172 cm). Informed
consent was sought from all subjects for this study. All of
them were able to stand up from a chair independently upon
verbal instruction without using their hands. However,
Subject 1 was unable to complete the research protocol due
to neuropathic pain on his back and he is FES
non-responsive at his left quadriceps muscles.

2.4 Experimental Protocol

The subjects were positioned on armless chair with stan-
dardised height of 45 cm. Subjects’ knees were flexed at 90°
and both feet were positioned on the force plate. On Day 1,
subjects were tested on their regular method of transition
from a seated position to standing without the assistance of
FES. Subject was directed to attempt stand up from the
seated position at the end of a countdown by an investigator.
The subject was monitored by a physiotherapist and
researchers throughout this test. Three seconds after the
subject achieves full upright standing (full knee extension),
the subject was directed to sit down. Then, the subject was
allowed to take 5-minute rest between tests. The tests were
repeated up to 10 times or until the subject was tired. At the
end of the first session, FES stimulation was determined for
the subject for the next experiment session. The subject was
asked for his feedback on his tolerance with higher

stimulation intensity. 48-hour rest was given to the subject
before the next test (Day 2).

In Day 2, subjects were tested on their ability to perform a
transition from a seated position to a standing one with the
assistance of FES. In addition, the FES electrodes were
placed by a physiotherapist and researcher on gluteal max-
imus and quadriceps femoris muscles bilaterally. The pro-
tocol for Day 2 was similar with Day 1.

3 Results and Discussion

3.1 Calibration of FlexiForce Sensors

Four FlexiForce sensors was calibrated individually by
putting a load with known weight at 50 N intervals. The
graph of conductance versus force was plotted as shown in
Fig. 2. A line of best fit was drawn to find a linear equation
of each sensor.

Body hang test with ten normal subjects were done to
validate the distribution of weight acting upon the instru-
mented standing frame. The characteristic of net body
weight of each subject at standing frame is determined with
this formula:

Net bodyweight ¼ ValueSensor1þ 2 � ValueSensor2ð Þ
þValueSensor3þ 2 � ValueSensor4ð Þ

ð1Þ
The percentage of net body weight is calculated using the

formula:

Percentage of net bodyweight

¼ Net bodyweight=Actual weightð Þ � 100 ð2Þ

The hanging test shows the instrumented standing frame
setup has minimum 85% accuracy with comparison the total
body weight of the subject. Several identifiable random
errors has reduced the results’ accuracy but these errors
remained consistent throughout the experiment. These errors
were difficult to be precisely factored in most experiments,
but repetitions of experiments have been done to minimise
effect of the errors on result’s reliability. Thus, any reduction

Table 1 Subjects’ profile

Participant Level of injury Mechanism of injury Response to FES Maximum tolerable
current for FES (mA)

Quadriceps Gluteal maximus

Subject 1 T12–L2 Fall from tree No – –

Subject 2 T11–T12 Construction site accident Yes 58 68

Subject 3 L1–L2 Accident during work Yes 32 40
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Fig. 2 FlexiForce sensor calibration
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in accuracy did not affect the comparison between sit to
stand manoeuvre with and without standing frame.

3.2 Experimental Results

The average time taken for each SCI subject to perform one
full cycle of STS were tabulated in Table 2. Based on the
average time recorded, both of them showed longer time to
complete a cycle of STS when using FES. Both SCI subject
felt more confident and comfortable to stand without using
FES. Subject 2 took the longest time to perform a complete
STS cycle with assistance of FES due to joint contracture at
his left ankle. This contracture has affected his foot move-
ment contacting with the force plate. In addition they also
first time experience with FES in STS activity.

Next, Fig. 3 displayed the translocation of the centre of
net force for upper limb to the right side of the standing
frame in both sessions. It happened because Subject 2 used
more strength at his right upper limb to move his trunk

forward for standing. In addition, he also has left ankle and
right knee joint contracture thus making him harder to place
his left forefoot at the force plate and extend the right leg
during standing activity. Subject 2 showed smaller variation
of coordinate’s x-axis and y-axis with standard deviation of
less than ±0.03. Hence in order to preserve upper limb
stability, Subject 2 displayed greater net force on right side
of standing frame to compensate current given to the lower
limb with several joint contractures during STS activity.

For Subject 3, the net force distribution of the upper limbs
during STS in both session followed the translocation pat-
tern of Subject 2. The centre of net force has inclined to the
right side of the standing frame as illustrated in Fig. 4. He
practiced more strength at his right upper limb to move his
trunk forward as to compensate his weakness on lower limb
joint. Furthermore, Subject 3 was used to wearing bilateral
solid ankle foot orthosis (AFO) during his outside ambula-
tion activity.

Figures 5 and 6 manifested the rate of fatigue for two SCI
subjects during experiment without and with FES. For every
trial, the value of force exerted by subjects’ arms on the
frame and the force exerted by subjects’ feet on force plate
while the subject at the highest knee moment during STS
were taken to identify the rate of fatigue for this experiment.

Based on Fig. 5 for STS with assistance of FES, Subject
2 presented early fatigue in lower limb at trial 6 (t6), proven
by the rise in force produced by the upper limb. He

Table 2 Average time recorded to do a cycle of STS

Participant Time taken for STS (s)

No FES FES

Subject 2 1.11 ± 0.1277 2.55 ± 0.2625

Subject 3 1.07 ± 0.1677 1.36 ± 0.0951

Fig. 3 Net force distribution
detected with four sensors at
standing frame during STS for
Subject 2
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displayed evidence of early fatigue at trial 9 when per-
forming STS without FES.

Meanwhile in Fig. 6, Subject 3 displayed evidence of
fatigue on every session of experiment. With FES assistance
on trial 5, subject 3 showed high reduction of force at leg and
the value maintained for next trial until trial 8. However,
without FES, Subject 3 showed early fatigue at trial 5 and
this situation continued at trial 8 onwards.

4 Conclusion

The sensors on the instrumented standing frame were cali-
brated. At least 85% accuracy of body weight acting upon
standing frame was obtained when normal subjects bear all
their body weight to the frame. According to the average time
taken in performing a STS cycle, both subjects presented
shorter time without using FES as they felt more confident and
comfortable to stand. They also achieved early stage of fatigue
during using FES thus longer time needed to do a STS cycle.
However, SCI subjects displayed translocation of the centre of
net force to right side of the standing frame to achieve stability
in both sessions, as they used more strength on the right upper
limb to move their trunk forward for standing. Besides, they
have several conditions of lower limb joint contracture.
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A Low Cost Street Crossing Electronic Aid
for the Deaf and Blind

Nur Hasnifa Hasan Baseri, Ee Yeng Ng, Alireza Safdari,
Mahmoud Moghavvemi, and Noraisyah Mohamed Shah

Abstract
This paper describes the design and implementation of a low cost electronic device to aid
the visually impaired and deaf-blind to cross the road safely using an Arduino controlled
transmitter and receiver. The prototype consists of two parts; the transmitter is placed on the
green traffic light and the receiver which is held by the user. The transmitter sends the traffic
light signal status and information on wait duration by broadcasting them out to the receiver
using XBee. The visually impaired or deaf-blind person holding the receiver will be
notified once he/she is within 10 meters from the traffic light, and guides the person to cross
the road via sound and vibration. The prototype is able to function successfully, with few
limitations and recommendations highlighted for future improvements.

Keywords
Visual impairments � Navigation � Electronic devices

1 Introduction

Traditionally, the visually impaired uses walking sticks or
guide dogs to help them move around but this is efficient
only in familiar areas. Walking stick or white cane is used as
sensors to detect the presents of obstacles in their path and to
alert passerby of their presence. However white canes are
only efficient over a short distance [1].

A lot of technological advancement in recent years to
have been made to aid the visually impaired in their
movement. For example, smartphone apps that uses image
processing to extract road information such as the location of
crosswalk, and current status of the traffic light can be found
in [2–5], with variations in the algorithm used and the
solution it provides.

Many works also focus on improving the user-interface
for the blind, such as Google maps and Waze. Pocket
Navigator [6] is a simple map-based navigation system for

smart phones with Android operating system. Once the
destination is setup, the visually-impaired user can be guided
by the vibration of the smart phone. Another project called
NAVIC uses virtual augmented reality together with image
processing and satellite navigation [7] to recognise a location
via the camera mounted on the blind and guide them to the
desired location. It functions similar to a vehicle GPS; a user
will command the device with buttons and voice control,
while the device feed the user with information through
earphones. However due to low accuracy of the GPS system,
location-based services for the blind are instead supported by
RFID technology [8–11]. This technique involve the use of
multiple RFID tags placed on the floor to be detected by the
user’s white cane. An external server will then process the
input data and inform the exact location of the user. How-
ever, to implement the system outdoor, multiple RFID tags
have to be placed on the street and the device has to be
online 24/7 to communicate with the server database.

Few method of improving the infrastructure of the
pedestrian streets to be more disabled-friendly are also
introduced [12]. This involved placing physical materials
that can be detected by the blind such as slopes, guide strips,
perpendicular bar tiles and waring bar tiles, to indicate the
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and align the blind to a pedestrian crossing. Another method
is beaconing Accessible Pedestrian Signals (APS), which is
basically a device which makes noise on the opposite end of
the crossing when it is time to cross [13].

1.1 Motivation

This paper describes a device that enables the blind to cross
a road at a traffic light without assistance from other indi-
vidual(s). The prototype of the device is able to guide the
visually impaired user to a traffic light and convey infor-
mation on its current status. It uses ZigBee technology and
Arduino controllers, which are less costly. By setting up the
transmitter unit prototype in a semi open area and switching
on the receiver unit prototype at 10 meters apart, the receiver
unit instantly picks up signals from the transmitter unit and
guide the user to the transmitter using beeping audio via the
earpiece. As the user arrive within 1 m from the transmitter,
the receiver gives voice indication/vibration if the state of
the traffic and the wait duration to safely cross the road

2 Methodology

The goal of this task is divided into two: to guide the
visually impaired user to the traffic light, and to convey
information of a traffic light to the user, to determine when to
safely cross the street. This can be identified in the following
three points:

1. To guide the blind to a pedestrian crossing:

A hand-held device that is capable to know if the pedestrian
is going towards or away from the pedestrian crossing.

2. To send reliable traffic light information to the blind’s
hand-held device.

There will be 2 information that will be send to the blind:

• The current state of the traffic
• The period to next road busy state.

3. To convert data received by the hand-held device into
suitable interfaces for the user. The interfaces should suit
both kinds of user:

• Visually impaired user
• Visually and hearing impaired user.

Figure 1 gives a basic structure of the communication
device. It is a one way communication from the transmitter

to the receiver. The wireless communication technologies
considered for this device were Bluetooth classic, Bluetooth
Low Energy, ZigBee, ANT, Sensium and Radio Frequency
Identification (RFID). Based on the operating space, the
ZigBee technology would be an ideal choice. The low data
rate of ZigBee did not affect the performance of the device
due to the low data requirement. A module called XBee by
Digi International [14] that uses ZigBee technology was
adopted. It is capable to operate up to 90 m outdoor with
line-of-sight. The module cost is higher but has the advan-
tage of a wider functionality such as error correction and the
extraction of the received signal strength indication (RSSI)
values. XBee is a wireless communication module that uti-
lizes the IEEE 802.15.4 protocol. This protocol is known as
Low-Rate, Wireless Personal Area Network (LR-WPAN). It
provides 250 kbps data transfer between nodes on a
CSMA/CA network. The XBee-PRO 802.15.4 is used as the
transmitter and XBee 802.15.4 as the receiver, both in AT
modes for serial communication.

2.1 Transmitter Unit

The transmitter unit consist of an Arduino Uno, a photo-
sensor module, the XBee Pro 802.15.4 and its adapter. The
XBee would be mounted onto the adapter for safer and
easier connection. The adapter is powered via the 5 V pin
and the ground pin of Arduino Uno. The Tx (transmitting)
pin of the XBee adapter is connected to the Rx (receiving)
pin of the Arduino. The Rx pin of the XBee adapter is
connected to the Tx pin of the Arduino. The Arduino Uno
only have one set of serial ports, which means only a pair of
pins on the board is supported by the universal asynchronous
receiver/transmitter (UART). The photosensor module is a
light-controlled variable resister (LDR). It is also powered
by the 5 V pin and ground of the Arduino Uno pin. The
analogue output (A0) of the module is connected to the
analogue input pin A0 to sample and determine its instan-
taneous value. The value will then be processed by the
Arduino and repackaged into a line of data, which consist of
a header, the state of traffic (if the green light of the vehicle

Fig. 1 Basic structure of the communication system
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is on), the amount of time for allocated for the user to cross
and a checksum. The header and the checksum is use to
ensure the data is read by the correct device and the data
receive is accurate. This data is sent out via the mini antenna
on the XBee. The circuit diagram of the transmitter unit is
shown in Fig. 2.

This transmitter unit will be placed at the green light of
the traffic light. Here, LDR detects changing state of the
green light. There are two states involved here:
(i) GREEN_ON_STATE which occurs when the LDR value
is less than a threshold level. In this state, the green light of
the traffic light is ON. The second, (ii) GREEN_OFF_
STATE, occurs when the LDR value is greater than a
threshold. In this state, the green light of the traffic light is
OFF, and is safe to cross the road. This data is then trans-
mitted to the receiver by using XBee Pro 802.15.4

2.2 Receiver Unit

The receiver part consists of the XBee and its adapter,
Arduino Mega, the volume system and the audio buttons,
Motor circuit and SD Card reader.

Figure 3 shows the connection of XBee and Aruduino
Mega. The XBee is powered with the 5 V output and the
ground pins of Arduino Mega via the XBee adapter. The
serial output (Tx and Rx) is connected to pin 18 and 19 of
Arduino Mega, which is the serial port 1. Pin 0 and pin 1 of
Arduino Mega is used for debugging purposes. The RSSI is
connected to the digital pin 6 of the Arduino Mega. The pin
6 of the Arduino board is set as an input. The output from
the RSSI pin is a pulse width modulated (PWM) signal. As
mentioned before this RSSI value is used to estimate the
distance between the user and the traffic light.

Figure 4 shows the motor circuit connection. The
transistors and diodes are safety features used to protect the
Arduino Mega from damage. In this case, the load here is
the motor. From the DC motor (rf-300fa-12350) datasheet,
the maximum current draw is around 93 mA, which is
more than two times a digital output pin could withstand.
Therefore, the digital output pin is used with a transistor to
control the motor. DC motor has the characteristic of an
inductor when the motor is suddenly turn off. The motor
current will not go to zero abruptly due to its inductive
nature. By adding a diode, the reverse current is channelled
back into the motor instead of letting it flow through the
transistor, burning the transistor in the process. The motor is
powered normally via the +5 V pin. However, when the
digital pin input is low, the current in the motor still needs to

Fig. 2 Circuit diagram of the transmitter unit

Fig. 3 Connection of the adapter with Xbee mounted to Arduino
Mega
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flow due to its inductive nature. The diode acts as a short
circuit across the motor, channeling the current away from
getting into the transistor and back into the motor.

The audio system consists of two parts, the audio port and
the SD card module connection. The SD card module is used
to enable the Arduino to communicate with the SD card.
The SD card is necessary for providing extra flash memory for
the system to keep the voice files. Two buttons are used to
control the volume of the voice that gives information to the
user. One for volume increase and the other for volume
decrease. This can be performed via software using the vol-
ume up and down functions provided by the TMRpcm library.

3 Testing and Calibration

To perform full test, an Arduino is connected to an LED and
programmed to act as a traffic light. The LED is put on the
surface of LDR at the transmitter. In order to ensure that the
ambient light does not affect the performance of LDR at the
transmitter, some calibration is needed. The LDR is put into
a hollow tube so it is exposed only to the light form the
traffic light.

There are two modes at the receiver:
(a) DISTANCE_TRACKING mode and (b) TRAFFIC_
LIGHT_STATUS mode.

4 Distance_Tracking Mode

In this mode, user is ‘guided’ to the traffic light and notified
once arrived at the traffic light. This is done by using RSSI
number obtained from RSSI pin (pin 6) of XBee that outputs
a PWM signal representing this value. PWM is a method for
generating analog signal by using digital source. The beha-
viour of PWM signals can be defined by duty cycle which is
the percentage of one period/cycle in which signal is active.

RSSI is used to estimate distance of the user from traffic
light. Larger RSSI numbers means that the user is closer to
the traffic light, thus the larger the duty cycle of its square
wave. A few ranges of RSSI number is set to indicate to the
user the estimated distance from the traffic light. Different
frequency of “beep” sound for each different ranges of RSSI
number is used to indicate this distance to the user. Table 1
gives the range of RSSI values obtained in the experiment.
RSSI number is obtained by using the Arduino PulseIn
command function. PulseIn function waits for the RSSI_PIN
(in this case digital pin 6 of Arduino Mega) to go HIGH,
start timing, waits for the pin to go LOW then stop timing.
The motor circuit will vibrate when the receiver is tracking
the location of the traffic light and will stop vibrating once
the user arrived at the traffic light.

5 Traffic_Light_Status Mode

In this mode, the user is assumed to have arrived at the traffic
light. Here, the user will obtain information on the state of
the traffic light, condition of the road and wait duration
before crossing the road, via sound and vibration/rotation.
Both sound and vibration/rotation will occur simultaneously.
There are two different states in this mode:

a. GREEN_ON

At this state the user will hear the ‘busy’ audio every 3 s.
Neither Motor1 nor Motor2 will vibrate or rotate during this
state.

b. GREEN_OFF

At this state, information on the duration left before crossing
the road will be sent out every 10 s, and at the last 5 s of
waiting time, a countdown will be heard. Motor2 will rotate
during this state while Motor1 will vibrate for the last 5 s
before change of state. The state is then changed from
GREEN_OFF to GREEN_ON.

DISTANCE_TRACKING mode and TRAFFI-
C_LIGHT_STATUS mode are differentiated by using the
RSSI number. As mentioned before, one of the main prob-
lem is the instability of the RSSI number detected. There are
times when the DISTANCE_TRACKING mode is suddenly
turned on when already in TRAFFIC_LIGHT_STATUS
mode. This is because the RSSI number suddenly decreases.
The stability of the RSSI output can be improved by intro-
ducing another if-else function. The algorithm will only read
RSSI number during DISTANCE_TRACKING mode and
will set the RSSI number to be maximum when it is in
TRAFIC_LIGHT_STATUS mode. This causes the

Fig. 4 Circuit diagram for motor control
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TRAFIC_LIGHT_STATUS mode to be independent of
RSSI number.

6 Conclusion

In this project, a prototype of an electronic device for
visually impaired and deaf-blind people has been designed
and implemented. It is an electronic street crossing aid with
an audio and motor vibration feedback attached to the
walking stick. The prototype consist of two devices, the
transmitter and receiver. The transmitter is placed at the
green light of the traffic light and will detect status of the
green light. The data from the transmitter is then transmitted
to the receiver via transmitting XBee. Data is received at the
receiver via receiving XBee. The strength of the received
signal is used to estimate distance of the user from the traffic
light and once the user arrived at the traffic light, he/she will
received data on:

(i) Status of the traffic light
(ii) Duration that is safe for him/her to cross traffic light

intersections
(iii) Duration five seconds before status change (from red

to green).

At the present state, visually impaired or deaf-blind
people who wish to cross traffic light intersections some-
times are unable to know the exact status of the traffic light
and at the same time do not know how much time remains
before the traffic change state because the data on pedestrian
signals are usually in visual form. Thus this prototype is able
to provide a low cost solution for the visually impaired and
the deaf-blind to cross the traffic light intersection safely and
independently.

However the receiver unit of the prototype are encased in
a 15 cm x 8 cm x 8 cm box, while the transmitter unit
encased in an 8 cm x 7 cm x 7 cm box. This indicates that
the receiver unit is unreasonably large, compared to mobile
phones. The reasons behind the large size of the receiver
units are as follows:

• Arduino Mega is large, with its PCB measuring at 4
inch � 2.1 inch.

• The spring buttons are too long. The lower part of the
button which is encased in the box is around 3 cm.

• 2 large DC motors that have a length of 2.5 cm and a
diameter of 3 cm.

• Extra circuitries are done using thru-hole technology.

6.1 Future Work

There are a few numbers of aspects that can be improved for
the future such as wearability of the receiver device by
integrating its main components into a smaller devices. The
accuracy on the location of the traffic light can be improved
by incorporating image processing method to extract the
location of a zebra crossing. In this project, the traffic light
intersection is assumed to be on a one way traffic light, so a
system for multiple traffic will be more practical, efficient
and reliable.
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Fastest Gait Parameters Estimation Precision
Comparison Utilizing High-Sensitivity
and Low-Sensitivity Inertial Sensor

Amir Mukhriz Azman, Hirofumi Kuga, Koichi Sagawa,
and Chikara Nagai

Abstract
The measurement system of stride length, toe’s height and toe’s angle at each step during
fastest gait using inertial sensor is proposed. During fastest gait, acceleration and angular
velocity of the toe exceed the measuring range of high-sensitivity inertial sensor. To
estimate parameters of a gait, inertial sensor system that is composed of two triaxial
accelerometer and two triaxial gyroscope with different measuring range each is developed.
Sensor is attached to the right toe to observe the motion of fastest gait quantitatively.
Subjects were asked to walk at their fastest speed while the inertial sensor measures the
acceleration and angular velocity of the toe. To evaluate the effect of the proposed method,
toe’s trajectory are calculated using the high-sensitivity data only, low-sensitivity data only,
and interpolation of both high-sensitivity and low-sensitivity data. Results are compared
with reference obtained by optical motion capture system. As a result of the motion
measurement of the toe during fastest gait, the precision of the estimation system is
improved by applying the proposed method.

Keywords
Fastest gait � Inertial sensor � Gait analysis estimation � Stride length � Toe’s angle �
Toe’s height

1 Introduction

As human gets older, memory loss may become a problem.
Memory is affected by age, stress, tiredness, or certain illness
and medications. Dementia is a syndrome associated with an
ongoing decline of the brain and its abilities. There were
studies which noticed the relationship between motor func-
tion and risk of dementia [1, 2]. Surveillance of gait con-
dition is conducted as an indication of finding dementia
symptoms and mild cognitive impairment [3]. The gait
performance is evaluated using gait parameters such as gait
speed and stride length.

The School of Medicine of Hirosaki University has
conducted health examination called Iwaki Project for

approximately 1000 citizens of Hirosaki city in Japan since
2005 as part of cohort study. The aim of this project is to
increase the health level of residents in the city and extend
the average healthy lifespan. 10 m fastest gait examination
was originally conducted to investigate the sign of dementia
by measuring maximum gait velocity. However, the previ-
ous method requires many staffs to measure the walking time
with stopwatch by following the subjects and other gait
parameters such as stride length, toe’s angle, and toe clear-
ance could not be measured. Meanwhile, researches on gait
analysis utilizing inertial sensor have been conducted in
recent years [4, 5].

Wearable Wireless Inertial Measurement Unit (WIMU)
has been widely used for the quantitative evaluation of
walking because it has been downsized and the measurement
accuracy has been improved significantly. WIMU consists of
a triaxial acceleration sensor and a triaxial gyroscope. Based
on the data obtained from these two sensors, the time change
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of the position and orientation of the WIMU is reconstructed
into three-dimensional space. The authors have developed
WIMU and proposed 3D gait analysis algorithm for free
walk of normal gait of speed about 1.4 m/s. However, when
the walking speed goes as fast about 2.8 m/s, desirable
analysis results could not be obtained. This is because it is
relatively easy to distinguish the gait cycle into swing phase
and stance phase in normal walking, but it is difficult to
distinguish the gait cycle in high speed walking.

Conventional method uses inertial sensors with high
sensitivity only [6]. We found out that some subjects walk
fast enough to exceed the measuring ranges of the conven-
tional sensors and it is impossible to analyze their data
properly. In this study, to solve this problem, inertial sensor
system composed of low-sensitivity sensor in addition to
high-sensitivity sensor is introduced. Interpolation method of
value of high-sensitivity sensor exceeding the measurement
ranges with low-sensitivity sensor is also introduced. Fur-
thermore, we propose integration interval determination
method of the gait cycle that can be applied to fast gait.
Using the proposed method, we perform fastest gait exper-
iment and examine the measurement accuracy for each data
collected using high-sensitivity sensor only, low-sensitivity
sensor only, and from the interpolation method. Gait
parameters such as stride length, toe’s height, and toe’s angle

are estimated from the measured gait motion and then
compared with the gait parameters obtained from motion
capture system (MCS).

2 Theory

2.1 Calculation of the Foot Trajectory

Walking velocity is derived by integrating the acceleration
data obtained from the sensor attached to the toe and further
integration derives trajectory of the toe. Step-by-step foot
trajectory during walking was calculated to minimize the
effect of drift measured by the inertial sensor. This is done
by integrating translational acceleration of the foot during
each swing phase. The measured acceleration vector is
represented by sensor-fixed coordinate system

P
S. There-

fore for integration, acceleration vector should be

transformed into the acceleration vector in the earth coor-
dinate system

P
E by defining orientation of the sensor

coordinate system during foot-flat. Since the sensor comes to
rest during each foot-flat, the direction of gravitational
acceleration can be calculated and then subtracted from the
measured acceleration vector of the sensor coordinate
system.

Let the matrix representing the sensor orientation with
respect to the earth coordinate system be i j k½ � ¼ EES tð Þ.
The measured vector of acceleration and angular velocity
represented in the

P
E coordinate system Ea tð Þ and Ex tð Þ

can be calculated from the vector of acceleration and angular
velocity represented in the

P
S coordinate system Sa tð Þ and

Sx tð Þ using the following equation.

Ea tð Þ ¼ EES tð ÞSa tð Þ ð1Þ
Ex tð Þ ¼ EES tð ÞSx tð Þ ð2Þ

In this study, the temporal change in the sensor orienta-
tion with respect to the base coordinate system during
walking was estimated by time-integrating the angular
velocity of the sensor from the time of foot-flat. ERS tð Þ can
be represented by the rotational matrix with respect to the
earth coordinate system as follows.

k
l
m

0
@

1
A ¼

Ex
Ex

ð4Þ

h ¼ Dt�E x ð5Þ
Sensor orientation is updated every sampling period Dt

by the following equation.

EtþDt ¼E RSEt ð6Þ
The matrix during a gait is updated by performing the

above rotation conversion for every sampling period in the
integration section.

Because the sensor mounted on the tip-toe comes to rest
at each foot-flat, the translational acceleration must be zero.
For integration, therefore gravitational acceleration is sub-
tracted from the measured acceleration during gait. Accel-
eration during foot-flat Ea t0ð Þ can be assumed to be equal to

ERS ¼
coshþ k2 1� coshð Þ kl 1� coshð Þ � msinh mk 1� coshð Þþ lsinh
kl 1� coshð Þþ msinh coshþ l2 1� coshð Þ lm 1� coshð Þ � ksinh
mk 1� coshð Þ � lsinh lm 1� coshð Þþ ksinh coshþ m2 1� coshð Þ

2
4

3
5 ð3Þ
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the gravitational acceleration vector, and the translational
acceleration vector is calculated as follows.

Ea tð Þ ¼E RS tð ÞSa tð Þ �E a t0ð Þ ð7Þ
In this study, acceleration vector is time-integrated from

stance phase (t0) to the next stance phase (tend). At this time,
since the integral error accumulates due to drifting, sensor
noise, and misalignment of sensor system, estimated vertical
velocity of the sensor at tend hardly becomes zero. To resolve
this problem so that the estimated velocity at tend reaches
zero, acceleration offset, ae, subtracted from the vertical
acceleration between t0 and tend can be estimated using the
following equation.

0 ¼ Ztend

t0

az tð Þ � aeð Þdt ¼ Ztend

t0

az tð Þdt � ae tend � t0ð Þ ð8Þ

where az is the vertical component of the
gravity-compensated translational vector. We also assume
that there is no slope on the walking surface and that the
vertical displacement of the sensor at each foot-flat time is
zero. So that the vertical displacement at tend becomes zero,
velocity offset, ve, subtracted from the vertical velocity
between t0 and tend can be estimated using the following
equation.

0 ¼ Ztend

t0

vz tð Þ � veð Þdt ¼ Ztend

t0

vz tð Þdt � ve tend � t0ð Þ ð9Þ

where vz is the vertical velocity of the sensor.

2.2 Determination of Integration Section

To accurately estimate the moving distance, it is necessary to
distinguish the swing phase with the stance phase precisely
to determine the integration section. In this study, to deter-
mine the integration section, we focus on the angular
velocity in the dorsi-plantar-flexion direction of the foot.
Figure 1 shows the relationship between the angular velocity
in the dorsi-plantar-flexion direction of the foot and the
movement of the foot. Point cn is the minimum value of the
angular velocity occurred when the foot is swing forward
during the swing phase. Maximum point an of the angular
velocity occurs before point cn when the toe aparts from the
support surface, and maximum point bn of the angular
velocity occurs after point cn when the heel lands on the
support surface. The integration section is determined by
including the maximum values of point an and point bn.

Integration section that minimizes the error of the esti-
mated stride length during fastest gait was investigated. With
the time of the swing phase as the reference, the time of the
minimum value of the synthetic angular velocity at

predetermined intervals before and after the toe’s apart time
is set as the start and end of the integration time. Minimum
error is obtained when the start and end times of the inte-
gration section are set at �45� 1 and 140� 10% of the
swing phase. The time when the minimal value of synthetic
angular velocity found within the predetermined range
immediately before and after the swing phase is selected as
the start time and end time of the integration section. The
minimal value immediately before the swing phase is
assumed to be the moment when the tiptoe finishes the
foot-flat and preparing to leaves the support surface. The
minimal value immediately after the swing phase is assumed
to be the moment when the tiptoe touches the support sur-
face after the heel contact.

2.3 Gait Parameters

In this study, foot-trajectory was calculated off-line based on
the measured sensor data. The elapsed time from a heel
contact to the next heel contact of the ipsilateral leg is called
the gait cycle and is divided to stance phase and swing
phase. The stance phase refers to the period from the heel
contact to the toe off and the foot is in contact with the
support surface in this period. The swing phase refers to the
time when the toe aparts from the ground until the next heel
contact and the foot is away from the ground in this period.

The gait parameters derived in this study are stride length,
toe’s height, and toe’s angle shown in Fig. 2. A stride is an
operation from the contact of the heel of one side of the foot
to the next contact of the heel on the same side to the support
surface and the distance is defined as stride length. Applying
double integration to vertical acceleration, toe’s height is

Fig. 1 Temporal changes of synthetic angular velocity of WIMU
mounted on the tip-toe during walking. Swing phase starts with toe off
an and ends with heel contact bn. Minimum value cn is taken in
between the two peaks an and bn
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obtained. Generally in normal gait, two maximum points P1

and P3 and a minimum point P2 can be observed [7].
However in our experiment, several number of foot trajec-
tory samples did not have the minimum point P2. In this
study, to evaluate the toe’s height during fastest gait, we
only calculated point P3. The toe’s angle is the amplitude of
the angle of the toe direction from the floor and is defined by
the difference between the maximum angle hmax and the
minimum angle hmin.

3 Methods

3.1 Measurement System

During fast motion, large acceleration and angular velocity
occur at the toe. In this case, high-sensitivity sensors could
not measure these values because they are over the mea-
surement ranges. To measure these large values accurately,
we introduced sensor with wide measuring range
(low-sensitivity sensor) in addition to conventional sensor
which has small measuring range (high-sensitivity sensor).
WIMU developed in this study consists of two sensor
boards; one mounts high-sensitivity acceleration sensor and
gyroscope (MPU-6050, InvenSense Inc, �16 g;�2000 dps),
microprocessor unit (dsPIC33FJ128GP802, Microchip
Technology), wireless communication module (Xbee,
MaxStream, S1), and microSD card slot. The other board
mounts low-sensitivity acceleration sensor (ADXL375,
Analog Devices Inc, �200 g) and low-sensitivity gyroscope
(LPY4150AL, STMicroelectronics, �6000 dps). Both
boards are connected vertically to a switch board which
consists of two controller switches, LEDs for information
display, USB slot with charging function, and voltage reg-
ulator connected to lithium ion battery. Sampling frequency
is taken at 1 kHz.

3.2 Interpolation Method

The sensor system used in the conventional method had only
high-sensitivity sensor [6]. However, the conventional

sensor system is only suitable to measure average walking
with speed about 1.4 m/s. In case of fast gait, the accelera-
tion and the angular velocity exceed the measurement range
of the high-sensitivity sensor and therefore decrease the gait
analysis accuracy. In this study, we attempt to cope with fast
gait by introducing low-sensitivity sensor in addition to
high-sensitivity sensor. For the interpolation method, value
exceeding the measurement range of high-sensitivity sensor
is interpolated with the low-sensitivity sensor. Acceleration
threshold is set at 100 m/s2 and angular velocity threshold is
set at 1000 deg/s. When the measured value of
high-sensitivity sensor exceeds the threshold, the value is
interpolated using the measured value of low-sensitivity
sensor.

4 Experiment

In this study, we introduced the utilization of low-sensitivity
sensor in addition to high-sensitivity sensor. To quantita-
tively evaluate the proposal method of fast gait analysis, gait
parameters are derived by applying high-sensitivity sensor,
low sensitivity sensor, and the interpolation method. To
evaluate the accuracy of the foot trajectory estimated using
the stated method and the new integration section determi-
nation method, we asked 7 adult male participants aged
25.2 ± 7.9 years old to walk along a walkway at their
fastest speed for 5 times. WIMU is fixed on the tiptoe with
vinyl tape, and acceleration and angular velocity information
during gait are recorded. We simultaneously measured the
position of the markers attached to the WIMU using optical
3-dimensional MCS (Optitrack Prime 13, NaturalPoint Inc.)
with six cameras placed on a side way capturing the walking
course of length 7.0 m. Figure 3 shows schematic diagram
of the experimental environment. Acceleration section and
deceleration section are established so that fastest gait can be
recorded on the limited measuring ranges of MCS. Data are
sampled at frame speed 240 fps. Motion-captured trajectory
is considered as a reference foot trajectory and used for

Fig. 2 Three gait parameters estimated using the sensor unit. Toe’s
height, toe’s angle, and stride length are calculated from the measured
data of WIMU and compared with corresponding MCS trajectory

Fig. 3 Schematic diagram of gait experiment. Walking course is
divided into 3 section; acceleration section, measurement section, and
deceleration section
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evaluation of estimation accuracy of each measuring
method. From the reference and estimated foot trajectories,
gait parameters such as toe’s height, toe’s angle, and stride
length are calculated and compared.

5 Results

There are a total of 35 samples (7 subjects � 5 trials). The
error estimation of toe’s height, amplitude of the toe’s angle,
and stride length of 7 subjects (35 samples) using
high-sensitivity data, low-sensitivity data, and interpolation
method are summarized in Table 1. We did multiple com-
parisons between the estimation accuracy of high-sensitivity,
low-sensitivity, and interpolation method for estimation
error of angle amplitude, toe’s height, and stride length. The
results are as follows.

For amplitude of toe’s angle, there are no significant
differences of estimation error for any combination of
measuring method. This indicates that interpolation method
has the 2nd best amplitude of toe’s angle estimation result.

For toe’s height, there are significant differences when
comparing the error of low-sensitivity with high-sensitivity
and low-sensitivity with interpolation method. This shows
that using low-sensitivity only for fastest gait analysis is not
a good option when calculating toe’s height.

For stride length, there is significant difference when
comparing error of high-sensitivity with interpolation
method. This proves that interpolation method has the best
stride length estimation accuracy. Using high-sensitivity
sensor only caused significant drops in estimation accuracy.

Overall, we can conclude that by applying interpolation
method, compared to using high-sensitivity only or
low-sensitivity only, the estimation error of gait parameters
is improved.

6 Discussion

From the results of fastest gait experiment taken from the 7
subjects (35 samples), estimation of toe’s angle amplitude
shows that low-sensitivity measuring has the smallest error.
However for the estimation of toe’s height, high-sensitivity
measuring shows the best result. In case of stride length

estimation, interpolation method shows the best accuracy.
The method of interpolating values exceeding the measure-
ment range of high-sensitivity sensor by introducing
low-sensitivity sensor is effective for the analysis of vertical
foot trajectory during fastest gait. However, because of the
effect of foot stamping in the direction of lateral acceleration,
measured acceleration is not as smooth as the acceleration in
the direction of gait and analysis accuracy drops. There
might be useful information from the frequency of vibration
recorded on acceleration sensor when the foot lands on the
support surface during gait.

The accuracy of stride length during fastest gait using the
present system applying interpolation method was approxi-
mately −15 mm, or −0.7%. A study conducted by Kuga
et al. [8] estimates walking distance of 135 subjects during
10 m fastest gait using WIMU with interpolation method.
The accuracy of the estimated walking distance was reported
about −7.0%, indicating that the estimation method in the
present method were more accurate than in previous study.
The reasons behind this are the number of test subjects and
gait cycles were different and might be the reasons of the
difference in the result. However, we believe the new sensor
system introduced in this study may have been compara-
tively better suited for foot trajectory estimation because of
its small compact size and differences in drift behavior.
Furthermore, our experiment was conducted with reference
to MCS indicating there is minimal random error compared
to the previous study’s method and the results are more
trustworthy.

Ojeda and Borenstein [5] studied a navigation system
using an IMU (triaxial accelerometer and triaxial gyroscope)
attached to the lateral side of the foot. They performed an
experiment with a subject walked at normal pace of about
1.0 m/s and brisk pace of about 1.8 m/s. The average errors
with the gait distance estimation system are 0.3 and 0.8% for
normal and fast gait respectively. Our experiment was per-
formed with average walking pace of 3.0 m/s but still
maintain similar levels of accuracy during brisk pace gait
distance estimation of the previous study.

There is certainly room for improving the precision in
reconstructing the foot trajectory, especially of the toe’s
height in the future study. However, the proposed system
definitely successful in estimating the foot trajectory during
fastest gait with reasonable accuracy, proving its usefulness

Table 1 Error in estimation of amplitude of toe’s angle, toe’s height, and stride length for each measuring method

High-sensitivity Low-sensitivity Interpolation method

Angle
amplitude

Mean � SD (°) −7.4 � 3.7 −6.4 � 3.6 −6.9 � 3.7

Toe’s height Mean � SD (mm) 5.1 � 21.3 −9.5 � 24.3 7.4 � 20.2

Stride length Mean � SD (mm) −29.9 � 27.9 −24.3 � 28.3 −15.14 � 26.1
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to monitor the foot trajectory and applied in identifying
diseases related to gait characteristics.
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Changes of the Head Control Ability
in Patients with Cervical Spondylotic
Myelopathy

Chih-Hsiu Cheng, Wei-Li Hsu, Andy Chien, Jaw-Lin Wang,
Dar-Ming Lai, Shwu-Fen Wang, and You-Syuan Yu

Abstract
This study aims to compare the head control ability in terms of the cervicocephalic
kinesthetic sensibility between the elderly with and without cervical spondylotic
myelopathy (CSM). Thirty CSM patients and thirty healthy elderly were recruited to
perform the maximal neck extension as well as the maximal cervical range of motion
(ROM) and head reposition tasks in neck flexion, extension, right and left rotation. Three
measurements of the reposition accuracy were analyzed, including the constant error (CE),
variable error (VE) and root mean square error (RMSE) of the reposition movements.
Independent t test was used to investigate the difference of all measurements between the
groups. CSM group showed less maximal neck strength and smaller cervical ROM
compared with the healthy group with significant difference in cervical extension
(p < 0.001) and right rotation (p < 0.05). During the reposition task, the CE of all
movements showed significant difference between groups. The CSM group trended to
show greater VE in all directions. The RMSE were greater in CSM group with significant
difference in cervical extension and right rotation (p < 0.05). This study demonstrated that
the CSM patients suffer from poor head control compared with that in the age-matched
elderly. Those findings could help to facilitate the rehabilitation program targeting on the
treatment of cervical problem in CSM patients.
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1 Introduction

Cervical spondylotic myelopathy (CSM) is a pathology of
the cervical spinal cord which is caused by degenerative
cervical spine. The pathology would result in different
clinical manifestations including abnormal sensation, muscle
weakness, neck pain or stiffness, decreased range of motion,
clumsy hands, deteriorated postural control, and gait disor-
der [1]. Previous study showed that sensory information
ascends through the posterior columns in the spinal cord
regarding the proprioception of knee joint is impaired in
patients with CSM. The vibration stimulus to the neck would
disturb the eye-head coordination thought the cervico-ocular
reflex and thus leads to postural control disturbance [2].
However, little is known about the effects of compromised
neuromotor integrality on the head control ability in patients
with CSM.

Kinesthetic sensibility, defined as the ability to judge the
joint position, is important in the coordinated movements of
the head, trunk, and extremities [3–5]. The examination of
the position sense of the head and neck, also known as the
cervicocephalic kinesthetic sensibility test, commonly
includes the “head-to-neutral” test during position-matching
tasks which has been reported to be a sensitive method to
differentiate subjects with and without neck pain [6]. Dys-
function of kinesthetic sensibility characterized by increased
movement irregularities [7] and movement errors [8] during
reposition tasks has been shown in middle-aged subjects
with chronic neck pain. Those characteristics have not been
explored in patients with CSM given the evidence that they
usually come with serve neck pain.

The purpose of this study was therefore to compare the
head control ability in terms of the cervicocephalic kines-
thetic sensibility between the healthy elderly and patients
with CSM.

2 Method

Thirty CSM patients and thirty healthy elderly aged from
fifty-five to seventy-five years old were recruited in this
cross-sectional study. All patients were assessed by the same
neurosurgeon, and the diagnosis of CSM was confirmed
clinically if the sagittal plane T2WI of cervical spine mag-
netic resonance image showed absence of cerebrospinal fluid
signal with or without cord edema, and/or atrophy on the
level of pathology with bilateral hand numbness, and/or leg
weakness with increased deep tendon reflexes. Subjects were
excluded if they have spinal surgery previously, upper
neuron disease, tumor, other disease influencing the balance,
or are unable to stand more than one minute independently.

Asymptomatic subjects were volunteers to this study and
were excluded if they had any history of neck pain or neck
orthopedic disorders. This study was approved by the
institutional medical research ethics committee.

Subjects were asked to sit on a chair with head in the
neutral position and hands on the thighs with an upright
trunk posture. They performed maximal voluntary isometric
contraction (MVIC) for the measurement of the neck muscle
strength. It was performed against a fixed surface for 3 s in
the posterior directions, that is the neck extension, and the
isometric strength were measured by an S-type loadcell
(STC-20 kg SE, Vishay, USA). There was a rest period of
2 min between each repetition to minimize the effect of
fatigue.

After sufficient rest, the head reposition task was then
performed as follows: (1) memorize the neutral head posi-
tion and actively reach the maximal cervical range of motion
(ROM) (2) close eyes to complete one maximal cervical
flexion and five consecutive half range of movements in a
neutral-target-neutral order with the comfortable speed
(3) execute the cervical extension, right and left rotation in a
similar manner. The outcome measures were the cervical
maximal ROM and three measurements of cervicocephalic
kinesthetic sensibility, including the constant error (CE),
variable error (VE) and root mean square error (RMSE) of
the reposition movements. During the experiment, head
motion was recorded by an ultrasound-based motion capture
system (CMS 10, Zebris Medical GmbH, Germany) which
has been evidenced to be with good reliability and validity
for the clinical applications. Independent t test was used to
investigate the difference of all measurements between the
groups. Significant level was set at p < 0.05.

3 Result

There was no significant difference in terms of age effect
between groups (p > 0.05). CSM group showed less maxi-
mal neck extension strength as well as smaller cervical ROM
compared with the healthy group with significant difference
in cervical extension (p < 0.001) and right rotation
(p < 0.05) (Table 1).

During the reposition task, the CE of all movements
showed significant difference between groups. The CE were
negative (undershoot from the target position) in the CSM
group opposite to the positive trend (overshoot) in the
healthy group especially in the neck flexion and left side
rotation. The CE of the CSM group were also significantly
greater than that of the healthy group in the neck extension
and right side rotation with similar reposition movements.
The CSM group trended to show greater VE in all directions
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without significant difference. The RMSE were greater in
CSM group with significant difference in cervical extension
and right rotation (p < 0.05) (Fig. 1).

4 Discussion

This study was to explore if the characteristics of the head
control in CSM patients alter compared with those in
age-matched elderly. The major results were that: (1) CSM
group showed less neck muscle strength and smaller cervical
ROM compared with the healthy group; (2) CSM group
mostly undershoot when performing the reposition tasks in
all movement directions; (3) CSM group trended to show
greater movement variability during the repetitive tasks;
(4) CSM group showed poor position accuracy compared
with the healthy group.

Good head control is the basis to govern the whole body
for functional movements. Perception of the orientation of
the head in space demands not only the contribution of
vestibular and visual cues but also proprioceptive informa-
tion from the cervical spine [9]. Conscious proprioception is

also essential for proper joint function in activities of daily
living or work-related tasks. The abnormal physiologic loads
on the neck are believed to affect the cervical structures and
compromise neck function. In the pathologic course of
CSM, atrophy and neuronal loss in the anterior horn and
intermediate zone develop, and then focal demyelinating and
remyelinating processes occur in the cervical cord [10].
Previous study has shown that information about proprio-
ception ascends through the dorsal columns in the spinal
cord [11]. Therefore, the perception of the orientation of the
head could be compromised. Besides, given the fact that gait
impairment is one of the primary symptoms of CSM, the
impairment of head position sense might also contribute to
the gait disorder.

Altered vibratory sense and proprioceptive changes are
often present in cases with chronic or severe myelopathy.
Since the narrowing or compression is degenerative in nat-
ure, progression is slow and generates adaptive deficits in
both the cord and periphery. Previous studies have revealed
the position accuracy of the sagittal head-to-neutral tests in
young healthy subjects (18–30 years old) and in
middle-aged subjects with neck pain (40–65 years old) [12,
13]. Compared with previous studies, the CSM patients in
this study showed great range of CE, VE, and RMSE. The
perception of egocentric space in adults includes kinesthetic
information from visual input and vestibular afferents, as
well as abundant muscle spindles and mechanoreceptors of
the facet joint capsules in the neck region. With normal
visual and vestibular afferents, the peripheral proprioceptive
inputs are relayed to the central nervous system for
regulating joint movements through the activation of
muscles [14]. The changes of position accuracy in this study
may due to the changes in the cervical mechanoreceptor
function. Accordingly, the diminished mechanoreceptor
function, and the central misinterpretation of the proprio-
ceptive inputs could lead to the loss of cervicocephalic
kinesthetic acuity.

Table 1 Basic information of the elderly

CSM group Healthy group

Male/Female 20/10 9/21

Age (years) 62.6 � 6.7 63.2 � 4.0

Height (cm) 162.0 � 8.0 159.0 � 5.6

Weight (kg) 66.7 � 9.9† 59.9 � 6.7

Max Neck Ext (kg) 5.0 � 3.4* 8.1 � 1.6

Flexion ROM (°) 44.8 � 10.3 45.3 � 7.2

Extension ROM (°) 44.5 � 10.7* 58.8 � 10.6

Right rotation ROM (°) 55.5 � 7.7† 62.7 � 9.3

Left rotation ROM (°) 55.6 � 6.3 59.0 � 8.4
†p < 0.05, *p < 0.001

Fig. 1 The constant error, variable error, and root mean square error during the reposition task in flexion, extension, right and left rotation
movements between the CSM group and healthy group. Asterisk indicates p < 0.05
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5 Conclusion

The results showed that the CSM patients suffer from poor
head control ability, in terms of neck strength, cervical range
of motion, and position sense, compared with that in the
age-matched elderly. With generally limited cervical ROM,
the CSM patients exhibited problem of undershoot from the
neutral position as well as poor repeatability and absolute
position accuracy during the reposition tasks than the heal-
thy elderly. Those findings could help to facilitate the
rehabilitation program targeting on the treatment of cervical
problem in CSM patients.
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Investigation of the “Pendulum Effect” During
Gait Locomotion Under the Novel Body
Weight Support System and Counter Weight
System

Tran Van Thuc and Shin-ichiroh Yamamoto

Abstract
In recent years, body weight support (BWS) systems have been applied and have played an
important role in most of the gait training systems. Conventional BWS systems commonly
use the rope–pulley mechanism such that the “pendulum effect” generated during gait
training would cause discomfort to the subject. Our hypothesis was that the center of mass
(COM) parameters in the lateral and vertical directions of the subject during walking under
a weight support system would be modified. Moreover, the novel BWS system that was
developed would reduce the “pendulum effect” during walking and exhibit an enhanced
behavior in comparison with the counter weight system. Our findings revealed that the step
width and the COM amplitude in the mediolateral and vertical directions in the cases using
the new BWS and counter weight systems were significantly smaller than those for the
normal walking case. The COM amplitudes obtained when using the new BWS were closer
to the normal walking case and higher than the counter weight system.

Keywords
Body weight support system � COM amplitude � Step width

1 Introduction

In recent years, a body weight support (BWS) system has
played an important role in gait training for patients recov-
ering from a spinal cord injury or stroke. The use of a BWS
system has been noticed in most of the gait training thera-
pies, such as treadmill and ground walking. In the early stage
of the therapy, the spinal cord injury or stroke patients are
unable to carry their entire body weight because of their
weak legs. Therefore, a BWS system is necessary to reduce
most of the load on their lower limbs. During the gait
training period, the sensory afferent nerves in the lower
limbs are activated and conducted inward to the central
nervous system, and a therapist could gradually reduce the
unloading weight force support provided to the patient. In
clinical trials, BWS systems showed enhanced effects in

comparison to conventional therapies [1–3]. Currently, the
development of a gait training system is usually combined
with a BWS system in case of robotic leg orthosis; this
combination would improve the effect of physiotherapy and
reduce the labor cost [4, 5].

A BWS system commonly consists of three main parts: a
main frame, an actuator, and a harness. The actuator is the
core of the development of the BWS system because the
actuator is the origin of the generated unloading force.
Depending on the type of apparatus, one would consider
three types of BWS systems, namely, the static system,
passive system [6, 7], and active system [8–10]. The
development of the actuator for the BWS systems has
focused on maintaining the unloading force as a constant and
easy adjustment of the generated force [7–10]. However,
some actuators, such as a series of springs [7, 8], found it
difficult to maintain a constant unloading force, while some
other systems were bulky and complex such as a pneumatic
cylinder with a cart [9], the mechatronic Lokolift BWS
system [10], or a partial BWS system [11]. Moreover, most
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of the current BWS systems include a pulley structure that
could generate a swing trunk effect similar to a “pendulum
effect” when the subject walks [7–11].

In a previous study, a novel BWS system applying four
pneumatic artificial muscles (PAMs) for body weight
unloading, has been developed for gait training [12]. The
new system had various advantages in comparison with
conventional systems such as simplicity, low cost, and
flexible adjustment of the unloading force. Furthermore, the
new BWS system could implement a completely new
strategy for gait training such that the generated unloading
force could follow the movement of the center of pressure
(COP). Recently, Dragunas et al. [13] have quantified the
impacts of a BWS system on the stability during walking
based on the step width. Aaslund et al. [14] considered the
effect of a BWS system by assessing the acceleration of the
center of mass (COM). The “pendulum effect” caused by a
BWS system during walking, as mentioned above, however,
has not been fully investigated. In this study, we investigated
the effect of weight systems on the gait parameters when the
subject walked on a treadmill using the new BWS system
[12] and counter weight system. We hypothesized that the
novel BWS system using PAMs could treat the pendulum
effect by applying the new unloading force strategy to
achieve an improved gait during locomotion.

2 Method

2.1 Experimental Protocol

Nine healthy subjects (all subjects were male of age =
24.2 ± 3.2 years (mean ± SD), height = 172.1 ± 6.1 cm,
and weight = 61.5 ± 6.51 kg) with no prior disability par-
ticipated in this experiment to validate the system. For each
subject, we performed experiments with different unloading
forces, mainly 30, 50, and 70%, using both the new BWS
and counter weight systems, and compared them with nor-
mal walking. Each subject walked on the treadmill at a speed
of 1 km/h for 60 s. The procedure was iterated for every trial
as well as for all unloading force levels. The data collected
from the four force sensors embedded under the treadmill
were used to calculate the COP parameters. A motion cap-
ture system with six cameras was also used to collect data
from 12 markers positioned at the ends of the bones of the
lower limbs, pelvis, and shoulder of the subject. The data
collected from the motion capture system were used to cal-
culate the COM motion. The COM was considered extre-
mely carefully for this research project because with the new
BWS system or counter weight system, the COM pattern
was significantly affected. The time series data collected
from the sensors were difficult to use for analyzing the dif-
ferences between the data for normal walking, the BWS

system, and counter weight system. Therefore, to analyze the
differences between the new BWS system and counter
weight system for all the nine subjects, the gait parameters
such as the COP amplitude in the mediolateral direction
(step width) and COM amplitude (in both the mediolateral
and vertical directions) were quantified by using two
MATLAB programs.

2.2 Data Analysis

Two MATLAB routines have been developed to analyze
the gait parameters such as step width (COP amplitude in
the mediolateral direction) and COM amplitude in both the
mediolateral and vertical directions. The first routine was to
calculate the COP trajectory in one gait cycle such that we
could calculate the step width. The key point to partition the
COP data to single gait cycles was to determine the event
that started the gait cycle (heel strike was considered).
Figure 1 shows the analysis of the COP motion when the
right heel strikes during gaiting. The moment when the COP
began to switch from the left to the right side was defined as
the right heel strike (also called as the heel-strike detection).
The step width that was used as a parameter for quantifying
the COP parameter, was defined as the distance between the
two edges (left and right) of the COP trajectory. In the
second routine of the calculation of the COM in one gait
cycle, the event to detect the starting point of a new gait
cycle was defined by the marker on the ankle joint going
down. From that event (the coordination of the marker on
the ankle joint moved to the lowest position), the time series

Fig. 1 COP in one gait cycle and definition of step width

90 T. Van Thuc and S. Yamamoto



data of the COM was partitioned to single gait cycles.
The COM amplitude parameters in the mediolateral and
vertical directions were quantified to represent the effect of
the BWS system and counter weight system.

The data of the COP and COM amplitude parameters
were standardized for all the nine subjects. The standardized
procedure for the experimental data of each subject was
conducted by using the formula provided below.

Standardized value ¼ Parameter value ðNormal;BWS; and CWSÞ
Mean value ðNormalÞ

ð1Þ
The standardized data were used to analyze the differ-

ences between the BWS sys-tem, counter weight system,
and normal walking using one-way analysis of variance
(ANOVA). The Tukey HSD test was used to investigate the
difference between the BWS and counter weight systems.
The procedure for the analysis was conducted based on the R
statistical language using R Studio.

3 Result and Discussion

The step width (COP amplitude in the mediolateral direc-
tion) was considered to quantify the COP in the lateral
direction. The data of the step width of all the nine subjects
that were standardized to the normal walking case, were
used to investigate the effect of the BWS and counter weight
systems. Table 1 presents the data of the standardized step
width in case of normal walking, the BWS system, and the
counter weight system in which the unloading forces were
equal to 30, 50, and 70% of the subject weight. Significant
differences were found in the step widths for normal walk-
ing, the BWS system, and the counter weight system

(p < 0.001). The mean values of the step widths of the BWS
and counter weight systems were smaller than those for the
normal walking case. A major difference in the step width
for the BWS system and counter weight system was not
found.

The differences in the amplitudes of the COMy (in the
mediolateral direction) trajectories were considered. The
standardized COMy data were used for analyzing the dif-
ferences in the COMy amplitudes for both the BWS system
and counter weight system using ANOVA. Figure 2 illus-
trates the comparison of the mean values of the BWS system
and counter weight system at different weight support levels.
We notice that increasing the weight support level reduces
the amplitude of COMy during walking (p < 0.001). Sig-
nificant differences are found between the mean values of the
normal walking case and both the BWS and counter weight
systems (p < 0.001). These results strongly confirm that the
COM in the mediolateral direction is modified by using the
unloading systems. However, we observe that the mean
values obtained by using the BWS system were significantly
higher than those obtained using the counter weight system
(p < 0.001 at 30% weight support and p < 0.05 at 50%
weight support). A noteworthy difference is not found
between the mean values at 70% weight support (p = 0.927).
The relative closeness of the mean values obtained using the
BWS system with those of the normal walking case indicates
that the new system exhibits an enhanced behavior in
comparison with the counter weight system. The higher
mean value of COMy when applying the BWS system
compared with the counter weight system could be
explained in terms of the unloading force that is applied to
the trunk of the subject. Figure 3 illustrates the unloading
force that is applied to the trunk of the subject in the counter
weight system (subfigure A) and BWS system (subfigure B).

Table 1 Comparison of the step widths (of all the nine subjects) of the BWS system, the counter weight system, and normal walking by one-way
ANOVA

Weight support Method Sample size Mean SD 95% CI

30% NormalStd 139 1.0000a 0.0753 (0.9756, 1.0244)

BwsStd 139 0.7971 0.1726 (0.7727, 0.8215)

CwsStd 139 0.8012 0.1698 (0.7768, 0.8256)

50% NormalStd 132 1.0000a 0.1131 (0.9749, 1.0251)

BwsStd 132 0.7806 0.151 (0.7555, 0.8057)

CwsStd 132 0.7567 0.1697 (0.7316, 0.7817)

70% NormalStd 138 1.0000a 0.0695 (0.9644, 1.0356)

BwsStd 138 0.9334 0.2223 (0.8979, 0.9690)

CwsStd 138 0.9109 0.2852 (0.8753, 0.9464)

NormalStd, BwsStd, and CwsStd are the data of the step width standardized for normal walking, the BWS system, and the counter weight system,
respectively. The significance level was set at 0.05. arepresents the significant difference p < 0.001
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In the counter weight system, the lateral part of the
unloading force tends to prevent the motion of the COM
during walking and pulls the COM in the mediolateral
direction toward the center axis. This result is similar to the
“pendulum effect” because in the pendulum mechanism,
there always exists a lateral force. This “pendulum effect”
could cause discomfort to a subject during walking and
modify the gait parameters of the subject. However, in the

BWS system, the lateral part of the unloading force would be
small because the unloading force in this case always tends
to follow the motion of the COP during walking, such that
the effect of the lateral unloading force is reduced.

Figure 4 presents a comparison of the mean values the
COM in the vertical direction (COMz) for both the BWS
and counter weight systems. We can notice that the mean
values of the COMz amplitudes of both the BWS and
counter weight systems are smaller than those for the normal
walking case. Increasing the weight support levels in the
BWS system slightly decreases the COMz amplitude.
A significant difference in the mean values is observed only
for the 30 and 70% weight support cases (p < 0.001). There
is no major difference in the pair of 30 and 50% weight
supports (p = 0.105) and the pair of 50 and 70% weight
supports (p = 0.169). With the counter weight system, a
drastic difference in the means is not be found between the
cases of 30, 50, and 70% weight supports. However, one can
observe that for the counter weight system, at a high level of
weight support the variance of the amplitude is extremely
higher than the variances at a lower weight support level and
at all weight support levels for the BWS system (*0.41 vs.
0.18). The higher variance of the COMz amplitude in the
case of the counter weight system at a high level of weight
support is representative of the additional oscillation of the
COM in the vertical direction to the normal COMz. Fur-
thermore, this extra oscillation would lead to a stronger
influence of “the pendulum effect” on the COM gait
parameters. Significant differences in the mean values are
found between the normal walking case and both the BWS

Fig. 2 Comparison of the standardized COMy (in the mediolateral
direction) amplitudes by the BWS system and counter weight system at
30, 50, and 70% weight support. *** represents significant value
p < 0.001, ** represents significant value p < 0.05

Fig. 3 Illustration of the unloading force applied to the trunk of the
subject during walking under the weight support systems

Fig. 4 Comparison of the standardized COMz (in the vertical
direction) amplitudes by using the BWS and counter weight systems
at 30, 50, and 70% weight support by using ANOVA. *** represents
significant value p < 0.001

92 T. Van Thuc and S. Yamamoto



and counter weight systems (p < 0.001). This result con-
firms that the COMz amplitude is modified when subject
uses the unloading system. Furthermore, note-worthy dif-
ferences are noted in the cases using the BWS and counter
weight systems at low- and mid-level unloading forces (30
and 50% weight support) (p < 0.001). This result also
demonstrates the improved behavior of the new BWS sys-
tem com-pared with the counter weight system because the
COM amplitude of the BWS sys-tem is closer to the normal
walking case. At a high level of the unloading force (70%
weight support), the difference of COMz amplitudes in the
cases using the BWS and counter weight systems is not
found (p = 0.164). This result could be explained that in
terms of the strong “pendulum effect” that influences the
locomotion gait, so that the motion of the “virtual position”
of the unloading force could not compensate the strong
deformation of the COM motion.

4 Conclusion

In this study, the “pendulum effect” of a new BWS system
and the counter weight system was investigated. The results
agreed with a previous study, exhibiting that the gait
parameters of the subject were modified by the weight
support system [13, 14]. In the clinical trials, the gait
parameters such as the step width and COM amplitude in the
mediolateral and vertical directions when using the BWS
and counter weight system were smaller in comparison with
the normal walking case. The stronger reduction of the COM
amplitude could be because of the stronger influence of the
“pendulum effect” of conventional BWS systems that apply
the rope–pulley mechanism. The improved behavior of the
novel BWS system could be observed because the corre-
sponding gait parameters were more similar to the normal
walking case than to those of the counter weight system.
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Balance Ability Affects Dual-Task Strategy
in Children with Attention Deficit
Hyperactivity Disorder

Wen-Lan Wu, Jia-Hroung Wu, Ying-Yi Chen, Chia-Hsin Chen,
Chih-Chung Wang, and Jing-Min Liang

Abstract
This study tested the dual-task strategy adopted by children with attention deficit
hyperactivity disorder (ADHD) and determined how individual balancing ability affects
dual-task performance. Nineteen children with ADHD (ADHD group) and 17 typically
developing children (control group) were compared while they performed two concurrent
(motor–cognitive) tasks. The motor task entailed walking on a balance beam, and the
cognitive task entailed repeating 3 numbers, heard as they walked, in reverse order.
Performance in the dual task was compared with that in each separate task. The children
with ADHD demonstrated significantly poorer step accuracy and response accuracy
compared with the controls. The control group had a negative modified attention allocation
index (mAAI), whereas the ADHD group had a positive mAAI. In addition, significant
relationships were determined between balance skill and the dual-task effect (DTE) on sway
speed, step accuracy, and response accuracy in the ADHD group. The results indicated that,
in contrast to the controls, the ADHD group assigned priority to maintaining their walking
pattern while abandoning the memory task. The ADHD group’s individual balance
dysfunctions were associated with dual-task gait abnormalities. The higher the individual
balancing ability was, the smaller the dual-task gait disturbances.

Keywords
Attention-deficit/hyperactivity disorder � Dual task � Balance � Working memory

1 Introduction

Attention deficit hyperactivity disorder (ADHD) is one of
the most common childhood onset psychiatric disorders that
affects 3–5% of school age children [1]. Various studies
have shown that children with ADHD perform worse than
healthy developed children in tasks of gross and fine motor
control [2–8], balance skills [9–15], movement planning and

execution, as well as in adapting their task performance to
environmental requirements [16–19]. For these
between-group comparisons, the average effect size for
partial Eta-squared η2 was 0.43 ± 0.17 (ranged from 0.02 to
0.66).

The control of balance and motor coordination involves
the vestibular, visual, and somatosensory systems which
jointly detect the orientation of both the head and body [20].
As sensory information decreases, people need to make
more effort in allocating attention to balance [21, 22]. It has
been reported that sensory integration and/or inhibition of
excessive movement [23] are impaired in children with
ADHD; hence, they have balance dysfunctions. Balance
dysfunctions that exist in children with ADHD have the
potential to further affect their gait [5, 6, 9, 12]. Although it
has been verified that ADHD will affect stride time
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variability [5], perception of gait speed [6], body coordina-
tion [9], and balance maintain [12] during walking, the
actual correlation between dysfunctions in balance control
and gait is still unknown.

Performing dual tasks simultaneously is known to affect
gait performance. For instance, balance skills are impaired
when participants are engaged with concurrent mental tasks
[10, 24, 25]. These concurrent mental tasks limit the atten-
tion allocated to the posture and gait control resulting in
poorer performance [10]. Therefore, aside from congenital
balance deficits, reduced attention to the walking task as a
result of poor attention allocation may be a reason why
children with ADHD are more prone to falls [26].

However, dual-tasks may have an especially detrimental
effect in those with attention deficits. Problems with atten-
tion are core symptoms for children with ADHD, and a high
proportion (approximately 47%) of children with ADHD
have difficulties with gross motor skills [27]. This compli-
cates the study of the role of the cognitive domain in gait.
Previous studies of children with ADHD have shown that
they become more cautious under dual task conditions, for
example, by switching to a more secure strategy to control
their body sway and walking more rhythmically under
dual-task walking conditions [5]. They will also exhibit a
rigid postural control strategy by decreasing their center of
pressure sway amplitude and area under upright standing
dual task conditions [28], and by decreasing the sway path
with increasing time for concurrent mental tasks [29] during
standing. In addition, Chen et al’s study has found that
children with ADHD demonstrated an increased step width
in the obstacle crossing dual task condition [10]. Based on
the above mentioned various response strategies observed in
dual tasks, previous ADHD research has shown that the
children’s attention allocation depended greatly on demand
setting and what type of secondary task they were per-
forming [30]. We suspected that a balance beam walking
task would interfere with a cognitive task much more than a
level walking task would. If attention allocation by children
with ADHD depended majorly on demand for safety, we
suspected that children with ADHD would maintain their
walking pattern by sacrificing the memory task during bal-
ance beam walking. Thus, the aims of this study were to
examine which priority strategy is adopted by the ADHD
group when processing this difficult dual-task. In addition,
we tested how individual balance ability affects dual task
performance. The research hypotheses were: (1) the
dual-task strategy adopted by children with ADHD differs
significantly from that of normal children, the first priority
for children with ADHD walking on the balance beam is to
maintain walking pattern by sacrificing the memory task and
(2) there are interactions between dual task performances

and individual balancing ability in children with ADHD,
who have poorer balance ability would demonstrate poorer
dual task performance.

2 Method

2.1 Participants

Fourteen boys and five girls (ADHD group), with a mean
age of 9 years and 7 months (SD = 1.61 year), diagnosed
with ADHD by doctors in Child and Adolescent Psychiatry
Department at the local hospital or university hospital and
without other combined syndromes, such as autism partici-
pated in this study. Ten ADHD subjects were treated with
medicines for symptom control. However, all these subjects
took drug holidays during the study. In addition, 17 typically
developing children (Control group, 11 boys, 6 girls, with a
mean age of 10 years and 6 months, SD = 1.13 year),
without ADHD symptoms or any other neuromuscular
symptoms, were recruited from a local school to participate
in the study. The cognitive ability was evaluated by Raven’s
Coloured Progressive Matrices (CPM) test, the raw scores of
which were converted to age-standardised percentiles and
the percentiles transformed to IQs. There were no significant
differences in anthropometric data and mean estimated IQ
for two groups. Participation in this study was anonymous
and participants knew that they could withdraw at any time
and there was no compensation for participation. The study
was approved by the Institutional Review Board of Kaoh-
siung Medical University Chung-Ho Memorial Hospital, and
the guardians on behalf of the children gave informed con-
sent in writing before children participated in the study.

2.2 Apparatus

To assess active balance, the balance beam (2 m � 10 cm)
was placed at a vertical height of 45 cm from a stable sur-
face. A six-camera motion capture system (Qualisys AB,
Sweden) was set up along the balance beam to measure the
three-dimensional position of reflective markers attached to
the participant, using a sampling frequency of 100 Hz.
Lightweight retro-reflective markers were attached to the
skin of the participants over the following bony landmarks:
bilaterally over the anterior superior iliac spine (ASIS), the
sacrum, and each side of the lateral mid-thigh, the lateral
femoral condyle of the thigh, the lateral malleolus, the cal-
caneus, the fifth metatarsal head, the acromion, the lateral
epicondyle of the humerus, and the radial and the ulnar
styloid processes.
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2.3 Procedures

There were two different test conditions: single task (bal-
anced beam walking or mental task), and dual task (balanced
beam walking plus mental task). Each participant performed
3 trials under each condition in a random order. For the
single task condition of balanced beam walking, participants
were required to walk barefoot heel-to-toe on a 2-m balance
beam with their hands on their waists. In each trial they had
to walk from one end of the balance beam to the other at
their fastest speed. For the single task condition of the
mental task, participants had to sit on a chair and repeat in
reverse order 3 numbers they heard as soon as possible (16
triads of numbers were used). For the dual task condition,
participants had to perform the two tasks mentioned above
simultaneously; that is, they had to repeat the numbers while
walking back and forth on the balance beam at their fastest
speed with no rest in between each trial. In this study, all
participants were instructed to walk at their fastest speed in
all conditions. The interval between two mental tasks was
3.5 s. The numbers were edited using STIM2 software
(Compumedics Neurosacn, USA) and broadcast continu-
ously by an external speaker. Prior to the formal test, par-
ticipants were familiarized with balance beam walking task
by presenting them a simple association task to ensure that
they would be able to maintain their equilibrium to avoid
falling during balance beam walking.

2.4 Measures

Balance was measured with the Qualisys Track Manager
Software (Qualisys AB, Sweden). All marker data were
low-pass filtered using a Butterworth filter with a cut-off
frequency of 6 Hz, and interpolated with a maximum gap fill
of 10 frames using a 3rd degree polynomial. An 11-segment,
full-body model (forearms, upper arms, head + trunk,
thighs, shanks, feet) was implemented in Visual3D, and the
three-dimensional position data of the center of mass
(COM) were calculated within Visual3D. We defined the
anterior-posterior direction as the X and the direction of
medio-lateral as the Y of the global coordinate system. Gait
speed (GS) was calculated by dividing anterior-posterior
displacement of COM over time. Sway speed (SS) was
calculated by dividing medio-lateral displacement of COM
over time. Step accuracy (SA) was calculated by dividing the
number of accurate steps by the total number of steps taken.
An accurate step was defined as the step length within ±15%
of that measured under static posture for each participant.
Step length was the distance between the lateral malleolus of

the preceding foot at the heel strike and the lateral malleolus
of the other foot. Response accuracy (RA) regarding the
mental tasks was recorded by the experimenter and calcu-
lated by dividing the number of accurate responses by the
total number of responses made. Two retro-reflective
markers were placed at the top of the balance beam 0.5 m
from the edge of each side as our target distance. Five steps
were picked out to calculate gait speed, sway speed, and step
length when walking the target distance. If the participant
clearly did not walk heel-to-toe or released his/her arms from
the waist, then the trial would be identified as a failed trial.
Only the successful trails were recorded. Data of any par-
ticipant with more than three failed trials would be excluded
from the analysis.

2.5 Data Analyses

The dual task effect (DTE) which represents a relative
measure of change was calculated as follows:

Dual task � Single task
Single task

� 100%

Decrease in step and response accuracy in the dual task
condition indicated a decrement in performance, while
increase represented improved performance. An increase in
sway speed indicated a decrement in performance and vice
versa. In addition, the modified attention allocation index
(mAAI) was employed to measure the trade-offs within tasks
[31]. The mAAI for “walking focus” was calculated as gait
speed DTE minus response accuracy DTE. A positive value
represented a shift toward the instructions given to the par-
ticipants regarding their tasks, while a negative value indi-
cated a shift away from the instruction [32].

2.6 Statistical Analysis

Independent two sample t-tests was used in this study to
compare the following parameters: the anthropometric data,
mean estimated IQ, CRS-R score, and the gait parameters
(SS DTE, SA DTE, RA DTE, and mAAI) between the two
groups. This study also used a 2 � 2 mixed-design
ANOVA with a fixed factor of group (ADHD group and
control group), and a repeated factor of task (single task and
dual task) to determine the effect of two independent vari-
ables, group and task on three gait parameters (GS, SS, SA)
and one cognitive (RA) dependent variable. All analyses
were done with SPSS 19. Significance level was set at
p < 0.05.
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3 Results

The results of the 2 � 2 mixed-design ANOVA (Table 1)
showed a statistically significant main effect for the group
variable in the SA (F1, 34 = 33.65, p < 0.01, ηp

2 = 0.50) and
RA (F1, 34 = 8.19, p < 0.01, ηp

2 = 0.19). The differences
indicated a lower SA and RA for the ADHD group com-
pared with the control group. No statistically significant
interaction effect was found for the group and task and no
significant difference was found between the two task con-
ditions in any parameters. In addition, the walking focus
mAAI was −14.46% in the control group, indicating a shift
away from instruction, while it was 16.21% in the ADHD
group, representing a shift toward our instruction (walk as
fast as possible). The difference between the mAAI means is
statistically significant (t = 2.42, p = 0.02, Cohen’s
d = 0.82).

Table 2 presents the dual task effect (DTE) in both
groups. A significant difference was found for SS DTE
(t = 2.76, p = 0.01, Cohen’s d = 0.93) between the two
groups. There were no significant differences between the
groups in SA DTE, and RA DTE (t = 1.13, p = 0.25,
Cohen’s d = 0.39; t = 1.40, p = 0.17, Cohen’s d = 0.47,
respectively). A negative value of SS DTE was found in the
control group and a positive value of SS DTE was found in
the ADHD group. This indicates that the control group had a
decrement in SS when performing the dual task. The ADHD
group, however, had an increment in SS when performing
the dual task.

4 Discussion

In the present study, lower step accuracy for the ADHD
group compared with the control group was found. This
finding was consistent with previous reports that children
with ADHD tended to walk without rhythmicity by
increasing the stride time variability [5] and express a more
impulsive behavior [6] compared to the controls. Further
analysis revealed that children with ADHD exhibited poor
response accuracy relative to the control group. The sup-
porting evidence from previous literature showed that, under
a working memory task, auditory stimuli alone may induce
the largest magnitude attention loss in children with ADHD
[33] and their poor adaptation of behavior to environmental
demands [18] worsens their performance, resulting in poor
response accuracy in the ADHD group compared to normal
children. However, an unexpected result was that the present
study did not find any difference between the 2 conditions
(single and dual task). This may be because a simple storage
short-term memory task, backward digit span task, used in
this study cannot make a significant impact on postural
stability when walking over a balance beam. At the same
time, response accuracy under dual-task condition is only
slightly poorer than that at the single task condition that do
not reach the level of statistical significance.

The mAAI values in Table 1 suggest that most of the
control group decreased their gait speed to shift attention to
the cognitive task with a negative mAAI value, while the
ADHD group still maintained their gait speed with a positive
mAAI value. In other words, gait performance during the
dual task was apparently influenced by attention demands
among the control participants. However, due to the atten-
tion deficits, the ADHD group ignored the distraction of the
cognitive stimuli, leading to continued focus on walking
performance. Our observations in this study indicate that the
control group would pause or slow down gait speed to
respond to the cognitive tasks. This pattern was absent in the
ADHD group which displayed similar gait speed in both
single and dual task conditions. Therefore, it is plausible to

Table 1 The gait speed (GS), sway speed (SS), step accuracy (SA), response accuracy (RA), and walking focus mAAI in the ADHD and control
groups

ADHD Control

Single task Dual task Single task Dual task

GS (mm/s) 112.60 (39.22) 109.98 (33.18) 123.94 (23.28) 102.57 (18.23)

SS (mm/s) 16.49 (5.11) 17.23 (5.39) 17.34 (5.08) 14.97 (5.32)

SA (%)b 80.11 (15.13) 72.21 (24.27) 94.71 (8.27) 94.18 (6.49)

mAAI (%)a – 16.21 (45.88) – −14.46 (26.36)

RA (%)b 65.16 (24.11) 58.89 (25.67) 81.41 (20.07) 78.59 (21.25)
aDenotes p value <0.05 for a statistical difference between the groups
bDenotes p value <0.01 for a statistical difference between the groups

Table 2 The dual task effect (DTE) for sway speed (SS), step
accuracy (SA) and response accuracy (RA) in both groups

(%) ADHD Control

SS DTEa 6.17 (23.90) −13.42 (17.85)

SA DTE −8.44 (31.32) 0.47 (8.98)

RA DTE −13.91 (27.41) −1.84 (23.95)
aDenotes p value <0.05 for a statistical difference between the groups
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infer that the ADHD group did not change their motor
behavior when a cognitive task was presented; therefore,
they could still maintain their “walking focus”. The result
supports our first hypothesis that children with ADHD will
maintain their walking pattern by sacrificing the memory
task. However, it is interesting that their gait pattern was still
disturbed as evidenced by a significantly greater sway speed
(Table 2).

As noted in the introduction, in this study of children with
ADHD, we tested two hypotheses. The results support the
two hypotheses. Key findings of the present study include:
(1) the dual-task strategy adopted by children with ADHD
differed significantly from that of normal children, the
ADHD group gave prioprity to maintain their walking pat-
tern, on the contrary abandon the memory task; (2) there
were interactions between dual task performances and indi-
vidual balancing ability in children with ADHD, a better
individual balancing ability, the smaller dual-task gait dis-
turbances. Traditionally, rehabilitation programs emphasize
training balance under single-task conditions. According to
study findings we suggest that interventions to improve
dual-task balance performance are essential components of
fall prevention programs for the ADHD children.

To sum up, we found that the ADHD group maintained
their walking pattern, whereas they sacrificed the memory
task under dual task condition. Nevertheless, their gait pat-
tern was still disturbed as evidenced by a significantly
greater sway speed in the working memory task condition
and the level of dual-tasking postural disturbance was
associated with individual balancing ability.
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Effects of Haptic Sensory Input of a Fluttering
Cloth on Static and Dynamic Postural Control

Kazushige Oshita and Sumio Yano

Abstract
This study investigated the effect of haptic sensory input provided by a fluttering cloth
(FC) on postural control. Twenty-one healthy men were randomly assigned to a static or
dynamic balance task group. Participants in the static task group performed a single-leg
stance for 30s, while those in the dynamic task group performed a functional reach test
under three different conditions, with their eyes closed. In the first condition, participants
wore only half- or short-tights (HT) during each task. In the second and third conditions,
they wore HT and a cloth wrapped snugly around the waist, or HT and an FC wrapped
around the waist extending to the lower leg, respectively. Both balance test results were
significantly improved in the FC-condition than in the HT-condition. The effect size of
improvement was large in the dynamic task, but small in the static task. Therefore, the
effect of clothing on balance control was more pronounced in the dynamic than in the static
task. These results suggest that postural control might be enhanced by a garment’s shape or
material.

Keywords
Light touch � Postural sway � Functional reach test � Garment

1 Introduction

Previous studies have reported that additional haptic sensory
input by a light finger touch decreases postural sway in
various postures [1–5]. Jeka and Lackner [1] observed that
touching the index finger on a fixed pedestal (force level
between finger and the pedestal are insufficient to provide
mechanical body support; <1 N) resulted in decreased pos-
tural sway during an upright stance. This phenomenon
suggests that haptic sensory input through the light touching
of an object during postural control primarily provides
information about the relative changes in the body segments.

Therefore, this haptic sensory input helps an individual
perceive their own body orientation [2, 4].

The maintenance of both static (i.e. postural sway during
quiet stance) and dynamic (i.e. maintaining a stable position
while a person performs a prescribed movement) control are
important for daily living. Hageman et al. [6] reported that,
although static balance does not decrease in the elderly until
remarkable functional declines occur, dynamic balance
decreases much earlier. Riemann et al. [7] and Sell [8]
suggested a shift away from the use of static balance testing
towards dynamic balance testing, since it may be more
functional and applicable to healthy, physically active indi-
viduals. Therefore, from the view point of applying light
touch effects to daily activities, lightly touching a real cane
increases postural stability during the quiet stance [9] and the
functional reach test (FRT) [10], a widely used dynamic
balance test.

Although the effects of light touch is of particular interest
to researchers, it is unusual for an individual to stand and
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lightly touch an object while performing daily activities. In
the case of lightly touching an object, such is likely to
impede the performance of certain types of human move-
ments. Therefore, studies should focus on the ability to
develop light touch effects for more useful applications
during daily activities. A previous study found that passive
haptic input to the leg also reduced postural sway [11]. If
haptic input through the passive contact of a cloth can also
provide a light touch effect, it could be used to improve
human movement. As people typically wear garments, the
garment (cloth) might provide a light touch effect. Thus, the
purpose of the current study was to investigate the effects of
haptic sensory input produced by a cloth on static and
dynamic balance. However, there are many kinds of gar-
ments, and the garment that is effective enough to provide a
light touch effect should be considered. Therefore, to obtain
fundamental data regarding the cloth that can provide the
light touch effect, a soft cloth that will not interfere with
human movement (fluttering cloth) wrapped around the
waist and extending to the lower leg during standing was
used.

2 Method

2.1 Participants

Data were obtained from 21 healthy men (age:
21 ± 2 years) with no current or previous medical history of
neural, muscular, or skeletal disorders. The participants were
randomly assigned to static balance task (n = 10) and
dynamic balance task (n = 11) groups. Before commence-
ment of the study, all participants were informed of the study
purpose, and provided informed consent. The study was
approved by the Human Ethics Committee of the Graduate
School of Human Development and Environment, Kobe
University.

2.2 Experimental Setup (Fig. 1)

In the static balance task, postural sway and lower limb
muscular activity were evaluated during the single-leg stance
(SLS). SLS was performed on each participant’s preferred
leg with their eyes closed. The SLS tasks were performed
under three different conditions: wearing only half- or
short-tights (HT), wearing half- or short-tights and a flut-
tering cloth wrapped around the waist (L3–L5 point)
extending to the middle point of the lower leg (FC), and
wearing half-tights and a snuggly wrapped cloth around the
waist only (SW) (Fig. 1).

Before the SLS, maximum voluntary muscle contraction
(MVC) was performed in the plantar flexion and dorsiflexion

directions, as described in a previous study [9]. The partic-
ipants were asked to perform each MVC twice for 5-s each
with a 10-s inter-test pause. They were allowed to reject an
effort that they deemed not “maximal.” Postural sway during
SLS was evaluated by center of foot pressure (COP) using a
force platform (T.K.K. 5810; Takei Scientific Instruments
Co. Ltd., Japan). Data were recorded at 100-Hz using an
analog-to-digital converter (AI-1608AY-USB; CONTEC,
Japan). To assess the COP, a 10-s in the middle period of
each SLS was chosen for the COP analysis. The average
velocity of the COP trajectory (V-COP) was calculated as
the total path length of COP trajectory divided by the cal-
culated time.

To assess muscle activity, surface electromyography data
were collected from the gastrocnemius-lateralis (GAS) and
tibialis-anterior (TA) muscles. Bipolar electrodes connected
with an electromyogram amplifier (ID2PAD; Oisaka Elec-
tronic Equipment Ltd., Japan) were set over the TA and GAs
at a 2-cm inter-electrode distance. The data were acquired at
a sampling frequency of 1 kHz using a data logger with an
analog-digital converter (LP-MS1002; Logical Product Co.,
Japan), and were processed using SPCANA (ver. 4.92)
wave-form analysis software. The root mean square of the
electromyography data (RMS-EMG) in each task was cal-
culated after band-pass filtering (1–500 Hz). For the MVC
tasks, the RMS-EMG was calculated every 200 samples
(0.2-s) and the maximum value was used as the each MVC
value. In SLS tasks, a 10-s in the middle period was selected
to be used in calculating the RMS-EMG. These RMS-EMG

Fig. 1 Schematic of the each balance task
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were normalized to the MVC value for the evaluation of
muscle activity (% MVC). Further, the co-contraction
between TA and GAS was calculated using co-contraction
index (CCI), as the following Eq. [12]:

CCI ¼ %MVClower

%MVChigher

� �
� %MVClower þ%MVChigher

� �

where %MVC lower and higher means the average nor-
malized RMS-EMG of GAS or TA activities.

For the dynamic balance task, the FRT was conducted as
described in a previous study [10]. Each participant stood
with the lateral aspect of their arms parallel to the wall. The
participants were then asked to place their feet shoulder
width apart, rise their arms until they were parallel to the
floor, and keep their eyes closed (initial position). The par-
ticipant was subsequently told to begin to extend their arms
(including torso) as far forward as possible and then return to
an upright position, without taking any steps while keeping
the arms level with the acromion.

Kinematic data were acquired during the FRT using a
digital camera (AW100; Nikon, Tokyo, Japan) at a frame
rate of 120-fps, and the analysis was performed using the
digitizing software program Kinovea (ver. 0.8.15; French).
Kinematic data were recognized from a reflective marker
fixed on the nail bed of the middle finger. Further, the FRT
score was measured by the horizontal distance of the
reflective marker from the initial position to the farthest
reach attained.

2.3 Protocol

The participants in the static balance task group performed
three SLS tasks with a three-minute rest period in between
each. The first task was conducted in the HT condition,
while the second and third tasks were performed in the FC or
SW conditions, randomized across the participants. All
participants were asked to remove all footwear, and stand on
a force platform. Then, the experimenter instructed each
participant to close his eyes, and raise his non-preferred leg
straight forward about 10-cm from the platform. The par-
ticipants maintained the posture for 30-s.

The participants in the dynamic balance task group per-
formed three FRT trials with a three-minute rest period
between trials. The first test was performed in the HT con-
dition, while the second and third tests were in the FC or SW
conditions, respectively, randomized across the participants.
Each FRT was conducted two times, and the highest FRT
score (meaning the one with the longest displacement) was
selected for inclusion in the analysis.

Before each test, participants were allowed a five-minute
practice session in the HT condition to familiarize them-
selves with the requirements.

2.4 Statistical Analysis

The statistical analysis was performed using a one-way
repeated-measures analysis of variance (ANOVA), and sig-
nificant differences among the HT, FC, and SW conditions
in each balance task were evaluated with post hoc multiple
comparisons using Tukey’s test. Values of P < 0.05 were
considered statistically significant. These analyses were
performed using J-STAT (ver. 12.5) software. In addition to
the significance testing, effect sizes (Cohen’s d) of the three
conditions were calculated.

3 Results

Regarding the static balance task, Table 1 shows the V-COP
and muscle activity. The ANOVA result revealed a signifi-
cant difference in V-COP among all three conditions.
Although the post hoc test observed that the V-COP in the
FC condition was significantly lower than that in the HT
condition, no significant difference was ob-served between
such in the HT and SW conditions. However, the effect sizes
were small (HT vs. FC, d = 0.28; HT vs. SW, d = 0.11).
Therefore, although postural sway decreased when the par-
ticipant was worn with a fluttering cloth, the effect was
small.

No significant differences were observed in the average
TA or GAS activity, whereas a significant difference in CCI
among the conditions was observed. Further, although the
post hoc test revealed that CCI was significantly lower in the
FC condition than in the HT condition, no significant dif-
ference was observed between the HT and SW conditions.
However, the effect sizes with respect to all three conditions
were small (HT vs. FC, d = 0.47; HT vs. SW, d = 0.10).
Therefore, although activities using the ankle-joint muscles
are not affected by the presence of SW, co-contraction of the
ankle-joint muscles significantly decreases in the presence of
FC.

Table 2 shows the FRT scores of the dynamic balance
task. The ANOVA revealed a significant difference in FRT
score among all three conditions. Although the post hoc test
revealed that the FRT score was significantly higher in the
FC condition than in the HT condition, no significant dif-
ference was observed between the HT and SW conditions.
Furthermore, although the effect size of the FC condition
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was larger than that of the HT condition (d = 0.90), that of
the SW condition was smaller than that of the HT condition
(d = 0.11). These results were constant when the FRT score
(cm) was normalized to the participant’s height (cm).
Therefore, the presence of an FC increased balance control
in both the static and dynamic balance tasks. Further,
although this effect was large in the dynamic balance task, it
was small in the static balance task.

4 Discussion

The present study investigated the effects of light touching
through a fluttering cloth on static and dynamic balance
control. Although postural sway in the static dynamic bal-
ance task was significantly decreased by the presence of a
fluttering cloth, the effect size was small. Additionally, the
mean decrease in postural sway was about 15% (66.8–
56.9 mm/s) in this study, while a previous study [9] that
investigated the same single-leg stance task reported that
postural sway was decreased by about 20% after light
touching of the hand to a cane (53.1–42.8 mm/s). Therefore,
the effect of cloth on static balance control might be smaller
than that of active light touching of an object. Nagano et al.
[13] reported that the effect of light touching one’s own legs
on postural sway was smaller than that of lightly touching an

external fixed object. They suggested that touching an
external fixed object provides “absolute” mechanical infor-
mation between the fingers and the touched object, which is
more helpful than touching one’s own body (which provides
“relative” information). In this study, because the cloth was
not fixed, it could not provide absolute information. How-
ever, the novel finding of this study is that static balance
control can be improved by the presence of a cloth when an
external fixed object is not available, even if the touch effect
is small.

Previous studies on the mechanisms of light touch effect
on upright stance [9, 14] suggest that light touch effect is
influenced by co-activation of the agonist (plantar flexor)
and antagonist (dorsiflexor) muscles. Increased
co-activation of agonist and antagonist muscles increases
the rigidity of postural control [15, 16]. Such a stabilization
strategy was observed during threatening conditions (i.e.
when the platform height is low or high and the toes are
positioned at or away from the edge) in healthy normal
individuals while standing [17, 18]. However, haptic sen-
sory input through touching can provide information about
one’s own body orientation [2, 4] and allows one to stand
more easily, as compared with in the no touching condi-
tion. Therefore, co-activation of the ankle muscles might be
decreased by haptic sensory information. Although the
mean decrease in CCI rate in this study was 6% (39.9–

Table 1 Effect of cloth condition on static balance control

HT FC SW ANOVA Versus HT (Tukey
test/effect size)

FC SW

V-COP (mm/s) 66.8 ± 38.7 56.9 ± 31.8 62.7 ± 36.9 P < 0.05 P < 0.05 N.S.

d = 0.28 d = 0.11

EMG-TA (% MVC) 30.6 ± 11.3 26.4 ± 9.92 31.0 ± 9.76 P = 0.07 – –

d = 0.40 d = 0.03

EMG-GAS (% MVC) 30.5 ± 13.2 26.1 ± 12.7 29.4 ± 13.5 N.S. – –

d = 0.34 d = 0.08

CCI (% MVC) 39.9 ± 13.0 33.9 ± 12.3 38.5 ± 14.1 P < 0.01 P < 0.01 N.S.

d = 0.47 d = 0.10

Values are means ± standard deviation

Table 2 Effect of cloth condition on dynamic balance control

HT FC SW ANOVA Versus HT (Tukey
test/effect size)

FC SW

FRT (cm) 43.8 ± 3.14 46.5 ± 3.03 43.5 ± 2.62 P < 0.01 P < 0.01 N.S.

d = 0.90 d = 0.11

FRT(cm)/ Height (cm) 0.26 ± 0.02 0.28 ± 0.01 0.26 ± 0.01 P < 0.01 P < 0.01 N.S.

d = 1.00 d = 0.12
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33.9% MVC), a previous study [9] that investigated the
same method reported that CCI decreased by about 10%
after light touching of the hand to a cane (35.4–26.5%
MVC). Therefore, from the muscle activity viewpoint, the
cloth had a smaller effect on the static balance task than
active light touching of some object as observed in postural
sway.

The effect of the fluttering cloth on balance control was
observed in the static and dynamic balance tasks in this
study. We conducted FRT as a dynamic balance task, which
requires smooth body movements while participants main-
tain their posture. Postural control rigidity induced by greater
muscle co-contraction reduces the degrees of freedom of
movement [19]. Nagai et al. [20] also found that various
balance training improves dynamic balance tests (including
FRT) were associated with decreased muscle co-contraction
in the ankle joint. Therefore, this might imply that the light
touch phenomenon is also effective in the dynamic task.
Although the fluttering cloth had a small effect in the static
balance task, a larger effect was observed in the dynamic
balance task. Postural control seems relatively more difficult
during the dynamic balance task than during the static bal-
ance task, during which the sensory information from the
cloth became relatively more important. It is also possible
that the dynamic balance task is accompanied by larger
movements than those in the static balance task. This means
that increased contact between the skin and cloth provides
increased haptic sensory information. Regarding these
points, further studies are needed to clarify the details of
cloth vs. haptic input; i.e. the movement of the cloth, contact
force between the cloth and the skin, and awareness of the
cloth.

A future study will also need to reveal whether the pre-
sent results can be applied to actual activities requiring
balance control, such as sports, as well as fall prevention.
However, the present results, which demonstrated
improvements in both static and dynamic balance tasks by
the presence of a fluttering cloth, suggests a potential new
use for clothing (or garments) to enhance balance control
using light touch effects.

5 Conclusion

This study investigated the effects of haptic sensory input
through the wearing of a fluttering cloth on static and
dynamic balance control. Postural control was significantly
improved by an FC during the static and dynamic balance
tasks in the present study. During FC use, co-contraction of
the TA and GAS was significantly decreased. The effect size
of postural control was larger in the dynamic than the static
task. Therefore, the effect of cloth on balance control may be
more useful in the dynamic task than in the static task. These

results suggest that FC use can provide a haptic sensory cue
that assists postural control mechanisms by enhancing the
perception of one’s own body orientation. Therefore, pos-
tural control may be enhanced by garments of certain shapes
or materials.
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Design and Development of Low Cost Hand
Exoskeleton for Rehabilitation

Vickneswari Durairajah, Suresh Gobee, Waleed Rauf, Kok Sin Ngie,
and John Hong Aun Lim

Abstract
The proposed project is a low cost hand exoskeleton that is design and developed for
rehabilitation while the safety rules and regulation kept in mind. The aim of the project is to
rehabilitate the stroke patients who is suffers from stroke on the one side of the body. This
system to rehabilitate the patient to gain mobility in the fingers where a sound hand is used
to control the unsound hand. The sound hand is consists of flex sensors attached to the
leather glove on MCP, PIP and IP joints while the unsound hand consists of servo motors.
The microcontroller used is Arduino Nano and the software used is Arduino interfaced with
MATLAB for the GUI. The communication is wireless with the help of Bluetooth. The
testing results were taken to be 92.75% efficient.

Keywords
Exoskeleton � Control hand � Stroke hand � Rehabilitation � Flex sensor � DoF �
Microcontroller and servo motors

1 Introduction

Stroke has been always among the most common leading
disabilities which is caused for long term worldwide, it
includes hemiplegia which is associated with abnormal
coordination and activation, and it also has side effects like
dexterity loss, weakness of muscle and precision. These are
being one of the most common and huge contribution
towards the disabilities. Recovery regarding the upper sec-
tion of the body like arm, hand, and finger is considered very
challenging. Among 100 patients only 38 of them partially
recovered and regain dexterity in the arm after the stroke
which results 38% of the project as success. The further the
hand and fingers are concerned the task become more
challenging and demanding and has very limited chance of
improvement so far as proved [1].

The need of rehabilitation after the stroke for these
patients is compulsory in order to regain their lost abilities of
hand fingers with the passage of time. Rehabilitation process
is compulsory in order to regain the muscle movement and it
should be done within first 6 months in order to regain up to
70%. Robotic hand exoskeleton for rehabilitation is one of
the solution which is independent of physiotherapist [2, 3].

Recently many of the projects have been done on reha-
bilitation of hand fingers. As per each project it has faced
many drawbacks and there is a gap of improvement. The
main limitation during the projects were the precise bending
movements of the fingers and their flexion and extension.
The chances of recovery are more if the system is more
efficient and precise [4].

The development of this project is to aid the rehabilitation
process to revive the fingers and thumb by way of flexion
and extension by utilizing the Arduino Nano microcontroller
to receive feed-back as well as to control servo motors by
using Flex sensors which detects the finger bending.
A graphical user interface (GUI) is put together based on the
information collected from the Flex sensors to give a
real-time biofeedback simulation of a performed flexion and
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extension exercise of each control hand and stroke hand
fingers. The project is limited to 2 DoF and is more focused
on fingers. Furthermore, the proposed exoskeleton is to be
designs in such a way that it can fit anyone without any
assistance and the size is made flexible for most of the hands
and the comfort level is maximum as its consists of leather
glove. Grabbing and grasping would be possible as well.

2 Methodology

The methodology of developed hand exoskeleton is shown
in Fig. 1. The Sects. 2.1–2.4 explains the methodology
Fig. 1 in detailed manner.

2.1 Design Architecture (Exoskeleton)

The design consists of two exoskeletons. First one is the
control (left) hand which consists of flex sensors attached to
leather glove is assumed to be sound hand. Second one is the
stroke (right) hand which consists of servo motors attached
to leather glove is assumed to be unsound hand. In designing
the exoskeleton safety measures also has been taken as per
the environment factors.

2.2 Circuit Design (Electronics)

Flex sensors used for flex reading (voltage difference) from
flex sensors. The voltage divider is form between resistors
and flex sensors in which the Vin is divided by the ration of
two resistors. The output voltage is 75% Vin due to the 22 k
resistor and the flex sensor is straight. The voltage increased
to 83% Vin when the sensor is bent. The flex sensor works
in a single direction.

Bluetooth HC-05 is used for wireless communication
control between flex sensors and actuators. Bluetooth HC-05
has been installed on Control and Stroke Hand.

The actuators proposed in the project are the servo motors
which are attached to each finger of the stroke hand with the
help of nylon string. The main objective of the servo motors
is the flexion and extension of the stroke hand. The actuation
is controlled using flex sensors interfaced with Arduino
microcontroller. The actuation is programmed in such a way
that when the control hand fingers moves up to certain angle
the servo motors makes the stroke hand fingers move
accordingly. The limitations are defined for servo motors in
the program according to each finger and the thumb of dif-
ferent sizes.

2.3 Rehabilitation Exercise

The proposed hand exoskeleton has the potential to reha-
bilitate the stroke patient’s fingers and the thumb using
certain exercise, the project proposed the different angle
movement of each finger and thumb of the stroke hand for
proper rehabilitation. The patients can do the movement
exercise in steps, from first stretched finger position of stoke
hand to the second stretch position simultaneously. The
angle movement for all the fingers and thumb is from 0°–90°
and 90°–120°. The nylon string will pull the fingers up to
120° and the elastic band is to bring back the fingers to its
initial position. The second exercise is to grab and grasp
various items and check the precision of the fingers.

2.4 Computer Interface (GUI)

The Graphical User Interface (GUI) of the system is done
using Arduino software interfaced with MATLAB. The GUI
shows the real-time simulation of the control hand’s flex
sensors reading and stroke hand servo motors movement
graphically for each finger and thumb with time.

3 Design and System Implementation

3.1 Design

3D model of the exoskeleton is shown in Fig. 2, the
exoskeleton is anthropometrics designed. The design of
control hand consists of flex sensors attached to the stitched
cloth. The reason for stitching the cloth for flex sensors is to
have proper movement to achieve the stability of the flex
sensors as it is known that the flex sensors are very sensitive
in nature, also to stabilize the flex readings. The design of
stroke hand consists of PVC, Nuts, and Nylon String and
servo motors.

The mechanical stroke hand mostly consists of PVC. The
reason for choosing PVC material is to have stable and fixedFig. 1 System block diagram
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movements for the joints like MCP, PIP and DIP. The
mechanical stretching of the fingers in stroke hand is done
using Nylon String. The Nylon String is fixed on top of the
nut and passes through the second nut and 2 PVC bridges
which are fixed just to have smooth movement for the finger
and to avoid the collision between the strings as shown in
Fig. 3a.

The elastic bands are used to stretch the stroke hand from
the opposite side of Nylon String. They work as a spring to
bring all the fingers and thumb back to their original position
if the nylon string is released from the other side and the
servo is not stretching the fingers towards it. The elastic
bands are attached with the help of wire holders on PVC
material rings which were cut earlier for stroke hand. The
elastic band is attached to the nearest ring for the sake of
more pull and initializing the position as shown in Fig. 3b.

3.2 Prototype

The prototype of hand exoskeleton for rehabilitation is built
with proper equipment as shown in Fig. 4. For safety pur-
poses the soft materials like leather gloves are used. All the
limitation were defined as to avoid any kind of injury or

errors. The components used are inexpensive and efficient.
Flex sensors and microcontroller with Bluetooth are attached
to both Control and Stroke hand in a compact size box which
can be attached and unattached easily. Servo motors are
attached to wood strip which is further attached to the stroke
hand. The prototype is portable.

4 Results and Discussion

There are total of 2 tests done. Five volunteers (3 males and
2 females) participated in the tests.

As stated in Fig. 5 the efficiency was tested as following;
Test 1 which is the flex readings for all the fingers. The test
is done for all 5 volunteers. The initial value and the final
value for each finger of all 5 volunteers are the same. For
Pinky finger the range (mm) is 45–48 for angle 0°–90° and
82–89 for angle 90°–120°. Similarly for Ring finger the
ranges are 35–41 and 62–70. For Middle its 31–35 and 55–
60, whereas for index and thumb, the values are 32–35, 52–
57 and 22–42, 53–59. The maximum flex sensor values from
pinky to thumb are 89, 70, 60, 57 and 59 respectively. The
maximum difference is 8 between all the fingers of all
the volunteers except for the thumb of the volunteer 1, the
reason is the injury on the thumb which could not move
properly during the testing. The overall efficiency is 92% if
8% of the error is considered is obtain from the average of
the practical efficiency. For the volunteer 2 and 4 which are

Fig. 2 3D model of exoskeleton

Fig. 3 a Nylon string and b elastic band stretching and position

Fig. 4 Control and stroke hand exoskeleton prototype

Fig. 5 Efficiency of the system
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female the flex values are quite similar due to the same hand
size. The accuracy for these volunteers is 98%.

Test 2 which is servo motor readings for moving the
stroke hand. The test is done for all 5 volunteers. The
maximum error difference is 15° which is almost 1.8 times
of flex sensor readings. The angle difference is almost the
same which ranges from 0°–156°, 2°–113°, 3°–104°, 0°–93°
and 0°–104° for Pinky to Thumb. The size of the hand is
inversely proportional to the bending. For servo motor the
maximum values from pinky to thumb 160°, 126°, 108°,
102° and 106° respectively. The error for servo motor is 7%
(1.8 times of flex sensor readings) which gives 93%
accuracy.

5 Conclusion

Conclusion, the main objective of this system was achieved
to be low-cost. With this system being low-cost it serves a
very important role in serving the least fortunate people who
are left unserved and under-serve. This system is able to give
these people a fighting chance in getting the rehabilitation
they need to recover from their disabilities. The design is
simple, comfortable, portable and fits to most of the human
hand. The developed hand exoskeleton successfully able to
rehabilitate the fingers and the thumb of the patients suf-
fering from stroke on the right side of the body. Furthermore
the Flex sensors are attached to the control (left) hand and
provides data successfully. The stroke (right) hand actuate
the servos and makes the stroke fingers move. In limitations,
the initial value of the flex sensors fluctuates a lot due to its

sensitivity. For servo motors the voltage provided is enough
but for current, the need of current amplifier is required. In
future recommendation, the system can be designed for the
whole body instead of just the right part. Wi-Fi can be used
instead for the connection of multiple devices at the same
time. Accelerometer sensor can be used for 3-axis
(DoF) movement. Flexi force can be used on the tip for
the strong gripping purpose.
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Design and Development of Upper Limb Soft
Exoskeleton for Rehabilitation

Suresh Gobee, Vickneswari Durairajah, and G. Mugilan

Abstract
Current physiotherapy sessions are expensive or not available readily for patients and
elderly. The main aim of this project is to design and develop a wearable exoskeleton which
could be made practical to rehearse wrist rehabilitation exercises. In the ever advancing
robotics field, pneumatic muscles are a cost reliable alternative actuator for locomotion and
manipulation for a master-slave biophysical system. Implementing the flex sensors as
primary sensory tool on the sound limb to detect angular deflection of the wrist to assist
radial deviation, ulnar deviation, extension and flexion motions, while the pneumatic
muscles operate the unsound limb. The overall system efficiency was measured based on
testing done with several human subjects, all using specifically fabricated pneumatic
muscles of variable total length but a fixed active length of 14 cm. the active length of the
pneumatic muscle is the key feature of any pneumatic muscle as this feature determines the
contraction length that translates to the angular wrist movement. Furthermore, the system
was able to be monitored aptly using a GUI programmed using LabVIEW and interfaced to
Arduino. The testing results were taken to be 55.72% overall efficient.

Keywords
Soft exoskeleton � Assistive motion � Low cost � Pneumatic muscle � Rehabilitation and
flex sensor

1 Introduction

Generally, exoskeletons are made to provide structural sup-
port or rigidity to the human’s body externally. Majority of
exoskeleton are focused in the military field, mainly to give
better strength and higher durability to the soldier. There are
also research on exo-skeleton used for rehabilitation purpose
[1, 2]. The more intricate approach to the common rigid
exoskeleton is the soft exoskeleton. Unlike the predecessor
versions, this soft exoskeleton behaves more like a clothing
rather than an armour. These soft exoskeletons are called in
short as exosuits. In addition to that, the exosuit are being

proposed vastly in the medical field as well, with various aims
[3]. There are multiple ways of designing and programming
the exosuit. The challenge would be to design the exosuit in a
way that it doesn’t restrict natural human movement and of
course ultimately be beneficial to the wearer for their specified
rehabilitation programmes.

Rehabilitation is basically the act of restoring the ability
to work or perform accordingly, where the objective is to
slowly recover the affected limbs and gain as motion control
over the limbs. Moreover, different rehabilitation procedures
will have to be constructed for patients with varying stroke
constraints [4]. This context is mostly related to those with
muscular problems. Rehabilitation may be given to the
human depending on the area of severity. Such patients are
just one of the 15 million people affected from strokes and
cardiovascular problems worldwide, according to the World
Health Organization (WHO) [5]. Forms of rehabilitation are
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physiotherapy, occupational therapy and balance therapy
among many more. However, this methods are often time
consuming and the therapies given needs to be manual
altered to suit the individual’s preference.

The main idea behind my proposed project is discussed
based on an alternative low cost rehabilitation method. The
concept design is done based on virtual work theory. The
exosuit designed will be made to fit from the wrist to the
forearm. The actuation produced should be sufficient to
perform several preliminary test in order to pass the
requirements.

2 Methodology

The methodology for the soft exoskeleton is displayed in
Fig. 1, shows the rehabilitation exercises for the wrist. The
sound hand motion will be detected via flex sensors and the
data will be interpreted to replicate the motion on the
unsound hand using adequate pneumatic muscle contraction.
The precision of the replicated motion will be monitored
using an IMU sensor on the unsound hand, while the GUI
provides the visual representation of the sensor
performances.

2.1 Rehabilitation Exercise

The wrist exercise involves flexion, extension, abduction
(radial deviation) and adduction (ulnar deviation). The sub-
ject can choose to carry out any one of the exercise or both

according to their intent. These exercises will be done using
the sound hand. Figure 2 illustrates the average deviation
angle for each motion from rest state.

2.2 Design Architecture (Soft Exoskeleton)

The design consists of a dual arm exoskeleton. The sound
(left) hand consists of 4 2.2′′ flex sensors attached to a
compressive arm sleeve that stretches from palm to elbow.
The unsound (right) hand consists of 4 pneumatic muscles
acting as the primary actuators and 1 IMU sensor attached to
the remaining of the pair of arm sleeve. The exoskeleton was
designed keeping in mind the wearable robot concept as well
as safety measures necessary for stroke patients especially
when self-administration is enabled.

2.3 Flex Sensors 2.2′′ (SEN-1024)

Basically the flex sensor is variable resistor that operates
through bending. Each flex sensor requires a voltage supply
of 5 V and requires a single analog output pin. It is also
coupled with a resistor, to form a voltage divider for
detection of the sensor. A standard 2.2′′ flex sensor has
25 kX resistance when straight and 45–120 kX resistance
depending on bend radius. The flex sensor works in a single
direction, hence a single flex sensor can be used for detection
of a single motion at a time.

2.4 IMU Sensor (MPU 6050 GY-521)

The IMU is basically the integration of a gyroscope and an
accelerometer, which is used to measure the distance and
orientation of the object it is attached to. There are several
movements of the sound limb that the soft exoskeleton has to
replicate. The motions involve a range of distances and
angles, which needs to be identified correctly. The IMU
sensor is a comprehensive motion sensor as it is capable of
detecting displacement and angular deviation. The sensor
operates with based on the angular velocity and linear
acceleration data acquired. Most importantly it has an inbuilt
magnetometer, which plays an important role for yawing
angles (parallel to gravitational plane) are to be detected.

2.5 Pneumatic Muscle

The major hardware involved, the pneumatic muscles which
primarily actuates via contraction. The self-fabrication of the
pneumatic muscle was made practical using trigonometric
calculations as the linear actuation of the pneumatic muscle

Rehabilitation 
activity

Wrist 
exercise 
(sound 
limb)

Sensor 
feedback Microcontroller 

Actuation of 
unsound limb

Graphical User 
Interface 

Fig. 1 System block diagram

Fig. 2 (Clockwise from top-left) Extension, flexion, adduction and
abduction [2]
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needed to be converted to angular displacement to achieve
the wrist motions. The size of the pneumatic muscles were
determined by using a flex sensor to determine initial and
final wrist angles after respective exercise routines. Using
the angular data and sine rule function, the theoretical active
lengths of pneumatic muscles were deduced. There were
bound to be a minor range of uncertainty as the angles were
rounded off to the nearest degree.

2.6 Computer Interface (GUI)

The Graphical User Interface (GUI) of the system was
constructed using the NI LabVIEW 2013 software.
The LINX source code was used to bridge the LabVIEW and
Arduino Uno microcontrollers using serial protocol.
The GUI shows the real-time performance of all the flex
sensors and IMU sensor. The data can be used to graphically
monitor and ease the calibration of the sensors used for each
motion separately.

3 Design and System Implementation

3.1 Design

The fabrication of the pneumatic muscle is significant for the
outcome of this system. Firstly, a length pneumatic tube was
inserted 2 cm into the latex tube at one end. Then the latex
tube was inserted into the braided sleeve. A hose clamp was
inserted about 1 cm on the end with the pneumatic tube
insertion. The hose clamp was tighten as much as possible.
Then a keychain ring was attached to the clamp using cable
ties. The latex tube and braided sleeve were aligned on the
other end and folded for 1 inch. Another keychain ring was
inserted at the fold before another hose clamp was inserted to
lock down the fold. A single strap of Velcro belt was into the
desired keychain ring and stitched. The steps above were
repeated for all four pneumatic muscles as shown in Fig. 3.
The Velcro belt strap could be stitched on either end of the

semi-circle keychain ring. The pneumatic muscles can be
adjusted between 20 and 27 cm in total length to fit the
particular user.

3.2 Prototype

Figure 4 shows the fully assembled system as both extent of
the hardware and software developed were merged in order to
complete the proposed soft exoskeletal system. The exercise
done on the left wrist has been successfully detected via flex
sensor and mimicked on the right wrist using pneumatic
muscle contraction which is then validated with the IMU
sensor. Furthermore, two separate Arduino circuitry had to be
built in order to cope with the programming extent of the flex
sensors and IMU sensor. The positioning of the IMU sensor
was also strategically relocated so that a single IMU sensor
was sufficient to detect both the yawing and pitching motions
of the unsound limb. Moreover, both circuits are attached
with individual LCD displays to provide direct angular data
to the user so that the user doesn’t need to rely solely on the
PC’s serial monitor to obtain the data. In a whole, four flex
sensors and a 20 � 4 LCD will be connected to the left arm
which is the sound limb and on the right arm which is the
unsound limb, a single IMU sensor and a 16 � 2 LCD will
be mounted. Colour coded LEDs were used to signify certain
operations. The extensive hardware also include the pressure
control valves, solenoid valves and compressed air supply.
The prototype is designed as table-top setup.

3.3 Working Algorithm

Figure 5 displays the schematic of the pneumatic muscle
with respect to the wrist joint. The work done by the
pneumatic muscle results in DL in terms of force, while the
corresponding work done on the wrist joint results in DhL in
terms of torque. This mechanism is known as the virtual
work [6]. The force applied by the pneumatic muscle will be
negative as it contracts in length.

Fig. 3 Self-fabricated pneumatic
muscle
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Work done pneumatic muscleð Þ ¼ �F � DL
Work done wrist jointð Þ ¼ T � DhL

Once that was done, the force created by the pneumatic
muscle had to be addressed. Generally force is the product of
area and pressure. However the area of the pneumatic
muscle was tough to validate. Hence, the approximate vol-
ume of the pneumatic muscle was instead calculated.
Moreover, the average value of braided thread angle was
resolved to be 25.31° as well as the theoretical number of
turns of the thread is sorted to be 3.776 [7]. This value can
be used to calculate thread length and number of turns of the
thread, thus validating the diameter of the pneumatic muscle
for a known length L.

3.4 GUI Monitoring

The GUI design on the LabVIEW software is altered for
better data analysis and comparison. Four graphs will be
included for analysis of the flex sensors and will be com-
pared to the readings from the 20 � 4 LCD. There will be
no control mechanism provided to the LabVIEW upon the
pneumatic actuators as the GUI is merely to be used to

monitor and control the sensor data obtained. For example, if
the flex sensor readings of the Arduino differs greatly from
the GUI, appropriate recalibration of the sensors can be
carried out before any component failure occurs. The data
could even be logged into an Excel spreadsheet if required.
Adding to that, data from the IMU sensor will also be
recorded and displayed in graphs to monitor signal fluctua-
tions. The two main data to be extracted are from the
accelerometer and gyroscope of the IMU sensor that will be
displayed in two separate graphs with 3 linearized signal
each. The readings obtained are instantaneous as the calcu-
lations are done within an infinite loop on the software.

4 Results and Discussion

The proposed soft exoskeleton system was put through a
total of five experimental tests were carried out using 5
human subjects. The tests were related to identifying the
contraction rate of the fabricated pneumatic muscles, the
pneumatic muscle loading range, the dimensions of the
human wrist, the deflection angles during a wrist motion and
the calibration of the flex sensors as shown in Table 1.

The average mass of human arm is 4.7–6.5% of the body
mass. The test was carried out using increasing loads from 0.5
to 7.0 kg with constant air pressure of 3.0 MPa. Figure 6
displays the end result of contracted length with increasing
load and without load. The pneumatic muscle with 14 cm
active length was chosen as it had the largest contracted length
range. The contracted length of the pneumatic muscle began
reducing with increasing load. The pneumatic muscle was still
able to contract to about 48.57% of the initial contraction with
a load of 7 kg, which is much heavier than most human arm.

Next, every subject was required to carry out 3 repetitions
of the four wrist motions, starting with radial deviation
(motion A), ulnar deviation (motion B), extension (motion
C) and flexion (motion D). The experiment was carried out
using pneumatic muscle with adjustable length of 21–27 cm,
with an active length of 14 cm and supplied with 3 MPa of
constant air pressure.

Fig. 4 Final prototype
developed

Fig. 5 Schematic of wrist joint with pneumatic muscle
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The measured angular readings were averaged to obtain
efficiency after readings collected from 3 repetitions for each
wrist motions. The highest efficiency for motion A, motion B
and motion C was attained for subject 5 at 89.8, 86.0 and
69.1% respectively, while motion D registered 85.5% highest
accuracy for subject 1. The effectiveness for each motion
varies since each motion have varying kinematics. In a whole,
the prototype has an overall efficiency of 55.72% taking into
account the difference among the human subject’s arm-wrist
proportion, pneumatic muscle lengths and type of motion.

5 Conclusion

In a nutshell, the soft exoskeleton provides comfort to the
wearer with its stretchable design and subjects minimal load
on the wearer’s arm. Using simple sensor integration and
low cost pneumatic actuator, the proposed system is a great
step going forward in the wearable robot field of study.
Moving on, the real-time monitoring and controlling of the
soft exoskeleton was developed to assist the user to obtain

performance data and statistics for better manageability of
the soft exoskeleton system.

Based on this research, limitations were present in the
compressive arm sleeve used. The flexibility of the material
allowed too much stretching to occur when the pneumatic
muscles are pressurized at higher pressure. This results in the
compressive force generated by the pneumatic muscle to
being reduced by the overly stretching sleeve. This affects
the performance of the system.

The enhancement that could lift the versatility of this
proposed system is the inclusion of a compact and mobile
pneumatic supply. With this approach, the soft exoskeleton
may be worn indoors and even outdoors. The entire system
would be more sufficient, rather than being just a table top
setup.
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APCORE (Asia Pacific University Center of Robotic Engineering)
members for their valuable contribution to the development of the
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directly or indirectly to the project.

Table 1 Efficiency rate for each motion based on each subject

Δ Angle (%) Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Efficiency (%) Subject 1 Subject 2 Subject 3 Subject 4 Subject 5

Motion A 1 39.0 87.8 45.7 52.3 97.7 Motion A A 67.9 79.4 39.7 51.5 89.8

2 80.0 68.8 30.2 50.5 80.6 V

3 84.7 81.8 43.4 51.7 91.0 G

Motion B 1 7.3 54.0 46.0 89.3 79.6 Motion B A 48.6 49.0 44.8 49.5 86.0

2 58.6 45.2 39.0 21.4 93.0 V

3 79.8 47.7 49.4 37.7 85.4 G

Motion C 1 51.5 43.7 35.3 22.3 51.0 Motion C A 50.9 35.2 37.0 21.1 69.1

2 51.6 29.8 35.0 19.6 77.1 V

3 49.7 32.1 40.9 21.5 79.2 G

Motion D 1 88.2 64.5 43.0 45.8 49.6 Motion D A 85.5 53.1 52.9 40.9 62.5

2 72.9 38.3 60.3 36.3 72.9 V

3 95.3 56.6 55.4 40.7 65.1 G

Fig. 6 Pneumatic muscles
extension with load and
without load
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Association of Rainfall and the Occurrence
of Pathogenic Leptospira spp. in Recreational
Stream Water, Hulu Langat, Selangor

K. Dzulaikha, M. Y. Nurul Yuziana, J. J. Maizatulriah, and A. W. Marfiah

Abstract
Leptospirosis is a human disease caused mainly by Leptospira interrogans. Global
Leptospirosis burden is significant especially in a tropical climate country like Malaysia.
However, inadequate detection in environments and recreational areas has affected the
awareness of the disease among the public community. In this study, the presence of
pathogenic Leptospira spp. in recreational stream water samples from Sg. Tekala, Hulu
Langat was described. A total of 126 water samples were collected randomly in bi-weekly
time frame from February to July 2016 and tested for pathogenic Leptospira spp. using a
PCR assay targeting the lipL32 gene. To assess the link between the presence of Leptospira
spp. and rainfall, data on daily rainfall during six months of sampling have also been
recorded from Malaysian Meteorological Department. The pathogenic Leptospira
spp. were detected in 27/126 (21.4%) of samples. Statistical evaluation using Spearman’s
Correlation Test on the association of Leptospira detected samples and rainfall data has
shown a significant negative relationship, where a probability of pathogenic Leptospira
spp. to be detected in water was higher at the time of low rainfall. This was the first report
on the association of rainfall and the occurrence of pathogenic Leptospira spp. in
recreational water. The connotation between the rainfall and presence of pathogenic
Leptospira spp. in recreational water suggested the needs to develop a systematic approach
for Leptospira spp. monitoring especially during dry season.

Keywords
Pathogenic leptospira and rainfall � PCR � Recreational water

1 Introduction

Leptospirosis is an emerging infectious disease, caused by
pathogenic Leptospira spp. which is endemic with a major
health impact in Malaysia. Generally, the genus Leptospira
is divided into two major Leptospira interrogans species

consist of all pathogenic strains and Leptospira biflexa
comprising the saprophytic strains [1, 2].

A broad range of animals could serve as reservoir hosts,
from rodents to domestic animals like dogs, pigs and cattle
to wild animals include chiropterans [3], marsupials [3, 4],
squirrels [3, 5], mongoose [3, 4, 6], monkeys [5] and bats
[7]. Tropical climate characteristic of Malaysia with high
seasonal rainfall and warm temperature has lengthen the
viability of Leptospira spp. in the environment [5]. Chances
of the pathogenic Leptospira spp. in the environment to
infect humans through skin abrasions, cuts or mucous
membrane are high during recreational activities such as
swimming, rafting, barbequing and picnicking at the recre-
ational area. Poor hygienic condition at the recreational area

K. Dzulaikha � J. J. Maizatulriah � A. W. Marfiah (&)
Division of Water Resources and Environmental System, Faculty
of Civil Engineering, Universiti Teknologi MARA, Shah Alam,
Malaysia
e-mail: marfi851@salam.uitm.edu.my

M. Y. Nurul Yuziana
School of Biosciences, Faculty of Science and Technology,
Universiti Kebangsaan Malaysia, Selangor, Malaysia

© Springer Science+Business Media Singapore 2018
F. Ibrahim et al. (eds.), 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences,
IFMBE Proceedings 67, https://doi.org/10.1007/978-981-10-7554-4_20

119



(usually from barbequing and picnicking activities) has been
identified as a major attraction for rodents and wild animals
to come and pollute the area with their urines which in turn
pose risk to Leptospira spp. infection [8].

Several PCR-based methods for detection of pathogenic
Leptospira spp. in sera, urine and blood samples after DNA
extraction have been reported in the last decade [1, 4, 9, 10].
However, study on direct detection by PCR of pathogenic
Leptospira spp. in water and environment are very few. This
study assessed the relative performance of LipL32-PCR for
the detection of pathogenic Leptospira spp. using simple
pre-treatment method before proceeding with PCR
techniques.

Sungai Tekala is amongst the popular recreational areas
in Hulu Langat, Selangor. Situated 30 km from main city of
Kuala Lumpur, this recreational site is visited by almost
100–200 visitors during weekends. There is no data on the
occurrence of pathogenic Leptospira spp. at Sungai Tekala
recreational area has been reported. However, it was repor-
ted that 32% of Leptospirosis cases in Malaysia were con-
tributed from recreational areas [11]. Inspection by Public
Health Laboratory of Ministry of Health Malaysia in June
2016 suggested that 11% of 71 recreational areas were
detected positive for Leptospira contamination. However,
this result did not guarantee that negatively tested sites were
completely free from the infection [11]. The objective of this
study was to provide a data on the presence of pathogenic
Leptospira spp. and its relationship with rainfall to provide a
systematic approach for monitoring of pathogenic Lep-
tospira spp. in recreational areas. This kind of information is
required to effectively implement a program to prevent the
transmission of Leptospirosis.

2 Materials and Methods

2.1 Primer Design and Specificity Test
for LipL32 Gene

The Forward and Reverse Primers in this study were gener-
ated based on 819 bp LipL32 full gene sequence using Pri-
merExplorer V5 software available at http://primerexplorer.
jp/e/. The primers specificity towards LipL32 gene was
demonstrated in silico using primer-BLAST program avail-
able at http://blast.ncbi.nlm.nih.gov/Blast.cgi. Results from
primer-BLAST specificity tool linked to NCBI databases
showed the Forward primer 5′-AAGCATACTATCTC
TATGTTTGG-3′ and Reverse primer 5′-TTGGTCAGG
CATAATCGC-3′ have generated alignments exclusively
against LipL32 gene and no matches were found for other
environmental microbes or genes. For further confirmation,
the primers specificity was also tested with other

environmental species including Burkholderia cepacia, B.
thailandensis, B. pseudomallei, Bacillus subtilis, B. macer-
ans, B. circulans, B. megaterium, Staphylooccus sp., S.epi-
derminis, S. heamolyticus, E. coli, and Shinella granuli.

2.2 Optimization of LipL32-PCR Using
Synthetic DNA of LipL32 Gene

The control template for LipL32-PCR optimization was
constructed synthetically using LipL32 gene incorporated
into pIDTSMART_lipL32 plasmid (IDT, USA). The
annealing temperature of LipL32-PCR was optimized using
Gradient PCR (Bio Rad, California, USA) ranging from 52
to 58.3 °C.

2.3 Samples Collection

The stream water samples were obtained from Sungai Tekala
recreational area located at Semenyih district in Langat River
Basin, Selangor. A total of nine water samples were col-
lected during each sampling day. Samples were collected at
the areas with characteristics such as shaded areas, low
current or stagnant water and near animal footprints. The
sampling was done by dipping a 500 ml sterile water con-
tainer directly into the water. The samples were then trans-
ported to the laboratory in ice and processed within 24 h of
samples collection. The samples were collected randomly in
bi-weekly time frame from February to July 2016 and tested
for pathogenic Leptospira spp. using LipL32-PCR.

2.4 Water Samples Preparation

Five hundred milliliters of sample water were filtered
through 1.5 µm (PFTE type, 47 mm diameter, Supelco, MO,
USA) with a sterile Sterifil® Aseptic System and Filter
Holder (Sigma-Aldrich, USA) and a vacuum unit to remove
all fine particles in water samples included mud and debris.
Leptospires (motile spiracle shape and 0.2–0.3 µm in size)
has the ability of burrowing penetrated this filter and were
collected in the filtrate. The filtrate was then re-filtered them
using 0.20 µm membrane filter (Nitrocellulose, 25 mm
diameter, GVS, USA) with sterile Pall® reusable syringe
filter holder (Pall, USA). After filtration, the filter membrane
was removed from the filter holder and placed in a 1.5 ml
sterilized microfuge tube containing 500 µl of cell lysis
buffer [025% Triton X-100, 10 mM M Tris (pH 8.0) and
1 mM EDTA]. The tube was then heated at 95 °C for
10 min in order to lyse the cells. The concentrated lysate was
then subjected directly to PCR amplification.

120 K. Dzulaikha et al.

http://primerexplorer.jp/e/
http://primerexplorer.jp/e/
http://blast.ncbi.nlm.nih.gov/Blast.cgi


2.5 Spiked Sample

The spiked sample for internal control of the test and a
whole sample processing was simulated using E.coli-LipL32
(host carrying the pIDTSMART_LipL32 gene) to mimic
alive bacteria in recreational water. The E.coli-LipL32 sur-
rogates (0.5 µm in size) were expected to pass the first fil-
tration process by pressure and captured on the 0.20 µm
filter during the second filtration process, same as Lep-
tospires. The spiked sample of the experiment was prepared
by adding 10 µl of 104 cfu/ml E.coli-LipL32 into 500 ml of
stream water sample to get a total of 20 cfu/ml E.coli-
LipL32 and followed by water sample preparation method.

2.6 LipL32-PCR of Recreational Water Samples

The samples were firstly prepared according to water sam-
ples preparation. The LipL32-PCR amplifications were
performed in 25 µl reaction containing 10X GoTaq PCR
buffer (Promega, USA), 2 mM dNTPs (New England Bio-
labs, USA), 40 mM MgCl2 (Promega, USA), 0.1 U GoTaq
DNA polymerase (Promega, USA), 10 pmol/µl Forward and
Reverse primers (Integrated DNA Technology, USA) and
2.5 µl DNA source (samples or spiked). The program for
LipL32-PCR started with initial denaturation at 95 °C for
5 min, followed by 35 cycles of denaturation at 95 °C for
15 s, annealing at (55.9 °C) for 20 s and elongation at 72 °C
for 30s and then final elongation for 2 min at 72 °C.
The PCR products were run in 2% agarose gel and stained
using the SYBR Safe (Bio Rad, California, USA).

2.7 Rainfall Data Collection

The data on daily rainfall for Semenyih district were
requested from Meteorological Department of Malaysia. The
rainfall data were then aligned with the PCR results
according to the day of sampling. The graphs on the asso-
ciation of rainfall (in a mean of 7 days prior sampling date)
and occurrence of positive samples were plotted using
Microsoft Excel 2016.

2.8 Statistical Analysis

The statistical analysis of this study was performed using
SPSS Statistic Data Editor version 23. Spearman’s Rank
Correlation Analysis was used to evaluate the strength of the
relationship between rainfall and the occurrence of pathogenic
Leptospira in Sg. Tekala recreational water. The equation for
Spearman’s correlation coefficient, rho (q) is given by:

q ¼ 1� 6
P

d2i
nðn2 � 1Þ ð1Þ

where di = difference in paired ranks and n = number of
detected samples.

The rainfall was calculated in a mean of seven days
before the sampling day to give a collective view of rainfall
pattern. Both variables were ranked separately where the
scales 1–5 indicated the dense of rain (mean of rainfall) and
the number of detected samples (occurrence). The result of
Spearman’s Correlation Analysis was indicated in a range
between −1 and +1.

3 Results

3.1 Optimum LipL32 PCR Amplifications

Although, the annealing temperature for optimum amplifi-
cation of LipL32 showed that the annealing temperatures
between 52.7 and 58.3 °C were suitable for LipL32 PCR
amplification because all of them showed positive band.
However, the annealing temperature of 55.9 °C showed
slightly thick band and good consistency in further PCRs.
Therefore, this temperature has been chosen for the next
whole experiment. The expected size of PCR product
appeared in the agarose gel was 238 bp as shown in Fig. 1.

3.2 Samples Collection and PCR Amplification

Results showed 27 from 126 samples were positive for
pathogenic Leptospira spp. The LipL32-PCR amplification
was tested in triplicates in the different PCR runs. Example
of results for 21st February 2016 has shown 5 samples were
tested positive out of 9 samples collected as shown in Fig. 2.

3.3 Spearman’s Correlation Analysis

The results of Spearman’s Correlation Analysis can be
divided into three categories; positive association, negative
association or no association between variables. The nega-
tive (−) results show a negative relationship (the higher score
on X associated with the lower score on Y). Positive (+)
results indicate a positive relationship (the higher score on X
associated with the higher score on Y). No predictable
results indicate no association exists. Results on the Spear-
man’s Correlation Test were given in Table 1. To give a
better view of association trend of Leptospira occurrence in
recreational water and rainfall pattern, a graph in Fig. 3 was
plotted.
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4 Discussion

The PCR method is rapid, sensitive, specific and does not
necessarily require the initial isolation and culture of Lep-
tospira [10, 12]. Only a few reported studies can detect
Leptospira directly from environmental samples using PCR.
A serious problem in the use of PCR to directly detect
microorganisms in environmental samples is the potential
presence of natural compounds such as humic acids which
can inhibit a necessary step in the PCR method [13, 14].
This limitation on direct detection of pathogenic Leptospira
spp. in environment usually re-directing the researcher to
culture the concentrated water sample by centrifugation in
Ellinghausen-McCullough-Johnson-Harris (EMJH) plate
until it grows and follows by PCR for confirmation [8, 15].
This method indeed is time-consuming. In environmental
waters, saprophytic Leptospira bacteria are always naturally
presented in high concentrations in streams while pathogenic

Leptospira are believed to be presented sporadically and at
much lower concentrations [5]. The growth of saprophytic
Leptospira consistently predominates and interferes with the
recovery of pathogenic Leptospira. Moreover, the long
incubation period (3–4 weeks and sometimes extended
incubation period until 16 weeks) [4, 16] required for the
culture of Leptospira has prevented the useful application of
the data on pathogenic Leptospira spp. contamination. This
fact has denied the ability of culturing method to be useful to
recreational areas especially when it comes to
life-threatening disease like Leptospirosis.

Removing process of all fine particles and mud’s were
done in the first filtration step using 1.5 µm pore size. The
recovery of Leptospira later was done in the second filtration
step where the 0.2 µm membrane filter would retain the
Leptospira that sizes of around 0.2–0.3 µm in diameter.
A nearly 100% recovery of Leptospira using 0.22 µm of
membrane filter have been reported by several studies on

Fig. 1 The optimization of annealing temperature for LipL32-PCR
amplification. The annealing temperature for the PCR reaction was
optimized using gradient PCR ranging from 52 to 58.3 °C. The

optimum annealing temperature for LipL32-PCR amplification chosen
for this study was 55.9 °C when this temperature showed slightly thick
band and good consistency

Fig. 2 Results of LipL32-PCR amplification of samples collected on
21st February 2016. The PCR products of samples and controls showed
bands at around 238 bp. Lane 1–9 represents the band produced from

LipL32-PCR amplification of nine samples collected randomly along
the stream. Lane −ve is negative control (non-template control) and
lane +ve is the spiked samples using E.coli-LipL32 surrogates

Table 1 The Spearman’s correlation test showed a negative association between the dense of rainfall in a week and the occurrence of pathogenic
Leptospira spp.

Rainfall (mm) Occurrence (no.)

Spearman’s rho Rainfall (mm) Correlation coefficient 1.000 −0.718**

Sig. (2-tailed) – 0.004

N 14 14

Occurrence (no.) Correlation coefficient −0.718** 1.000

Sig. (2-tailed) 0.004 –

N 14 14

**Correlation is significant at the 0.01 level (2-tailed)
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filtration method of Leptospira from water samples [17, 18].
This step also passed through the un-wanted humic acid and
other natural compound that could possibly retard the PCR
amplification proses [17]. The subsequently lysis step during
samples processing would release the DNA of trapped
Leptospira and other similar sizes of bacteria and viruses.
However, high specificity primers used in LipL32-PCR
would selectively discriminate the other non-LipL32 Lep-
tospira targets.

Rainfall data for Semenyih district, Hulu Langat were
collected from Malaysian Meteorological Department and
compared to the presence of Leptospira in stream water.
Statistical analysis using Spearman’s Correlation Test
showed there was a significant negative relationship between
rainfall and the occurrence of pathogenic Leptospira spp. in
Sg. Tekala recreational water. Result q (12) = −0.718,
p = 0.001 as shown in Table 1 gave conclusion that rela-
tionship between both variables were strong.

The trend on the occurrence of pathogenic Leptospira
versus rainfall means for seven days prior sampling was
demonstrated on a graph in Fig. 3. The transportation of
microbial and other contaminants in stream water are con-
trolled by the flow of water, therefore, rainfall is the key
factor of this circumstance [19]. Our findings suggested that
peak timing of occurrence of pathogenic Leptospira spp. was
the time where the rainfall occasion was very low. The low

rainfall or dry season in tropical climate country like
Malaysia is also associated with the rising in daily temper-
ature exceeding 32–35 °C [20]. This condition, in turn,
raises the average temperature of the water body. The warm
temperature of the water during this period favors the
incubation and stimulates the replication of pathogenic
Leptospira. Moreover, the stream water is also the source of
water for other wild animals, especially during hot weather.
The wild animals, which most of them are reservoir hosts,
have made the situation worse when they might also con-
taminate the stream with urines containing the pathogen. In
this situation, a higher concentration of pathogenic Lep-
tospira in stream water are expected. A low streamflow at
this period of time induces the accumulation of this bacteria
thus increases their concentration level in the water body.
Our findings showed no appearance of pathogenic Lep-
tospira during the peak time of rainfall. This result endorsed
high rainfall event would directly increase the streamflow
thus, dilute the level of pathogenic Leptospira in water. High
rainfall or storm water was also thought to flush all the
microbes including pathogenic Leptospira subsequently run
off into surface waters [19].

Statistical analysis showed that probability of pathogenic
Leptospira spp. to be detected in water was higher at the
time of low rainfall and no incidence of heavy rainfall within
a week prior sampling time. This evaluation could give an

Fig. 3 The graph showed the association between the mean of rainfall
in a week before sampling and the presence of pathogenic Leptospira
spp. in recreational water. The highest number of Leptospira were
detected during a mean of rainfall is 0. While during heavy raining
season between 17th April and 26th June 2016, zero (0) number of

Leptospira was detected. It is predictable that the presence of
Leptospira would be higher during low raining season, and lower
during heavy raining season. A total of 27 samples were detected
positive Leptospira giving 21.4% from 126 total samples
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overall picture that the availability of Leptospira in stream
water was depending on the rainfall occasion. Thus, this has
given a suggestion for a regular monitoring of pathogenic
Leptospira spp. to be done during the dry seasons.

5 Conclusion

The connotation between the rainfall and presence of
pathogenic Leptospira spp. in recreational water suggest the
needs to develop a systematic approach for Leptospira
spp. monitoring especially during low rainfall season. The
predictable occurrence of pathogenic Leptospira together
with a good detection method and regular monitoring would
serve as a preventive measure at the recreational area, where
more lives could be saved.
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Optimal EEG Channel Selection for Vascular
Dementia Identification Using Improved
Binary Gravitation Search Algorithm

Noor Kamal Al-Qazzaz, Sawal Hamid Bin Mohd Ali, Siti Anom Ahmad,
and Javier Escudero

Abstract
The aim of the present study was to select optimal channels that may help in detecting the
abnormalities in the electroencephalogram (EEG) of vascular dementia (VaD) patients.
Spectral entropy ðSpecEnÞ, approximation entropy ðApEnÞ and permutation entropy
ðPerEnÞ have been extracted from the EEG background activity of 5 VaD, 15 patients with
stroke-related mild cognitive impairment (MCI) and 15 healthy control subjects during a
working memory (WM) task. EEG artifacts were removed using automatic independent
component analysis and wavelet denoising technique (AICA-WT). In order to reduce the
computational time, improved binary gravitation search algorithm (IBGSA) channel
selection was used to find the most effective EEG channels for VaD patients’ detection.
Eight channels were found suitable to extract EEG markers that help to detect dementia in
the early stages. Moreover, k-nearest neighbors (kNN) was used after the IBGSA technique.
The IBGSA technique increased the kNN classification accuracy from 86.67 to 90.52%.
These results suggest that IBGSA consistently improves the discrimination of VaD, MCI
patients and control normal subjects and it could be a useful feature selection to help the
identification of patients with VaD and MCI.

Keywords
Improved binary gravitation search algorithm � Electroencephalography � Dementia �
Channels selection

1 Introduction

Dementia is considered as the fourth most common brain
disorder in the elderly population. It is identified by pro-
gressive impairment in memory and thinking whose
impairment is severe enough to cause a decline in the patient
activity of daily living. Mild cognitive impairment (MCI) is
common after stroke [1, 2]. MCI is the loss of cognitive
function, particularly attention, executive function and
memory [3]. Clinically, mild cognitive impairment (MCI) is
considered as the traditional stage between early normal
brain cognition and late severe dementia [4]. Efforts are
being made to detect dementia early before substantial
mental decline occurs. Therefore, it is important to develop
neurophysiological markers sensitive to dementia.
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Electroencephalogram (EEG) is a neurophysiological
signal that reflect the electrical activity of the brain [5]. An
urgent need for a specific, accurate and cost-effective method
to diagnose dementia in the early stages exists. In physiol-
ogy, the extracted features from EEG signals provide a
concise representation that shows the distribution of an EEG
signal in using entropy based features. Therefore, EEG
features are key to detect interesting information related to
cognitive and memory performance [6]. As attention and
executive function that associated with working memory
(WM) are the most affected domains, WM was considered in
this study. WM is the ability to maintain and manipulate
information for brief periods (10–15 s up to 60 s). WM is
considered as a temporary memory that can store approxi-
mately 7 ± 2 items [7, 8]. Studies on EEG signal processing
have been conducted to identify the brain activity patterns
involved in cognitive process and memory [9].

Feature selection is a process of choosing a subset of
features from the original set of features forming patterns in a
given dataset. The importance of feature selection is to reduce
the problem size and search space for learning algorithms and
to improve the quality and speed of classification.

Channel selection is a kind of feature selection, which can
be characterized as a special filter [10] used for selecting
related-feature channels and removing irrelevant or noisy
channels [11]. Many approaches have been proposed for
EEG channel selection, for instance the mutual information
technique [12], sparse common spatial pattern (SCSP)
algorithm to remove noisy or irrelevant channels without
affecting the classification accuracy [13], and recursive
channel elimination (RCE) method, which could disregard
task-irrelevant channels [10]. Although the approach of
channel selection can provide the advantages of removing
irrelevant channels or selecting few meaningful EEG fea-
tures to improve the classification performance.

2 Methods and Materials

In order to extract meaningful information from EEG signal
of dementia patients’ that help to develop valuable markers
for early detection and identification of vascular dementia
(VaD) and stroke-related mild cognitive impairment
(MCI) patients’ EEG, the recorded EEG needs successive
signal processing and analysis stages. Figure 1 illustrates the
block diagram of the proposed method.

2.1 Subjects and EEG Recording Procedure

EEGs were obtained from 35 participants (5 VaD: 2 women
and 3 men; age = 64.6 ± 4.8 years, mean ± standard
deviation, SD), 15 stroke-related MCI patients (10 women

and 5 men; age = 60.26 ± 7.77 years, mean ± standard
deviation, SD), and 15 normal records (8 women and 7 men;
age = 60.06 ± 5.21 years, mean ± standard deviation, SD)
fulfilling the criteria of probable AD. The stroke patients
were recruited from the stroke ward of the Pusat Perubatan
Universiti Kebangsaan Malaysia (PPUKM), the Medical
center of the National University of Malaysia. The VaD
patients were recruited from the PPUKM Neurology clinic.
The control subjects had no previous history of mental and
neurological abnormalities. All control subjects, MCI, and
VaD patients underwent cognitive evaluation, including
Mini-Mental State Examination [14] and Montreal Cognitive
Assessment [15]. The MMSE scores for these VaD and
stroke-related MCI patients were 14.8 ± 1.92 and
20.2 ± 5.63 (mean ± SD), respectively. Add to that the
MoCA scores for these VaD and stroke-related MCI patients
were 13.2 ± 2.38 and 16.13 ± 5.97 (mean ± SD), respec-
tively. The MMSE and MoCA scores for the control subjects
were 29.6 ± 0.73 (mean ± SD) and 29.06 ± 0.88
(mean ± SD), respectively.

The EEG datasets were recorded using the NicoletOne
system (V32), which was designed and manufactured by
VIASYS Healthcare Inc., USA. Nineteen electrodes, as well
as ground and system reference electrodes, were positioned
on the scalp using cap electrodes according to the 10–20
international system (i.e., Fp2, F8, T4, T6, O2, Fp1, F7, T3,
T5, O1, F4, C4, P3, F3, C3, P3, Fz, Cz, and Pz). All
experiment protocols were approved by the Human Ethics
Committee of the National University of Malaysia. Signed
informed consent forms were also obtained from the par-
ticipants. The session started with a 0.5 s fixation cue when
the subjects were asked to be relaxed and avoid the move-
ment activity as much as possible. A simple WM task was
then performed, during which the subjects were asked to
memorize five words for 10 s. Afterward, they were asked to
remember these words with their eyes closed, and the EEG
data were recorded. After 60 s, the patients were asked to
open their eyes and enumerate all words that they could
remember [4, 16].

2.2 AICA-WT Denoising Technique

In the present study, the AICA-WT denoising technique is
used to decompose a set of recorded EEG signal into its
underlying components. The FastICA algorithm [17] was
used because of its simplicity, fast convergence and effi-
ciency to decompose the recorded EEG as in Eq. 1:

x tð Þ ¼ As tð Þ ð1Þ
where x(t) is the output vector, A is the mixing matrix, s(t) is
the input vector [18]. The artifactual independent compo-
nents (ICs) were identified using several statistical metrics
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and were arranged into a new dataset to be ready to pass
through the wavelet (WT) Denoising technique. Afterward,
the corrected ICs were returned back to the EEG dataset
to be reconstructed and extract features in the following
stage [19].

2.3 Features Extraction

To characterize the VaD, MCI patients’ and control subjects’
EEG, Spectral entropy ðSpecEnÞ, approximation entropy
ðApEnÞ and permutation entropy ðPerEnÞ features were
estimated for the EEG datasets of 15 healthy normal subjects
and 15 stroke-related MCI patients. Features were computed
for 19 channels with a total length of 15,360 samples divided
into six epochs; the length of each epoch was 2560 data
points (one segment represents 10 s) of EEG recordings
during WM tasks.

SpecEn has been used to distinguish dementia patients
EEGs from the normal age-match subjects [18, 20, 21]. In
order to estimate the SpecEn, the PSD was normalized to a
scale from 0 to 1 to get normalized PSD PSDnð Þ so that
P

PSDn fð Þ ¼ 1, afterwards, SpecEn is computed as in [18].
ApEn is computed using the algorithm presented in [22].

For our analysis, ApEn is computed with a run length of
epochs, m = 2 and tolerance, r = 0.2 � SD, where SD is the
standard deviation [23].

PerEn is calculated as in [24]. In this study, Given that
the brain can investigate the complex dynamic information,
entropies including PerEn with embedded dimension d = 3
and time delay l = 1 [24].

Therefore in this paper, the total number of features can
be computed by multiplying the number of channels by the
number of the used feature. The feature matrix was consisted
of (90 � 57), where (15 subjects � 6 epochs) = 90 for the
healthy control subjects and MCI patients was observations
and (3 features � 19 channels) = 57 attributes, while that of
the feature matrix for the VaD patients was (30 � 57),

where (5 VaD � 6 epochs) = 30 observations and (3 fea-
tures � 19 channels) = 57 attributes. In this study, the
minority class was represented by the VaD patients. A syn-
thetic oversampling technique (SMOTE) was applied to
overcome the data imbalance [25].

2.4 Channel Selection Using IBGSA

The improved binary gravitation search algorithm (IBGSA)
algorithm has been used to detect the most optimal channels
and reduce the amount of information. GSA is an effective
optimization algorithm which was designed based on New-
tonian laws of gravity and motion and it was introduced for
solving binary-valued problems in [26]. In order to find the
optimal EEG channels with the aid of IBGSA, N objects
(agents) are defined for the algorithm. This group of objects
creates the initial population. In this research, each object is
considered as a binary vector with the dimensionality of 19.
The mentioned dimensionality is equal to the total number of
EEG channels. The i th object can be considered as the
following vector. The main goal is finding the object which
has produced the best fitness value. In this study, the clas-
sification accuracies for each set of EEG channels are con-
sidered as the fitness values for the objects and it can be
computed using Eq. 2 [27]:

fiti ¼ x1 � accui þx2 � 1�
Pp

j¼1 fj
p

� �

ð2Þ

where x1;x2 are two predefined weight factors, x1 is the
weight factor for the classification accuracy of the k-nearest
neighbors (kNN) classifiers respectively determined by the
10-fold cross-validation (CV) method; accui is the 1-NN
classification accuracy; x2 is the weight factor for the
number of selected features and fj is the value of feature
mask. The weight factor of accuracy can be adjusted to a
high value (such as 100%) if accuracy is the most important.

Fig. 1 The block diagram of the
proposed method
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The object with high fitness value has a high probability of
affecting the other objects’ positions of the next iteration, so
it should be set appropriately [14, 15]. The accui is obtained
by Eq. 3, in which corr represents the number of correctly
classified examples and incorr represents the number of
incorrectly classified examples [27]:

accui ¼ corr

corrþ incorr
� 100% ð3Þ

3 Results and Discussion

3.1 Channel Selection

IBGSA was used with 8 iterations and the initial population
of 35 objects to find the optimal channels. Then the classi-
fication process was completed by using 10-fold CV.

In order to find the channels that are selected in different
runs of channel selection algorithm, the IBGSA was per-
formed for 35 independent runs in each subject. Then the
numbers of each selected channel was counted for all of the
19 channels independently. Table 1 shows the optimal
channels that were detected with the aid of IBGSA. More-
over, Figure 2 shows the channel selection frequency in 35
independent runs.

From Fig. 3, it can be recognized that the most fre-
quent channels are the following: F7, F8, T3, T4, C3, C4
and Pz which were selected in most of the subjects. These
channels cover the frontal lobe and temporal lobes in left
and right hemispheres and the midline. One of the func-
tions of the frontal and the temporal lobes are concerned
with working memory and its consolidation to convert
into long term memory. Figure 3 illustrates the selected
frontal (F7 and F8) and temporal channels (T3 and T4) in
both of the hemispheres were covered with the mentioned

Table 1 Channels selection using IBGSA

Control Selected channels using IBGSA No. of
ch

MCI Selected channels using IBGSA No. of
ch

1 Fp2, F8, T4, T6, O2, Fp1, F7, T3, O1, C4, F3, P3, Pz 13 1 Fp2, F8, O2, F7, T3, T5, O1, C4, C3, P3, Cz 11

2 Fp2, F8, T4, T6, O2, Fp1, F7, T3, O1, C4, F3, P3, Pz 13 2 F8, T4, T6, F7, T5, O1, F4, P4, P3, Fz, Cz, Pz 12

3 Fp2, T4, F7, T3, O1, F3, C3, P3, Fz, Cz, Pz 11 3 F8, T4, O2, Fp1, T3, T5, O1, F4, C4, C3, Cz,
Pz

12

4 Fp2, F8, T4, T6, O2, Fp1, F7, T5, O1, F4, C4, P4, P3,
Fz, Cz, Pz

16 4 Fp2, F8, T4, T6, Fp1, F7, T3, F4, C4, C3, P3,
Fz, Cz, Pz

14

5 Fp2, F8, T4, Fp1, F7, T3, T5, F4, P3, Cz 10 5 F8, T4, T6, O2, Fp1, F7, T5, F4, C4, P4, P3,
Fz, Cz

13

6 Fp2, F8, T4, Fp1, F7, T3, O1, F4, C3, P3, Cz 13 6 F8, T4, F7, F4, C4, P4, F3, C3, Cz, Pz 10

7 Fp2, F8, T4, Fp1, F7, T3, O1, F4, C3, P3, Cz 11 7 Fp2, F8, T4, T6, F7, T3, O1, C4, P4, P3, Pz 11

8 Fp2, F8, T4, F7, T3, O1, F4, C4, P4, F3, P3, Fz, Cz, Pz 14 8 Fp2, F8, T6, O2, Fp1, T3, T5, O1, F4, C3, Cz,
Pz

12

9 Fp2, F8, T4, T6, O2, Fp1, F7, T3, O1, F4, P3, Pz 12 9 F8, T3, T5, O1, F4, C4, P4, F3, C4, P3, Cz 12

10 T6, F7, F4, F3, C3, Cz, Pz 7 10 F8, T3, T5, O1, F4, C4, P4, F3, C5, P3, Cz 11

11 Fp2, F8, T4, T6, F7, O1, F4, C4, P4, F3, C3, Cz, Pz 13 11 Fp2, F8, Fp1, F7, O1, P4, F3, Fz, Cz, Pz 10

12 Fp2, F8, T4, O2, F7, T3, O1, F4, P4, F3, C3, Fz, Cz,
Pz

14 12 T4, T6, F7, T3, T5, O1, F4, P4, C3, P3, Cz, Pz 12

13 Fp2, F8, T6, O2, Fp1, F7, T5, F4, C4, P4, Fz, Cz 12 13 Fp2, F8, T4, Fp1, F7, T3, O1, F3, P3, Fz 10

14 F8, T4, O2, Fp1, F7, O1, C3, Cz, Pz 9 14 F8, T4, T6, O2, O1, C4, P4, C3, P3, Pz 10

15 Fp2, T4, T6, O2, Fp1, F7, T3, T5, O1, F4, C4, C3, P3,
Fz, Cz, Pz

16 15 Fp2, T4, O2, T3, T5, O1, F4, P4, C3 9

VaD Selected channels using IBGSA No. of ch

1 F8, F7, T5, O1, F4, C3, P3, Fz, Cz, Pz 10

2 F8, T4, T6, Fp1, T3, O1, F4, C4, F3, C3, P3, Cz 12

3 Fp2, F8, T4, O2, F7, T5, O1, F4, C4, C3, Pz 11

4 Fp2, F8, T4, T6, F7, T3, O1, F4, C3, P3, Fz 11

5 F8, T4, Fp1, F7, T3, O1, C4, P3, Fz 9
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electrodes while other related parts of the brain are cov-
ered with channels C3, C4 and Pz. The selected channels
obtained results confirm that it is almost achievable to
detect the specific brain areas which are related to work-
ing memory.

4 Conclusion

The confusion matrix of the kNN classifier without and with
using the IBGSA technique are presented in Tables 2 and 3
respectively. From Tables 2 to 3, IBGSA improves the
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Fig. 2 Channel selection frequency in 35 independent runs

Fig. 3 Location of the 19 EEG channels

Table 2 The table of confusion matrix calculations for multi-class classification using kNN without IBGSA technique

Confusion matrix VaD (%) MCI (%) Control (%)

VaD 93.33 6.67 0

MCI 5.56 93.33 1.11

Control 16.67 10 73.33

Table 3 The table of confusion matrix calculations for multi-class classification using kNN with IBGSA technique

Confusion matrix VaD (%) MCI (%) Control (%)

VaD 67.78 31.11 1.11

MCI 7.78 88.89 3.33

Control 3.33 6.67 90
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classification over all accuracy for all the three groups as in
the kNN classification overall accuracy was improved from
86.67 to 92.52%.

Thus, kNN was included in the study to support
multi-class classification, to discriminate VaD, stroke-related
MCI patients and healthy control subjects’. This study had
several limitations, like the sample size was small and in the
future, an additional analysis with a large database should be
performed.

EEG plays an important role in brain activity analysis.
This study is focused on EEG signal analysis and processing
to provide optimal channels and valuable markers which
help in improving detection dementia early. AICA-WT
technique has been used as a denoising technique.
SpecEn;ApEn andPerEn have been used as a features to test
the irregularity in VaD and MCI patients. The IBGSA
algorithm was used to clarify the optimal EEG channels that
may help in detecting dementia early. Therefore, the most
frequent channels can be recognized in the frontal, central
and temporal areas. Finally, EEG could be a valuable marker
for inspecting the background activity in the identification of
patients with stroke-related MCI.
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Fabrication of Low-Resistance Carbon
MEMS/NEMS as Material for Biosensing

M. F. Zulkeflee, F. Ibrahim, and M. Madou

Abstract
This paper presents the fabrication of low-resistance carbon MEMS/NEMS as material for
biosensing. The carbon source is the negative photoresist SU8 epoxy. At room temperature
the SU8 is in liquid form, making it easier to mix with nanoparticles. The SU8 epoxy is
mixed with single-walled-Carbon-Nanotubes (swCNTs) and stirred for 48 h. The
experimental variable was the weight percentage (wt%) of swCNTs in the SU8 epoxy.
The controlled variables were the layer thickness and experimental environment such as the
room’s humidity and furnace model. The silicon wafer was used as substrate because it can
withstand high temperatures during the pyrolysis step. The spin coater was used for coating
the mixture onto the substrates uniformly. The spinning process was repeated for sample
design 2 and 3 to obtain the double layer characteristic. Samples were exposed to
ultra-violet (UV) radiation for 40 s. This process is called photolithography. The samples
were heated on the hotplate before (pre-bake) and after (post-bake) the photolithography
step for solvent evaporation. SU8 developer solution and acetone were used to remove the
un-exposed SU8 for pattern developer. Finally, the samples were carbonized at 900 °C
maximum in an oxygen free environment (purified Nitrogen gas (N2) gas 99.9995%). The
experimental result showed that the lowest possible resistance value was 25 X for the
sample design 2 and 3 at 0.01 wt% swCNTs.

Keywords
Carbon-MEMS/NEMS � Photolithography � SU8

1 Introduction

Carbon-micro/nano-electro-mechanical-systems (or C-MEMS/
NEMS) is not a new term in micro/nano technology especially
in the making of mechanical and electrical applications.
C-MEMS permit a wide variety of interesting new MEMS and
NEMS application that employ structures having a wide
variety of shapes, resistivity and mechanical properties [6].
The advantages of using carbon as the precursor are that the
carbon resource are widely-available and environmental-
friendly.

The SU8 epoxy is the common precursor of the glassy
carbon and glass-like carbon. The SU8 epoxy was selected
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due to its high aspect ratio, versatility and ease of patterning
via lithography technique. The lithography or photolithog-
raphy process is the patterning of the SU8 by using
ultra-violet (UV) radiation and with or without templates. In
the laboratory, our group successfully produced thin films of
SU8 with layer thickness of 10 nm and array gap of 10 nm.
Smaller gaps in the array structure result in larger surface
area which is good for surface-to-DNA contact for
bio-sensor applications [9]. The large surface area also
promotes the uniform shrinkage of the SU8 during pyrolysis.

Other sources of carbon include carbon-nanotubes
(CNTs), graphene, hydro-carbon gas, nano-cellulose and
polymers. CNTs and graphene can be produced by using
chemical vapor deposition (CVD). The CVD technique
requires the presence of natural gas precursors
(hydro-carbon gas) such as methane and propane gas. The
type of gases controls the yield of the depositions. The
drawbacks of this technique is the inability to directly pattern
the carbon layer according to the desired design. CNTs have
been previously introduced into SU8 solutions to lower the
resistance across the flat surface [9, 11]. It also has excep-
tional mechanical, electrical and thermal properties and their
incorporation into polymer matrices can potentially lead to
multifunctional composites with greatly enhanced properties
[4]. Some of the SU8-based application which have been
published include the microfluidic system [10], cantilever
sensor system [5] and optic biosensor [3].

The pyrolysis or carbonization of SU8 epoxy needs to be
in an inert environment. The SU8 epoxy will turn into ash in
the presence of oxygen in the environment, as the carbon
elements in the SU8 epoxy tend to react with oxygen to form
carbon dioxide and water vapor. Nitrogen, argon and
hydrogen are examples of oxygen-free environments. In the
previous study, an increase in the ramping rate improved the
quality of the glassy carbon obtained [2]. In this experiment
the ramping rate were set to 10 and 20 °C/min to save
resources e.g. gas and electricity during the pyrolysis step.

In order to create portable and handy medical devices, the
components need to be lightweight and smaller in scale. The
C-MEMS/NEMS technique is able to produce
three-dimensional carbon structures as environmental
friendly sensor. The drawbacks of this technique were the

cracking and peel-off of samples during the pyrolysis
step. To overcome the problem, swCNT was added to SU8
to form a nano composite solution and a double layer
structure was fabricated. Hence, in this study, a novel double
layer and swCNTs was prepared to increase the conductivity
and reduce the rate of sample peel-off and cracks.

2 Methodology

2.1 Substrate and Sample Preparation

The samples were prepared based on three designs; design 1,
design 2 and design 3. The base design was the ‘original
design’ which is only coated by pure SU8. The first design
consisted of a single layer of SU8 and swCNTs mixture
while the second and third design are double layer. The
layers consist of plain SU8 layer and the SU8 and swCNTs
mixture layer. For second design the pure SU8 was coated
onto of the mixture layer while the third design the mixture
was coated onto of the pure SU8 layer (Fig. 1).

The silicon wafer was used as the substrate. The
pre-cleaned silicon wafer was heated overnight at 120 °C in
the vacuum oven. The swCNTs was stirred with the SU8 for
48 h at 100RPM in the room temperature. According to the
previous research publication the 48 h was the time needed
make the mixture homogeneous at the uniform speed. Dif-
ferent ratios of the swCNTs and SU8 mixture were prepared
according to Table 1.

The mixture was uniformly spread onto the substrate by
using the spin coating machine. The acceleration of the spin
coat was set to be 500RPM and spin for 30 s at 4000 RPM.
According to the Microchem SU8 datasheet, an estimated
layer thickness of 13 lm was formed according to the
experimental setup and parameters. The coated substrate was
pre-baked and post-baked at on the hot plate. The UV light
exposure duration for the lithography process was set at 40 s
for all designs. If the UV is under-exposed, the bottom
sections of the SU8 will not harden and this may cause the
samples to dissolve and wash away during the cleaning. For
these cases, over-exposure will not significantly affect the
samples as the samples is a flat surface [12].

Fig. 1 The sample designs of the
flat surface carbon
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To create the second layer for sample design 2 and 3, the
spin coating process was used. The pure SU8 was used to
coat the mixture layer of sample design 2 while mixture
epoxy was used to coat the SU8 layer of sample design 3.
The same acceleration and RPM of the coating technique
was used to ensure the samples have the same thickness.

2.2 Pyrolysis of the Sample

The samples were pyrolyzed in an inert atmosphere (Purified
N2 gas 99.9995%). The flowrate was set to be 2LPM from
initial stage to the cooling stage at 200 °C. The heating
profile used for pyrolysis as shown in Fig. 2.

Referring to above Fig. 2 the heating profile is divided
into a few stages; heating (ramping), climax and cooling
stages. The first ramping rate was set to be 20 °C/min for
room temperature to 300 °C and 10 °C/min for 300–900 °C.
The second ramping rate was set lower to avoid the sample
cracks and peel-off. [7].

3 Result and Discussion

Figure 3 shows the graph of resistance versus the weight
percentage of swCNTs used for the experiment. The baseline
resistance of pure SU8 was 250 X as measured on the
‘original design’ sample (refer to Fig. 1). The addition of 0.5
wt% swCNTs caused the resistance to reduce to 50 X. At 0.5
wt% swCNTs the resistance of samples design 2 and 3 were
lower than the samples of design 1 which were 30 X and 25
X respectively. Samples prepared using design 1 were prone
to sample peel-off during pyrolysis compared to sample
design 2 and 3. At 0.01 wt% and 0.1 wt% swCNTs the
resistance of sample design 2 and 3 were same which was 25
X. This indicated that 0.01 wt% swCNTs was sufficient to
produce the lowest resistance value in this study. The value
changed to 30 X for sample design 2 and 25 X for sample
design 3 at 0.5 wt%. Based on the observation of the study it
was found that the addition of the swCNTs and the double
layer helped to reduce the resistance from 250 X to 25 X.
The single layer carbon flat surface was prone to suffer from
peel-off and cracks compared to the double layer carbon flat
surface. The 13 lm was too thin and doubling the layer
thickness to 26 lm helped to strengthen the surface binding
to the substrate.

Sample peel-off and cracks during pyrolysis tends to
happen if the surface of the silicon wafer is defective. The
other effects causing the peel-off and cracks are the com-
position of the mixture and the thickness of the layer.
Homogenous composition of mixture is important to pro-
duce spin-coated layers with even thickness during
spin-coating. A homogenous composition of SU8 and

Table 1 The weight percentage (wt%) of the swCNTs in the mixture

Sample wt% swCNTs

1 10.0

2 5.0

3 1.0

4 0.5

5 0.1

6 0.01

Fig. 2 The heating profile used for this fabrication of carbon biosensor

Fig. 3 The graph relationship of wt% swCNTs and resistance
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swCNTs mixture was achieved by stirring the mixture for
48 h or more. The uniform thickness caused the uniform
thermal expansion and shrinkage across the surface and
finally reduced the cracks which also reduced the sample
peel-off.

4 Conclusion

The experiment was carried out to determine the effects of
the swCNTs and double layers for the flat surface
carbon-based sensor. This is because of the swCNTs act as
catalyst and also improve the conductivity of the carbon
surface. The double layer also increased the conductivity and
reduced the peel-off effects during the pyrolysis. Sample
design 3 showed the best result with the lowest resistance
value of 25 X.
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Evaluation of Depth Perturbation Method
for Localizing Fluorophore Inside a Pork Chuck
Meat Sample

Ichiro Sakuma, Tuo Zhou, Keiichi Nakagawa, and Etsuko Kobayashi

Abstract
Depth perturbation method for improvement of a mesoscopic epifluorescence tomography
(MEFT) we previously developed was evaluated in an experimental system using
biological samples. We conducted ex vivo experiments using pork chuck meat to verify the
depth perturbation concept in a relatively realistic environment. Fluorescence images were
acquired with/without a thin optical phantom (perturbator with known optical scattering
property) onto the phantom. Fluorescence intensity variation resulting from the depth
perturbation was used for estimating three dimensional location of fluorophores. Estimated
fluorophore central depths (placed at depth from 3–9 mm) are consistent with the expected
values. Absolute estimation errors of the center position of fluorophores placed inside the
phantom were 0.3–0.5 mm (on average). Slight optical heterogeneity did not bring great
estimating errors.

Keywords
Mesoscopic epifluorescence tomography � Depth perturbation � Fluorophore localization

1 Introduction

Mesoscopic epifluorescence tomography (MEFT) can detect
fluorophore distribution in reflectance geometry at depths of
several millimeters [1]. For improvement of MEFT, we
previously proposed depth perturbation method [2]. Fluo-
rescence images are acquired with/without a thin optical
phantom onto the medium surface. Fluorescence intensity
variation resulting from the depth perturbation is used for
estimating three dimensional location of fluorophores since
relative decreases in the excitation light fluence rate, emis-
sion fluence rate, and, fluorescence intensity at an observing
point due to insertion of the perturbator are smaller for a
larger depth of the fluorophore. We conducted ex vivo
experiments using pork chuck meat to verify the depth
perturbation concept in a relatively realistic environment to
evaluate its feasibility in biological tissue.

2 Materials and Methods

2.1 Epi-Fluorescence Continuous Wave
Tomography (ECWFMT) System

A custom made epi-fluorescence continuous wave tomogra-
phy (ECWFMT) system as shown in Fig. 1 was used [2].
A fiber pigtailed laser diode (785 nm, LP785-SF20, Thorlabs,
USA) was used as the light source. The X-Ymotorized stages.
A notch filter, band pass filter, two polarizing beam splitters
(PBS), and a dichroic mirror (DM) rejected ambient light and
reflection of excitation light. Fluorescence was collected by
an electron multiplying charge coupled device (EMCCD)
camera (resolution 1000 � 1000, ADT-100, Flovel, Japan).

2.2 Resolving Depth by Depth
Perturbation [2–4]

A thin optical phantom with known optical properties is used
as a depth perturbator. By superposing the perturbator onto a
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sample, the depth of a fluorescent object inside the sample is
deliberately changed. Fluorescent signals are measured

before and after the perturbation. It is considered that the
fluorophore depth can be determined according to the vari-
ations of the measurements. The estimated fluorophore
central location was then utilized as a new constraint in the
reconstruction of fluorophore 3D distribution to ensure
unbiased results. Then a piecewise spatially varying regu-
larization method was applied. The detailed algorithm is
available in references [2–4].

2.3 Biological Phantom

Pork meat was also used as a biological phantom.
A small-size (around 1.5 mm � 2.0 mm � 1.5 mm = 4.5
mm3) PDMS based ICG probe was fixed inside the tissue as
fluorophore inclusion. For depth perturbation. A silicon
perturbator made of PDMS and TiO2 with diameter of
45 mm and thickness of 1.0 mm was used. In these ex vivo
experiments, the number of covered meat pieces is 1, 2, 3,
and 4 sequentially. The resultant fluorophore central depth is
2.6, 4.7, 6.4, and 8.8 mm respectively. For each depth, the
measurements were repeated for five times. Location and
depth of the PDMS based ICG probe was estimated using
the depth perturbation method for each experiment. Optical
properties of the perturbator and the phantom are shown in
Table 1 (Fig. 2).

3 Results and Discussion

Estimated fluorophore’s central depths are consistent with the
expected values. Absolute estimation errors are 0.3–0.5 mm
(on average), which were slightly larger than those obtained
in experiments using phantoms were made of PDMS. TiO2

Fig. 1 Schematic of the epi-fluorescence continuous wave tomogra-
phy system [2]

Table 1 Optical Coefficients of the perturbator and the phantom: each
value was the statistics of measurements on five randomly selected
locations

Perturbator Pork chuck

Wavelength (nm) 785 830 785 830

l0s (mm−1) 0.44 0.37 0.25 0.22

la (mm−1) 0 0 0.02 0.02

Fig. 2 Experimental setups for
depth perturbation method
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(optical scattering material) mixed with ink (optical absorber)
to provide tissue-like scattering and absorption coefficients
(Data are not shown. They are available in [4].) These
increases in errors are attributable to optical heterogeneity of
the tested sample. A little of fat and tiny slits can be observed
on the tissue surface. These heterogeneities apparently lead to
unexpected light propagation. Similarly, the distribution of
intensity ratios resulting from depth perturbation also devi-
ates from the theoretical ratio model. However, owing to the
averaging effect using thousands of data points for data fit-
ting, this heterogeneity did not lead to unacceptable results.
Uneven surface of the biological phantom also deteriorated
estimation accuracy (Table 2).

In conclusion, judging from the on the basis of the results
of the ex vivo experiments, the proposed methods proved its

potential feasibility in biological tissue. Slight optical
heterogeneity did not bring great estimating errors.
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An Effect of Magnetic Beads to Boesenbergia
rotunda Antioxidant Activity Using
Photoprotective Microfluidic CD

Nurhaslina Abd Rahman, Fatimah Ibrahim, M. Mahdi Ainehvand,
Rohana Yusof, and Marc Madou

Abstract
Microfluidics compact disc (CD) system has offer many advantages to biological and
chemical analysis. It simplifies the procedures andminiaturize the sample and reagent volume.
Beads has been used in the microfluidics CD technology in order to enhance the mixing of the
reagents or sample. However, the effect of the beads need to be monitor to ensure the
effectiveness, biocompatibility and corrosion protection of the beads. This paper has presented
the advantage of photoprotective microfluidic CD for Boesenbergia rotunda antioxidant
activity and the effect of magnetic bead in enhancing the reaction time of the mixing. The
results have shown that, with the magnetic beads usage, the uniformity time of the liquid
mixing in the reaction chamber are faster than the non-beads reaction chamber. However, in
terms of the stability, the beads have been found to give an interference to the Boesenbergia
rotunda 2,2-diphenyl-1-picrylhydrazyl (DPPH) antioxidant activity. To solve this issues, we
would recommend an inert coating of the beads to prevent a chemical reaction between the
beads and the free radical’s reagents. The proposed method has minimized human handling in
the DPPH plant antioxidant activity by using microfluidics CD with imitation of the real test
environment in the conventional method (photoprotective). Consequently, the laborious
repetitive routine in the laboratories, which is one of the factor in pre-analytical error has been
reduced. This systemwould be a great advantage to the future laboratories techniques, as it can
be applied as a point of care testing and be used in the small laboratories.
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Free radicals
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1 Introduction

Micro total analysis system (lTAS) is a system that offer the
reduction of sample volume and provide simplification of
biological or chemical assay. Microfluidics is a system that
manipulate the fluids mechanics, control the steps and pro-
cess sequence of the biological and chemical analysis in a
small scale of sample and reagents [1]. Its offer many
important advantages such as sample process parallelization,
sequential loading and batch-mode mixing. Microfluidics is
a part of lTAS that offer simplicity in a complex procedures
such as polymerase chain reaction (PCR) and enzyme link
immune assay (ELISA) making it suitable for point of care
applications or small laboratory to operate the system [1].
Microfluidics technology has been applied to many areas
and integrated many disciplines for examples biology,
engineering, chemistry and physics. From the design fabri-
cation to procedures exploitations, microfluidics has been a
promising system for future laboratory practice.

Pre-analytical errors have cause many false positive
results, which leads to unreliable outcome and wrong test
interpretations. One of the major cause of the pre analytical
error is, the human prone error when handling the sample
[2]. Human tends to do mistakes, because of numerous test
procedures, large sample sizes, left handed person, many
pipetting steps and fatigues may cause confusions and thus
delivered inaccuracy and ambiguous results [3]. Further-
more, the musculoskeletal and upper limb disorder have
been reported as an occupational hazard and major ergo-
nomics problems among the health care professional [4, 5].
This disorder is happening due to manual repetitive pipetting
that involves routine motion of the thumb during extracting
and dispensing the liquids which leads the muscles, tendons
and articular joints injuries to the hand, wrist, and the
shoulders.

Centrifugal microfluid also have been referred as micro-
fluidic compact disc (CD) is a microfluidics device that taken
in a form of the compact disc. This technology has been
applied in many complex procedures such as fluorescence
immune assay (FIA), Loop Mediated Isothermal Amplifi-
cation (LAMP), ELISA and PCR [6, 7]. The integration of
microfluidic principle into the centrifugal platform have
automate, simplified and miniatures the experimental pro-
cedures in a size of a compact disc. The all in one CD have
offer great advantages for the health care professionals in
terms of time, parallelization of assay procedures and sample
processing [8]. Meanwhile, passive valve is the simplest
valve techniques used in the microfluidics CD. It does not
require any energy to operate and simply depends on the
speed of centrifugal force of the microfluidics CD to control
the liquids flows [9]. However, there is a way to enhance the
mixing in the passive valve which is by using the external

forces such as magnetic beads in the chamber. The magnetic
force would supply an actuation movement of magnetic
beads or particles. The centrifugal and the kinetic motion can
be applied in the microfluidics system for separation,
transportation and mixing of the solution [10].

Currently, there are many studies of centrifugal micro-
fluidic CD that applied the magnetic beads. For example, in
raw blood analysis, the cancer cells have been separated by
using the integration of the magnetic beads into the system
[11]. In [12], beads have been used to break the cell mem-
brane layers, by collisions, frictions and shearing between
the beads, cell membrane and the chamber wall. While in
[13], the beads has been used in the nucleic acid extraction
by lysing the cells.

In this paper, we present an automation of the plant
antioxidant activity assay by using a photoprotective
microfluidics CD and magnetic beads. The photoprotective
features have been applied to protect the antioxidant prop-
erties and prevent the deterioration of the free radical’s
reagents used in the procedures. The proposed method has
demonstrated sample sequential loading, mixing and paral-
lelization of the procedures. This study will also monitor the
effectiveness of the external force on passive valve in the
designed microfluidic CD on the plant antioxidant activity.
Boesenbergia rotunda has been chosen as a plant material as
it has been reported to have high antioxidant activity [14].
With this work, pipetting steps has almost been reduced
which will be beneficial to many laboratorians and health
care professional.

2 Methodology

This section will be discussing all the procedures involved in
conducting the experiments. The experiments are divided
into three sub-section. The first part is the plants extraction
preparations, the second part is the microfluidic CD con-
struction, and the third part is the experimental setup of
Boesenbergia rotunda DPPH antioxidant activity by using
microfluidics CD.

2.1 Plant Extraction Preparation

The reagents and instruments used for the plant extraction
are, 2,2-diphenyl-1-picrylhydrazyl (DPPH) (Sigma Aldrich),
Ethanol and Methanol (Merck), Mili-Q ultra-pure water, and
rotary evaporator (R-114, Buchi). The Boesenbergia
rotunda was collected in Tapah, Perak, Malaysia and is
chosen in the experiments due to its high antioxidant activity
among the local herbs [14]. The plant is cut into to small
pieces and dried in the oven at 40 °C. After that, it is
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pulverized by using laboratory grinder and the powder was
soaked in the 95% of ethanol for 48 h. The solutions are then
being filtered by using the filter paper and the solvents are
removed by using a rotary evaporator (Buchi rotavapor
R-114). The compound is then freeze dried for further use.

2.2 Microfluidics CD Construction

The materials used for the microfluidics CD constructions
are black polymethyl methacrylate (PMMA) and pressure
sensitive adhesives (PSA) (FLEXcon, USA), The black
microfluidic CDs for the antioxidant assay was designed by
using computer aided design software (AutoCAD). It con-
sists of 5 layers; 3 layers of black PMMA and 2 layers of
PSA in between the black PMMA layer (see Fig. 1). The
uppermost layers, middle layer and the bottom layer of the
microfluidic CD was made from the black PMMA.

However, the middle layer was engraved with the main of
microfluidics channel features. All the microfluidics channel
features were designed in duplication and the carving was
done by using Computer Numerical Control (CNC) machine
(VISION 2525, by Vision Engraving and Routing Systems,
USA). Meanwhile, connecting holes and micro features on
the PSA layers were cut by using a cutting plotter machine
(GCC P2-60/PUMA II, by GCC, Taiwan). Each component
of the photoprotective microfluidic CD was pressed bound
by using custom made press roller system.

Meanwhile, in Fig. 2, the schematic diagram of the
engraved channel and features of the photoprotective micro-
fluidic CD are portrays. The photoprotective microfluidic CD
was design in duplicate for the concentration of 25, 50, 75 and
100 mg/ml. In the first set, the beads were not used in the
reaction chamber, and vice versa in the second chamber. The
beads with a diameter of 1.75 mm are used to creates and
enhances the liquid mixing with a random movement.

Fig. 1 Construction of the photoprotective microfluidic CD. Figure shows the three layers of black PMMA used in the microfluidic CD
fabrication

Fig. 2 The channel and features of photoprotective microfluidic CD
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2.3 Boesenbergia rotunda DPPH Antioxidant
Activity by Using Microfluidics CD

Figure 3 is depicting the drawing of an actual whole experi-
mental setup. It is consisting of a microfluidics centrifugal
platform and the microfluidic CD, controlling computer sys-
tem, digital rpm meter and magnet attached retort stand. The
magnet is used as an external factor and to create magnetic
force and actuates the movement of the beads inserted in the
reaction chamber of photoprotective microfluidics CD. The
conventional method of DPPH assay [15] have been modified
and incorporated into the photoprotective microfluidics CD to
allow miniaturization and simplification of the procedures.
The experiments are started by loading the respective liquid
into designated chamber on the photoprotective microfluidics
CD. Consecutively, the CD are loaded into the centrifugal
platform and the speed is increases slowly up to 1100 rpm
until the end of experiments.

3 Results and Discussion

In this section, the results of the microfluidic CD sequential
loading and mixing and the effect of the beads are shown.

3.1 Boesenbergia rotunda Antioxidant Activity
in Photoprotective Microfluidics CD

Figure 4 shows the results of Boesenbergia rotunda
antioxidant activity in the photoprotective microfluidic CD.
The CD have minimized the human handling and automate
the plant antioxidant activity process. The steps in Fig. 4a
shows the liquid has been loaded to the designated chamber
and the beads have been inserted in the second duplicated
chamber. In Fig. 4b–f all the process of sequential loading
and mixing is in automation by the centrifugal microfluidics
platform. After all the designated liquid in Fig. 4a have been

Fig. 3 Complete experimental
setup of centrifugal microfluidic
CD

Fig. 4 Pictures shows the results of the sequential loading and mixing
of the photoprotective microfluidic CD. a initial loading of the
respected liquid. b plant extracts are slowly moving out from the its
chamber to the reaction chamber. c the plant extract chambers have

been emptied. d DPPH liquid moving out from its chamber to the
reaction chamber. e DPPH chambers have been emptied. f mixing of all
liquid in the reaction chamber
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loaded, the speed is increased slowly, this steps is done to
apply centrifugal force that move the liquid from its cham-
ber. As can be seen in Fig. 4b, plant extracts are slowly
flowing out from the its chamber to the reaction chamber as
the speed is increased. In Fig. 4c the plant extract chambers
have shown to be emptied and the DPPH liquid moving out
and emptied from its chamber to the reaction chamber (see
Fig. 4d, e). The final process is taken place in the reaction
chamber where all the liquids are allowing to react until the
end of experiments (30 min). It has been shown that the
beads used in the second duplicate chamber shows faster
uniformity of liquid with only 15 s, while without beads it
takes 1 min and 20 s for the liquid to mix properly. As the
CD spinning, the beads will moved towards the external
magnet, this active mixing has fasten the liquid uniformity
time by Strokes drag force that creates turbulence in the
reaction chamber [16].

Conforming to the Fig. 5, the beads reading is showing
inconsistence reading of DPPH activity compared to the
absence of beads. At first, the initial reading of the DPPH
activities is almost the same as in 5 and 10 min for both with
beads and without beads, however, as can be clearly seen in
the Fig. 5, the reading have deviate and being inconsistence
in 15 min. Moreover, with the beads application, the colour
of the control solution and the liquids in the reaction chamber
have change compare to the absence of the beads (see Fig. 6).
This situation is may cause by the chemical reaction between

the beads and the DPPH solution. In this experiment, the
DPPH is a free radical agent that have been use to evaluate
the effectiveness of Boesenbergia rotunda to reduce the free
radicals. With the presence of the metal ions from the beads,
it may cause the instability of the reading [17]. The magnetic
beads must be designed with suitable measures according to
the assay compatibility to ensure the biocompatibility, sta-
bility and protection against corrosion [18].

Fig. 5 Comparisons of beads effect of Boesenbergia rotunda antioxidant activity in photoprotective microfluidic CD

Fig. 6 Comparisons of colour changes in 96 well plate by the presence
of beads
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4 Conclusion

In this study, we have accomplished to performed an
experiment on Boesenbergia rotunda plant antioxidant
activity on centrifugal microfluidic platform. The conven-
tional methods have been modified and incorporated into the
microfluidics CD. Furthermore, in this experiments, the
sequential loading and mixing of the procedures have been
automated by using the centrifugal microfluidic platform,
which makes less human interference in the analytical pro-
cedures. The used of the photoprotective microfluidics CD
have also offer miniaturization, imitation of the real test
environment such in the conventional method and reduce the
use of pipetting techniques which can lead to evaporations of
the reagents. In this experiments, we have also introduced
the beads as an additional mixing enhancer in the CD. The
result shows that, the beads have been a good benefit as
mixing enhancer compared to the non-beads liquid mixing.
The time taken of the beads usage in the reaction to reach
liquids uniformity is faster compared to the non-beads
chamber. Nevertheless, in terms of the chemical stability, the
beads have been interfering with the DPPH activity reading.
The DPPH activity results are unstable and color changes
have occurred to the final mixed solutions. The instability
results of the beads application may have caused by the
beads metal ions intervention with the DPPH free radicals.
With this, we would suggest an inert polymer coating of the
beads to prevent a chemical interaction of the free radical
agent and beads. On the other hands, the speed of the cen-
trifugal platforms can also be increase as an alternative of
non-beads usage. This photoprotective microfluidics CD can
be a good platform for any other photo-sensitive assay and
antioxidant assay.
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Assessment of Local Heating Effect
on the Cutaneous Microcirculatory
Vasodilatation

You-Heng Su, Jia-Jung Wang, Yue-Ting Tsai, and Wei-Kung Tseng

Abstract
The skin provides a conveniently accessible site to assess the peripheral microvascular
function which may be used as an early index of allover cardiovascular system. In the
study, the laser Doppler flowmetry (LDF) was applied to investigate the vasodilatation of
microcirculation on the foot bottom during a local heating protocol in 21 healthy
participants. The temperature was heated up to 44 °C in one minute and maintained such
temperature through the 30-min heating period. Both a 10-min record of LDF signals
during the baseline and a 30-min record during the heating period were registered and then
analyzed using the wavelet transform. For the 21 participants, the amplitudes of the initial
peak [208 ± 64 perfusion unit (PU)] and the plateau (279 ± 80 PU) of the LDF signals
were significantly higher during the local heating period than the baseline (85 ± 25 PU).
Meanwhile, the composite vasodilatation indexes for the initial peak and the plateau were
154 ± 65 and 239 ± 93%, respectively. Also found was a significant decline in the
spectral power density percentage associated with the endothelial nitric oxide-dependent
metabolic activity band during the heating period, as compared with the baseline. Those
findings may help to assess the skin microcirculation dysfunction in patients with diabetes
or hypertension in future clinical applications.

Keywords
Local heating � Microvascular function � Laser doppler flowmetry

1 Introduction

The phenomenon of peripheral microcirculatory irregularity
may probably come into view before serious cardiovascular
disease is happened. Therefore, it is necessary to search for
some reliable indexes to help physicians to early diagnose
the dysfunction of microcirculatory function under certain
experimental protocols [1, 2]. Thus, the goal of the study

was to investigate microvascular vasodilatation under local
heating protocol.

2 Methods

This study included twenty-one healthy and non-smoking
participants (age: 25 ± 9 years, body mass index:
22 ± 3.2 kg/m2). Due to its convenience and applicability
[3], the laser Doppler flowmetry (LDF) was utilized in the
study to measure the microvascular perfusion on the foot
bottom close to the foot thumb in all participants who were
in the supine position. The room temperature was controlled
at 27–28 °C. The measuring site was heated up to 44 °C in
one minute and maintained at such temperature. A 10-min
record and a 30-min record of the LDF signals during the
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baseline and during the local heating period were registered,
respectively, and later analyzed using the wavelet transform.

3 Results

For the 21 subjects, the LDF amplitudes of the initial peak
[QI: 208 ± 64 perfusion unit (PU)] and the plateau (QP:
279 ± 80 PU) were significantly higher during the local
heating period than the baseline (QB: 85 ± 25 PU)
(p < 0.001). Also, the composite vasodilatation indexes for
the initial peak [(QP − QB) / QB] and the plateau [(QP −
QB) / QB] were found to be 154 ± 65 and 239 ± 93%,
respectively.

Table 1 shows the comparison of the spectral power
density percentage (SUM%) in six characteristic bands
between the baseline and heating period in the 21 partici-
pants. We found that SUM% corresponding to the cardiac
activity band (CB) and respiratory activity band (RB) were
significantly greater during the heating period than the
baseline (p < 0.05). In addition, SUM% corresponding to
the endothelial nitric oxide-dependent metabolic activity
band (EB2) was significantly less during the heating period,
as compared with the baseline (p < 0.05). Between the
heating period and the baseline, however, there were no
differences in SUM% corresponding to the myogenic
activity band (MB), and the sympathetic activity band
(SB) and the endothelial nitric oxide-independent metabolic
activity band (EB1).

4 Discussion and Conclusion

The present study shows that there are significant difference
in SUM% of some characteristic bands, such as the cardiac
activity band, the respiratory activity band and the

endothelial nitric oxide-dependent metabolic activity band,
during the 30-min local heating period, as compared with the
10-min baseline in the healthy subjects. In the beginning of
the heating period, the endothelial nitric oxide-dependent
metabolic activity is believed to be increased [4]. The nitric
oxide concentration may be higher in the initial heating
period than the baseline, and its concentration may be
decreased in the latter portion of the heating period due to
metabolic consumption. This may partially explain why a
lower average SUM% of EB2 in the whole 30-min course of
heating is present. It is still not clear, unfortunately, why
both the SUM% averages of CB and RB are greater during
the heating period than the baseline. Those findings may be
useful for the assessment of the skin microcirculation dys-
function in patients with diabetes, hypertension, and
overweight.
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Effects of Oral Glutathione Precursors’
Supplementation on Human Glutathione Level
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Abstract
Glutathione (GSH) is a tripeptide of cysteine, glutamate, and glycine. These amino acids
made the synthesis of GSH possible and act as a major cellular antioxidant in the body. The
production of GSH in the body depends on several factors; such as dietary intake and
cysteine availability. With the turnover rate of endogenous GSH can be as high as 65% per
day, more consumers has turned to GSH supplement to maintain or boost up their GSH
level. GSH supplement available in the market usually contains GSH precursor/s that are
said to be able to increase GSH level in the body. In this study, the oral GSH supplement
used contains all three precursors of GSH; cystine replacing cysteine, glutamate, and
glycine. Subjects were asked to consume the supplement according to the instructed dosage
in order to measure the effects of oral GSH precursors’ supplement on human GSH level
after the three-month study period ends. The results from this study suggest that the oral
GSH precursors’ supplement increases GSH level across the test groups after the
three-month study period.

Keywords
Glutathione � Antioxidant � Supplement

1 Introduction

The most abundant non-protein thiol, Glutathione (GSH) is
present in all mammalian tissues. The highest concentration
of GSH is in liver, with around 1–10 mM concentrations.
GSH is synthesized from glutamate, cysteine, and glycine
and the process is catalyzed by sequentially by two cytosolic

enzymes, c-glutamylcysteine synthetase and GSH syn-
thetase [1]. Apart from its function as an antioxidant, GSH is
a key determinant of redox signaling, detoxification of
xenobiotics, and modulates cell proliferation, apoptosis,
immune function, and fibrogenesis [2]. GSH exists in two
forms; thiol-reduced and disulfide-oxidized (GSSG) [3].
GSH is the predominant form as it comprised of >98% of
total GSH in the body [4].

Studies have been done to find correlation between
GSH level and general health. In one such study, it was
reported that high GSH level accompanies excellent
physical and mental health in women aged 60–103 years
[5]. Another study reported preserved hepatic GSH and
improved liver function after glutamine; one of the GSH
precursors was introduced in the diet [6]. Children with
severe edematous malnutrition have been shown to have
their GSH synthesis rate and concentration restored after
being supplemented with cysteine during early treatment
of the disease [7].
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Enzymes involved in GSH metabolism are regulated at
transcriptional, translational, and posttranslational level
[8]. GSH is involved in many metabolic processes, apart
from its key role in antioxidant defense system [9]. The
study of GSH is very important at the moment as it can be
used as possible target for medicine and pharmacology
purposes [9], thus improving and saving the lives of many
people.

In this study, the effectiveness of a GSH precursors’
supplement was tested on 20 test subjects. The GSH sup-
plement tested contains three amino acids that are needed for
GSH synthesis to happen; cystine replacing cysteine, glu-
tamate, and glycine. L-cysteine is reduced from L-cystine in
the cells, and it is one of rate-limiting precursor amino acids
for GSH synthesis [10–12]. The study was done for
12 weeks, and measurements were recorded in 4-week
intervals. The GSH level was obtained by measuring GSH in
the blood plasma of the subjects. The results were then
compared with the control group and analyzed.

2 Materials and Methods

2.1 Materials

The oral glutathione precursors’ supplement in this study
was obtained from Chakra We Care Resources Sdn Bhd
(Petaling Jaya, Selangor, Malaysia). The supplement comes
in powder form; five gram per sachet. The GSH assay kit
was purchased from Sigma-Alrich (St. Louis, MO, USA).
All reagents used were of analytical grade.

2.2 Study Design

This experimental study was comprised of three groups.
A total of 20 subjects were involved in this study, aged
ranging from 18 to 65 years old. The first group was used
as a control. Subjects in control group were the ones with
normal Body Mass Index (BMI) while those categorized by
BMI as overweight and obese were randomly assigned into
the two other groups (Group 1 and Group 2). For control
group, measurements were taken at Week 0 (baseline) and
after three-month study period (Week 12). Subjects in
Group 1 and Group 2 were asked to consume the oral
glutathione precursors’ supplement each day during the
12-week study period. Group 1 consumed a single dose
while Group 2 consumed two doses of the supplement each
day. For Group 1 and Group 2, measurements of GSH
level were taken during Week 0 (baseline), Week 4, Week
8, and Week 12.

2.3 Blood Collection and Preparation
of Samples

Blood was collected from subject and centrifuged at
2500�g for 10 min at room temperature. The plasma
obtained was then separated into another tube for GSH
assay.

2.4 GSH Assay

UV-visible spectrophotometer (Tecan Group Ltd, Männe-
dorf, Switzerland) was used to obtain the value of glu-
tathione concentration inside each sample. The readings
were measured in 1–5 min interval (total of 6 measurements)
at a wavelength of 412 nm. Results were calculated as
follows:

nmoles GSH perml of sample ¼ DA412=min sampleð Þ � dil
DA412=min sampleð Þ � dil

DA412/min(sample) = slope generated by sample (after
subtracting the values generated by the blank reaction).
DA412/min(1 nmole) = slope calculated from standard curve
for 1 nmole of GSH.
dil = dilution factor of original sample.
vol = volume of sample in the reaction in ml.

3 Results

After the 12-week study period was finished, the results were
plotted in Fig. 1.
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3.2
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Total GSH (µM) for Group Control

Week 0

Week 12

Fig. 1 Total GSH value for Control group. Each bar represents
means ± SE
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For Control group, the GSH level were measured only
during Week 0 and Week 12 as the subjects did not con-
sumed the GSH supplement. It was shown that the GSH
level has increased at Week 12. Although the GSH level had
increased, it was still considered in the normal GSH range
[5, 13].

Figure 2 showed total GSH values for Group 1. It was
observed that no significant increase of GSH level occurred
at Week 4. All subjects showed increased GSH level at
Week 8, with one subject recorded a higher than average
increase in his/her GSH level. In Week 12, three subjects
recorded increased GSH level while five subjects recorded
decreased GSH level.

Figure 3 shows total GSH values for Group 2. On Week
4, three subjects recorded increased GSH level while the
three others recorded decreased GSH level. It also has to be
noted that one subject in this group has higher than average
baseline GSH value. Week 8 recorded increased GSH level
in two subjects and decreased GSH level in another four
subjects. At Week 12, increased GSH level was observed on
all subjects in the group.

Figure 4 shows the comparison between GSH values
between all groups in this study. From the chart it was
observed that control group has higher baseline GSH level
compared to Group 1 and Group 2. The increased GSH level
in control group can be attributed to several factors; and has
been explained in the discussion section. For Group 1, the
subjects showed increased GSH level up until Week 8,
where it decreased slightly at Week 12. Group 1 shows an
increase of ±0.5 µM in GSH values after the 12-week study
was completed.

Group 2, while having a higher baseline GSH level
compared to Group 1, recorded decreased GSH level in
Week 4 and Week 8. On Week 12 the GSH level increased,
however the value was still lower when compared to Group
1 of the same week. A five percent increase of GSH level
was observed in control group at Week 12. Group 1 GSH
level recorded a nineteen percent increase at Week 12, while
Group 2 recorded a sixteen percent increase at Week 12.

4 Discussion

The glutathione precursors’ supplement used in this study
contains three building blocks of glutathione; glycine, cystine
replacing cysteine, and glutamine. On the biochemical activ-
ity, several investigators have shown that the GSH synthesis is
mostly regulated by the availability of glutamate-cysteine
ligase (GSL) and cysteine, which the latter has been shown to
have a parallel pathway with GSH synthesis [2, 14]. Thus,
cysteine has been recognized as a rate-limiting factor in GSH
synthesis [9]. Cystine enhanced the Cys/CySS
(cysteine/cystine) redox state and in turn reduces oxidative
stress and improves delivery of substrate [15]. It makes sense
to consume GSH precursors’ supplement as the turnover rate
ofGSH endogenously is 65%per day, whichmeans all GSH is
completely utilized in only 36 h [1, 16].

Based on GSH level recorded by the control group, it
shows all subjects in control group has increased glutathione
level after three months interval in which the group did not
consume any glutathione supplement within the time period.
The fluctuation in GSH level of patient is normal; however
the significant increase in three out of the four control
patients can be attributed to several factors. One subject in
the control group has been taking Vitamin C intermittently
which causes the level of GSH to increase by ±0.2 µM.
Vitamin C has been known to help the body produces

0
0.5

1
1.5

2
2.5

3
3.5

4
Total GSH (µM) for Group 1

Week 0

Week 4

Week 8

Week12

Fig. 2 Total GSH values for Group 1. Each bar represents
means ± SE
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Glutathione [17–19]. A subject has consumed whey protein
throughout the study period. Whey protein contains glu-
tamine and cysteine which acted as precursors to glutathione
molecules, thus raising the GSH level [20–22]. Another
subject has been consuming evening primrose oil
(EPO) supplement throughout the study period. EPO are
usually used to treat several metabolic disorders such as
eczema and several other diseases. The potential antioxidant
capacity of EPO has been shown to increase GSH level in
previous studies [23, 24]. This may explain the significant
increase of GSH level by ±0.2 µM for that particular
subject.

On the other hand, results obtained in the two test groups
(Group 1 and Group 2), shows that GSH level increased
significantly after the three-month study period (Week 12). It
also has to be noted that Group 2 consumed twice the dosage
that Group 1 consumed. Group 1 reported a higher GSH
level at Week 12 compared to Group 2 when it was Group 2
who has higher baseline GSH level than Group 1. As sub-
jects in Group 1 and Group 2 were categorized as over-
weight and obese according to their BMI, this might have
affected the metabolism of the GSH supplement consumed
too. The subjects in Group 1 and Group 2 recorded between
16 and 19% increase in GSH level, compared to only five
per cent increase in control group. This suggests the effec-
tiveness of the oral glutathione precursors’ supplement used
in this study. However, clear correlation between the amount
of dosage taken and its effects in raising GSH level cannot
be made yet as the sample size is still small at the moment.

5 Conclusion

The complex relation of metabolic activities and how it
affects the GSH level in human is still unclear at the
moment. For now, the results suggest the effectiveness of the
oral GSH precursors’ supplement in increasing GSH level of
the tested group. As time progress and a higher number of
subjects will be tested and analysed from this study, it is
hoped that a clearer correlation between the dosage of the
GSH supplement taken and GSH level obtained can be
formed in the future.
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Review on the Usage of Swarm Intelligence
in Gene Expression Data

Nurhawani Ahmad Zamri, Bhuvaneswari Thangavel, Nor Azlina Ab
Aziz, and Nor Hidayati Abdul Aziz

Abstract
This paper presents a review of the recent usage of swarm intelligence for optimizing
feature selection in microarray data focusing on its application for cancer detection and
classification. The feature selection technique is used in the analysis of microarray so that
only useful data is trained for further analysis and prediction. The process of feature
selection would affect the effectiveness of the classification. This is due to the enormous
quantity of genes being expressed at the same time. An optimized feature selection would
ensure a high accuracy of classification. Swarm intelligence has been effective in solving
feature selection and classification problems. This paper also gives overview on the sources
of microarray data which are used in the literature.

Keywords
Swarm intelligence � Microarray � Feature selection � Classification

1 Introduction

Swarm intelligence (SI) is a computational model which is
commonly inspired by the social behavior seen in nature. It
is based on the collective behaviors resulting from the local
interactions of individual agents with each other and their
environment. The agents act in a coordinated way even in
the absence of external controller or coordinator.

SI can be applied in a variety of fields including resource
management such as nurse scheduling problem [1], infor-
mation technology like data clustering [2] and engineering
such as path tracking of autonomous mobile robot [3].
Application of SI in the field of bioinformatics as optimizers
for feature selection algorithms is the focus of this paper.
The usage of SI in this field had shown good results [4].

Feature selection in microarray data is a dimensionality
reduction problem. Feature selection plays a crucial role in
ensuring efficient analysis of the high dimensionality

microarray data. Numerous studies have shown that most
genes measured in DNA microarray experiment are not
contributing to the accuracy of classification [5]. Therefore
selection of genes that highly expressed the disease is
essential.

Generally, microarray data is represented in a matrix
where rows corresponds to genes and columns corresponds
to different samples such as experiment conditions or tissues.
Therefore, a cell represents an expression of a gene for a
sample. Under various conditions, the transcription levels of
genes in an organism is being measured and gene expression
is built up. The expression level of a particular gene is
expressed as number. The general procedure of DNA
microarray analysis can be divided into two main steps as
illustrated in Fig. 1. The first step is the selection of the most
relevant features. There are numerous feature selection
methods that can be applied to the microarray data which
can be categorized into filter, wrapper, embedded and
hybrid. Alternatively, SI can be applied as optimizers to the
feature selection techniques to further improve the selection
process.
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The best individuals are referred to the genes that best
describe the disease. In filter techniques, the interaction with
classifier is ignored. A feature relevance score is calculated
and low scoring features are eliminated. Then, the feature
subset with high scores will be the input to the classifier
afterwards. On the other hand, in wrapper techniques, once
the best set of genes is obtained, it will be used as training
samples for the classifier at the second step to achieve the
best classification results. Whereas for embedded tech-
niques, the searching for an optimal subset of features is
included with the classification model. A hybrid technique
usually combined the feature selection techniques for
example a filter and wrapper approach. The evaluation is
normally measured in terms of accuracy, specificity and
sensitivity.

The structure of the paper is explained as follows: Gen-
eral algorithm of SI and SI optimizers that are frequently
used in microarray’s feature selection process, such as Par-
ticle Swarm Optimization and Artificial Bee Colony Opti-
mization is described in Sect. 2. Section 3 describes the
related works done by research community on feature
selection using swarm intelligence approach. Section 4 dis-
cusses the data source used by the works reviewed in the
paper. Finally, Sect. 5 concludes the paper.

2 SI Optimizers

The review presented in this paper is based on eleven works
published between 2010 and 2016. It is observed that PSO,
ACO and ABC are the popular choice of swarm intelligence
algorithms applied to microarray data. Figure 2 shows
summary of works reviewed according to the swarm intel-
ligence algorithm used. Based on the literature, PSO is the
most popular option with six works and this is followed by

Fig. 1 General procedure of microarray analysis
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three ABC based research, and one each for ACO and
Firefly Algorithm.

The SI algorithms follow similar framework (Fig. 3),
where the search for optimal solution is conducted by swarm
of agents. Each of the agents holds a candidate solution. The
search starts with random initialization of the agents
according to the problem. This is followed by evaluation of
the quality of the candidate solutions proposed by the agents.
The third step is the generation of new candidate solutions,
which differs from one algorithm to another. The generation
of new candidate solution follows the algorithms’ sources of
inspiration. For example, in PSO this step mimics the fish
schooling and bird flocking behaviour, while the bees
swarming behavior is mimicked in ABC, ants foraging is
mimicked in ACO and fireflies’ flash intensity attraction is
mimicked in firefly algorithm. The candidate solutions’
quality evaluation and generation of new candidate solutions
are repeated until stopping condition is met.

2.1 Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) was originally proposed
by James Kennedy and Russell Eberhart in 1995 [6]. PSO is
a population-based stochastic optimization technique
inspired by the social practices watched over animals for
example bird flocking and fish schooling. The term particle
was used to notate the PSO’s search agents [7]. It also refers
to population members which are mass-less and volume-less
or with an arbitrarily small mass or volume.

A particle, i, in the swarm searches for the solution in the
high-dimensional problem space using four vectors, its
current position, xi, which represents a solution, the parti-
cle’s best found position, pi, the best position found by its
neighbourhood from the start of the search, pg, and lastly its
velocity, vi. The velocity and position at kth iteration is
updated using the equations below:

vik ¼ vik�1 þ c1r1;k pik � xik�1

� �þ c2r2;k pgk � xik�1

� � ð1Þ

xik ¼ xik�1 þ vik ð2Þ
In Eq. (1), c1 and c2 represent cognitive and social

parameters, while r1 and r2 represent random numbers
between 0 and 1. PSO has been successfully applied in many

areas other than bioinformatics including industrial appli-
cations [8], electromagnetic [9] and power systems [10].

2.2 Artificial Bee Colony (ABC)

Karaboga and Basturk proposed Artificial Bee Colony
(ABC) in 2007 [11]. ABC is influenced by the collective
behaviour of honey bees to find food sources around the
hive. The colony of artificial bees in ABC algorithm contains
three groups of bees which are the employed bees, onlookers
and scouts.

Employed bees bring loads of nectar to the hive. The
employed bees share the information with onlooker bees
which stay in the hive. The scout bees search for new food
source in the surrounding area of hive. Once an onlooker bee
and scout bee select a food source they become employed.
The food source is chosen based on a probability value of
the following equation:

pi ¼ fiti
PN

n¼1 fitn
ð3Þ

where N represents number of food sources and fiti repre-
sents the fitness value of the solution. On the other hand, an
employed bee is turned into a scout or onlooker bee when
their food sources become empty. A new candidate of food
source is calculated by using:

x j
i ¼ x j

min þ randð0; 1Þ� ðx j
max � x j

minÞ ð4Þ

where x j
i represents the position of the food source and x j

max

and x j
min represents the lower bound and upper bound of the

j dimension respectively. The possible solution to a problem
under consideration is represented by the food source in
ABC algorithm in an iterative search process. In ABC
algorithm, exploration is done by scout bees whereas the
employed and onlooker bees are responsible for exploitation.

3 Feature Selection Using SI

In this section, the related works in feature selection is
reviewed. The related works reviewed here are grouped
according to the optimization algorithms used.

3.1 PSO Based

PSO has been used extensively within these five years as
referred to Fig. 2. This might due to the easy implementation
of PSO as it requires few parameters to adjust. The search is
decided by the speed of the particle. During the developmentFig. 3 Pseudo code of SI algorithm
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of several generations, only the most optimist particle can
transmit information onto the other particles [12]. Thus, with
this optimization ability, problem can be completed easily.

Particle Swarm Optimization (PSO) was used in [13] for
producing an optimized feature subset. The proposed
method is tested on four cancer datasets; leukemia, colon,
Diffuse Large B-Cell Lymphoma (DLBCL) and breast
cancer. The use of PSO during feature selection improves
the classification accuracy compared to without using PSO
with classification accuracy more than 80%. In [13], Support
Vector Machine (SVM) and K-Nearest Neighbourhood
(KNN) were used as the classifier.

PSO was also employed in [14]. In [14], PSO and
adaptive KNN technique are combined and used for classi-
fication of cancer subgroups. Even with least amount of
genes in the subset, the classification accuracy still can be
improved due to the fitness function of PSO that has been
formulated in this work. This is achieved by selecting the
optimized value of neighbours, k for KNN classifier.
A proper value of k would help the formation of suitable
numbers of neighbourhood to be explored. Thus, dataset can
be more accurately classified. Less number of genes are
appropriately formed by the proposed method from a
dimensionally large microarray gene expression data.
Results shows that it achieved high classification accuracy
on blind test samples.

Hamming distance is applied in [15] compared to normal
Euclidian distance measurement. Two different objects may
look-alike in an enormous feature space, therefore, the work
claimed that Euclidian distance might not be suitable for
high dimensional data. The important features subset was
selected by the velocity update of particle in binary PSO
framework (HDBPSO). In this work, the velocity is updated
by the adapted Hamming distance as a proximity measure.
The results are evaluated based on validity indices and
classification accuracies. Binary data were used in the pro-
posed method for the comparison with GA and
multi-objective GA. The results shows HDBPSO performs
excellently as compared to others.

In [16], a multi-objective Binary Particle Swarm Opti-
mization (BPSO) algorithms is introduced for feature
selection from high dimensional gene expression data.
Dimensionality reduction took place at the first stage by
which normalization, discretization and conversion of data
to binary distinction table occurred. Then, the selection of
feature subset occurred at the second stage done by BPSO.
Standard classifiers SVM and KNN were used to validate
the selected feature subset in terms of classification
accuracy.

An integration of PSO searching algorithm and C4.5
decision tree classifiers called PSODT was introduced in

[17]. The important genes were identified using PSO algo-
rithm and the fitness of the selection is evaluated using C4.5.
The results shows high classification accuracy with PSODT
compared to stand alone C4.5 classifier.

A Hybrid Particle Genetic Swarm Optimization (PGSO)
is proposed in [18] to optimize the selected features to effi-
ciently classify either normal or early or different stages of
ovarian cancer. The basic framework of this proposed work
is PSO. However, to improve the PSO performance, Genetic
Algorithm (GA) is used as a local optimizer at each iteration.
Operation such as selection, crossover and mutation are
applied to the initial created particles. The results show an
accuracy of 98% with two datasets when using multiclass
SVM classifier compared to ANN, 95% and Naïve Bayes,
93%.

3.2 ABC Based

Artificial Bee Colony algorithm was chosen for gene
selection problems in several works. Its popularity is also
contributed by its few parameters compared to other opti-
mization algorithms. Both global and local search can be
conducted by ABC. Hence, the probability of finding the
optimal is significantly increased. In [19], ABC algorithm
was used to find a subset of genes which is then used to train
different Artificial Neural Network (ANN); Multilayer Per-
ceptron (MLP), Radial Basis Function Neural Network
(RBF) and SVM.

A hybrid algorithm called Genetic Bee Colony
(GBC) algorithm is introduced in [20]. GBC integrates the
ABC algorithm and Genetic Algorithm (GA). In this pro-
posed method, the replacement rate is increased to improve
the movement speed. This is done by increasing the number
of scout bee from one to two. A mutation operator from GA
is also adopted to upgrade the exploitation process of the
algorithm. This GBC selection approach is combined with
SVM as the classifier. The proposed method shows efficient
results in terms of classification accuracy.

Minimum Redundancy Maximum Relevance (mRMR)
approach combined with ABC algorithm (mRMR-ABC) is
introduced in [21]. mRMR which can be used for continuous
and discrete datasets is implemented to measure the rele-
vancy and redundancy of features. This technique can
determine the promising features of the gene and facilitate
the classifier to be trained accurately. The classification
accuracy of SVM classifier will determine the fitness value
of the ABC algorithm implemented in this work. The
algorithm changes its solution to the new solution when the
new fitness value is better than the old fitness values,
otherwise it stays in its solution.

156 N. Ahmad Zamri et al.



3.3 ACO Based

ACO is originally developed to solve discrete combinatorial
optimization problems such as the travelling salesman

problem (TSP). Many of bioinformatics problems like the
sequence alignment, gene mapping and feature selection of
the gene in microarray data are similar to TSP. This makes
ACO suitable for optimization of bioinformatics problems.

Table 1 Data source and accuracy using SI algorithms

Technique Classifier Dataset/accuracy (%) Type of cancer
class
(binary/multiclass)

Source
of data

PSO [13] SVM DLBCL (100) Multiclass [26]

Leukemia (100) Multiclass

Breast cancer (100) Binary

Colon (97.50) Binary

PSO [17] Decision tree 11_Tumors (97.82) Multiclass [27]

14_Tumors (74.60) Multiclass

9_Tumors (74.00) Multiclass

Brain_Tumor1 (57.03) Multiclass

Brain_Tumor2 (86.06) Multiclass

Leukemia2 (100) Multiclass

SRBCT (92.94) Multiclass

DLBCL (92.55) Multiclass

5Prostate_Tumor (94.31) Binary

Lung cancer (100) Binary

PSO [14] KNN SRBCT (100) Multiclass [28]

MLL (100) Multiclass

ALL_AML (97.0588) Binary

PSO and GA
[18]

SVM Ovarian cancer (98) Multiclass [29]

Multi-objective
PSO [16]

KNN, Bayes family
function based classifiers
and tree based classifiers

Leukemia (>90) Multiclass [30]

Lymphoma (>90) Multiclass [31]

Colon (>90) Multiclass [32]

Binary PSO
with haming
distance [15]

KNN Leukemia (100) Multiclass [30]

Lymphoma (100) Multiclass [31]

Colon (100) Multiclass [32]

ABC and GA
[20]

SVM Lymphoma (98.48) Multiclass [27]

Leukemia2 (95.83) Multiclass

SRBCT (96.38) Multiclass

Leukemia1 (96.43) Binary

Colon (95.64) Binary

Lung (99.50) Binary

ABC and
mRMR [21]

SVM Lymphoma (96.96) Multiclass [27]

Leukemia2 (96.12) Multiclass

SRBCT (96.30) Multiclass

Leukemia1 (95.83) Binary

Colon (94.17) Binary

Lung (98.95) Binary

(continued)

Review on the Usage of Swarm Intelligence in Gene Expression Data 157



A hybrid Ant Bee Algorithm (ABA) which combines Ant
Colony Optimization (ACO) with Artificial Bee Colony
(ABC) algorithm in fuzzy expert system for encoding the
solution variables using a modified form of representation
was introduced in [22]. The optimal rule set of the combi-
natorial optimization is formed by the implementation of
ACO in proposed work. The representation of the mem-
bership function as continuous number is done by ABC. The
capability of the method is determined using several gene
expression data sets which include rheumatoid arthritis
versus controls (RAC) and rheumatoid arthritis versus
osteoarthritis (RAOA), leukemia, type 2 diabetes, lymphoma
and colon cancer. Receiver Operating Characteristic
(ROC) analysis have been done to every datasets in the
proposed work. The value of area under ROC curve is used
to compare the performance of proposed ABA with other
algorithm. ABA is reported to have the best value when
compared to BCGA, RCGA, PSO and GA.

3.4 Firefly Algorithm Based

Firefly algorithm has the advantage of high convergence rate
and robustness [23]. In [24], a multi objective firefly algo-
rithm technique for multiclass gene selection is introduced.
The method optimizes the multiple fire flies in the multiclass
type of microarray datasets to select the genes. This tech-
nique is compared with existing gene selection methods and
the outcomes shows that this technique achieves high clas-
sification accuracy with less complexity than the existing
methods.

4 Microarray Data

This section is devoted to the details of microarray data that
are present in the literatures. Gene expression data can either
be unlabeled, fully labeled or partially labeled. Data that are
marked with some meaningful labels or classes is the labeled
data. Unlabeled data on the other hand contain the features
without the presence of labels with any explanation or
information.

The selection of feature subset that make used of labeled
data is called supervised feature selection. Unlabeled data
are used in unsupervised feature selection and semi super-
vised used the semi labeled data. In this review paper,
supervised feature selection is mainly involved. A labeled
microarray data can be classified into two types of the
dataset which are binary and multiclass. Binary data nor-
mally consists of normal and malignant tissues which have
been used to separate healthy patients form cancer patients.
On the other hand, multiclass data is used to distinguish
different type of tumors [25] in which the classification task
becomes more complicated. The works reviewed in the
previous section are employed for both types of data. The
type and source of data that have been used in the literatures
are illustrated in Table 1. Majority of the microarray data are
publicly available for the research community.

Based on Table 1, there are few works done with the
same benchmark dataset. The works in [15] and [16] utilized
different techniques on feature selection and classification of
the same dataset. Two different objects may look-alike in an
enormous feature space, therefore, [15] claimed that
Euclidian distance might not be suitable for high

Table 1 (continued)

Technique Classifier Dataset/accuracy (%) Type of cancer
class
(binary/multiclass)

Source
of data

ABC [19] ANN ALL_AML (91.9) Binary [33]

DLBCL-NIH (59) Binary [34]

Breast cancer (62.1) Binary [35,
36]

Prostate tumor (86.9) Binary [37]

ACO and ABC
[22]

Fuzzy ALL_AML (98.7) Binary [33]

Colon (99.5) Binary [38]

Lymphoma (98.5) Binary [39]

Firefly
Algorithm [24]

NA National Cancer Institute (NCI) dataset—leukemia,
melanoma, lung, colon, central nervous system,
ovarian, renal, breast and prostate cancers (NA)

Multiclass [40]

Lung dataset (NA) Binary
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dimensional data. Therefore, [15] proves that implementa-
tion of the Hamming distance in feature selection managed
to increase the accuracy when compared to normal Eucli-
dean distance done in [16].

There are three works [17, 20] and [21] that used the
same dataset [27] in which [20] and [21] are from the same
author but with different techniques. Based on Table 1, the
average accuracy for all the dataset used in [20, 21] achieved
more than 90%. There is only slight difference of accuracy
between the two techniques. PSO is applied in [17] with
more dataset compared to [20, 21]. The work done in [17]
also managed to classify the dataset to more than 90%
accuracy except for Brain_Tumor1 which only managed to
get 57.03% accuracy.

5 Conclusion

Classifying cancer using microarray’s gene expression data
is challenging because microarray has a high dimensional
data and low sample dataset. Hence, many techniques have
been suggested to address this problem. The ability of swarm
intelligence algorithms to eliminate irrelevant genes and
identify the informative genes has become a major interest
among researchers. In this paper, usage of PSO, ABC, ACO
and Firefly swarm intelligence algorithms in DNA
microarray data analysis is reviewed. Based on the related
works on feature selection, the optimization algorithms
managed to improve the accuracy of classification algo-
rithms with minimum number of selected genes for binary
and multiclass type of microarray data.
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Support Vector Machine Classification of EEG
Nonlinear Features for Primary Insomnia
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Abstract
Primary insomnia is a term used to describe a subtype of insomnia that constitutes the
disorder itself and is not a consequent to any other psychiatric or sleep disorder. Hitherto,
there is no clear objective markers from Polysomnography (PSG) signal to characterize
insomnia. Although linear methods like spectral analysis of EEG frequency bands have
been used to detect physiological arousal in patients with insomnia, these methods may not
be sufficient enough to extract valuable information and detect abnormalities in the signals.
The EEG signal itself originate from a complex neuronal activity in the brain, therefore the
use of nonlinear measures may show some hidden information that could better explain the
activation of this hyperarousal. The aim of the present study is to classify the primary
insomnia patient from the healthy based on the supervised learning machine technique of
SVM and the usage of nonlinear features of EEG signal. The classification result by using
SVM achieved an overall of 83% of accuracy, 85 and 80% of sensitivity and specificity
respectively.

Keywords
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1 Introduction

Primary insomnia is a term used to describe a subtype of
insomnia that constitutes the disorder itself and is not a
consequent to any other psychiatric or sleep disorder. In
contrast, a secondary insomnia is known as comorbid
insomnia, which is usually associated with new episodes of
depression. Hitherto, there is no clear objective markers
from Polysomnography (PSG) signal to characterize
insomnia. PSG studies on insomnia patients generally show

abnormalities, such as prolonged latency to sleep onset,
frequent arousals, and reduced amounts of total sleep [1].

Functional neuroimaging studies have reported a similar
findings that insomnia patients have shown higher whole
brain metabolism which failed to decline in activity from
wake to sleep and resulted in greater Non-Rapid Eye
Movement (NREM) sleep [2]. EEG studies of linear spectral
analysis have focused in the high frequency range of 16–
50 Hz during NREM sleep. Increased beta activity and
reduced delta activity have been observed in primary
insomnia [3, 4]. The finding from all these studies suggests
that symptoms of heightened physiological and cognitive
arousal (hyperarousal) are common characteristics that could
differentiate insomnia from healthy. In recent years, various
methods have been applied to extract different features in the
sleep EEG to characterize different pathological conditions.
Although linear methods like spectral analysis of EEG fre-
quency bands have been used to detect physiological arousal
in patients with insomnia, these methods may not be
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sufficient enough to extract valuable information and detect
abnormalities in the signals. The EEG signal itself originate
from a complex neuronal activity in the brain, therefore the
use of nonlinear measures may show some hidden infor-
mation that could better explain the activation of this
hyperarousal.

A nonlinear technique like Largest Lyapunov Exponent
has shown a better prediction of epileptic seizure [5]. In
another study of epilepsy EEG signal, four entropy features
namely Approximate Entropy, Sample Entropy, Phase
Entropy 1 and 2 were fed to several classifier for an auto-
matic detection of epilepsy and has reached a high overall
accuracy [6]. Furthermore, the use of EEG nonlinear features
such as Detrended Fluctuation Analysis, Lyapunov Expo-
nent, Higuchi Fractal and Correlation Dimension have
increased overall classifier accuracy when compared to a
linear power bands features to discriminate depressed
patients from the healthy [7]. The application of nonlinear
features for an automatic sleep stages scoring have also been
reported in several studies [8, 9]. From the reported results,
the nonlinear features can characterize and distinguish dif-
ferent sleep stages and was very suitable to be used as an
input for an automatic sleep staging. Despite that, there are
still very limited studies of nonlinear features for an auto-
matic detection of insomnia. In [10], we have combined
linear and nonlinear features from EEG and ECG signal, but
the overall classification accuracy from neural network still
low. Therefore, the aims of the present study is to classify
the primary insomnia patient from the healthy based on the
supervised learning machine technique of SVM and the
usage of nonlinear features of EEG signal.

2 Method

2.1 Sleep Data

The PSG data were collected from ten healthy subjects and
ten patients diagnosed for primary insomnia at Charité
University (Berlin, Germany). The sleep stages N1, N2, N3
and REM were scored from a 30 s epoch. In the present
study, EEG channel of C3–A2 with a sampling frequency of
200 Hz was used to extract the nonlinear measures. The
mean and standard deviation for age and sleep parameters
are summarized in Table 1.

2.2 Nonlinear Feature Extraction

2.2.1 Largest Lyapunov Exponent (LLE)
LLE is a quantitative measure of chaotic data that highly
depends and sensitive to its initial condition [11]. The EEG

signal is reconstructed in the phase space where two nearest
neighboring points at time t and time 0 has distance of dxiðtÞ
and dxið0Þ respectively. The LLE is an average rate of
divergence or convergence of these two points as described
by Eq. (1). A positive value of LLE indicates an existence of
chaos in the signal.

ki ¼ lim
t!1

1
t
log2

dxiðtÞk k
dxið0Þk k ð1Þ

2.2.2 Detrended Fluctuation Analysis (DFA)
DFA is a method to determine an existence of long range
correlation in a non-stationary time series [12, 13]. For
uncorrelated signal or white noise, the value of a = 0.5. The
values of 0.5 < a � 1 shows long-range correlation. The
computational of DFA involves several steps as following:

1. The time series is integrated as

yðkÞ ¼
Xk
i¼1

xðiÞ � xave½ � ð2Þ

2. The integrated signal is divided equally to boxes of
length, N

3. Apply a least-square line to fit each segment and denote
the straight line as

ynðkÞ ð3Þ

4. Detrend the time series with subtracting the local trend as

zðkÞ ¼
Xk
i¼1

yðkÞ � ynðkÞ½ � ð4Þ

Table 1 Subject age and sleep parameters

Healthy Primary insomnia

Age (years) 36.1 ± 13.46 35 ± 11.67

Total sleep time (min) 393.95 ± 31.15 372.30 ± 58.56

Sleep efficiency (%) 84.73 ± 7.86 77.24 ± 12.98

Stage wake (min) 67.75 ± 46.89 112.60 ± 69.34

Stage N1 (min) 72.36 ± 40.52 57.65 ± 19.65

Stage N2 (min) 46.65 ± 25.21 185.90 ± 36.77

Stage N3 (min) 210.75 ± 37.21 88.95 ± 44.84

Stage REM 68.80 ± 21.52 39.80 ± 22.20

Sleep latency (min) 15.53 ± 18.44 26.50 ± 25.39

REM latency (min) 115.28 ± 66.64 102.35 ± 45.92
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5. Calculate the root mean square of z(k) as

FðnÞ ¼
ffiffiffiffi
1
N

r XN
k¼1

zðkÞ ð5Þ

6. Repeat all step for all time scales
7. Plot log F(n) versus log (n) to get the scaling exponent a,

the slope of the log graph.

2.2.3 Sample Entropy (SampEnt)
SampEn is a regularity measure of signal where a lower
value of SampEn indicates the time series is more
self-similarity. This method is introduced in [14, 15] to
overcome the shortcomings of calculation Approximate
Entropy. The main advantage of SampEn is it does not count
self- matches. Secondly, it is independence of record length
which means it does not require a long data records. The
SampEn is a calculation of negative natural logarithm con-
ditional probability of two time series sequence with length,
N for m dimension is remain similar within tolerance r. The
tolerance r is set to 0.2 in our experiment as represented by
Eq. (6).

SampEn ðm,r,NÞ ¼ ln
AðmÞ

Bðm� 1Þ
� �

ð6Þ

2.3 Supervised Learning Technique

2.3.1 Support Vector Machine (SVM)
SVM is a simple data classification technique which pro-
duces a model based on training data and further predicts the
class values of the tested data. Firstly, the nonlinear features
were scaled to [0, 1] and labeled as (xi, yi), i = 1,…, k where

xi 2Rn and yi 2 1;�1f gk. The training vectors xi are mapped
into a higher dimensional space by function / and SVM will
search a linear separating hyperplane with the maximal
margin [16]. The Radial Basis Kernel (RBF) was chosen as
our problem is non-linear by nature. Several values of RBF
parameters were tested heuristically and found that C = 10
and c = 0.01 was the optimized values for our study. The
SVMTorch II was used for the implementation of supervised
learning technique. For each nonlinear feature, there are
7500 samples which were divided into half for training
(3750 samples) and another half for testing. In this two-class
problem, the healthy and the patient group were coded as
digit 0 and 1 respectively.

2.3.2 Classification Performance Evaluation
The performance of SVM was evaluated by measuring its
sensitivity, specificity and accuracy which are defined as
following:

Sensitivity =
TP

TPþFN
ð7Þ

Specificity ¼ TN

TN þFP
ð8Þ

Accuracy ¼ TNþ TP

TPþ TNþFPþFN
ð9Þ

where TP and TN represent the total number of True Posi-
tive and True Negative respectively. In addition, FP and FN
are the total number of False Positive and False Negative
counted during the classification [17].

3 Result and Discussion

We randomly used 50% of the nonlinear features data as
training set and the remaining as testing set. The result from
testing set we obtained from SVM classifier was summarized
in Table 2.

A comparison of our result with other classification sys-
tems given in the literature is very difficult due to limited
reported study on automatic detection of insomnia. But it can
be seen from our study, a simple automatic detection by
using three nonlinear features extracted from sleep EEG
signal with SVM could achieved an overall of 83% of
accuracy and 85 and 80% of sensitivity and specificity
respectively. In [18], a linear feature based on a singular
spectrum analysis (SSA) was extracted from sleep EEG of
secondary type of insomnia patients. The feature was further
classified into patient and control groups by using an artifi-
cial neural network with classification accuracy of 98%. In
another study, the sleep onset period of normal and insom-
niac was characterized by the EEG frequency bands and
linear discriminant analysis with 75% accuracy. Although
both studies we referred have shown good performance on
the automatic classification of insomnia, there are two key
differences need to be highlighted. Firstly, both studies have

Table 2 SVM performance measures

Measures Percentage

Sensitivity 85

Specificity 80

Accuracy 83

Support Vector Machine Classification of EEG Nonlinear … 163



extracted a linear feature from spectral analysis of sleep
EEG. The sleep EEG which exhibits a complex physiolog-
ical activity is better described as non-stationary, noisy and
chaotic signal [11]. Therefore, a nonlinear approach is far
more superior to linear method. In our work, non-linear
analysis was implemented to overcome the aforementioned
limitation of linear methods. Secondly, in this study we
analyzed EEG of primary insomnia patients which a subtype
of insomnia that constitutes the disorder itself. In contrast,
[18, 19] used EEG of secondary insomnia patients that is a
sleeping disorder associated with psychological, psychiatric
or medical problems.

4 Conclusion

In this study, we extracted non-linear features from a single
channel sleep EEG signal of healthy and primary insomnia
patients. We further implemented SVM for classification of
primary insomnia and healthy by utilizing LLE, DFA and
SampEn as an input to our classifier. Although the overall
classification result we obtained still low, this study has
successfully shown that a combination of three nonlinear
features and SVM potentially can be used to develop an
automatic detection system of primary insomnia.
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Prospects of Low-Cost Photometers
for Colorimetric Serum Iron Concentration
Determination

Arthur Foo Yen Tan, Noor Azrina Talik, Boon Kar Yap,
and Prajindra Sankar Krishnan

Abstract
Iron is an essential element in the body that could cause harm to the body if there is
deficiency or overload. Iron deficiency is a widespread nutritional disorder that affects the
lives of a huge amount of people in the world and could lead to anemia if left untreated.
Meanwhile, iron overload could lead to liver, heart problems or even death. Iron status is
commonly diagnosed using sophisticated instruments, which are bulky and expensive. The
need for a low-cost and portable iron body reader arises, as there are no such commercially
available devices for this specific purpose. The serum iron concentration can be measured
via colorimetric method using photometers. The colorimeter is commonly used to correlate
the light absorbance and the concentration. This paper reviews the published works on
developments of low-cost photometers. The possibility of developing a low-cost and
portable colorimeter, specifically for measurement of serum iron was discussed.

Keywords
Serum � Iron � Colorimeter � Low-cost � Portable

1 Introduction

Iron is a transition metal, which is very important to the
human body. While only in trace amount, it is vital for the
fundamental biological functions including oxygen transport
and cellular proliferation [1, 2]. It is also an important
component of the hemoglobin which in turn forms erythro-
cytes, cytochromes and many enzymes [2, 3]. An adult body
usually has around 3–4 g of iron, at which two thirds are for
the formation of erythrocytes and recycled iron from the
destruction of mature erythrocytes [2]. From that amount,
only 1–2 g of iron can be absorbed each day by the
intestines and circulated in the blood plasma by binding with

the transferrin [3]. Excess iron is stored as ferritin, primarily
in the liver, bone marrow and spleen [1].

According to the World Health Organization (WHO), iron
deficiency is a global nutritional disorder affecting around 2
billion people, more commonly on infants, toddlers, women
of childbearing age as well as pregnant and lactating women
[1, 4, 5]. Iron deficiency refers to the reduction of iron stores
in the body and is often associated with anemia because if left
untreated, could lead to iron deficiency anemia (IDA) [4, 6].
The most common cause of iron deficiency is insufficient
dietary iron and blood loss [1]. Iron deficiency can be treated
and prevented by increasing intake of food rich with dietary
iron. Iron supplements and iron fortification are among other
common methods of treating iron deficiency. However, iron
medication comes with side effects like epigastric discomfort,
nausea, diarrhea as well as constipation if taken irregularly or
at higher dosage [7].

Iron overload refers to the accumulation of iron that
exceeds the body iron capacity such that it becomes toxic to
the body [2, 8]. Since the body does not have an active iron
excretion mechanism, absorption of more than 1–2 g of iron
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will cause iron overload leading to liver and heart failures.
The accumulation of iron could be a result of bone marrow
failures and of repeated transfusions in patients with anemia
from genetic disorders such as thalassemia, sickle cell dis-
ease (SCD), and Diamond Blackfan syndrome [2].

Although iron is an important element for the body biolog-
ical functions, iron deficiency or overload could potentially pose
a serious health threat. Therefore, the need for iron body
detection becomes ever important to control the issue of iron
deficiency and iron overload [8]. Currently, there are no specific
instruments to detect iron status in the body. Sophisticated
instruments such as red cell analyzer and biochemistry auto-
analyzer used to diagnose iron deficiency anemia are bulky and
expensive. The development of a low-cost and portable iron
reader has the potential to reduce and eliminate iron deficiency
anemia in rural areas and even in developing countries [9].
Thus, this paper is intended to review previous selected works
on low-cost photometers together with a prospect in developing
low-cost colorimeter to measure body iron-level.

2 Light Absorption Spectroscopy Designs

Talik et al. [8] reported that colorimetric analysis using pho-
tometer could potentially be used as a low-cost iron body
reader. The colorimeter is an example of a device used for
colorimetry. The colorimeter is also known as the filter pho-
tometer where the filter is a monochromator [10]. It is com-
monly used to determine the absorption of a monochromatic
light by a specific colored solution. Recently, many researchers
have adopted colored LEDs as the light source as its
mono-colored nature eliminated the need for a monochromator
or a wavelength selective filter [11] (Fig. 1).

Light absorbance of a solution is described by
Beer-Lambert law. Beer-Lambert law states that the absor-
bance of light is proportional to the concentration of the
solution [11]. It forms the working basis of many light
absorbance measurement devices.

A ¼ � log
I

Io
¼ ecl ð1Þ

The equation above is based on Beer-Lambert law. It
states that the absorbance, A, is directly proportional to the
molar absorptivity constant, e, path length of the sample, l,

and the concentration of the compound. I is denoted as the
transmitted light intensity and Io is the incident light inten-
sity [11].

As an alternative for the commercialized expensive spec-
trophotometer, various works in developing low-cost col-
orimeters have been demonstrated [11, 13–15]. Colorimeters
and spectrophotometers are normally used for colorimetric
analysis. Table 1 shows a comparison of these two instru-
ments, where the main difference is the spectral coverage.

2.1 Microcontroller Based Colorimetric
Devices

Modern colorimetric devices normally use microcontrollers to
simplify the measurement and control processes [11, 18–20].

2.1.1 Microcontroller-Based Colorimeter
Using RGB LED

Suzuki et al. [19] developed a simple and portable col-
orimeter for on-site determination of nitrite and iron in river
water. This dry-cell powered colorimeter utilizes an
RGB LED as its light source and was driven by
current-regulated diodes at each emitter to ensure optimum
emission strength. Two photodiodes are used as the pho-
todetector. One photodiode was used to detect the light
transmitted through the sample and another was used for the
correction of fluctuating emission strength. From the photo-
diodes, output signals were conditioned by operational
amplifiers before passing through an analog to digital con-
verter. The digital signal is then fed into the embedded con-
troller for absorbance calculation and displayed onto an LCD.

The colorimeter was first tested on color dye before being
used in the field. As a comparative study, the results of this
colorimeter are compared with a conventional double beam
spectrophotometer and a Flame Atomic Absorption Spec-
trometer (FAAS). When compared with the conventional
spectrophotometer, the results of have smaller slopes and
narrower linear range. This was because the wide spectral
bandwidth of the RGB LED along with a large effect of stray
light. However, it is deemed acceptable for field applica-
tions. The results for the determination of nitrogen as nitrite
and determination of iron in river water samples also cor-
relates well with the spectrophotometer and the FAAS.

1-light source 2-collimating lens 3-monochromator 4-slit 5-sample cell 6-photoelectric cell 7-galvanometer

Fig. 1 Structure of a
colorimeter. Sourced from [12]
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Kittipannyangam et al. [20] developed a battery-powered
low-cost light absorbance measurement device that utilized
an RGB LED as a replacement for the monochromator to
reduce space. A phototransistor was chosen over the pho-
todiode and the LDR due to the higher coefficient of deter-
mination. The phototransistor is connected to a PIC16F877A
microcontroller, which acts as a calculator that displays the
light absorbance reading on an LCD display. Data could also
be transmitted to a computer via the serial port. The device
costs 2300 JPY, which is approximately 21 USD or 88.33
MYR. There is also an Xbee communication interface.

The device works by measuring the light absorbance of
identical colored solutions. The results of the measurement
device were compared with that of a commercial spec-
trophotometer to determine its accuracy. The results showed
that light absorbance of the red and blue colored solution
correlated well with the results of the commercial spec-
trophotometer. However, the light absorbance of the green
solution is slightly inaccurate. This issue is because the
colored light and the photodetector did not match. Yet, the
device managed to produce a coefficient of determination of
less than 1% for all tests, which makes it suitable to replace
the commercial spectrophotometer for education purposes.
This device is not suitable for applications that require more
details as the RGB LED is not able to identify its wavelength
when the colors are mixed.

2.1.2 The SLIM Spectrometer
Cantrell et al. [18] developed the SLIM spectrometer that
was evaluated using thionine as an analyte in a flow cell
configuration. The measurement results were compared with
that of a commercial spectrometer. SLIM stands for Simple,
Low-power, Inexpensive and Microcontroller-based. The
function of the SLIM spectrometer is to measure the light
intensity across a sample. The SLIM spectrometer was not
tailored for a specific analytical determination.

This battery-powered spectrometer design involves three
different colored LEDs, namely red, blue and yellow-orange

that covers a large portion of the visible spectrum.
A PIC16F84 microcontroller acts as the brain of this spec-
trometer. The photodetector is a light to frequency converter,
which measures light intensity as frequency output. It is fed
as an input to the microcontroller, hence eliminating the
need for a separate analog to digital converter circuit, which
was absent in the PIC16 microcontroller. A serial time clock
and a 128 kb EEPROM were used as a timekeeping device
and a memory storage device for data logging, respectively.

This spectrometer was not configured to calculate
absorbance. The data transmitted by the photodetector are
simply pulses that are linearly related to the light intensity.
Associated noise by room light fluctuations was removed by
wrapping the spectrometer in black felt.

The SLIM spectrometer has some weaknesses. It is prone
to noises because it is not light-tight. The noises can be seen
in the dark signal level and low-level fluctuations in the
ambient light signals. It also suffered nonlinearity in the
results due to the polychromatic nature of the LEDs, which
leads to inaccurate absorbance measurements.

However, the SLIM spectrometer does have its strengths.
Its versatility allows it to be used in a variety of applications,
such as replacing a commercial spectrometer in monitoring
the redox state of an immobilized redox indicator, control-
ling a miniature pumping system and for teaching in schools.
Being battery-powered and compact in size allows it to be
portable. Most importantly, the total cost is only $25, ren-
dering the choice very affordable.

2.1.3 Open Source Colorimeter and Photometer
To date, an open-source microcontroller for system control
and data processing gained many attentions considering the
cost and circuit simplicity. Arduino, is one of the examples
for open source microcontroller used in developing low-cost
instrument, costing under $50.

Yang et al. [21] used Arduino to develop two-channel
photometer to measure pH of seawater. Their project
demonstrated accuracy up to 0.01 unit pH. Grinias et al. [22]

Table 1 Comparison between colorimeter and spectrophotometer [16, 17]

Colorimeter Spectrophotometer

Light source Use a monochromatic light source which is obtained either by
using a full spectrum light source and color filter, or a narrow
spectrum light emitting diode (LED)

Use a full spectrum light source and diffraction grating or
prism system to deliver monochromatic light over a range
of wavelengths

Light
detection

Generally use photodiodes Use spectrometers

Light
measurement
method

Light transmittance and absorbance of colors of specific
wavelength of a sample

Light transmittance and absorbance as a function of
wavelength

Spectrum
coverage

Visible spectrum Ultraviolet, visible and infrared spectrum

Wavelength Fixed Variable
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used Arduino as a data acquisition device together with
Python open-source software for chemical instrumentation
education. Arduino was chosen, as it does not require any
commercial license and is compatible with any PC or Mac
computers.

Anzalone et al. [14] demonstrated the use of open sourced
hardware and software to design and develop a colorimeter.
The circuit components consist of an Arduino board, an
LED with a peak emission of 606 nm and a light to fre-
quency converter. The colorimeter case was 3D printed and
the total cost was approximately 50 USD [14]. This col-
orimeter was designed to measure the chemical oxygen
demand (COD). The method used requires a light source
with a peak emission around 606 nm. Results yielded were
compared with that from a commercial colorimeter. The
open source colorimeter produced higher standard deviation
but still within the acceptable range. The absorbance is also
skewed lower than the commercial colorimeter because the
LED has a peak emission of 620 nm, which is further than
the required wavelength of 606 nm.

Further improvements could be made to this design to
make it portable by using batteries or solar power. Other
improvements include adding compartments for simultane-
ous testing and wireless capabilities.

2.2 Dual-Channel Colorimetric Devices

Most of the low-cost colorimeter use single-channel scheme
for simplicity. There are also few works demonstrated using
two-channels schemes in order to improve the sensitivity of
the device and to eliminate errors [11, 15].

Jones et al. [15] used two different light sources to pair
with one photovoltaic cell as photodetector and disposable
polystyrene as sample containers. This colorimeter was used
to test cobalt chloride solution with different concentration.
A bridge circuit was constructed for the detection circuit and
potentiometer was used to balance the bridge circuit. The
absorbance of the samples was then compared with the blank
sample.

Other than that, Bhadane et al. [11] demonstrated
two-channel colorimeter based on a microcontroller devel-
oped using red, green or blue LEDs as light source. Colored
LEDs produce monochromatic wavelengths and are able to
replace the monochromator or the wavelength selective filter
used by traditional colorimeters. The light was measured
using a photodiode, which produced electric current pro-
portional to the light intensity. The current then passes
through a transimpedence amplifier to be converted into
voltage before entering the input of the PIC18F4550
microcontroller. The output of the microcontroller was dis-
played on the 16 � 2 LCD display. It is powered by a DC
18 V 5A supply.

The dual channel design provides error correction. The
error was due to the reagent absorbing light, which resulted
in device inaccuracy. The design eliminated error by relating
the sample solution with the non-absorbing reference solu-
tion. The concentration measurement of an unknown solu-
tion was carried out by using a calibration curve. The
calibration curve was generated from the light absorption of
solutions with known concentrations.

The design successfully measured cobalt concentration in
a solution and is suitable to be used as a general-purpose
colorimeter for routine laboratory work. LED based col-
orimeters provide less informative light transmittance data
because it does not produce an absorbance output for all
wavelengths. Instead, the absorbance data is broken down
per wavelength. The cost of the colorimeter is approximately
$25.

2.3 Low-Cost Colorimeter for Serum Iron
Detection

Iron in serum can be measured using few techniques such as
Atomic Absorption Spectrophotometry, colorimetric as well
as potentiostatic coulometry [22–25]. In order to give a
definitive diagnosis for human body iron level, red cell
analyzer or biochemistry autoanalyzer are normally used.
However, these commercialized instruments are bulky and
expensive, hence limiting early stage diagnosis especially in
poor countries that have limited access to sophisticated
laboratory. Thus, portable and low-cost iron body reader is
urgently needed [8]. To the author’s best knowledge, not
many reports demonstrate significant development for this
specific diagnosis.

Sorouraddin et al. [13] developed a €2 colorimeter for
serum iron determination. The circuit comprised of an LED,
an LDR as a photodetector and two 1.5 V dry cells. The
components were enclosed in a cell, coated with black
masking tape. A digital multimeter was used to record the
resistance of the LDR, which varies according to the trans-
mitted light intensity.

Serum iron determination was carried out using two
methods, Ferrozine kit and Ferene kit. A green LED with a
spectral emission range of 520–605 nm was used to cover
the proposed wavelengths for both Ferrozine and Ferene
methods.

Results obtained by the colorimeter for both methods
were compared with an automated clinical chemistry ana-
lyzer. The concentration of serum iron obtained by the col-
orimeter correlates well with the automated analyzer.

This colorimeter design is not only very affordable at €2,
but it also requires smaller amount of samples for every test.
Hence, it is suitable to be used for serum iron determination.
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3 Conclusion and Prospects

Based on the review of published works, the design and
development of a low-cost, portable and accurate col-
orimeter for measuring serum iron is feasible. A microcon-
troller could be used to simplify the calculation process. By
connecting an LCD to the microcontroller, the design will be
suitable for on-site applications. This design could be
adapted to specifically be used for detection of serum iron by
matching the spectral emission of the light source with the
peak absorbance wavelength of the sample at 562 nm [26].
Applying a dual channel design provides more stable results
[11, 15]. The device should cost no more than $100 (*430
MYR). The absence of a specialized iron reader in the
market provides commercial opportunities. Further devel-
opment is required to close the technological gap.
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Decision Support for Parenteral Nutrition
Supplementation in ICU Using Model-Based
Glycemic Control Protocol

A. Abu-Samah, N. N. Razak, F. M. Suhaimi, U. K. Jamaluddin,
A. M. Ralib, M. B. Mat-Nor, and G. Chase

Abstract
Nutrition therapy is part of the standard care given to all critically ill patients. In general,
nutrition is administered as enteral nutrition (EN) and/or parenteral nutrition (PN). PN is
given if the patients have contraindications to EN or as supplement if daily energy
requirement cannot be achieved by EN alone. PN can be given as partial (dextrose solution
only) or complete (include all macro- and micro-nutrients). The mode of nutrition therapy is
influenced by several factors which include the need to maintain normoglycemia.
A simulation is done to find the appropriate time to introduce PN while the patients are
already on EN. In this context, a virtual study was conducted on 66 retrospectives critically
ill patients’ data using clinically validated insulin-nutrition model and Stochastic TARgeted
(STAR) protocol. The results suggested that this protocol benefited critically ill patients in
two-fold. This approach is not only useful in controlling per-patient normoglycemic level,
but also able to recognize the time for PN supplement when patients become hypoglycemic.
This serves as a potential decision support in the intensive care environment when
healthcare providers faced with the complexity of dynamics between good glycemic control
and optimized nutrition therapy.

Keywords
Nutrition decision support � Insulin � Parenteral nutrition � Enteral nutrition � Glycemic
control

1 Introduction

Adequate nutritional therapy in critically ill patients is highly
recommended to ensure optimum clinical outcomes. The
accumulative energy deficit in critically ill patients is com-
monly correlated with the duration of stay in the Intensive
Care Unit (ICU). This is associated with an increased inci-
dence of infectious complications and risk of death [1].
Critically ill patients are also exposed to stress induced
hyperglycemia which contributes further to higher rate of
mortality and morbidity. Insulin production which is crucial
in maintaining normoglycemia depends on the complex
interaction with nutrition therapy. Glucose coming from
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nutrition is a major stimulator of insulin release, however,
elevation of blood glucose occurs as the result of increased
hepatic glucose production and reduced glucose utilization
by peripheral tissues during stress of hospitalization [2, 3].
During acute illness, stress induced hyperglycemia can be
exacerbated by excessive nutrition in the presence of high
insulin resistance.

Current guideline recommends Enteral Nutrition (EN) as
the default way to provide the nutrients within ICUs [4]. EN
is the main solution to nutrition delivery for critically ill due
to several advantages including decreased mortality, infec-
tious morbidity and length of hospital care [5, 6]. It is
commonly administered via nasogastric tube or under certain
conditions, through percutaneous gastric cube. Standard
enteral formulas consist of carbohydrates, protein and lipids.
However, intolerance to EN may results in underfeeding and
the consequences of feeding inadequacy [1]. In patients with
high risk of malnutrition, Parenteral Nutrition (PN) is often
started in those who are contraindicated to EN or supple-
mented in cases where EN is unable to provide total energy
requirement. Improvements in nutrition formulation bring
the use of intravenous administration of PN into highlight
[7]. Ever since its introduction, medical healthcare providers
are subjected to more questions regarding its use over EN.
Controversial areas of recommendations include when is the
appropriate time to introduce PN [8, 9] and how to improve
glycemic control during PN [10]. To date, few prospective
randomized studies have addressed support decision
strategies of when to introduce PN after initial administration
of EN.

Decisions regarding nutritional therapy in the critically ill
is a complex subject, and even more when it is paired with
the glycemic control. The timing of parenteral nutrition
introduction in critically ill patients should also be consid-
ered as a potential strategy in reducing the risk of compli-
cations associated with stress induced hyperglycemia. The
aim of this paper is to provide analysis on the decision
support for introduction of PN in critically ill patients using
retrospective data from University Malaya Medical Centre
(UMMC).

2 Method

2.1 Clinical Data

Retrospective data of 66 critically ill patients (a cohort) from
an intensive care unit in UMMC are analyzed. Data from this
unit are collected to include patients who received nutrition
therapy and require insulin infusion for their glycemic
control during their stay in the ICU. Seven types of EN
formulas (Diben, Glucerna, Jevity, Nepro, Novasource,
Osmolite, and Peptamen) were used with with g/mL

carbohydrate values range between 0.086 and 0.185. All
patients who were included in this study received only
Enteral feeding, stayed in the ICU for more than 24 h and
had sufficient blood glucose measurement in an effort to
capture the patients dynamic in a virtual trial [11, 12].
Minimum hours of stay in this data is 64 h and minimum
BG measurement is 29. Our study is limited to patients with
functional gastrointestinal tract to look at the timing for
introduction to PN on per-patient basis.

2.2 Analysis Tools

Hyperglycemia is common in critical care, and tight control
provides the reduction in mortality [13]. A physiological
insulin-nutrition ICING model [14] which captures both
insulin and exogenous nutritional inputs regulation is
regarded as solution to model the dynamic between blood
glucose control, insulin and nutrition for the critically ill
patients in ICU. Using this model, clinical data from patients
are used in two stages, (1) Data fitting to generate per-patient
insulin sensitivity (SI) profiles and (2) Simulation using
generated SI profiles. The simulation is realized with an
established model-derived STAR protocol [15, 16], which
determines insulin and nutrition interventions in real time
based on identified patient specific SI, rather than strictly on
blood glucose levels and/or its changes.

Hence, insulin and nutrition are given in balance, based
on estimated response to the prior insulin and nutrition
intervention. This is enabled by the protocols explicit
knowledge of carbohydrate intake. The overall system
matches the nutrition and exogenous insulin given to the
body’s patient-specific ability to utilize them, thus avoiding
hyperglycemia. As a result, stability, and thus measurement
frequency are a function of a patient’s assessed insulin
sensitivity. Figure 1 illustrates the operation of this protocol.
The protocol is applied on the retrospective data from
66 patients for simulation. The BG target range of
STAR and for the paper analysis is benchmarked at
4.4–8.0 mmol/L [16].

2.3 Dataset Preparation

3 datasets from the patients are created, distinguished with
all patients receiving: (i) true clinical carbohydrate (g/mL)
values respectively per received EN feed, and all patient
receiving the same type of EN feed; (ii) with minimum
value, (Nepro with 0.0863 g/mL) and (iii) with maximum
value (Novasource with 0.185 g/mL). The datasets are first
used to identify patient-specific SI profile via ICING model
fitting function by applying iterative integral-based method
[17]. Based on the SI profile and baseline measurement of
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BG levels, nutrition and insulin doses, STAR protocol vir-
tual trial is simulated to generate hourly BG response of the
virtual patients and proposed feeds. The whole purpose of
the analysis is to see the sufficiency of chosen EN in con-
trolling the glycemic level in predefined target range while
proposing PN only when it is necessary.

3 Results and Discussions

Efficacy of the STAR protocol incorporating patient specific
SI profiles resulted in 48 patients across all dataset consis-
tently receiving the same proposition of EN and PN despite
the variation of EN values. Table 1 highlights the subset of
18 patients that have different proposed PN based on the
g/mL carbohydrate value of EN. A maximum of 2 PN
propositions per patient is detected between the 3 different
cases.

A proof of concept for these differences from patient
BUM022 simulated using true and max feed is presented in
Fig. 2a, b. True clinical nutrition that this patient had include
Osmolite (0.143 g/mL) and Peptamen (0.128 g/mL). The
figures display the different proposition of insulin and
nutrition feed, with highlight to PN bolus, 2 for the clinical
case and 1 using the carbohydrate g/mL value. It can be seen
that in both cases, PN is proposed upon sensing a drop to the

Fig. 1 Summary of STAR protocol operations. White boxes operations are integrated in the protocol’s algorithm while gray boxes operations
require actions by clinical actors

Table 1 Number of proposed PN bolus for patients according to
different trials

Patient code Number of proposed PN bolus(es)

True value
(clinical
data)

Maximum
value

Minimum
value

BUM002 – 2 –

BUM008 – 1 –

BUM009 1 – –

BUM012 5 3 3

BUM016 1 – –

BUM019 1 1 –

BUM021 1 1 –

BUM022 2 1 3

BUM024 1 4 –

BUM028 – 1 –

BUM036 – 1 –

BUM038 1 – –

BUM040 5 2 5

BUM042 1 1 –

BUM053 9 7 9

BUM055 2 2 1

BUM058 – 2 –

BUM063 1 1 –
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severe hypoglycemia limit ((BG < 2.2 mmol/L). Overall
analysis on 66 patients results confirms the same
observation.

The whole cohort simulation statistics using STAR pro-
tocol are summarized in Table 2. Overall, in the ‘true clin-
ical value’ case, the simulation shows the highest percentage
of BG level for the targeted band of 4.4–8.8 mmol/L, with
51.5%. This trial successfully limits hyperglycemia inci-
dences (BG > 10 mmol/L) below 17% and a maximum of
5% of the risk of light hypoglycemia (BG < 4.0 mmol/L)
[15, 18]. However it surprisingly records severe

hypoglycemia incidences to 7, corresponding to 0.14% of
the overall BG measurements.

In fact, American College of Chest Physician (ACCP)
guidelines are used in STAR protocol to determine the
patients’ daily caloric goal intake and EN is proposed
between 30 and 100% of this target [18, 19]. This higher
than standard dose enables a lower workload for medical
staffs in terms of length of treatment and number of inter-
vention [16]. Further analysis from our trial is done by
comparing the results with ‘min’ and ‘max’ cases. If only
limited to glycemic control performance, maximum feed

Fig. 2 Simulation’s proof of concept for patient BUM002. The red PN dextrose spikes are the PN boluses
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case seems to produce the overall better control results,
suggesting a revision on the chosen type of feed for certain
patients. As for the minimum case, the insulin median, 6.0
[3.0–8.0] U/h and BG mean, 7.82 mmol/L is highest. This is
in contrary to the belief that the lower the carbohydrate feed,
the lower the BG would be.

4 Conclusion

This paper demonstrates a potential use of insulin-nutrition
model-based STAR protocol as a decision support to decide
on PN supplementation over EN for critically ill patients
towards maintaining normoglycemia. It is complemented
with the proposition to consider a higher or lower nutrition
dose to have better results in glycemic control. Its advantage
is the personalized proposition of PN over EN as well as
insulin dose per-patient.

The results of this simulation of well-defined cohort of
critically ill patients are promising and could be validated in
a well-designed clinical trial. However, there are limitations
in this study. First, the protocol depends on the generation of
well fitted insulin sensitivity in real time which requires a
certain amount of initial BG, insulin and nutrition mea-
surements. Validation in the first and later part of the pro-
tocol’s performance needs to be done differently. Second,
the STAR protocol provides recommendation for a balance
between insulin and nutrition; however it does not ensure the

optimality. Third, the proposition is based on results of
glycemic control and insulin sensitivity. Furthermore, vari-
ous factors that are important in choosing PN over EN in the
same patient are not considered in the proposed trial. In
clinical practice, the approach is potentially useful in
assisting clinicians to adjust the doses of PN and EN when
both modes are utilized in malnourished patients. We are
looking for these potentials as our future perspectives.
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Investigation of Glucose-Insulin Model Efficacy
for Diabetes Patient in the ICU

Athirah Abdul Razak, Asma Abu-Samah, Normy N. Razak,
Nurhamim Ahamad, Fatanah M. Suhaimi, Ummu K. Jamaludin,
Azrina Md Ralib, and M. B. Mat-Nor

Abstract
This paper investigates the inter-relationship of blood glucose (BG) model fitting error
percentage for both diabetic and non-diabetic patient’s status with ICING glucose-insulin
model efficacy. Data were taken from 132 critically ill patients admitted in ICU of Hospital
Tunku Ampuan Afzan (HTAA), Kuantan, Malaysia. The BG fitting error results are
important to determine the efficacy and safety of chosen glucose-insulin model-based.
Analysis results of per-patient and by-cohort were used to suggest whether diabetes is an
influential factor for model BG fitting error efficacy. For diabetic per-patient and by-cohort,
median model fit error are 0.29 and 0.31% respectively Meanwhile, for non-diabetic
per-patient and by-cohort model fit error are 0.27 and 0.29% respectively. In conclusion,
results demonstrated no significant difference between diabetic and non-diabetic patient in
model fitting error. Thus, ICING model may be used to deliver real time model-based
insulin therapy whether patient is diabetic or non-diabetic.

Keywords
Fitting error � Diabetes � Model-Based � Malaysian patient � Blood glucose

1 Introduction

In the Intensive Care Unit (ICU), critically ill patients are
commonly diagnosed with stress induced hyperglycaemia
when their blood glucose (BG) is higher than 10 or

11.1 mmol/L [1]. This condition easily occurs even if patient
has no prior history of diabetes and it complicates when
patients are diabetic, leading to higher risk of other com-
plications and at worst, mortality. A move towards better
diabetes control management is crucial as the number of
critically ill patients in ICU keep rising yearly. Statistically
in 2014, 347 million people in the world have diabetes,
either of type 1 or type 2 [2]. The diabetic or non-diabetic
critically ill patients whose BG condition evolves regularly
provide challenge towards normal glycaemic control. Thus,
it is important to gain more understanding towards the dia-
betic factor while performing glycaemic control to improve
patient outcome.

Intensive Insulin Therapy (IIT) as the common BG con-
trol practice has been used extensively around the globe, but
optimality in maintaining normoglycaemic are still in ques-
tion for diabetic patients [3]. Glucose-insulin models used
for BG control like Minimal Model, Bergman model from
previous studies [4] have limitations in accuracy and
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physiological interpretation which only used single com-
partment of glucose and insulin kinetics [5]. In this paper, a
clinically validated model-based approach namely Intensive
Control Insulin Nutrition Glucose (ICING) that utilizes a
mathematical model of glucose-insulin system has been
adapted to analyse the concern above. This physiological
model has been used in several tight glycaemic control
protocols in New Zealand [6], Hungary [7] and latest in
Malaysia [6, 7], in the form of a pilot study. Model-based
insulin sensitivity (SI) is identified per-patient and by-cohort
by fitting blood glucose level with estimated endogenous
insulin secretion and nutrition using this model. However,
no works have reported on the performance of its fitting
error analysis with diabetic vs. non-diabetic status in
questions.

This paper presents the inter-relationship status between
diabetic patients fitting error analysis with the efficacy of
integrated model-based approach known as ICING. This
approach provides better estimation in glucose prediction
control when median model fitting error is lower or <1% [8,
9]. This paper analyzes the preliminary result of model BG
fit error for diabetic and non-diabetic patients before further
assessment simulation of BG management can be done. The
preliminary result percentage of BG model fit error is
assessed to assure better BG prediction in future simulation
output. Accuracy of model fitting is an important step to
evaluate the relationship between per-patient and by-cohort
diabetic patients BG and insulin sensitivity (SI) using
glucose-insulin model-based. The result of this step will
benefit in glycaemic control. Model fit analysis will not only
brings safety to the patient as it is done in virtual trial, and
prediction of insulin sensitivity captures hourly patients
varying metabolic rate, as real clinical data are used to do
this fitting analysis. This paper determines whether diabetic
patient status affects the analyzed result while using ICING
model. This analysis is an important step of clarification to
determine whether ICING model is clinically efficient for
real-time glycaemic control.

2 Methodology

210 retrospective data from Intensive Care Unit patients in
HTAA are extracted and 132 patients are selected and cat-
egorized equally as diabetic (66 patients) and non-diabetic
(66 patients), to be used for virtual fitting analysis. All
non-diabetic patients were diagnosed with critical illness,
either with sepsis, kidney failure or hypertension. These
patients were selected from the pool of patients who
underwent sliding scale protocol IIT from Hospital Tengku
Ampuan Afzan (HTAA). The data was obtained with ethics
(NMR-13-1592-18706) from Malaysian National Medical
Research, National Institute of Health and International

Islamic University Medical Research Ethics Committee
under a collaborative research between UNITEN,1 IIUM,2

UMP,3 USM4 and UC.5 HTAA data are fitted using integral
fitting method [10] with glucose-insulin-nutrition ICING
model [9]. Intensive Control Insulin Nutrition Glucose
(ICING) model is described from Eqs. (1) to (5) and all
descriptions can be referred in Table 1 [9],

_G ¼ pG � G� SI

� G Q

1þ aGQ
þ min d2P2,Pmaxð ÞþEGPb � CNS

VG
ð1Þ

_I ¼ nLI

1þ aI I
� nKI � I � Qð ÞnI þ uex tð Þ

VI
þ 1� xLð Þ uen Gð Þ

VI

ð2Þ

_Q ¼ I � Qð ÞnI � nc
Q

1þ aGQ
ð3Þ

_P1 ¼ �d1P1 þP tð Þ ð4Þ
_P2 ¼ �min d2P2;Pmaxð Þþ d1P1 ð5Þ

From fitted data, parameter insulin sensitivity (SI) profiles
are represented in time-varying metabolic status per-patient.
Percentage model fit error assessment, is the error between
real measurement BG and model fit BG. The efficacy of
ICING model is measured from the accuracy of fitting error
percentage. Once these simulation profiles are assessed, new
output can be carried out for new interventions. For results
analysis, Kolmogorov-Smirnov test is used to compare the
distribution in two data factor [11]. In this paper, the sig-
nificant value of Cumulative Distribution Frequency
(CDF) per-patient and by-cohort in model fit error is tested.
In general, hypothesis is not significant if both vectors come
from the same distribution, but since these data are from
different patients, the hypothesis for this test is accepted. The
result of this test will be 1 when hypothesis is significant at
5% of the significant level or 0 otherwise [11].

These patients data are virtually fitted using HTAA Pro-
tocol [12, 13]. Intensive Insulin Infusion adopted in HTAA
targeted BG band is between 5.1 and 8.0 mmol/L. The fre-
quency of nurses monitoring patient’s BG is hourly once
insulin are administered. In addition, BG monitoring will be
updated every 2 h when there is no requirement of insulin
rate changes. Once the patient is stable, then frequency of
monitoring is lessened.

1UNITEN is the Universiti Tenaga Nasional, Malaysia.
2IIUM is the International University University Medical, Malaysia.
3UMP is the Universiti Malaysia Pahang, Malaysia.
4USM is the Universiti Sains Malaysia, Malaysia.
5UC is the University of Canterbury, New Zealand.
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3 Results

Table 2 shows median and interquartile range (IQR) of model
fit error for per-patient and by-cohort in percentage. Both
median and IQR were fitted for diabetic and non-diabetic

patients with Kolmogorov-Smirnov test. For diabetic patients,
both results of median and interquartile range of per-patient
and by-cohort are 0.29 (0.21–0.39)% and 0.31 (0.11–1.34)%.
Meanwhile for non-diabetic patients, the result of median and
(IQR) of per-patient and by-cohort are 0.27 (0.21–0.36)% and
0.29 (0.12–0.74)%. The result shows that non-diabetic case
has lower median model fit error.

Figure 1a shows the CDF for all patients in diabetic and
non-diabetic cohort, while Fig. 1b illustrates the overall
CDFs. Figure 2 shows an example of diabetic patient’s
profile. The first panel is measured BG (cross-stitch) and
fitted model BG (blue line), the second panel show the total
plasma insulin (I), and the interstitial insulin, (Q) in dotted
lines. The third panel shows the varying insulin sensitivity

Fig. 1 Cumulative distribution frequency for diabetic and non-diabetic for a per-patient and b by-cohort analysis

Table 1 Descriptions of symbols from ICING Model

Symbols (units) Descriptions Symbols (units) Descriptions

G (mmol/L) Total plasma glucose EGPb

(mmol/min)
Basal endogenous glucose production

I (mU/L) Total insulin CNS (mmol/min) Glucose uptake by central nervous system

Q (mu/L) Interstitial insulin VG (L) Volume of glucose distribution

SI (L/mU.min) Insulin sensitivity VI (L) Volume of insulin distribution

nL (min−1) Insulin clearance from plasma via renal aG (L/mU) Saturation of plasma insulin clearance by
liver

nK (min−1) Insulin clearance from plasma via hepatic aI (L/mU) Insulin dependent glucose clearance

nI (min−1) The rate transport between plasma and interstitial insulin
compartments

uex (mU/min) Exogenous input insulin

nc (min−1) Cellular insulin clearance rate from interstitium uen (mU/min) Endogenous insulin production

xL (min−1) 1st pass hepatic clearance pG (min−1) Endogenous glucose clearnce

P1 (mmol) Glucose in stomach P2 (mmol) Glucose in gut

d1 (min−1) Rate trasnsfer between stomach to gut d2 (min−1) Rate transfer from gut to bloodstream

P(t) (mmol/min) Enteral glucose input Pmax (mmol/min) Maximum disposal rate from the gut

Table 2 Median and IQR of model fit error

Patient type Median (IQR) BG fit error [%]

Per-patient By-cohort

Diabetic 0.29 (0.21–0.39) 0.31 (0.11–1.34)

Non-diabetic 0.27 (0.21–0.36) 0.29 (0.12–0.74)

Kolmogorov-Smirnov test 0 0
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(SI) and the last panel shows the insulin and nutrition (dotted
line) given to the patient for hourly as shown in Fig. 2.

4 Discussion

Gaining a reliable model fit error in ICU patients is an
important step for glycaemic control using automated
model-based approach to replace and/or complement the
sliding scale protocol. From the results in Table 2, Fig. 1a,
b, non-diabetic case shows lower model fit error as com-
pared to diabetic case. However, this result is not significant
nor does it indicate diabetes as the cause for slightly higher
or lower model fit error. In addition, the patients from the
two cohorts are not significantly different as tested using
Kolmogorov-Smirnov test. Results from Table 1 indicates
that 0 fail to reject the null hypothesis which, if we consider
the p-value test, the result of model fit error does not show
any significance when p-value <0.05.

Figure 2 shows a patient’s profile from diabetic patient.
This patient length of stay was ±70 h and has good model
BG fit which is shown in the blue line of first panel. The real
BG measured from the glucometer (cross-stitch) is nicely
fitted to the model BG (blue line) as in the first panel. The
median fitting error is less than 1% for this patient. When
fitted BG error is low, the model is efficient to determine
prediction accuracy [9, 14]. ICING model shows that this
model-based is able to capture highly dynamic patient’s
profile where in the third panel of Fig. 2 illustrates this
patient hourly insulin sensitivity. Insulin sensitivity was
predicted in every hour when the current and previous
insulin and nutrition of this patient were identified. Insulin
and nutrition (known as dextrose) that were measured in the

hospital is automated into ICING model as showed in panel
four from Fig. 2. As for panel 2, the total plasma insulin
(I) and interstitial insulin (Q) are illustrated from the Eqs. (2)
and (3).

In summary, these results showed that, ICING is a suit-
able model to deliver different simulation output despite this
patient was diagnosed with diabetic. Diabetes was not rela-
ted to model fitting error efficacy and ICING model is
capable to capture real time model intensive insulin therapy.
However, different parameters can be adjusted for more
optimized output if glycaemic variation is considered in
future. The study developed in this paper conduct analysis
by taking into consideration of diabetic patients in general,
however a more robust analysis may differ the output when
specific type of diabetes is known. If different type of dia-
betes is known, BG fit error can be adjusted accordingly
using ICING model and different output of model fitted
parameter can be produced.

5 Conclusion

In conclusion, both per-patient and by-cohort analyses from
HTAA case study demonstrates low model fitted error which
is less than 1%, suggesting, ICING model is efficient and
perform well. Diabetes is not a factor involved in model
fitting error efficacy for these patient data and further future
analysis can be done to investigate on patient glycaemic
management control and glycaemic variabilities.

Acknowledgements We are thankful to UNITEN for the BOLD grant
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UMP and USM for the collaboration. Ethics were granted by National
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Fig. 2 Patient’s profile for one
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Inflammatory Response of Bioscaffolds
Decellularized by Sonication Treatment

Aqilah Hazwani, Munirah Sha’ban, and Azran Azhim

Abstract
Decellularization of sonication system efficiency is dictated by evaluation of host immune
response on scaffolds. This aim of this study is to examine the inflammatory response after
implantation of bioscaffolds decellularized by sonication treatment at 35 days post-surgery
in rats. In this study, aortic tissues decellularized by sonication treatment in 0.1 and 2% of
Sodium Dodecyl Sulfate (SDS) detergents. Samples were washed for 5 days in Phosphate
Buffer Saline (PBS) following decellularization. Samples were implanted in on the lower
right thoracic cavity of rats for 35 days. To examine the inflammatory response, the
implanted samples were explanted and evaluated histologically by Hematoxylin Eosin
(H-E) staining. From the histological analysis, bioscaffolds decellularized by sonication
treatment in response to macrophages shows the minimal inflammatory response. Minimal
inflammatory response elicits by bioscaffolds suggests the safety of bioscaffolds prepared
by sonication treatment as biomedical implants.

Keywords
Decellularization � Sonication � Bioscaffolds � Aorta � Macrophages

1 Introduction

The decellularization removes whole cellular contents, while
maintaining the extracellular matrix components. Complete
removal of cellular material is essential as it can evoke
immune response. The process of host response to bioscaf-
folds involved the transformation of macrophages to
phagocyte and increase inflammatory reaction as well as
stimulate the immune system. Besides, it also plays an
important anti-inflammatory role and decrease the immune
reaction by expressing high level of cytokines [1].

The sonication decellularization system developed by
Azhim et al. [2] which applies the combination of sonication

and ionic detergent is able to completely decellularize aorta
tissues with uniform cell removal. However, host immune
response to decellularized tissue by sonication treatment
needs to be evaluated to indicate the success or failure of
bioscaffolds in vivo [3].

The aim of this study is to examine the inflammatory
response of bioscaffolds decellularized by sonication treat-
ment following implantation at 35 days post-surgery in rats.

2 Methodology

2.1 Sonication Decellularization Treatment

Samples were sonicated at 10 mm from the ultrasonic gen-
erator horn from the luminal side. Samples were processed
for 10 h in the 0.1 and 2% of circulating Sodium Dodecyl
Sulfate (SDS) detergent, oscillating continuously. The power
was set at 15 W and ultrasound frequency of 170 kHz. After
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treatment, samples were washed for 5 days under constant
shaking in Phosphate Buffer Saline (PBS) solution.

2.2 Histological Analysis

Samples were fixed in a 4% paraformaldehyde for 24 h at
4 °C. Samples were embedded in paraffin three times for 1 h
each at 60 °C after dehydrating with a sequential alcohol
gradient of 70, 80, 90 and 100% for 1 h of each gradient and
rinsed the samples three times with xylene for 1 h each and
xylene/paraffin (50:50% in volume) overnight. Then, the
samples were sectioned 8-µm thick using microtome and
stained with Hematoxylin-Eosin (H-E) staining.

2.3 Animal Experiment

Native samples, bioscaffolds decellularized by sonication
treatment in 0.1 and 2% SDS were implanted in the sub-
cutaneous lower right thoracic cavity of male Wistar rats for
35 days. For histological examination the samples were
explanted, followed by fixation and staining with Hema-
toxylin Eosin (H-E). The inflammatory response was mea-
sured by calculating the number of macrophages using
ImageJ (National Institute of Health, USA).

3 Results

The population of macrophages surrounds the implanted
samples was illustrated in Fig. 1. The more number of
macrophages were observed at the interface of implanted
native samples (Fig. 1a) followed by bioscaffolds decellu-
larized by sonication treatment with 0.1% (Fig. 1b) and 2%
SDS (Fig. 1c). The number of macrophages for bioscaffolds
decellularized by sonication treatment in 0.1 and 2% SDS
illustrated in Fig. 2 shows significant differences from native
samples (p < 0.05). The macrophage number of native
samples was found to be three times higher than bioscaffolds
decellularized by sonication treatment.

4 Discussion

Bioscaffolds decellularized by sonication treatment exhibit
minimal inflammatory response after implantation in rats for
35 days. The inflammatory response is stimulated by cellular
remnants such as double-stranded DNA (dsDNA), mito-
chondria, and phospholipids which are not completely
removed from the bioscaffolds. The minimal criteria of
cellular remnants to avoid adverse effects on cells and host
response as recommended by previous study [4]. In this
study, the cellular components are completely removed

Fig. 1 Inflammatory response at 35 days post-surgery for a native
samples, b bioscaffolds decellularized by sonication treatment with
0.1% SDS, and c bioscaffolds decellularized by sonication treatment

with 2% SDS. Image with higher magnification represent the area
within the black box in the lower magnification image
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based on H-E staining evaluation and DNA quantification
(not published). This result is consistent with our previous
study [2].

Macrophages presence is associated with both immune
response and tissue regeneration. The continuous present of
macrophages in high amount might reduce the healing pro-
cess and lead to an undesirable inflammatory response. This
study has shown that less macrophages were presented within
the bioscaffolds and more fibroblasts were infiltrated into the
bioscaffolds. This might indicate that the bioscaffolds caused
no aggression to the tissues and support faster penetration
which characterized by better cell migration. This result is
supported by previous study, which used crosslink agents in
decellularized esophageal tissues and showed that less mac-
rophages present and fibroblast infiltration, improve the
integration of the bioscaffolds surround the tissues [5].
Likewise, bioscaffolds decellularized by sonication treatment
able to attenuate the inflammatory response.

5 Conclusion

We conclude that bioscaffolds decellularized by sonication
treatment exhibit minimal inflammatory response while
providing a suitable environment for repopulation of host
cells. More investigation needs to be done on the biocom-
patibility to affirm the safety of bioscaffolds decellularized
by sonication treatments.
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Model-Based Insulin-Nutrition Administration
for Glycemic Control in Malaysian Critical Care:
First Pilot Trial

A. Abu-Samah, N. H. Ahamad, N. N. Razak, F. M. Suhaimi,
U. K. Jamaluddin, A. M. Ralib, M. B. Mat-Nor, C. G. Pretty, J. L. Dickson,
and G. Chase

Abstract
Stress-induced hyperglycemia is prevalent in critical care, even in patients with no history
of diabetes. Control of blood glucose level with tight insulin therapy has been shown to
reduce incidences of hyperglycemia leading to reduced mortality and improved clinical
outcomes. STAR is a tablet-based glucose control protocol with a specialized user interface
into which insulin and nutrition information can be entered and predicted. This research
describes the first clinical pilot trial of STAR approach in International Islamic University
Hospital, Kuantan, Malaysia. The clinically specified target for blood glucose level is
between 4.4 and 8.0 mmol/L. Seven episodes (of 359 h) were recruited based on the need
for glucose control. Overall, 43.93% of measurement are in the range of 4.4–8.0 mmol/L
band. The blood glucose median is 8.30 [6.32–10.00] mmol/L with only 1 patient having
below than 2.22 mmol/L which is the guaranteed minimum risk level. This pilot study
shows that STAR protocol is a patient specific approach that provides a good glycemic
control in critically ill patients. Nevertheless, its implementation in Malaysian intensive
care environments requires modifications and improvements in certain areas.

Keywords
Glycemic control �Model-based approach � Hyperglycemia � Critical care � Clinical trial

1 Introduction

Stress-induced hyperglycemia is common in critically ill
patients, even among those without diabetes mellitus [1–4].
The metabolic response to stress is characterized by major
changes in glucose metabolism. Hyperglycemia is not only a
marker for severity of illness, it also worsens outcomes,
leading to an increased risk of further complications, such as
severe infections [5], myocardial infarctions [6], polyneu-
ropathy and multiple-organ failure [3]. Glucose Control
(GC) has been shown to reduce intensive care unit
(ICU) patient mortality up to 45% [3, 7–9]. However, other
GC studies have shown the difficulty in reproducing the
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reduced risk of death in patients [10–12]. A recent study
showing glycemic outcome is a function of GC given and
not of patient condition [13] has reopened debate on GC and
how to apply it safely and effectively.

The Stochastic TARgeted (STAR) protocol is based on a
clinically validated model [14, 15] to provide specific rec-
ommendations for insulin, as well as nutrition, while con-
trolling hyperglycemia and ensuring a maximum of 5% of
the risk of light hypoglycemia [16, 17]. STAR is an adapt-
able model-based control approach that empowers versatile,
patient-specific GC. It is applied over a range of clinical
conditions and is used for real-time bedside care. Since
2010, two hospitals have been using STAR protocol as
standard of care for GC in their ICUs namely Christchurch
hospital, New Zealand and Kálmán Pándy Hospital,
Hungary.

This paper presents a STAR protocol modulating only
insulin infusions toward a targeted glycemic range of 4.4–
8.0 mmol/L. The initial pilot trial results of the protocol are
compared with the simulations using the same patients’ data.
This pilot trial tests the ability to adapt the model-based
STAR GC framework from its development environment at
Christchurch Hospital in New Zealand to the International

Islamic University Malaysia (IIUM) Hospital ICU which has
an ethnically different cohort and culturally different clinical
practice.

2 Method

2.1 STAR Protocol

STAR uses a time varying insulin sensitivity to capture
changes in patient condition and insulin-nutrition metabo-
lism over time. Starting criteria for STAR is two blood
glucose (BG) measurements over 8 mmol/L within a 4-hour
period. The benchmarked BG target range of STAR is set at
4.4–8.0 mmol/L based on reduced risks with increased BG
in intermediate bands. STAR specifically captures develop-
ing physiological patient condition and inter- and
intra-patient fluctuation by identifying insulin sensitivity
(SI) and its future variability to optimize safety and GC
performance. Its elements can be modified according to
clinically determined glycemic targets, control approaches
(e.g. insulin only, insulin and nutrition, etc.) and clinical
resources (e.g. measurement frequency).

Fig. 1 Summary of the STAR functions. SI is the insulin sensitivity and BG is blood glucose
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STAR is implemented in tablet computer to provide
specialized user interface into which nutrition and insulin
information can be entered. Once BG measurements are
taken, an insulin sensitivity profile can be computed. Insulin
sensitivity varies hourly, and stochastic based forecasting is
used to determine likely outcomes in insulin sensitivity for
any possible insulin and/or nutrition input. This forecasting
allows changes in future insulin sensitivity to be determined.

The insulin-nutrition combination that best overlaps the
resulting BG range with the target clinical band is selected
by placing the 5th percentile BG out come on the lower edge
of the clinically specified target range. STAR seeks to
maximize nutrition delivery while dosing insulin in this
context. If, for maximum nutritional and insulin treatments,
the BG outcome range does not sufficiently overlap the
clinical target range, then STAR will recommend a drop in
nutrition to maintain GC and reduce risk [17]. The nutrition

will be raised back to its goal feed value as soon as possible.
In cases where the feed must be clinically determined or
switched off, STAR can be set to give insulin recommen-
dations only. Figure 1 summarizes how STAR functions.

2.2 STAR Protocol

In this first pilot trial for Malaysian critically ill patients,
seven episodes (of 359 h) from four non-diabetic patients
were controlled using STAR. These were obtained during
their ICU stay in the first semester of 2017. Patient 1 and 2
had more than one episodes as they were taken off GC using
STAR tablet due to judgement by medical staffs who were
new to its use. The selection criteria includes GC for a
minimum of 24 h. Table 1 shows the baseline for each
episode (age, sex, hours, initial BG and diagnosis). Written

Table 1 Baseline clinical data of all four patients and corresponding to seven episodes

Patient Age Sex Hours Initial BG Diagnosis

1a 56 F 58 14.4 Congestive heart failure, lung fibrosis mixed connective
tissue disease, acute pulmonary oedema, bilateral parenchymal disease1b 46 10.2

2a 49 M 71 11.0 Motor vehicle accident with polytrauma, hypertension, diabetes mellitus

2b 28 11.6

2c 85 11.7

3 70 M 33 17.4 Early glottic CA, left vocal cord, heart disease, diabetes mellitus

4 66 F 38 11.8 Hospital required pneumonia, renal cell carcinoma, with brain metastasis

Table 2 Cohort blood glucose results based on clinical data and the virtual trial

Whole cohort statistics Clinical results Virtual trial

Number of episodes 7 7

Total hours 359 359

Number of BG measurements 239 203

BG median [IQR] (mmol/L) 7.86 6.64

BG standard deviation (geometric) (mmol/L) 1.39 1.35

% BG within 4.0–6.1 mmol/L 23.85 38.91

% BG within 4.4–7.0 mmol/L 29.71 47.78

% BG within 4.4–8.0 mmol/L 43.93 66.50

% BG within 8.0–10.0 mmol/L 28.03 18.22

% BG > 10.0 mmol/L 23.85 7.88

% BG < 4.4 mmol/L 5.02 8.37

% BG < 4.0 mmol/L 1.67 5.42

% BG < 2.2 mmol/L 0.42 0

Number of patients < 2.22 mmol/L 1 0

Median insulin rate [IQR] (U/h) 2.0 [1.0–3.8] 3.0 [1.5–6.0]

Median glucose rate [IQR] (g/h) 6.0 [4.9–8.3] 5.5 [3.9–6.0]
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informed consent was obtained for all patients, and approval
(IREC 657) was granted for this study by IIUM Research
Ethics Committee and National Institute of Health (NIH).

For each patient, the trial started with a BG measurement
made by nursing staff. BG measurements were made using
B-Braun glucometers. The approach then identifies a new
insulin and nutrition infusion rate, which was then given by
the nurse. The time interval until the next BG measurement
is also selected by the medical staffs based on 1–3 hourly
treatment options offered.

2.3 Virtual Trial

To analyze the compliance of STAR as clinically applied
GC protocol, a virtual trial was conducted using the clinical
data. This trial has two phases: (i) Fitting and (ii) Simulation.
During the fitting, clinical data were used to identify hourly
SI values which served as a virtual patient profile. This
profile reflects the glycemic response to insulin and nutrition
inputs and can be used to simulate responses to different
interventions with good accuracy [15, 18]. In the second
phase, the profile was used to simulate glycemic response to
STAR as simulated, where differences indicates
non-compliance to STAR.

3 Results

Clinical results are summarized by whole cohort statistics in
Table 2. There were 239 BG measurements taken during
359 h of control. BG median value, 8.3 mmol/L for whole
cohort is higher than BG target of 8.0 mmol/L. BG levels are
relatively widely distributed, as evidenced by the IQR range
(25th–75th per-centile value) of 4.68 mmol/L for the cohort,
and the 25–75% confidence interval across patients in Fig. 2.
Table 2 shows that 43.93% of BG measurements are
between 4.4 and 8.0 mmol/L. The control is tight in this
band, as illustrated by the steep slope of BG Cumulative
Distributive Function (CDF) for the whole cohort in Fig. 2
and similar per-patient CDFs. There was only one patient
with severe hypoglycemic (measurement BG < 2.22
mmol/L) which was patient 2b.

Virtual trial results are also presented in Table 2. The
total number of BG measurements is significantly reduced
by 36, from an average 16 per-day to the 13 per-day that
matches STAR in use elsewhere [19]. Overall statistics for
BG measurements recorded better numbers than clinical
results. 66.50% patients are between target range of
4.4–8.0 mmol/L and only 7.88% of patients with
BG >10.0 mmol/L. There is no episode of severe
hypoglycemia.

Fig. 2 Median, 25–75% and 5–95% intervals of per-patient BG Cumulative Distribution Functions (CDFs) defines on whole cohort
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Clinical results are provided for all individual episodes in
Table 3 and Fig. 3. Overall, these results indicate that these
specific patients were particularly insulin resistant. In addi-
tion, the pilot trial length was not sufficient to achieve
consistently high percentages of BG levels in a tight band
around the target where resistance and variability decline
significantly after 48–72 h. In this trial, only one episode
exceeds this lengths (episode 2c).

4 Discussion

The objective of this pilot trial is to look at the initial
assessment of performance, safety and compliance of STAR
in a Malaysian ICU. This trial was started off using a
benchmarked BG target range of 4.4–8.0 mmol/L. Overall
results suggest that the protocol can be considered to be used
in Malaysian intensive care. However, the clinical perfor-
mance assessment in Table 2 where a significant 23.85% of
BG level above 10.0 mmol/L and 28.03% of BG level
within 8.0–0 mmol/L raises the question of whether to put a
different target range for Malaysian patients. Results from
virtual trial shows percentage of light hypoglycaemia is
above 5% (8.37% for BG < 4.4 mmol/L and 5.42% for <
4.0 mmol/L) also suggest the same proposition.
This pilot clinical trial is the first attempt to use STAR

protocol in a Malaysian ICU. Another important result is one

patient episode with severe hypoglycemia (BG < 2.22
mmol/L). Figure 4a shows episode 2b profile with hypo-
glycemia. The results for this episode 2b were re-simulated
and the new outcome is shown in Fig. 4b. It demonstrates no
hypoglycemia. In fact, this patient has an overall low insulin
sensitivity. He was admitted with polytrauma secondary to
motor vehicle accident. One main difference comes from the
number of BG measurement (26 in clinical trial vs. 23 in
simulation) which modifies iterative forecasting of insulin
and nutrition input towards patient. As a result, clinical
patient has higher BG measurement even though still in
target range and a rise in insulin sensitivity is recorded
before the hypoglycemia is detected. More differences can
be seen on the proposition for insulin and nutrition input.
These differences question the nurses’ compliance during
clinical implementation.

5 Conclusion

This pilot study shows the results of our initial attempt of
using Stochastic TARgeted (STAR) protocol in the intensive
care unit, IIUM hospital. We demonstrated that this
approach was able to provide a good blood glucose control
among critically ill Malaysian patients and was adaptable
according to patients’ clinical condition. We have identified
specific issues that warrant modification of the protocol in

Fig. 3 Per-patient CDFs of BG
concentration
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order to improve its performance, if it is to be used in future
trials. This is to ensure its safety and efficiency in achieving
good glycemic control in Malaysian ICU population.
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Multi-channel Fabric Based Pressure Mapping
Data Acquisition System

Normazlianita M. Alias, Zakiran Abd Razak, Mohd Yazed Ahmad,
and Nur Azah Hamzaid

Abstract
A smart fabric based multichannel pressure mapping Data Acquisition System (DAS) was
specially designed to read and visualize real time pressure data from an array of
piezoresistive fabric pressure sensor. This DAS is important to enable rapid monitoring of
pressure distribution for biomedical engineering applications. A customized pressure
mapping circuit using off-the-shelf components has been designed and fabricated. In
addition, a pressure mapping algorithm which runs on Arduino platform and MATLAB
was developed to continuously read and visualize pressure profile from the fabric pressure
sensor. To ensure low component count and simple hardware, the concept of multiplexing
has been employed in the hardware architecture and the firmware was written to support
this architecture. This approach allows the system to perform even with single processor
and single ADC. The reliability of the system was tested with array of fabric pressure
sensor using a special portable load cell (Advance Force Gauge by MECMESIN). Pressure
profile for each sensor unit matches the sensor resistive load characteristic, repeatability and
accuracy of a commercial data acquisition system. The system is suitable for reading slow
changing analog signal. If one desired to measure fast changing signal, the same
architecture can still be used but specifications of the components must be higher. In
conclusion, a smart multichannel pressure mapping Data Acquisition System (DAS) was
designed, fabricated and tested. The unit capable of acquiring and visualizing pressure data
from the developed sensor array. The speed of the system can be increased by using higher
speed components while maintaining the same architecture.

Keywords
Multichannel data acquisition system � Pressure mapping � Smart sensor array � Pressure
array

1 Introduction

In recent years, diverse types of pressure sensors to measure
surface pressure have been introduced for biomedical engi-
neering applications [1]. This is due to increasing interest in
wearable technologies especially in the field of gait and
biomechanics investigations, including in the field of

prosthetic and orthotic devices [2]. Multi array pressure
mapping system is an important technology in biomedical
devices. The mapping can be used to avoid the occurrence of
pressure ulcer on the skin surface of bed bound patients as
well as to measure the stump pressure distribution of pros-
thetic limb user [3]. In gait and biomechanics pressure
mapping can be used in sport gait and performance inves-
tigations [4]. Apart from these, pressure mapping systems
are now being considered in wearable devices such as data
gloves and heart rate breathing jackets [5, 6]. The high
demand on pressure mapping system triggers diverse
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investigations to further improve the system. Most devel-
oped sensors have a common problem which is the
inadaptability towards human body curvature during appli-
cation of sensors [7]. Most of surface pressure sensors were
rigid and have limited flexibility. For example, due to rigid
sensor, in lower limb prosthetic biomechanics investigations,
users are unable to walk as natural as they can as the sensor
rigidity affects the comfort of the user [8]. Often, scientists
used multiple pressure sensors to map the whole targeted
area such as a lower limb stump [9]. Lack of flexibility,
scalability, difficulty interpreting mass collected data, direct
acquisition system therefore requires large space and is
energy consuming, which cause inconveniences to system
users. Therefore, a flexible and comfortable pressure sensor
array along with an effective and scalable data acquisition
system needs to be developed.

Over time, textile industry has developed conductive
materials into fabric which can be manipulated into various
electronic and wearable applications [10]. The fabric can be
manipulated to become a simple sensing element by
adjusting the layer between conductive materials and the
degree of conductivity on its surface. In this paper we pro-
posed a novel multichannel fabric based pressure sensor
along with the sensor data accusation system capable of
mapping the collected pressure data. In this study, we uti-
lized of the-shelf materials to form multi array pressure
sensor, the acquisition circuit along with smart algorithms to
read the sensor data.

2 Sensor Design

2.1 The Sensor and Electronic Hardware

A multi array fabric based pressure sensors was designed
based on a single layer sensor that was constructed on an
earlier experiment [11]. The constructed fabric was woven
from manipulations of layers from three basic materials;
neoprene, conductive fabric and velostat. Neoprene is a
non-conductive fabric consisting of synthetic rubber material
designed with high flexibility and can maintain its properties
even in the presents of high humidity. In this sensor design
conductive fabric column acted as wefts and warps of the
sensor [12]. The conductive fabric functions by transporting
current in and out of the sensor. The material is stretchable
and made up from 78% Nylon, 22% elastomer and 99% pure
silver. The middle layer is constructed from a single sheet of
piezoresistive plastic we named velostat placed in between
the two electrodes thus forming piezoresistive effects.
Velostat is carbon thin approximately 4 mm infused plastic
(polyolefin) that has high resistivity in the range of 500 Ώ
per cm. The resistance of the velostat changed when pres-
sure is applied.

To read the signal from the fabric based sensor, two
multiplexors and Atmega 328 were used in this system.
Multiplexor works as an analog input signal collector and
forward the selected input into a single line for data trans-
mission into Atmega 328. The microcontroller was pro-
grammed using software from Arduino IDE. Serial monitor
display analog signal in the form of digital representation.
Serial plotter function prints out real-time sensor value data
from one output channel at a time The Arduino IDE did not
have subplot program which can perform multiple plot at
different graph space in real-time. Hence, data representation
need to be viewed in the form of pressure mapping. Figure 1
described the entire system starting from sensor to the user
interface.

2.2 Data Acquisition System and Software

MATLAB program was used to interface with Atmega 328
by visualization of sensor data using colour-coded mesh
plot. This plot collates with the amount of force applied at
each individual sensor. The scale of colour ranged from dark
blue, light blue, green, yellow, orange and red. The col-
ourmap change would respond in accordance to the amount
of force applied to each sensor. When a greater amount of
force was applied, the acquisition system would detect the
decrease in voltage occurred at the sensor cell. The cell on
pressure mapping screen that represent the location of
applied force in turn displayed changes in color according to
the magnitude of force applied on the sensor cell. At free
loading condition, the sensor value displayed on pressure
mapping was dark blue. When a slight force was applied,
pressure mapping cell will change color to light blue, green,
yellow, orange and red in order of increasing force appli-
cation. Figure 2 illustrates the color changes of the system
according to the amount of the force design. Here we can see
the pressure was mapped based on the force applied on its
surface.

2.3 The Sensor Load Test

Compressive force was applied to the sensor using
Advanced Force Gauge (AFG) by Mecmesin to each cell
and real-time data was collected to plot force vs resistance
profile of the fabric sensor. AFG Mecmesin is a manual
device, where the user just need to apply force by their hand
as described in Fig. 2a. In this experiment, a steady force
was applied to the sensor until the AFG measurement 1 N.
Now, the force was maintained at constant magnitude. At the
pressure mapping screen, voltage data displayed at the
location of applied force were collected. Then, the voltage
value was converted into resistance by using Ohm’s Law
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Fig. 1 The architecture of the whole multi array fabric based pressure
sensor system. a Woven fabric based pressure sensor. b Multiplexer
used to transmit data from the sensor into microcontroller.

c Microcontroller that read the input data and convert it into digital
data. d User interface output mapping on PC screen

Fig. 2 Static loading of fabric based multi array system and read using
data acquisition software. a Using Mac Machine, each individual array
was tested. b Three-point static loading using metal load 1 N each.

c One-point 5 N metal load tested on the array. d Multi array point
tested using 1 N metal each
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and the resistance values were tabulated. The procedure was
repeated until 20 N of force was applied to the sensor.
A graph of sensor resistance (Ω) versus magnitude of force
application (N) was plotted and a relationship was deduced.
The sensor force versus resistance profile was then compared
with the characteristics profile of the fabric pressure sensor
from Fig. 3. To ensure the system was able to map on dif-
ferent region and different amount of force, circular metal
load was used as shown in Fig. 2b–d.

3 Results and Discussion

3.1 Results

The proposed multichannel fabric based pressure sensor
mapping DAS aims to analytically visualize force distribu-
tion applied on the sensing pad array. Its acquisition unit was
designed using a low-cost microcontroller. The system dis-
played array of pressure values through GUI using an

Fig. 3 Data plot for voltage (V) vs force data (N) for sensor 1 to 8 respectively (left side). The exponential model fit curve plot generated using
MATLAB fit function (right side). Graphs A to H plots data sensors 1 to 8 respectively
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algorithm that was computed based on the voltages receives
which corresponded to the pressure applied on the sensing
pad array. This was achieved using multichannel data
acquisition system design. Table 1 illustrates the character-
istic of the DAS based on the tests conducted.

Test results, showed good integrity of data measurement
that was suitable to be used in biomedical surface force
measurement application. Consistency error in this system
was to be expected due to parasitic capacitance. However,
the measurement accuracy was good for a system that used a
basic front-end interface. The system read data in sequence
and visualized the data in the form of pressure mapping GUI.
The pressure mapping DAS was able to locate area of static
loading as shown in Fig. 3. The sensor voltage was inversely
proportional to the load applied on sensor cell. An experi-
ment was conducted to match whether DAS would confirm
the sensor characteristic upon load application. As shown in
Fig. 3, the relationship between sensor voltage and load
application on sensor cell matched the fabric pressure sensor
characteristic. DAS can read potential difference in each
sensor cells. This voltage data was converted into force
value by using the experimental data which correlated with
relationship between voltage and force applied on each
sensor cell. A Data conversation algorithm is introduced to
display force distribution values applied on each sensor cell
in real-time. For this system, the exponential model is suit-
able to approximate the force and voltage curve character-
istic of sensor data. A function is generated by determining
the four variables using exponential curve fit function
command in MATLAB.

3.2 Discussion

From the exponential model function equation shown in
Eq. [1], the necessary variable was algebraically derived to
express the value of force in terms of voltage reading in each
sensor. The coefficients of the model denoted by a, b, c and d
were determined by substituting the voltage and force values

from the experiment conducted on individual sensor using
Force Formula:

yn ¼ aebxn þ cedxn ð1Þ

xn ¼ ln yn
abþ cd

ð2Þ

where:

yn nth number of sensor voltage value
xn nth number of sensor force magnitude
a, b, c & d coefficient of characteristic curve
n Sensor labelling = 1,2,3…

The graph obtained from 8 sensors using DAS and
approximation curve using exponential curve fit the function
as shown Fig. 3. The values of coefficient are determined
and illustrated in Table 1. This multichannel DAS can cur-
rently read data from 8 � 8 array sensor or lower which
consist of 64 different time varying signals. The system can
be utilized to read more than 64 signals by replacing the
off-shelf components into components with higher specifi-
cations. The goal of this research was to design a simple yet
cost effective multichannel DAS. This system has high
potential in several different applications such as prosthetic
socket casting measurement system and biomechanics gait
analysis. This DAS did not test for residual limb loading and
was only tested on static loading on a flat surface. Although
the front-end interface design is small and portable, the
hardware lack suitable platform that can connect with
prosthetic socket complex surface. The circuit development
can be further simplified by implementing Printed Circuit
Board (PCB) design or wireless module. This approach can
be used to reduce the complexity of circuit connection to
sensor. However, an algorithm for indicating damaging level
of force application on sensor array need to be implemented
in this system. This is important to guide clinician on how to
identify location of excess force during casting.

Table 1 Characteristic of DAS

Characteristics Results Characteristics

Repeatability 88.9% Repeatability

Accuracy error 0.25% Accuracy error

Resolution 4.88 mV/bit Resolution

Sampling frequency 10 kHz Sampling frequency

Characteristics Results Characteristics
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4 Conclusion and Future Works

Based on this study, a smart multichannel pressure mapping
system was designed, fabricated and tested. A system cap-
able of acquiring signal from pressure sensor array and
capable of visualizing pressure data from the sensor can be
highly useful for biomedical pressure mapping application
such as prosthetic socket fabrication. Performance of the
system can be further improved by utilizing sub-components
with higher specifications, incorporating noise filter, and
integrated with auto calibration.

For future work, the system would need to have an
algorithm to produce automatic alarm when a potential
damaging force is applied on the sensor. A wireless module
can be integrated to allow for wireless communication thus
making it more portable and user friendly. More importantly,
this could minimize the intertwined wire effects which nor-
mally degrade measurement accuracy.
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Development of Computer Aids ASPECTS
System for Acute Ischemic Stroke Patient:
A Preliminary Study

Jenn-Lung Su, Lung Chan, and S. Y. Huang

Abstract
In recent years, stroke ranked within the top ten leading causes of death and the incidence is
still rising. As a result of clinical interpretation of Alberta Stroke Program Early CT Score
(ASPECTS), the relevant personnel to define stroke area and score range are not consistent
and cause difficulty to make treatment decision. This study was to develop a
computer-aided scoring system for ischemic stroke patient to help doctors effectively
determine the severity of ischemic stroke. Image processing technology was used to
develop the system. First, an adaptive median filter was used to filter noise in computed
tomography (CT) image, and then bi-level and regional growth methods were used to
obtain effective image information. After texture parameters selection through t-test and
support vector machine (SVM), regions of interesting (ROI) were automatically selected.
Finally, the ischemic severity were obtained based on calculated ASPECTS score (by
compared the left and right sides of the brain image). The CT images of 80 sets (40 training
sets and 40 test sets) were used to evaluate the system by comparing with corresponding
DWI-MRI. The results showed that the area under the ROC curve of the training sets and
the test sets were 0.952 and 0.938, respectively, when four parameters (autocorrelation,
variance, maximum probability, and homogeneity) were chosen. Accuracy was 0.90,
sensitivity was 0.76, specificity was 1, and Kappa value was 0.52 for test data respectively,
and the performance was superior to the physician group.

Keywords
ASPECTS � Acute ischemic stroke � Texture parameters � CT images

1 Introduction

According to statistics Ministry of Health and Welfare of
Taiwan cause of mortality statistics, cerebrovascular diseases
ranked fourth, and the total number of deaths (11,846)
compared with previous year increased by 6.1% [1]. From
2005 to 2015, high percentage of death cause by ischemic
stroke occurred within 1 h. In clinical practice, usually the

incidence of Middle cerebral artery (MCA) ischemic stroke
is higher than that posterior cerebral artery (PCA). In clinical
practice, the doctor usually interprets the stroke thru
ASPECTS [2] of x-ray CT and/or MRI images (see Fig. 1).
The MCA territory is divided into 10 regions of interest
(ROI) on two CT axial slices for ASPECTS calculation, and
these 10 regions (Caudate, Insula, Lenticular Nucleus,
Internal Capsule, and six other Cortical regions of MCA
territory designated M1-M6) is shown in Fig. 1. The score is
calculated by a total of 10 subtracting by the number of area
that appears hypodense in brain CT image. Thus, “10” is
normal and “0” for a completely infarcted MCA territory.
A sharp increase in dependence and death with ASPECTS
score of 7 or less. Thus, the region selection in image is quite
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important. Compared with MRI images, CT images are less
obvious in showing the boundary of region, and difficult to
define ASPECTS, but CT imaging is faster and easier to
obtain [2].

In recent years many related research have been done [3–
7]. Yongbum Lee group proposed the use of adaptive edge
median filter rate of noise for image interpretation, and
proposed ROC curve value to increase from 0.876 to 0.926
[3]. The same group also proposed the use of Z-score
mapping to combine with ASPECTS score, and the ROC
curve was improved from 82.6 to 86.6% [4]. N. Hema Rajini
and R. Bhavani use the left and right brain symmetry axis to
detect and analyze the image of texture parameters. The use
of SVM (Support Vector Machines) for statistical analysis
also improved specificity to almost 100%, accuracy and
sensitivity of 98% [5]; Yeu Sheng Tyan group used
three-dimensional curve contrast enhancement method for
image enhancement, and used both canny edge detection
algorithm and unsupervised regional growth algorithm for
segmentation, resulting in increased specificity from 31 to
83% [6]. Berend C. Stoel et al. proposed the use of Brain CT
image density Quantitative analysis of ASPECTS blocks, for
the left and right sides of the brain density histogram com-
parison, and this identification system achieved 73% accu-
racy [7]. In our previous studies, we used NGLDM
(Neighboring Gray-Level Dependence Matrix) combined
with GLCM (grayscale covariance matrix) to extract texture
feature quantization analysis and classified it with SVM, to
develop acute ischemic stroke detection system. Preliminary
results reported accuracy, sensitivity, specificity, kappa
value of 1 for ischemic stroke detection in mid-brain slice
image [8].

Based on those studies, several different image processing
methods were used to develop a computer aids ASPECTS
system in MCA CT image for acute ischemic stroke patients
in this study. We described those methods in more detail in
the next section.

2 Materials and Methods

2.1 Image Source and Software Develop Tool

Images in this retrospective study were from Department of
Neurology, Shuang Ho Hospital, New Taipei City.
Totally CT images and corresponding DWI-MRI of 80 sets
were used (40 training sets and 40 test sets). There were 7
lesions and 33 normal cases in training sets, 17 lesions and
23 normal cases in test sets, respectively. There were 8 slices
image in one image set and the thickness of each slice of
image was 5 mm.

Microsoft Windows 7 was used as PC operating system,
Microsoft Visual Studio C # 2010 was used for system
programming development, ImageJ severed as validation
tool, MATLAB 2013a is used for parametric statistical
analysis.

2.2 Preprocessing

The flowchart of this developed system is showed in Fig. 2.
Image pre-processing was done for original CT images to
eliminate unwanted image information and avoid system
execution noise disturbance, and unwanted text on the

Fig. 1 Typical ASPECTS definition for Atlas, CT image, and MRI (from left to right)
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image, or skull. In order to remove the noise in the
non-enhanced CT image, an adaptive median filter [3] was
used followed by region growing method to obtain the
effective brain image edge information with optimal
threshold [9].

2.3 Texture Feature Parameter Selection

Ten regions in image correspond to ASPECTS system,
M1–M6 areas were split automatically and I, IC, L, and C
areas were split manually. After selecting ROI (region of
interest) region in the left and right sides of the brain tissue
image, a 3 by 3mask was applied to ROI, and eight texture
parameters (autocorrelation, contrast, variance, energy,
entropy, maximum probability, cluster prominence, homo-
geneity) were created for image analysis [5, 7]. T-text was
used to train the organizational parameters and the ROC
(Receiver Operating Characteristic) curve to analysis per-
formance of system. Based on the results, the number of
texture parameters can be reduced. The texture parameters
for SVM analysis was used to determine whether the
region was ischemic. Each region was scored as 0 or 1.
After the interpretation of the ischemic region, the indi-
vidual scores of 10 regions were obtained, and the scores

of the eight image slices were selected to obtain the
ASPECTS value of the set of images.

2.4 System Assessment

In clinical treatment procedure, the score of ASPECT grade
(<7 or � 7) would determine the need for rt-PA injection,
thus the system we designed could interpret a case as posi-
tive (ASPECT grade < 7, not recommend to treat with rt-PA
injection) or negative case, respectively. Because MRI is
more sensitive to find acute lesion(s) in acute stroke [10], the
score obtained from DWI-MRI is used as standard in this
study. By compared the counting score between system and
DWI-MRI, the decision matrix of this system was obtained.
And then the accuracy, sensitivity, specificity, and kappa [8,
11] of this system were calculated respectively. In order to
evaluate the practicality of system, we also compared the
scores counted from four physicians (attending physician,
radiologists, first year hospital Physician (R1), and second
year resident (R2)) with scores counted from DWI-MRI.

3 Results and Discussion

In this study, texture parameters with P value less than 0.05
were selected to increase system sensitivity in effectively
selecting ischemic brain tissue by using only 6 parameters
(autocorrelation, variance, energy, entropy, maximum
probability, and homogeneity). After analyzing the left and
right texture parameters through SVM analysis and using
ROC curve analysis of its texture parameters of the identi-
fication efficiency, we found that the AUC (area under
curve) value using four parameters (autocorrelation, vari-
ance, maximum probability, and Homogeneity) was 0.952,
which was greater than 0.942 (AUC value) for using the
original six texture parameters for the training set image
(Fig. 3). We found similar findings for test data set. In
Fig. 3, blue line represents 4 parameters results and red line
represents 6 parameters results.

By assuming the score from DWI-MRI as a golden
standard, systematic interpretation grade (<7 or � 7) of 40
training sets and 40 test sets with MRI corresponding image
are shown in Table 1. The comparison of the grade obtained
between DWI-MRI and attending physician, radiologist, first
year resident, second year resident for test set image, are also
shown in Table 1. According to the results of decision
matrix for training data (system training 1 in the table) and
testing data (system test 1), the accuracy of the system were
0.925, 0.90, sensitivity were 0.714, 0.76, specificity were
0.97, 1, and Kappa value were 0.728, 0.52, respectively.

Fig. 2 Flowchart of developed system
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During test, we found that one type of misjudged case
was resulting the old lesion, and another type of misjudged
case was resulting both sides have ischemic lesion. Both
cases could be excluded by physician with prescreening the
image or patient record. With prescreening step applied in
this study, the system performance improved in accuracy
was 0.973, sensitivity was 0.929, specificity was 1.0, and
Kappa value was 0.942 respectively (system test 2 in
Table 1). Moreover, for the performance test of this system
is seem superior to the physician group. These results con-
firmed the practicality of this developed system.

4 Conclusion

In this preliminary study, we found that the use of auto-
correlation, variance, maximum probability, homogeneity of
the texture parameter analysis was better at identifying the
presence of ischemic blocks from brain CT images. From the
result of decision matrix, we also found that with or without
prescreening, the performance of system was better than
conventional methods. In this stage, only MCA brain CT
image was used. PCA CT image will be added in future
study with bigger sample size. Moreover, in order to

Fig. 3 ROC curves of texture
parameters with chosen 4 (in
blue) and 6 (in red) were used for
40 sets of training data (left), and
40 sets of test data(right)

Table 1 System performance and compared with physician group

DWI-MRIa P N Accuracy Sensitivity Specificity Kappa

System training 1 P 5 1 0.9250 0.7143 0.9697 0.7248

N 2 32

System training 2 P 5 0 1.0000 1.0000 1.0000 1.0000

N 0 33

System test 1 P 13 0 0.9000 0.7647 1.0000 0.5263

N 4 23

System test 2 P 13 0 0.9730 0.9286 1.0000 0.9417

N 1 23

Neurology Attending physician P 15 9 0.7250 0.8824 0.6087 0.4660

N 2 14

Radiologist P 8 2 0.7250 0.4706 0.9130 0.4054

N 9 21

2 years resident P 5 3 0.6500 0.2941 0.9130 0.2244

N 12 20

1 years resident P 5 2 0.6250 0.2941 0.8696 0.0179

N 12 21
aDWI-MRI score severed as a golden standard, class P and N is determined by ASPECTS (<7 or � 7). i.e. P ASPECTS < 7, N ASPECTS � 7
and rt-PA treatment is recommended
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improve this system, the prescreening stage is taken into
account as a standard screening step.
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Testing the Effect of H-field Using Biological
Phantom

N. Z. Syahir, Mas S. Mohktar, Sami F. Khalil, M. R. Basar,
and M. Y. Ahmad

Abstract
The purpose of this paper is to propose a method to test the biological phantom after an
exposure of the electromagnetic field (H-field). The phantom is believed to be influenced by
the H-field created by wireless power transfer procedure. In the investigation, the phantom
has been exposed for about 150 min. Two parameters were measured from the phantoms
which are the impedance and the temperature before and after the exposure of the H-field.
From the outcome, we can identify whether there are any changes detected in the assigned
frequency. Both parameters change when exposed in the H-field but there are no significant
changes after a duration of time exposed in the H-field zone indicates this range of
frequency is safe to be used upon the biological phantom. This biological phantom
comprises of the cucumber, saline and corn oil. In this test, it is utilizing 20% of corn oil
and 80% of saline inside the cucumber as to show the arrangement of fat in typical human
body. Since the changes is very low, this WPT setup is safe for testing the biological
tissues. Nevertheless, as the complexity of the biological tissues, there are still many
aspects to be considered and highlighted as this study play an important role to be referred
for the next study about the effect of H-field towards the biological phantom.

Keywords
Phantom � Impedance � Temperature � Electromagnetic field

1 Introduction

Wireless power transmission (WPT) [1] utilizes electro-
magnetic energy to power the implantable therapeutic
devices. WPT system works based on the inductive coupling
between primary (transmitting) coil and secondary (receiv-
ing) coil. The magnetic field strength, known as H-field
produces by the transmitting coil interacts with the receiving
coil and induces power in it. The electrical properties of

human tissue, to be specific conductivity and permittivity,
will be increased by the increasing of the frequency because
of human tissue manner that absorbing the electromagnetic
waves [2]. H-field is a non-ionizing radiation however it is
enough to cause thermal heating. Tissue warming could be
happened at over 100 kHz. Thus, the H-field values need to
be controlled to avoid any damage on human tissue that
being exposed by the WPT. This can be done by controlling
the frequency, the amplitude and the time of exposure [3].

Many studies have been conducted to evaluate the safety
of WPT exposure on living tissues. One of the study is using
computer simulation models [4]. Moreover, most of the
studies, measured the specific absorption rate (energy
absorption) of the exposure which does not reflecting the
wellbeing of the human body itself.

Thus, in this paper, we are proposing a method to study
the effect of H-field on composition of biological phantom to
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ensure the safety of the WPT system before it can be applied
to either animal or human.

2 Method and Materials

The procedure starts by preparing the phantom and measure
two properties (impedance and temperature) before and after
exposing it in the H-field for about 150 min. The biological
phantom that had been used are composition of cucumber,
saline and corn oil [5]. The WPT system was then been set
up to a certain frequency. The phantom was placed in the
middle of the coil and was exposed in the H-field in a certain
period. The temperature and impedance of the phantom were
recorded before and after the exposure. Another similar
phantom was also prepared as a control phantom for refer-
ence (no introduction to the H-field). The surrounding
temperature was also controlled in the range between 24 and
26 °C.

2.1 Phantom Preparation

The composition of the phantom is 20% of corn oil and 80%
of saline so as mimic human body fat percentage.

2.2 Impedance Measurement

The impedance measurement was taken using AD5933
Evaluation Kit. This is Multi-Frequency Impedance
Analyzer.

Four electrodes were connected to the phantom. Two for
current infusion (external electrode) and another two for
voltage reaction (inward electrodes). The separation of the
“external” electrode was ¼ of the length of the depth of the
gap at each one end. For “internal” electrode the separation
was the same for both terminals. For this experiment, the
dimensions of electrodes size were fixed to 2 � 4 cm.

2.3 H-field Generator

The WPT system consists of a cylindrical shape of trans-
mitting coil (TC) with a diameter of 40 cm. A driving/tuning
circuit was used with the TC to supply sufficient current and
to tune the TC at the desired frequency. The current flows
throw the TC produce H-field inside the TC. This experi-
ment demonstrated H-field for two frequencies; 300 and
400 kHz.

2.4 Experimental Setup

The setup for the H-field generator is illustrated in Fig. 1
with the phantom is replaced with biological phantom used
in this experiment. The impedance of the phantom was
measured using AD5933 assessment board software. Then,
the phantom was exposed to the H-field for around 150 min.

The temperature was taken using the infra-red ther-
mometer. The distance of the thermometer to the phantom
was fixed at 10 cm.

Two temperatures were measured, the phantom wall and
the liquid inside the cucumber temperatures. At the point
when taking out the phantom from the H-field to gauge the
temperature, it must be taken promptly so that the encom-
passing temperature did not influence the phantom
temperature.

Fig. 1 Setup of the H-field generator with the phantom at the exposure
area

Fig. 2 Setup of the BIA
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Finally, the impedance of the phantom was measured
again. The actual experimental set-up is shown in Figs. 2
and 3.

3 Results and Discussion

The changes for both impedance (ohm) and the temperature
(°C) were recorded. The negative result indicates that the
temperature or the impedance decreased from the initial
value of the beginning of the exposure. Usual capsule
endoscopy work for about 8 h [6] and more advance capsule
need more power and sometimes the capsule needs more
than 8 h unless the image and condition in the GI tract after
8 h cannot be examined and analyzed accurately. For that
reason, the biological phantom is exposed for 150 min
which equivalent 2 h and 30 min as the starting and as the
precaution to not to damage the phantom. In the future, it
will be exposed for longer time until it can stand until at least
8 h and above.

From the graph in Fig. 4, it can be observed that the
temperature using 400 kHz has less changes in wall tem-
perature than the 300 kHz and the control phantom. A study
by Xin [1] mentioned that increase in frequency can cause
the increase in the temperature of the phantom. Because of
that concern, the temperature is chosen as one of the study in
this experiment. But it is depend on the purpose of the study,
some of other researchers [7] and others used high frequency
up till Mega Hertz and above. The frequency in this study,
was decided to match the WPT system that requires the
frequency to be inside the range of the value of beneath
400 kHz.

As we see the graph in Fig. 4, the changes of the impe-
dance value are not more than 5% for the 3-tested phantoms.
The changes of the impedance of the phantom is not more
than 1% which is very low. The exposure of frequency with
300 kHz does not cause the impedance to change so much
compare to when the exposure in the field using of 400 kHz.
Even that, it is still show less than 1% changes. Since the
controlled phantom also did not show much changes, it can
be deduced that both selected frequency does not affect the
phantom’s impedance.

The electrical properties (dielectric constant and con-
ductivity) which is not being studied in this experiment must
be closely imitate the properties of human tissues over the
range of the frequency. That is very important so that they
can imitate the interactions of the electromagnetic waves
with the biological tissue [8]. This biological phantom is the
homogenous and straightforward phantom. There are more
things to consider to precisely emulate heterogeneous organs
to become accessible economically. We need the phantom to
be as simple and cheap as we can so that more test can be
done to study more about the biological phantom. The cost
for other phantom can go from hundreds to a thousand
dollars. However ordinarily there are normally intended for
expensive markets and specific and detail applications, and
are not adjustable [9]. Those are the motivation behind why
this kind of biological phantom set up is chosen to be
studied.

Nonetheless, this phantom arises the question in term of
which body section is referred to. Since this sort of phantom
is based on the human body, more detail of body portion
must be made which is the gastrointestinal tract within the
area of abdomen of human body to test the device and WPT
system.

Fig. 3 Setup of the experiment. The phantom will be exposed in the
coil fix 150 min
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3.1 Conclusion

The study proven that there was very small change in tem-
perature and impedance of the biological phantom when
exposed to low frequencies radio signal. The structure uti-
lized as phantom consisted of 20% corn oil and 80% saline
to mimic human body. The frequencies were 300 and
400 kHz. This was based on the WPT system and wireless
endoscope-capsule that utilized the range of frequency
between 200 and 400 kHz. These range of frequencies were
considered safe for human because they did not significantly
alter the impedance and temperature of the biological
phantom. Our findings may not represent well for human
body that consisted of multiple tissue density and thickness.
Future study on other tissue properties is recommended. This
study is relevant in measuring the effect of using a biological
phantom when exposed to H-field. For the future study, we
will fabricate more intricate phantom and better materials
such as synthetic phantom like gelatin based phantom or
fresh meat and setup by increase the H-level or the frequency
that may be utilized to test the WPT system.
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Design Performance of Taylor Spatial Frame
in Comparison with Other Orthopaedic
Fixation Plate

Ilham Priadythama, Lobes Herdiman, Durkes Herlina Apriani,
and I Dewa Nyoman Suci Anindya Murdiyantara

Abstract
Treatment options for limb deformities were delevoped through time and Taylor Spatial
Frame was indicated as a Stewart Platform based external fixation system that superior in
terms of correction and ease of use. New external fixator (i.e. Ross’s external fixator) was
created as solution from Taylor Spatial Frame’s problems. Several changes on Taylor
Spatial Frame design were made to create Ross’ external fixator. However, Ross’ frame
may have stability issue as consequence from Taylor’s design changes. Comparation of
these frames is needed to develop limb deformities treatment. This paper is focused on the
design performance of external fixator’s rings based on Stewart Platform. Taylor Spatial
Frame’s and Ross Frame’s ring are compared and evaluated in design form. Both ring
models are presented using Autodesk Inventor 2016. Numerical Modelling (i.e. Finite
Element Analysis) used for compare both rings design performance. The comparation
results will be useful for further research in ring fixation product development.

Keywords
Taylor spatial frame � Ross frame � Finite element analysis

1 Introduction

Limb deformities are not only most frequently caused by
abnormal bone growth but also fracture malunion. There are
many conventional treatment options for limb deformities
but none of these methods give predictable results [1]. In
early 20th century Lambotte created the first external fixa-
tion for limb deformities [2]. Early type external fixator was
developed through time until Professor Gavril Ilizarov cre-
ated ring fixators [3], a stainless steel rings connected with
threaded rods that can be configured in various ways to
manage different indications [4]. These external fixator

construct and method of fixation provides favorable
mechanical and biological environment for bone healing [5,
6]. More recent development of these fixator, Taylor Spatial
Frame was created as a Stewart Platform based external
fixation system that can produce rotation and translation
mechanism to treat simple and complex deformities [7].

There are many data proving that Taylor Spatial Frame is
a superior instrument in terms of correction and ease of use
[8–13]. Taylor Spatial Frame consists of two external fixa-
tion rings attached to bone segments by wires and connected
together by six telescopic struts-that may be lenghtened and
shortened-with multi planar hinges located at both ends of
strut. Several problems found when using Taylor Spatial
Frame, include wire positioning, strut length adjustment and
time consuming exchange of the struts [14]. In 2013,
John D. Ross developed a new external fixator using ball
joint instead of universal joint to solve problems that found
in Taylor Spatial Frame [14]. However with these change,
this external fixator has to re-design Taylor Spatial Frame in
struts as well as rings. Ross external fixator may be the new
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way to give a better limb correction in orthophaedic surgery.
However, Ross’ ring has additional side-holes as a conse-
quence of more flexible sturts end mounting instead of holes
for key wire installation. Therefore, there will be a possi-
bility of stability issue which caused by ring’s strength
decrement (Fig. 1).

There are many data comparing Ilizarov and Taylor
Spatial Frame in biomechanical, mechanical and real cases
of correction using these fixators [4, 8, 9, 16] but there are no
data that comparing Taylor Spatial Frame and Ross Frame.
This paper report on design performance of Taylor Spatial
Frame compared with Ross frame. However, this paper is
focused on the ring fixators because frame stability is greatly
impacted by ring properties [17]. Numerical modelling used
as method to compare fixators that are still in a design form
[18]. The comparation results will be useful for further
research in ring fixation product development.

2 Methods

Literature review on Taylor’s and Ross’s frame were done.
Designs of Taylor Spatial Frame and Ross Frame were
created and tested using Autodesk Inventor 2016.

a. Select inner ring diameter for Taylor Spatial Frame
comparable Ross’ ring design with the selected ring size.

b. Create details design of both rings using Autodesk
Inventor 2016.

c. Select similar material for both rings.
d. Select similar key wire attachment position for both

rings.
e. Create static model for determining external load which

is exerted to the ring (Inventor’s environment features).

f. Input material data, constraints and loads for stress
analysis.

g. Set mesh parameters and apply it for the stress analysis.
h. Run simulation.

3 Results

3.1 Ring Fixator Models

Ring fixator models were created using Autodesk Inventor
2016. Created designs were full ring-type with internal
diameter 155 mm as a moderate ring internal diameter.
Aluminum 6061 T6 was used as main material, as Taylor
Spatial Frame used the same material for its rings [4], and
Ross Frame had no concern with its material [14].

Taylor’s ring had through all-simple holes for key wire
installation concentric to inner ring diameter, and through
all-simple holes for struts end mounting concentric to outer
ring diameter. Unlike Taylor, Ross’ strut end holes were
tapped in certain distance that was perpendicular to key wire
holes.

Ross’ ring was slightly modified in this research for
manufacturing consideration. We cut off Ross design in such
a way that the design is as illustrated in Fig. 2. This modi-
fication did not give significant differences to Ross ring.

3.2 Numerical Modelling with Finite Element
Method

As for numerical modeling, we selected key wire and strut
end attachment positioning. Key wire attachment positioning

Fig. 1 Stewart platform based
external fixator [14, 15]
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was indicated by wire fixation bolts mounted on inner ring
holes, while strut end attachment positioning was indicated
by shoulder bolts mounted on outer ring holes for Taylor’s
ring and perpendicular tapped holes for Ross’s ring. Key
wire positioning and strut end attachment for each ring
placed in the most approaching position form for more
reliable results (Fig. 3).

External load was determined from wire tensioning and
weight given from normal human body. The reference force
of the wire strain in the ring is 900–1100 N [19] and axial load
applied to 700 N as maximumweight load for average human
weight [20]. In this study we used maximum wire strain and
average human weight. Wire load was placed in line with key
wire attachment position while weight load was placed in wire
fixation bolts and perpendicular with wire load.

Strut end attachment positioning was set to be constraint
to ring. Following that, ring models were imported for stress
analysis using Finite Element Analysis. In this analysis,
meshes were created. Sample of stress analysis results can be
seen in Fig. 4. Results of stress analysis comparison is
presented in Table 1.

Von mises stress was used to check if fixator ring’s
design could withstand a given load. Both rings were con-
sidered safe because their maximum von mises stresses were

below their material strength (Aluminum 6061 T6 yield
strength = 386 Mpa [21]). Ross’ ring had larger von mises
stress value than Taylor’s ring, which meant that Taylor’s
ring was more capable at withstanding higher amount of
load.

The 1st principal stress helps you understand the maxi-
mum tensile stress induced in the part due to loading con-
ditions while the 3rd principal stress helps you to understand
the maximum compressive stress induced in the part due to
loading conditions. Both rings maximum 1st principal stress
and 3rd principal stress were still below their material
strength and therefore both rings were considered safe. Ross’
ring had larger tensile and compressive stress value than
Taylor’s ring, which meant that Taylor’s ring was more
capable at withstanding higher amount of load.

Stability is the main criteria to generate an accurate limb
reconstruction. Less displacement of an object represents
higher stability. Table 1 shows that Ross’ ring had bigger
displacement with 0.0001 mm deviation. This small mea-
surement difference however, may cause a long-term effect
to limb reconstruction surgery. Taylor’s frame may give
better accuracy than Ross.

Fixator rings must be designed to withstand a “design
overload” larger than the normally expected load. Safety

Fig. 2 Ring fixator models

Fig. 3 Key wire and strut end
attachment positioning
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factor allows you to evaluate the design ability to withstand
amount of load applied to that design [22]. Modern engi-
neering design gives a rational safety factor within the range
of 1.25–4 [23]. Based on that, Taylor’s and Ross’ rings were
still able to withstand normal load, although Ross’ ring had
lower safety factor than Taylor’s frame.

Taylor’s and Ross’ rings had some advantages and dis-
advantages. Ross’ frame may provide the solutions on
Taylor’s frame wire positioning, strut length adjustment and
time-consuming exchange of struts [14]. But Taylor’s ring
provides better design performance, especially in providing
stability. Stability is important in limb reconstruction
because it has major effect on bone correction success.

Using ball joint as a replacement for universal joint is an
interesting idea to solve Taylor’s frame problems. However,
there is a deep concern on stability issues especially on ring
development. This study finding may be useful for further
research in ring fixation product development.

4 Conclusion

Both frames have their own advantages and disadvantages.
In term of flexibility of use, Ross’ frame may offer better
flexibility, but in term of frame stability, Taylor’s frame is
better. However, both frames still provide enough safety for
normal loading.
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The Effects of Oral Glutathione
Supplementation on Human Volunteers:
An Observation on Metabolic Syndrome Status

Nur Rasyidah Hasan Basri, Mas Sahidayana Mohktar,
Wan Safwani Wan Kamarul Zaman, and Hasif Ilyasa Mohd Yusof

Abstract
Oral glutathione supplementation helps in improving metabolic syndrome status of human
volunteers. Glutathione is a cluster of amino acid containing one molecule of L-glutamic
acid, L-cysteine, and glycine each. It act as a master antioxidant that combat free radicals in
cells and help in detoxification of chemical from our body. This study aim to observe the
effects of glutathione on metabolic syndrome symptoms after 12 weeks of supplementation.
Reflection of the effects were carried on fasting glucose, blood pressure, cholesterols, waist
to hip ratio, body fat percentage and basic measurement such as body mass index and blood
pressure. Volunteers were divided into two groups; Group 1: One dosage of 5 g
supplement, Group 2: Two dosage of 5 g supplement. A total of 23 volunteers’ have been
recruited for the study. Based on the metabolic syndrome diagnosis we studied, out of 23,
six subjects were found to have metabolic syndrome. After 12 week of supplementation,
based on the parameter studied, there seems to be an improvement in the level of HDL
cholesterol, body mass index (BMI), and waist to hip ratio for both group volunteers.

Keywords
Glutathione � Metabolic syndrome � Human volunteers

1 Introduction

1.1 Glutathione Supplementation

Glutathione is a cluster of amino acid containing one
molecule of L-glutamic acid, L-cysteine, and glycine each.
The molecule acts as an antioxidant where it is found in the

food supply and in the human body. Supplementation of
glutathione is thought to act as catalyst for the enzymes that
synthesize glutathione within the cell to exerts antioxidant
effects and thus maintain the efficacy of the entire glu-
tathione system.

Glutathione supplementation is normally consumed for
its antioxidant power that can help to combat free radicals
within the body that can damage the cells. Besides, it also
helps in the detoxification of chemicals, including some that
that is created naturally in the body, as well as pollutants and
drugs. In previous study, a novel GSH demonstrated a
highly effective in reducing oxidative stress and supported
the potential of GSH precursors as therapeutic intervention
for prevention or treatment of oxidative stress induce med-
ical conditions [1]. However, studies on the benefit and
effects of glutathione supplementation on human metabolic
status are not well established and warrant for further
investigation into it.
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1.2 Metabolic Syndrome

Metabolic syndrome is a group of risk factors that can affect
health which are high blood pressure, high glucose level, and
unhealthy cholesterol level and unbalance abdominal fat.
Usually having one of the risk factor is considered unheal-
thy, however, when all factors combined, they will pose
serious risk of having chronic diseases. Heart disease, stroke
and diabetes are examples of chronic metabolic diseases.

In this 21st century, lifestyle varies with modernization,
whereby the numbers of people that are suffering metabolic
syndrome worldwide are increasing. This increases the
correlation to global epidemic of obesity and diabetes [2].
While some people are aware of their condition, most are
still in the dark about their health. Some 23% of adults are at
higher risk of cardiovascular disease, diabetes, stroke and
diseases related to fatty build-ups in artery walls as the effect
of metabolic syndrome [2].

When a person has three or more symptoms with the
range as stated in Table 1, a person may be at risk for several
metabolic diseases [2].

As body composition is an indicator of healthy lifestyle,
many researches has been carried out on healthy subjects as
well as subjects that suffered from metabolic diseases. Over
the years, people with obesity in Malaysia has been
increasing at an alarming rate. According to the 2015
National Health and Morbidity survey, it has reveals that
nearly half of the Malaysian population aged 18 and above
with 47.7% were overweight or obese [3]. Obesity is one of
the factor that cause metabolic syndrome in human. Several
studies shows that obesity leads to higher oxidative stress
thus depletes glutathione levels in the body. In one study,
glutathione peroxidase activity were found decreasing in
obese diabetics as compared to non-obese diabetics, indi-
cating higher levels of oxidative stress occur in obese dia-
betics [4].

As people usually takes glutathione for its antioxidant and
detoxification function, the study aim to observe how its
function helps in improving metabolic status of these over-
weight volunteers. Previous study has investigated by

comparing the use of the novel sublingual form of GSH with
two commonly used dietary supplements, N-acetylcysteine
(NAC) and oral GSH, to determine their respective interest
for raising GSH levels and acting on the GSH ratio. How-
ever, there are no significant outcome regarding to the vol-
unteer metabolic status [5].

2 Methodology

This observation was conducted for about 12 weeks after
baseline measurement. The study were adjusted to the sup-
plementation period (3 periods for each subject corre-
sponding to the successive intake of the 3 supplementation).
This adjustment allows to take into consideration a potential
effect of time on the primary outcome [6]. At the end of
12 weeks, the effect of supplementation on metabolic status
of subjects should be observe. The outcomes measured
including the fasting glucose, blood pressure, cholesterols,
waist to hip ratio, body fat percentage and basic measure-
ment such as body mass index and blood pressure. Volun-
teers were randomized into groups; Group 1 (one sachet of
5 g daily), Group 2 (two sachet of 5 g daily). The glu-
tathione supplement are in powder form and should be mix
with 120 ml of water and consume immediately. Advisable
to take the supplement before meals. Group 1 volunteers
were instructed to take the supplement before breakfast
whereas group 2 were instructed to take one dose before
breakfast and dinner. The study ethics were applied and
approved; study ethical number: UM.
TNC2/RC/H&E/UMREC—152.

2.1 Data Collection

Volunteer subjects were recruited based on criteria in
Table 2 with the exclusion criteria which are subject with
chronic medical condition or pregnant/lactating mothers.
Figure 1 shows the flow chart of study protocol during data
collection. The protocol were done with the help of nurses.

Table 1 Metabolic syndrome symptoms diagnosis

Metabolic syndrome symptom Men Women

Waist hip ratio 0.9 0.85

HDL cholesterol <0.9 mmol/L <1.0 mmol/L

Glucose � 5.6 mmol/L

Triglyceride � 1.7 mmol/L

Blood pressure >140/90 mm Hg

Body mass index (BMI) >30
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2.2 Measurements

All measurements were taken in the morning, as subjects
were instructed to fast (8–12 h) prior the visits. Usage of any
medication also need to be avoided, however subjects with
long-term medication were taken noted on their medication
intake. They completed consent and questionnaire concern-
ing the use of medication and dietary supplement.

Basic measurement such as blood pressure, height,
weight were recorded after the registration. Subjects were
then required to withdraw blood to investigate on blood
biochemistry (Glucose level), and lipid profile (Triglyceride,
HDL cholesterol). The study team also conduct a body
composition measurement by using BODYSTAT Quad Scan
4000. The measurement observed were body mass index
(BMI), and waist to hip ratio. Subjects were also encouraged
to maintain their usual diet and exercise habits during the
observation.

3 Results and Discussion

About 23 volunteers have completed the 12 week phases of
randomized study and Table 2 shows overall volunteers’ age
percentage and gender (Figure 2).

Based on the metabolic syndrome diagnosis from
Table 1, out of 23, six volunteer subjects were found to
suffer from metabolic syndrome according to their baseline
measurement. As the subject were randomized into groups,
three of them are in Group 1 and another three in Group 2.
Out of six, two are male and others are female. 50% of them
are in their twenties while other 50% are in late forties to
early fifties. Table 3 shows the observation on metabolic
syndrome symptoms reading at baseline and week 12 after
the supplementation for both group.

Fasting glucose level of group 1 remains unchanged after
week 12 while group 2 shows increment in the level. Based
on Fig. 3, there seems to be no significant changes in the
glucose level after 12 week of supplementation. On another
note, the levels of glutathione and glucose may be inversely
proportional to each other as it may indicate the severity of
diabetes as most of complications from diabetes are linked to
oxidative damage that is due to the elevated blood sugar
levels. In relation to this, it has been reported that people
with diabetes usually have low level of blood glutathione
[7]. Therefore, the supplementation should be able to assist
in improving one’s glucose level. However, in the current
study, taking glutathione orally does not appear to increase
its level in the body. Some investigators have suggested that
GSH is poorly absorbed by oral route mainly due to the

Table 2 Eligibility criteria of volunteer subjects

Age Body mass index (BMI) Waist circumference (WC) Waist hip ratio (WHR)

18–65 years old � 25 kg/m2 Male Female Male Female

>102 cm >88 cm � 0.90 � 0.85

Fig. 1 Flow chart of data
collection protocol from volunteer
subjects
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action of an intestinal enzyme, the c-glutamyl
trans-peptidase (GGT) which degrades glutathione [8].

Further investigation on their daily routine should be
done to correlate with the glucose result. The aforemen-
tioned outcomes from previous studies and the current study
may indicate that the daily dietary intake and the dosage
time interval of the supplementation may influence the levels
of GSH, which require further investigation. Apart from
glucose levels, other metabolic parameters used to investi-
gate the effects of GSH are triglyceride and HDL choles-
terols, blood pressure, body mass index, waist to hip ratio
and body fat percentage.

From Fig. 4, the triglyceride and HDL cholesterol level
of both group were observed after 12 weeks. Group 1 shows
improvement in decreasing triglyceride cholesterols value
while group 2 increase in triglyceride level after 12 weeks.
However, both group shows positive increment in HDL
value after supplementation.

From Fig. 5, after 12 weeks observation, blood pressure
reading for both systolic and diastolic shows improvement
toward normal range for group 1 however for group 2 the
level seems to increase. However, the range of blood pres-
sure reading for group 2 after 12 weeks still not at an
alarming level. Nevertheless, it has been reported that glu-
tathione helped to lower blood pressure by having antioxi-
dant mechanism to fight oxidative stress that are one of the
main cause of high blood pressure [5].

Several studies have reported that obesity (BMI > 30)
can led to higher oxidative stress that depleted glutathione
levels in the body [9], in which glutathione supplementation
may be able to neutralize the oxidative stress and improve
metabolism. However, based on Fig. 6, the BMI for group 1
seem to show slight reduction but group 2 showed unre-
markable difference in the BMI.

Based on Fig. 7, there is an improvement on the waist to
hip ratio for both groups after consuming the supplement.
According to a previous study of on GSH supplementation

Fig. 2 Volunteers’ age and gender

Table 3 Metabolic syndrome subjects’ measurement reading during baseline and week 12

Group 1 (n = 3) Group 2 (n = 3)

Baseline Week 12 Baseline Week 12

Glucose 4.87 ± 0.67 4.87 ± 0.21 9.67 ± 1.59 10.77 ± 3.38

Triglyceride cholesterol 1.87 ± 0.55 1.13 ± 0.15 2.17 ± 0.1.44 2.70 ± 1.51

HDL 1.07 ± 0.26 1.10 ± 0.26 1.10 ± 0.18 1.12 ± 0.10

Systolic 126.00 ± 12.53 120.67 ± 14.36 125.33 ± 6.43 135.00 ± 3.46

Diastolic 77.67 ± 0.58 75.33 ± 5.13 79.33 ± 6.66 80.67 ± 5.51

BMI 30.63 ± 5.16 30.23 ± 5.71 37.07 ± 8.98 37.13 ± 8.30

WH ratio 0.9 ± 0.01 0.89 ± 0.05 0.9 ± 0.10 0.89 ± 0.10

Body fat.% 35.43 ± 4.83 34 ± 6.46 42.67 ± 5.03 42.97 ± 3.01

Legend data are in mean ± SD; HDL high-density lipoprotein; WH ratio waist to hip ratio

Fig. 3 Fasting glucose of metabolic syndrome subjects from baseline
to week 12. Values are mean ± S.E.M
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carried out on HIV patients, GSH improvement was asso-
ciated with a modest but significant reduction in body
weight. However, there was a remarkable decrease in waist
circumference, and waist to hip ratios without any change in
the hip circumference, which suggests that the fat loss may

have preferentially occurred in the central abdominal adi-
pose tissue compartment [10].

Figure 8 shows the percentage of body fat of subjects
during baseline and after 12 weeks of supplementation.
There is slight reduction of body fat shown by subjects from
group 1, while subjects in group 2 show a slight increase in
body fat after 12 weeks. This correlate with the BMI out-
come for both group after 12 weeks as shown in Fig. 7.

4 Conclusion and Future Works

After 12 week of supplementation, based on the parameter
studied, there seems to be an improvement in the level of
HDL cholesterol, BMI, and waist to hip ratio for both group
volunteers. However, subjects in group 1 did show more
positive effects as compared to group 2, after consuming the
supplement. Endogenously, the turnover rate of glutathione
is 65% per day, which means most of it will be completely

Fig. 4 Triglyceride and HDL cholesterols of metabolic syndrome subjects from baseline to week 12. Values are mean ± S.E.M

Fig. 5 Blood pressure readings of metabolic syndrome subjects from baseline to week 12. Values are mean ± S.E.M

Fig. 6 Body mass index of metabolic syndrome subjects from baseline
to week 12. Values are mean ± S.E.M

Fig. 7 Waist to hip ratio of metabolic syndrome subjects from baseline
to week 12. Values are mean ± S.E.M

Fig. 8 Fat percentage of metabolic syndrome subjects from baseline to
week 12. Values are mean ± S.E.M
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utilized in only 36 h [11]. In relation to this, the subjects in
group 2’s supplement last intake were taken before dinner of
the night before the assessment was carried the following
day. This may indicate that the glutathione supplement has
not completely taken its effect in the body thus the changes
in the levels of most of the metabolic parameters studied
were not remarkable and in fact they were similar to the
baseline levels. This may be able to explain the reason for
the non-observable improvement in the metabolic syndrome
in group 2.

In the current study, our finding showed that the
improvement of metabolic status can be seen in group 1
where subjects with metabolic syndrome seems to show
positive effects while group 2 remain relatively unchanged.
From this observation, glutathione supplementation may
benefits its consumer on metabolism however more subjects
should be recruited and observed for further investigation to
gauge the optimum effect of glutathione supplementation.
With regards to the effects observed in group 2, dosage time
interval of the GSH supplement should be reviewed and
modified to see the optimum effects of GSH.
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Robotic Upper Limb Rehabilitation Using
Armeo®Spring for Chronic Stroke Patients
at University Malaya Medical Centre (UMMC)

N. Hamzah, N. I. Giban, and M. Mazlan

Abstract
This is a retrospective study of patients with chronic partial arm paresis post stroke who
attended neurorehabilitation at University Malaya Medical Centre, Malaysia. In this study
we aimed to analyze the clinical and practical outcome of robotic-assisted upper limb
rehabilitation. Specifically, we analyzed the impact of therapy on motor and function of
chronic stroke arm paresis through structured therapy protocol. We extended our analysis
towards user acceptance in robotic-assisted rehabilitation. We applied our Armeo®Spring
Therapy Protocol on stroke patients with unilateral partial upper limb paresis of more than
six months duration. The outcome measures were muscle strength, spasticity and hand
dexterity. Thirty three patients who fulfilled the criteria of treatment protocol attended
outpatient therapy session. Fourteen patients completed the treatment protocol in which ten
participants were stroke patients. This study reported statistically significant improvement
in multiple joint range of motions following therapy. Although there was non progressing
arm spasticity, and improved paretic hand dexterity, both latter outcomes were not
statistically significant at the end of therapy.

Keywords
Robotic-assisted therapy � Chronic arm paresis � Neurorehabilitation

1 Introduction

Stroke is the most common cause of partial or complete loss
of upper limb function with variable motor recovery over
time [1–3]. Several studies had reported on the effect of
rehabilitation aim at improving upper limb functional out-
come at early and chronic stroke [1, 3, 4]. In chronic stroke
survivors, upper limb motor and functional recovery are
limited [1, 2]. Several neurological and musculoskeletal
complications can further influence the recovery of post
stroke arm paresis. Spasticity, neurological and mechanical

induced pain, joint inflammation and disused further
diminish the potential return of upper limb function [1].

The application of robotic-assisted therapy provides
physical rehabilitation that can contribute to motor and
functional recovery following stroke [2, 4, 5] in part, as it
provides the necessary rehabilitation input that relates to
favourable outcome [4, 6]. Robotic technology has the
potential to deliver high intensity reproducible therapy
incorporating task-specific motor practice with high repeti-
tive variable movements [3–6]. There are currently various
accepted protocols for upper limb robotic rehabilitation after
stroke. The treatment programs vary in frequency, duration,
intensity and robotic technology at different stages of stroke
onset [3–5].

The aim of this intervention is to incorporate the use of
robotic technology for functional arm training in patients
with chronic partial paretic arm as a form of treatment that is
accepted, safe and effective. In particular, we applied and
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analyzed the impact of a structured therapy protocol on
chronic upper limb paresis and extended our analysis
towards user acceptance of robotic assisted rehabilitation.

2 Methodology

This was a retrospective study of patients with chronic stroke
partial arm paresis who were registered for outpatient neu-
rorehabilitation therapy, at University Malaya Medical
Centre (UMMC), Malaysia from August 2013 until
December 2014. This study was approved by Medical
Research Ethics Committee UMMC (MECID No
201411-730).

All chronic stroke patients with unilateral partial arm
paresis of more than six months duration, registered for
neurorehabilitation outpatient treatment UMMC, who ful-
filled our inclusion criteria were recruited from August 2013
until December 2014.

Inclusion criteria included intact cognition, good com-
pliance to Armeo®Spring Therapy Protocol, upper limb
spasticity grading of Modified Ashworth Scale (MAS) not
more than two and Medical Research Council (MRC) mus-
cle power grading of shoulder and elbow not more than two.
Patients with uncontrolled pre-existing pain involving the
upper limb, severe postural instability, visual impairment,
abnormal motor movements which included ataxia, dyski-
nesia, myoclonic jerks; open skin ulcer and paretic upper
limb joint contracture(s) were excluded from the study.

The delivery of therapy was only by a trained and certi-
fied Occupational Therapist in Armeo®Spring Therapy
Protocol, UMMC. We measured the upper limb spasticity,
MRC muscle power grading, range of movement (ROM) of
each joint, grip strength (dynamometer in kilogram) at
baseline and upon completion of treatment protocol. We
chose Box and Block Test (BBT) as measurement of manual
hand dexterity. It is highly correlated with the level of
independence in elderly population and a significant pre-
dictor of physical health [7].

2.1 Armeo®Spring Therapy Protocol

Armeo®Spring is a robotic unilateral exoskeleton with a
computer interface Armeocontrol software that provides
game-like functional limb movements and exercises sup-
ported by an interactive two dimensional virtual reality
environment (via computer screen). The exoskeleton is put
on the affected upper limb and movements are related to
reach and retrieval function, pronation, supination, wrist
flexion and extension and grasps and release. These

movements involved the shoulder, elbow, wrist and finger
joints within a specified workspace.

Armeo®Spring Therapy Protocol incorporated both func-
tional exercise and assessment exercise within the determinate
workspace [8]. The functional exercise covered a large range
of easy, one-dimensional to complex, three-dimensional
exercises involving all the movements listed earlier. All
functional exercises were scaled into calibrated workspace.
The assessment exercise involved assessing motor ability and
coordination. Built-in sensors recorded active armmovements
at each joint during all therapy sessions. All the relevant joint
angles and the hand position were captured and stored in the
equipment database. Based on these data, movement quality
and coordination pattern were analyzed.

The Armeocontrol software supplies accurate assess-
ments through the options of A-MOVE (for active reaching
distance, reaction time and movement velocity), A-GOAL
(for precise, goal oriented movements), A-COORD (for
inter-limb coordination during active movements) and
A-ROM (for the range of motion during active and passive
movements [8].

All participants adhered to Armeo®Spring Therapy Pro-
tocol as illustrated in Table 1.

The progression of motor and functional status were
reviewed by the same certified therapist weekly. Complexity
of exercise was increased according to assessment findings.
The final assessment was repeated within one week after
completion of 10 sessions Armeo®Spring Therapy Protocol.
Data was recorded using a standardized form. The flow of
treatment protocol is illustrated in Flowchart 1.

2.2 Patients and Therapists Acceptance

Seven therapists and 10 chronic stroke patients were
involved in this part of the study. All therapists were certi-
fied Armeo®Spring trained and had designed the treatment
application protocol at UMMC. The selected patients
received upper arm therapy using Armeo®Spring as outpa-
tient sessions and had completed the treatment protocol.

Acceptance to the Armeo®Spring therapy was evaluated
using questionnaires adapted from a previous arm robotic
study [9]. Patients section consisted of 5 questionnaires: 4
closed-ended questions and 1 question for patients to pro-
vide additional comment. The patients were evaluated twice,
after the first therapy session and upon completion of Armeo
Spring therapy. Questionnaires for therapists consisted of 28
questions (open and closed-ended) with 6 questions specif-
ically catered to Armeo®Spring use. The Questionnaires
were divided into three main groups—safety, system utility
and therapist acceptance.
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3 Results

3.1 Armeo®Spring Therapy

A total of 33 patients who fulfilled the criteria of treatment
protocol attended the outpatient therapy. Fourteen patients
completed the treatment protocol, 6 patients were in the
ongoing treatment group and 13 patients defaulted treatment
(Flowchart 2). Table 2 is the demographic and clinical
characteristics of participants who completed the Armeo®-

Spring treatment protocol.
One patient recorded improvement of strength of the

whole arm. However the mean differences for shoulder,
elbow and wrist strengths at baseline and post treatment
showed no statistically significant difference. Active ROM
of shoulder flexion, elbow flexion and forearm supination,
the analysis reported statistically significant improvement in
the mean differences.

Twenty percent of patients who improved in MAS
spasticity grading were by one grade lower at therapy

completion than at baseline, for elbow and wrist flexion
spasticity. Although the spasticity grading for the remaining
patient did not show improvement, the spasticity however,
did not worsen.

Gross manual dexterity assessment via BBT for both
upper limbs had scored lower at initial assessment and at end
of treatment against age- and gender-specific normal values.
The findings also reported slightly higher BBT score mean
difference for the affected upper limb. Handgrip strength was
not statistically significant for both sides of the upper limbs
(Tables 3 and 4).

3.2 Patients and Therapist Acceptance

Eighty percent of therapists and 70% of patients responded
to the questionnaires. Due to small number of participants
the analysis of result is qualitative in nature. Results were
divided into 4 categories.

Patient acceptance. All patients reported positively to
the therapy method after completing the first session with

Table 1 Armeo®Spring therapy protocol

Session frequency 10 sessions within 10 weeks

Therapy setting Outpatient setting

Treatment intensity Low (1–2 times treatment per week)

Duration 60 min (included set up time)

Patients registered for neurorehabilitation, outpatient setting UMMC

Written consented (fulfilled inclusion criteria)

Start Armeo® Spring Therapy Protocol for total 10 sessions (10 weeks) 

Initial assessment done at the start of therapy 

End-of-therapy assessment post completion therapy protocol 

Flowchart 1 The treatment
protocol work flow

Total number of patients 
n=33

Completed treatment 
n=14

Ongoing treatment
n=6

Defaulted treatment
n=13

Ischaemic stroke
n = 10

Traumatic brain injury
n=2

Peripheral nerve injury
n=2

Flowchart 2 Patient distribution
receiving the Armeo®Spring
treatment during the
neurorehabilitation outpatient
therapy
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improved outlook at the end of therapy protocol (Tables 5
and 6).

Safety. The majority of therapists reflected no risk of
injury to patients during therapy and one therapist specified
that possible risk of soft tissue injury could occur during
rapid arm movements. All therapists had no qualm of letting
patient work alone following therapist set up at first-time
use. The current protocol however required a therapist to be
present throughout each session.

Therapist Acceptance. Ninety percent of therapists were
confident in applying Armeo®Spring as a therapy approach

at first-time use and their confidence level grew with regular
use. The overall response to the technology was positive.
However there were variable reviews pertaining to a ques-
tion on the need of Armeo®Spring equipment in the current
service setting. The response received included request for
system development that could cater for patients with higher
motor power grading. Another recommendation involved
incorporating relearning of fine motor hand function exer-
cises beyond finger grip strength (Table 7).

System utility. All therapists stated that the support
training was adequate for their needs. They suggested that

Table 2 Demographic distribution of the chronic stroke patients (n = 10)

Demographic characteristics Value

Mean age (years) 59 (48–71)

Gender ratio (men/women) 8/2

Side of lesion: cortical/subcortical 7/3

Dominant hand paresis/non dominant hand paresis 5/5

Table 3 Measurement outcome of paretic arm range of motions for patients following completed treatment protocol

aROM (°) At baseline (mean °) (n = 10) Completed treatment (mean °) (n = 10) Mean difference (°) P value

Shoulder flexion 91.5 ± 62.5 102.1 ± 61.43 10.6 ± 21.43 0.05

Elbow flexion 95.7 ± 41.1 101.8 ± 47.2 6.1 ± 3.77 0.01

Forearm:
Pronate
Supinate

33.4 ± 31.5
40 ± 34

41 ± 35.4
50.2 ± 38.6

7.6 ± 12.36
10.2 ± 14.6

0.06
0.03

Note aROM—Active ROM improvement, is measured as the difference in the degree at baseline to the degree at end of treatment protocol for
shoulder, elbow, forearm and wrist joints
°—degree

Table 4 Measurement outcomes for hand dexterity and hand grip strength for patients following completed treatment protocol

Level of measurement At baseline (mean) Completed treatment (mean) (n = 10) Mean difference P value

BBT (number of blocks)
Affected side
Unaffected side

15 ± 20
49 ± 21

25 ± 28
56 ± 15

10 ± 34
8 ± 31

0.14
0.02

Hand grip strength (kg)
Affected side
Unaffected side

5.23 ± 6.65
28.47 ± 6.29

6.17 ± 6.48
29.93 ± 6.55

0.94 ± 0.21
1.46 ± 0.90

0.07
0.16

Table 5 Patient feedback: acceptance—first experience

Question Answer

Yes No

1. Did you like this treatment? 7 0

2. Do you feel it was helpful? 7 0

3. Was this boring? 2 5

4. Was it confusing to use? 1 6
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maximum time set-up should be no more than 10 min
(Table 8). The longer duration was predominantly because
of patient handling and response to first-time instructions.
The subsequent sessions of same patient required less
time due to the system software ability to save data for
subsequent use of the same patient. More over both
patients and therapists were adapting well with the system
over time. All therapists also stated that the system was a
valuable treatment modality for motor relearning because
it provided high repetition and consistency motor training.
One recommendation was made to include touch screen
function for easier data entry and data retrieval. All
therapists agreed on the application of the same technol-
ogy for other patient population including brachial plexus
injury, traumatic brain injury, multiple sclerosis, spinal
cord injury and pediatric patients who require upper limb
rehabilitation.

4 Discussion

This study focused on chronic stroke patients with estab-
lished paretic upper limb therapy approach via
robotic-assisted neurorehabilitation of the upper limb. One
advantage of this approach was controlled manipulation of
multiple upper limb joints and simultaneous stretching
exercise whilst minimising soft tissue injuries [5]. Although
this study’s sample size was small, it was able to demon-
strate several positive outcomes. These included improved
joint active ROM and non progressing spasticity.

Functionally, there was a modest improvement of gross
manual hand dexterity measured with BBT. The BBT scores
improved for both upper limbs. Bilateral arm improvement
was in correlation with better functional outcome [7]. In the
elderly, integration of meaningful activities involving both
arms may enhance overall levels of function [7].

Table 6 Patient feedback: acceptance—after completed 10 sessions of therapy protocol

Question Answer

Yes No

1. Did you like this treatment? 7 0

2. Do you feel it was helpful? 7 0

3. Was this boring? 1 6

4. Was it confusing to use? 1 6

Table 7 The pros and cons of using the Armeo®Spring as reported by occupational therapists

Pros Frequency

1. Robot provides good exercise/patient work harder and reach further 3

2. Appropriate for high and low stages of motor recovery; easily graded 2

3. Provides an addition to pre-existing treatment 1

4. New and interesting treatment concept 5

5. Patient feels it’s provides recovery of the arm 4

6. Robot gives patient’s motivation in doing exercise 1

7. Patient able to learn new therapy method using robotic technology and patients feels its easy to use 1

8. Data can be easily retrieved 1

Cons Frequency

1. Robot exercises are boring 2

2. Cannot use system for patients with weak distal arm/hand 1

3. Not challenging for high motor power level patients 1

4. Limited use on other patient population—may not be cost efficient 1

5. Duration of the therapy, patient gets bored 1

6. Inadequate training provided to handle Armeo Spring 1
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Robotic-assisted treatment modality also allow for precise
measurement and computer-based data storing that makes it
a valuable tool for treatment progress monitoring in motor
rehabilitation [10].

The duration of therapy program was 10 weeks, which
may be a short therapy duration for chronic stroke popula-
tion. One study that looked at three different sub populations
of stroke showed that improvement may occur for chronic
stroke patient over a longer period of therapy time for
robotic assisted therapy [4]. Patients involved in this study
were well beyond the expected spontaneous motor recovery
timeline but may further improve with longer treatment
duration. The age range was between 48 and 71 years old.
This study also took into consideration on the appropriate
therapy intensity as to avoid fatigue for the much older
patients.

The overall acceptance of therapy and robotic use were
both positive. Acceptance of treatment modality is important
to encourage compliance of treatment. Although the treat-
ment protocol was implemented to other injuries, we how-
ever did not include those injuries in outcome analysis
because the sampling size was too small. However, with
treatment protocol acceptance and good user feedbacks, we
may be able to apply this treatment modality across a wider
neurologically impaired population.

5 Conclusion

In chronic stroke patients, robotic-assisted treatment may
provide benefit in joint motion improvement and prevention
of spasticity progression. Future study should consider
longer treatment period and larger sample size.
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Development of Near-Infrared Diffuse
Correlation Spectroscopy for Noninvasive
Monitoring of Cerebral Blood Flow

I-Tseng Huang, Kuan-Chen Wu, and Jia-Jin Chen

Abstract
Cerebral blood flow (CBF) is a critical physiological process because it controls the oxygen
supply, metabolic consumption, and byproduct clearance in the brain. However, a
non-invasive method for long-term CBF monitoring is lacking. In recent years, NIR light
has been used to monitor brain activities and cerebral blood flow based on DCS technique
because it is able to penetrates human skull. The aim of this study was to develop a near
infrared (NIR) Diffuse correlation spectroscopy (DCS) system for CBF monitoring. NIR
laser at wavelength of 785 nm with properties of continuous wave and long coherence
length (>10 m) was emitted into tissue. Single photons scattered by the red blood cells
(RBCs) inside the cerebrovascular, were picked up. The auto-correlation function of the
optical signal was calculated by the correlator downstream optical-detector. The developed
NIR-DCS was first tested on a phantom in which the particle vibration was changed to
simulate the changes in blood flow. Then the system was further tested on rats suffered with
hypercapnia, normoxia and hyperoxia to measure the changes in CBF. The rats were
connected to the ventilator through two plastic tubes—one for inhalation, the other for
exhalation. The content of the exhaled gas was analyzed, and the real-time partial pressure
of CO2 and the current end tidal CO2 (EtCO2) are measured. The results showed that
hyperoxia increased blood flow due to changes in vascular wall tension. The outcome from
this study supported DCS as a novel noninvasive method to measure CBF.

Keywords
Diffuse correlation spectroscopy � Near infrared spectroscopy � Cerebral blood flow

1 Introduction

Blood flow is a crucial factor affecting the delivery of oxy-
gen to tissue. Cerebral tissues receive about 20% of the
body’s oxygen, and the majority of this oxygen is consumed
in the process of metabolism via aerobic mechanisms. Many
diseases such as stroke, pressure ulcer, and cancer are
associated with abnormal blood flow. Hypercapnia is also an
effective dilator for cerebral blood. It is known that high CO2

partial pressure can cause vasodilatation and decrease

vascular wall tension (VWT), and it is a simple way to verify
the increase or decrease in blood flow between carbon
dioxide changes. In a similar vein, the effects of neurovas-
cular coupling on cerebral blood oxygen saturation and
blood volume are known to perturb functional near infrared
spectroscopy (fNIRS) signals. Indeed, accurate monitoring
of CBF has important implications in fundamental neuro-
science, clinical modeling, rehabilitation, and for patient
management and treatment in the hospital [1–6].

Near-infrared spectroscopy (NIRS) is a spectroscopic
method that uses the electromagnetic spectrum (wavelength
ranges from 700 to 1000 nm). The molar absorptivity in the
NIR region is typically quite small, in this band the main
absorber of body light is hemoglobin. The advantage is that
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NIR can typically penetrate much farther into a sample than
mid infrared radiation, such like human skull. The diffusion
depth of NIR light is about 1–3 cm below the surface.
Diffuse correlation spectroscopy (DCS) is an optical
approach to measure the blood flow by using NIR light,
which is an extension of single-scattering dynamic light
scattering (DLS) to the multiple scattering limit [7–9]. By
measuring the speckle fluctuation of photon resulting the
scatters from moving red blood cells (RBCs) inside vessels
[10]. Blood flow will get by calculating the autocorrelation
function with scattered photons. Detailed review of the
development for DCS can also be found in Refs. [11–13].

2 Methods and Materials

2.1 Theory

A turbid medium such as biological tissue is characterized
by a reduced scattering coefficient ls, and an absorption
coefficient la, which in general can depend on position and
time [14]. There is a positive correlation between the point
light source with the unit intensity on the semi-infinite
medium and the scattered photon density waveform,
unnormalized temporal field autocorrelation defined as [12]:

G1 q
*
; s

� �
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4p
exp �kDr1ð Þ
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� exp �kDr2ð Þ

r2
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2
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the relative change of the cerebral blood flow (CBF), q is the
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index of tissue, la is optical absorption coefficient of tissue,
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where b is parameter which is depend on the number of
speckles detected moreover the coherence length and sta-
bility of the laser. Combining the autocorrelation function of
the electrical field with the diffusion equation, we are able to
calculate an index—aDB.

2.2 Near-Infrared DCS Technology

The instrument we used in tissue phantom was a suspension
of polystyrene microspheres. The CW coherent laser sources
at 785 with long-coherence (�10 m) (DL785-120-S, Crys-
taLaser, Inc., Nevada). The DCS source emitted NIR light
into the tissue via multimode optical fibers with a core
diameter of 400 lm. There detector fibers used a single
mode fiber with a core diameter of 5 lm (780HP, THOR-
LABS, New Jersey). Photodiodes being utilized in DCS
system are fast photon-counting avalanche photodiodes
(Excelitas SPCM-AQRH APD modules). APD is capable of
generating an electrical TTL pulse for every photon that is
detected. The output of APDs was sent to autocorrelator
board (Correlator.com, New Jersey). The equipment set up
showing the different flow rates is depicted in Fig. 1.

2.3 Experiment

The experiment of phantom was via suspension of poly-
styrene microspheres by monitoring changes in particle
vibration of phantom to simulate the condition in the cere-
brovascular. Here, we tested three conditions, normoxia,
hypercapnia and hyperoxia. Gas experiment was a very
simple way to change blood flow. It is known that high CO2

partial pressure can cause vasodilatation and decrease vas-
cular wall tension (VWT). In this experiment, we use nor-
moxia, hypercapnia and hyperoxia to control the elevation
and decrease of cerebral blood flow, and gas inhaling model
on rats in Table 1.

3 Results

The beam of the source of DCS was coupled into an optical
fiber of 400 lm for scattering into the tissue. The other fiber of
62 lm was connected to the light detector. After the experi-
ment, the photon signals were arranged into several segments.
Every segment corresponded to an analog data point. The
segments can be sent to the autocorrelation function written in
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Matlab. The output of the function was named autocorrelation
curves, labeled as g2 and can be plotted against the corre-
sponding lag. In Diffuse Correlation, the lag of time was
called tau represented in a logarithmic scale.

After the phantom defrost, the optical fiber of the light
and the fiber of the detector were placed on the surface.
Source-detector distance was 2.5 cm, ls is 5.2 cm−1 and la
is 0.042 cm−1. The result of phantom autocorrelation curve
as shown in Fig. 2. The surgery started from tracheotomy

insertion. A plastic cannula was inserted into the trachea to
control respiration and continuous isoflurane inhalation. The
other end of the tracheotomy cannula was connected to the
ventilator through two plastic tubes—one for inhalation, the
other for exhalation. In Normoxia, End tidal CO2 (EtCO2)
was monitored and should be between 35 and 43 mmHg. In
this experiment we set it at 38 mmHg. Figure 3 shows the
ETCO2 and blood flow for the experiment of hypercapnia,
normoxia and hyperoxia.

Fig. 1 DCS in the semi-infinite geometry. Laser irradiation on the surface of samples (e.g., blood flow). APD collected scatter signal, and
correlator received TTL signal from APD to calculate the DCS correlation function (left). Autocorrelation graph with different flow rates (right)

Table 1 The chart of the gas content, the inspiration pressure, and the respiration rate in four different gas inhalation models

Room air (L/min) O2 (L/min) CO2 (L/min) D inspiration pressure (cm-H2O) Respiration rate (BPM)

Normoxia 1.2 0.3 0.0 +0 45

Hypercapnia 1.1 0.3 0.1 +0 45

Hyperoxia 0.0 1.5 0.0 +0 45
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Fig. 2 A plot of the g2(autocorrelation) measured by the phantom. The
g2 is autocorrelation raw data (blue) and segment g2 data (black) (left).
The g2 is autocorrelation data (full curve) and fitting with g2 (dot).

Source-detector distance is 2.5 cm, ls is 5.2 cm−1 and la is
0.042 cm−1. Flow (aDB) equal to 3.46 � 10−9 and b is 0.49 (right)
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4 Conclusion

We have demonstrated the flow measurement using the DCS
on phantom. After fitting the curve with the autocorrelation
data, its data looks very reasonable. Our results showed that
flow equal to 3.46 � 10−9 and b value of 0.49, similar to
human adult measurement. Hypercapnia, normoxia and
hyperoxia experiments showed that CO2 increased blood
flow. Our experiment exhibits similar trend.
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Positively Charged Silver Nanoparticles
as Labels for Paper-Based Colorimetric
Detection of Heparin

Sanjay Kumar , Pulak Bhushan , and Shantanu Bhattacharya

Abstract
A novel paper-based colorimetric sensor has been developed for ultrasensitive detection of
heparin based on aggregation of positively charged silver nanoparticles. The electrostatic
interaction between negatively charged heparin and positively charged silver nanoparticles
(AgNPs) resulted in a shift in the surface plasmon resonance (SPR) wavelength leading to a
color change from yellow to colorless. The proposed assay can selectively detect heparin
with an ultra-low detection limit of 1.898 ng mL−1 in solution and 8.68 µg mL−1 on paper.
In future, the assay can be further employed for detection of heparin in human blood serum
samples.

Keywords
Colorimetric detection � Heparin � (+) AgNPs � Paper-based detection

1 Introduction

Heparin, a highly sulfated negatively charged linear acidic
polysaccharide, is widely used as an anticoagulant in various
clinical practices such as, kidney dialysis, cardiac and vas-
cular surgery, etc. [1, 2]. A heparin concentration beyond the
normal levels (i.e. 17–67 lM during cardiovascular surgery
and 1.7–10 lM in postoperative and long-term therapy) can
induce hemorrhage and thrombocytopenia [3]. Hence, fre-
quent clinical monitoring of heparin levels is imperative to
guide antidote treatment. However, as a consequence of
chemical heterogeneity, natural polydispersity and poor
fluorescence properties of heparin, its quantization is chal-

lenging [4]. Currently, laboratory-based traditional methods
such as, ion pair high-performance liquid chromatography
[5], ion chromatography [6], activated partial thromboplastin
time (aPTI) or measurements of the activated clotting time
(ACT) [7] have been utilized for quantification of heparin.
These techniques are time-consuming, suffer from poor
specificity due to potential interferences from other factors
and require sophisticated equipment. In the past several
years, researchers have attempted to develop reliable and
sensitive biosensors based on various detection schemes
such as, electrochemical [8], fluorimetry [9], nuclear mag-
netic resonance [10], light scattering [11], colorimetric [1, 3,
12, 13], etc. Among these, colorimetric sensors are based on
observing a color change of the substrate or solution that can
be easily visualized by naked eye. They have been widely
exploited owing to their simplicity, rapidity, robustness,
portability, inexpensiveness and sensitivity. Recently, a wide
variety of metal nanocomposites such as gold nanoparticles
[12], gold nanorods, gold-graphene oxide composites [13,
14], etc. have been employed for colorimetric detection of
heparin, attributed to their distinctive optical, photothermal
and electrical properties. Typically, assays employed for
heparin detection are based on aggregation of positively
charged nanoparticles on interaction with negatively charged
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heparin. However, they are generally complex since they
require an additional chemical to induce aggregation, e.g.
PEI, protamine, etc. In order to overcome this complexity,
very few efforts have been made. Cao et al. reported the
direct interaction of heparin with positively charged
cysteamine-stabilized gold nanoparticles [1]. Chen et al.
proposed chitosan capped, citrate reduced AuNPs-based
colorimetric assay for heparin detection [12]. Nonetheless,
these detection assays suffer from high detection limits.

In this work, a highly sensitive paper-based colorimetric
assay for detection of heparin has been established and

developed for the first time. The assay exploits chitosan (a
cationic polyelectrolyte) capped positively charged AgNPs
for heparin detection. AgNPs have been exploited owing to
their unique surface plasmon resonance (SPR), higher
extinction coefficient and sharp extinction bands. The elec-
trostatic interaction between the positively charged AgNPs
and polyanionic heparin led to the aggregation of (+)
AgNPs. This resulted in a color change from yellow to
colorless within 5 min (Fig. 1a). The proposed protocol has
been further used to develop a point-of-care (POC) pa-
per-based device.

Fig. 1 a Schematic diagram of
the colorimetric sensor for the
visual detection of heparin using
(+) AgNPs. Inset shows the
photographs of (+) AgNPs
aqueous solution without and
with heparin (left to right).
b UV-Vis absorption spectra of
(+) AgNPs in the absence (solid
blue line) and presence (solid
black line) of heparin. Inset
shows the corresponding
photographic images. c Zeta
potential measurements of AgNPs
and AgNPs-heparin. d TEM
image of (+) AgNPs and e TEM
image of heparin induced
aggregated AgNPs
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2 Experimental

2.1 Materials

Chitosan, silver nitrate, sodium borohydride and heparin
were purchased from Sigma-Aldrich, India. All other
chemicals and reagents in this study were of analytical grade
and used without further purification. All aqueous solutions
were made with high performance liquid chromatography
(HPLC) water, obtained from Merc Life Science Pvt. Ltd.,
India.

2.2 Synthesis of Positively Charged Silver
Nanoparticles

Silver nanoparticles ((+) AgNPs) were prepared according to
a previously reported protocol with a slight modification [15].
Briefly, 0.094 g of chitosan was dissolved in 47 mL of 1%
acetic acid under vigorous stirring for 5 h at 60 °C. The
solution was then mixed with 2 mL of 0.01 M AgNO3

aqueous solution. After stirring for 30 min at room temper-
ature, 1 mL of freshly prepared NaBH4 (8 mg mL−1) aque-
ous solution was added rapidly under vigorous stirring for
another 90 min at room temperature in dark. The resulting
solution was centrifuged at 2000 g for 30 min. The final
AgNPs solution was obtained by discarding the supernatant
and redispersing the remaining solution in HPLC water. The
solution was kept in dark at 4 °C until use.

2.3 Colorimetric Detection of Heparin

The heparin-induced aggregation of (+) AgNPs was moni-
tored by observing the change in UV-vis spectra on addition
of heparin to colloidal AgNPs. In a typical procedure, var-
ious concentrations of heparin (5, 10, 15, 25, 50 and
100 ng mL−1) were first prepared using 10 mM of Britton–
Robinson (BR) buffer solution (pH 3.6). Next, 50 µL of
as-prepared heparin was added to 200 µL of (+) AgNPs
solution (0.05 mg mL−1) and the mixture was diluted with a
buffer solution to 1 mL. After incubation of the above
solution for 5 min, the UV-vis spectra were recorded.

3 Results and Discussion

3.1 Characterization

The as-synthesized (+) AgNPs colloid and heparin-induced
aggregation of AgNPs were characterized using UV-vis
spectroscopy, zeta-potential and transmission electron

microscopy (TEM). Figure 1b shows the absorption spectra
of the (+) AgNPs in absence (solid blue line) and presence
(solid black line) of heparin. The peak at 399 nm confirms
the presence of AgNPs. It was observed that aggregation of
AgNPs in presence of heparin resulted in a characteristic
red-shift and broadening of the surface plasmon band. The
positive charge of as-synthesized AgNPs colloid was con-
firmed through zeta-potential measurements (Fig. 1c).
A decrement of the surface charge from +63.78 mV to
−2 mV, on addition of heparin confirmed the successful
aggregation of AgNPs. TEM images (Fig. 1d) confirmed the
monodispersity of the spherical shaped AgNPs having an
average size of about 10 nm. The irregular aggregation of
AgNPs in presence of heparin was also confirmed through
TEM (Fig. 1e).

3.2 Quantitative Determination of Heparin

The color variation of (+) AgNPs solution on addition of
heparin with different concentrations was recorded by
UV-vis spectrometer. The process of heparin induced
aggregation of AgNPs was studied by monitoring the shift in
plasmon band position and change in absorption. The color
variation of the solution from yellow to colorless was
directly observed by the naked eye. It was discerned from
Fig. 2a, that on addition of heparin, the absorption of AgNPs
at 399 nm gradually decreases with a red-shift in the SPR
wavelength. Figure 2b shows the calibration curve of
absorbance against the heparin concentration. The curve was
linear in a range from 5 to 25 ng mL−1. The linear regres-
sion equation for heparin was expressed as Y = −0.0136
X + 0.8353 with a correlation coefficient of 0.9991 (Fig. 2b
inset), where X is the heparin concentration and Y is the
absorbance. The limit of detection for heparin was calculated
to be 1.898 ng mL−1, which is lower than previously
reported values (Table 1).

Further, to assess the applicability of this assay, a
paper-based rapid detection device was developed. The
device was essentially circular shaped paper strip made of
Whatman no. 1 filter paper. In a typical experiment, the
paper strips were soaked into the (+) AgNPs colloidal
solution and dried overnight at room temperature. Next,
150 µL of heparin of varying concentrations (0.1, 0.5, 5,
10, 15, 25, 50 and 100 µg mL−1) was pipetted onto the
above paper strips. After 5 min of incubation, the yellow
color of the paper strips discolored depending on the
heparin concentration. The uniform color intensity of the
paper strip confirms the even distribution of AgNPs onto
the paper (Fig. 2c). For quantitation of heparin, images of
the paper strips were captured using a Nikon DSLR cam-
era. The gray level intensities of the images were obtained
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using Image J and plotted against the heparin concentration
(Fig. 2d). The color intensity of the paper strip was linearly
dependent on the concentration of added heparin in the

range of 0.5–25 µg mL−1 (Fig. 2d inset). The detection
limit calculated using the developed calibration curve was
8.68 µg mL−1.

(a) (b)

(c) (d)

Fig. 2 a UV-vis absorption spectra of (+) AgNPs aqueous solution
with various concentrations of heparin (0–100 ng mL−1). b The dose–
response curve for heparin detection in solution phase. Inset: the
calibration curve of the (+) AgNPs system for the detection of heparin.

c Photographs of the (+) AgNPs soaked paper strips after addition of
various concentrations of heparin (0–100 µg mL−1). d The dose–
response curve for heparin detection on paper strip. Inset: the
calibration curve of the (+) AgNPs system for the detection of heparin

Table 1 Comparison of the reported colorimetric biosensors for heparin

Probes Linear range Correlation coefficient LOD

Cationic polythiophene [3] 1.7–10 µM – 1.36 µM

Chitosan capped AuNPs [12] 0.2–60 µM 0.998 0.8 µM

AuNPs (protamine-coated) [16] 1.2–10 µg mL−1
– 0.6 µg mL−1

(+) AuNPs [1] 0.09–3.12 µg mL−1 0.9958 0.03 µg mL−1

CTAB established AuNRs [13] 0.02–0.28 µg mL−1 0.9957 5 ng mL−1

AuNPs/GO/protamine [14] 0.06–0.36 µg mL−1 0.9936 3 ng mL−1

(+) AgNPs [this work] 5–25 ng mL−1 0.9991 1.898 ng mL−1
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3.3 Selectivity

To investigate the selectivity of the above established col-
orimetric assay, several potential interfering compounds
coexisting in human serum, such as, Naþ ;Ca2þ ;
kþ ;Mg2þ ;Cl�;Co2�3 ; Po3�4 ; glucose, cholesterol, hya-
luronic acid, heparin and their mixture were examined by
recording the respective absorbance responses. As shown in
Fig. 3, the absorbance obtained for the interfering com-
pounds was very low as compared to heparin. Moreover,
upon addition of all the coexisting substances with heparin
resulted in a minor change in the absorbance value (3%).
Therefore, it can be concluded that the electrostatic attraction
between (+) AgNPs and heparin was significantly stronger
than any other interfering substance, ensuring high selec-
tivity for heparin.

4 Conclusion

This study demonstrates that a paper-based device utilizing
positively charged silver nanoparticles can be employed for
simple quantitative analysis of heparin. The colorimetric
sensing assay takes advantage of the strong electrostatic
interaction between (+) AgNPs and negatively charged

heparin, thereby successfully attaining an easy colorimetric
readout without requiring additional instrumentation. The
as-developed paper-based platform for ultrasensitive detec-
tion of heparin can be further used for detection of heparin in
human serum/plasma samples.
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Single Image Super-Resolution for MRI Using
a Coarse-to-Fine Network

Jia Liu, Fang Chen, Huabei Shi, and Hongen Liao

Abstract
Single Image Super-Resolution (SISR) which aims to recover a high resolution (HR) image
from a low-resolution (LR) image has a wide range of medical applications. In this paper,
we present a novel Super-Resolution Coarse-to-Fine Network (SRCFN) that recovers the
finer texture details strongly and enables precise high-frequency detail to address this
challenging task. First, we apply some residuals units to achieve a coarse Super-Resolution
result. Second, we add a fine module using the idea of segmentation networks to combine
more high-frequency detail into the coarse results for final Super-Resolution results. In
addition, we use a combined loss function of Mean square error loss and SSIM loss. Our
proposed method applied to medical MRI outperforms previous methods of accuracy
(PSNR and SSIM) and visual improvements.

Keywords
Single image super-resolution � MRI � CNN

1 Introduction

Magnetic resonance scanning is a non-invasive diagnostic
technology of the body’s anatomy and physiology and is
widely used in medical imaging of brain disease. In the
clinical and research status, high-resolution and
high-contrast Magnetic Resonance Image (MRI) is preferred
because it provides significant structural details of a smaller
voxel size. Comparatively, low-resolution MRI has fuzzy
tissue boundaries of lower contrast. However, currently,
HR MRI acquisition equipment is expensive and less
available in hospitals and clinical centers because of long
scanning time. Therefore, single image super-resolution
(SISR) which can restore a high-resolution (HR) MRI from a
given low-resolution (LR) one, is significant to reduce
scanning time for the image quality assurance. One major
difficulty of SISR is the ambiguity of solutions to the
underdetermined super-resolution problem. Especially, in

high downsampling factors, texture detail in the recon-
structed HR images is typically absent so that the ill-posed
nature of the SISR problem is obviously appearance.

Despite the difficulty of the above problem, research
received growing interest in the computer vision community
due to SISR have a wide range of applications including
video streaming and medical applications. Many methods
and substantial advances have been studied in SISR problem
[1, 2]. Early methods mainly focus on interpolation tech-
nology such as bicubic interpolation and Lanczos resam-
pling [3]. Interpolation method is very fast, but usually fails
to recover the high-frequency image information on an
overly smooth solution. Sparse coding [4, 5] methods use a
learned compact dictionary based on sparse signal repre-
sentation to address the task of SISR.

In recent years, due to the development of Deep Learning
(DL), especially Convolutional Neural Network (CNN),
CNN is widely used to address the ill-posed inverse problem
of Super Resolution (SR), improving the accuracy and
computational speed. CNN has performed much better than
reconstruction-based [6] and other learning methods [7, 8].
As the pioneer CNN model for SR, Super-Resolution
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Convolutional Neural Network (SRCNN) [9] predicts non-
linear LR-HR mapping and significantly outperforms clas-
sical non-DL methods. However, SRCNN relies on the
context of small image regions and training to converge too
slowly. Kim et al. [10] also presented the Deeply-Recursive
Convolutional Network (DRCN) which presented a high
performance in accuracy with a small number of model
parameters. Overall, deeper network architectures have been
shown to increase performance and “the deeper the better”
might be the case of SR. In addition, residual learning is
widely used in deeper network architectures.

Based on the achievement of deeper network architec-
tures and residual learning applied in SISR and segmentation
task, we propose a novel Super-Resolution Coarse-to-Fine
Network (SRCFN). Different from previous works, we add a
fine network consists of some full-resolution residual units
(FRRU) after the coarse super resolution network and
explore a PSNR and SSIM combined loss. Our new network
with perceptual losses can jointly compute good high-level
features and good low-level features. Experimental results
show that our method is superior to other methods, both in
quantitative studies and human judgements.

2 Method

2.1 Problem Formulation: Image Super
Resolution

The SISR is formulated as a problem that learns the rela-
tionship between the LR and the corresponding HR images
[9]. The problem formulation is as follows:

ILR ¼ DBIHR þ e ð1Þ
Here, where ILR is the LR image; IHR is the HR image; B

is a blurring (low pass filter) operator; D is a decimation
operator that discards every other pixel for a given scaling
factor r (r = 4 in our method). e denotes an additive noise,
normally i.e. white Gaussian noise.

The solution to this problem, we train a generator net-
work as a feed-forward CNN U ILR;Hð Þ parametrized by H.
Here H ¼ W1 : L; b1 : Lf g denotes the weights and biases
of a L-layer deep network and is obtained by optimizing a
SR specific loss function W. For given training images InHR,
n = 1, …, N with corresponding InLR, n = 1, …, N, we solve
the minimizes loss function W defined by:

bH ¼ argmin
1
N

H

XN
n¼1

W U InLR;H
� �� InHR

� � ð2Þ

In this work, we will specifically design a perceptual loss
W as a weighted combination of several loss components

that model distinct desirable characteristics of the recovered
SR image. The individual loss functions are described in
more detail in Sect. 2.3.

2.2 Network Architectures for SISR

In this section, we introduce each main component of our
framework. As sketched in Fig. 1, the proposed framework
includes two components: Coarse super resolution Net-
works, Fine super resolution Networks.

Coarse Super Resolution Networks. We design a
Non-Deep CNN structure for coarse super resolution net-
works. The configuration is outlined in Fig. 1. The first layer
is the upsampling layer (factor = 4) which interpolates LR
image to the desired size as the new input I1. After that, the
first convolution layer with kernel size 5 � 5 is designed as
a spacious receptive field to capture as much image infor-
mation as possible, as illustrated in [11]. Then, we add a
ResNet for feature extraction, which consists of two con-
volution filters of the size 3 � 3 � 48, ReLU activation
function and an addition operation.

A ResNet is composed of four residual units (RUs). As
depicted in Fig. 2, the output xn of the n-th RU in a ResNet
is computed as

xn ¼ xn�1 þðFxn�1;WnÞ ð3Þ
where Fxn�1;Wn is the residual, which is parametrized by
Wn. Thus, instead of computing the output xn directly,
F only computes a residual that is added to the input xn�1.

Fine Super Resolution Networks. Inspired by the
Residual Networks and FRRN, we design a new FRRU
based feature extraction structure for Fine super resolution
Networks. The configuration is outlined in Fig. 2. Fine super
resolution Networks is composed of six of full-resolution
residual units (FRRUs).

Full-resolution residual units are a modification of
residual units. Each FRRU has two inputs (Rn�1 and Pn�1)
and two outputs (Rn and Pn), and it simultaneously operates.
Figure 2b shows the structure of a FRRU. Let Rn�1 be the
residual input to the n-th FRRU and let Pn�1 be its pooling
input. Then the outputs are computed as:

Rn ¼ Rn�1 þHðPn�1;Rn�1;WnÞ ð4Þ

Pn ¼ G Pn�1;Rn�1;Wnð Þ ð5Þ
where Wn are the parameters of the pooling function G and
residual function H, respectively. If G = 0, then a FRRU
corresponds to an RU since it disregards the pooling input
yn, and the network effectively becomes an ordinary ResNet.
On the other hand, if H = 0, then the output of a FRRU only
depends on its input via the function G. Hence, no residuals
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are computed and we obtain a traditional feedforward net-
work. By carefully constructing G and H, we can combine
the two network principles.

After a sequence of FRRUs (number = 6), some high
level feature maps were achieved and added to the input of
Fine super resolution Networks to fine the coarse SR image.

2.3 Perceptual Loss Function

With respect to an ideal result image, the Peak Signal to
Noise Ratio (PSNR) computes the mean squared error
between reconstruction results and the original image.
Higher PSNR means more noise removed. However, as least
squares result, it is slightly biased towards over smoothed

(blurry) results, i.e. an algorithm that removes not only the
noise but also a part of the textures will have a good score.
Structural Similarity (SSIM) [12] has been developed to
have a quality reconstruction metric that also takes into
account the similarity of the edges (high frequency content)
between the reconstruction image and the original one.
Hence, SSIM as the object loss function, will not only
remove the noise while also preserving the edges of the
objects. Thus, our proposed perceptual loss function has
combined PSNR and SSIM.

Content Loss. PSNR is most commonly used to measure
the quality of reconstruction results of SISR. PSNR is most
easily defined via the mean squared error (MSE). Thus, we
choose MSE loss as our content loss. The pixel-wise MSE
loss is calculated as:

LR HRUpsamp Conv
48,5*5 4RUs

FRRU FRRU

Coarse super resolution Networks Fine super resolution Networks

Conv
1,1*1

Fig. 1 Illustration of the proposed framework for single image
super-resolution. Given an input LR image, our framework first applies
one upsampling module to interpolate the image to the desired size and

present a coarse super resolution network and a fine super resolution
networks. The final HR estimation is obtained by two step
super-resolution operations

Fig. 2 An illustration of the residual unit (RU) and full-resolution
residual unit (FRRU). FRRU: Total 6 FRRUs parts in our fine SR
Network, the Number of convolution filter for each FRRU: N = 96, 96,

192, 192, 348, 348. BN: Batch normalization layer. Upsampling (2 * 2)
is implemented by resize function
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LSR
MSE ¼ 1

r2WH

XrW
x¼1

XrH
y¼1

IHRx;y � G ILRx;y

� �� �2
ð6Þ

Here, G(ILR) is a reconstructed image and IHR is the
reference image. However, while achieving particularly high
PSNR, solutions of MSE optimization problems often lack
high-frequency content which results in perceptually unsat-
isfying, overly smooth solutions.

Structural Similarity Loss. The goal is for SISR net-
work to learn to produce visually pleasing images. It stands
to reason that the error function should be perceptually
motivated, as is the case with SSIM. SSIM for pixel p is
defined as

SSIM pð Þ ¼ 2lxly þC1

l2x þ l2y þC1
� 2rxy þC2

r2x þ r2y þC2
ð7Þ

¼ l pð Þ � cs pð Þ ð8Þ
Here, lx the average of x; ly the average of y; r2x

the variance of x; r2y the variance of y;rxy the covariance of

x and y; C1 ¼ k1Lð Þ2;C2 ¼ k2Lð Þ2 two variables to stabilize
the division with weak denominator; L the dynamic range of
the pixel-values; k1 ¼ 0:01 and k2 ¼ 0:03 by default.

Where we omitted the dependence of means and standard
deviations on pixel p. Means and standard deviations are
computed with a Gaussian filter with standard deviation. The
loss function for SSIM can be then written setting:

LSR
SSIM ¼ 1

N

X
p�P

1� SSIM pð Þ ð9Þ

Finally, our proposed perceptual loss function is defined
as follow:

W ¼ LSR
MSE þ 10 � LSR

SSIM ð10Þ

3 Experiments and Results

3.1 Training Details and Parameters

We trained all networks on 2016 MR images from the
BRATS 2015 training data [13]. We obtained the LR images
(48 * 48) by downsampling the HR images (192 * 192)
using bicubic kernel and downsampling factor r = 4. Note
that we can apply the generator model to images of arbitrary
size as it is fully convolutional. For optimization we use
Adam and an auto learning rate. Training a SRCFN with
epoch = 30 roughly takes 13.3 h on a GeForce GTX 1080
GPU. For testing, we perform experiments on 480 MRI from
the BRATS 2015 training data. For fair quantitative

comparison, all reported PSNR [dB] and SSIM measures
were calculated.

3.2 Comparison with Other Methods

We evaluation the results of quantitative comparisons with
the DL (SRCNN [9]) and non-DL (bicubic) methods. For
compared with SRCNN, we train the same training images
and testing images with SRCNN network, epoch = 30 and
learning rate = 0.0001. Table 1 summarizes quantitative
results on the testing sets, by citing the results of prior
methods. Our SRCFN model outperforms than bicubic and
SRCNN methods in both PSNR and SSIM. Our SRCFN
significantly advances the state of the art, with the
improvement margin of 4.62 dB/0.10 and 0.61 dB/0.02 on
scale factor 4 than bicubic and SRCNN. Qualitative com-
parisons, among bicubic, SRCNN and our SRCFN are

Fig. 3 Qualitative comparison. 1 The first column shows the ground
truth MR image. 2 The second column shows SISR results of bicubic
method. 3 The third column shows SISR results of SRCNN. 4 The forth
column shows SISR results of our SRCFN. SRCFN and SRCNN
recover sharp lines, bicubic give blurry results. Row 1:
brats_tcia_pat103_0001/60 slice, row2: brats_tcia_pat165_0001/52
slice, row3: brats_2013_pat0027_1/41 slice

Table 1 Comparison of methods: bicubic, SRCNN and our SRCFN
on 480 test MR images. Highest calculated measures [PSNR (dB),
SSIM] in bold

Parameters PSNR (dB) SSIM

Method

Bicubic 23.7448 0.7941

SRCNN 27.7551 0.8793

SRCFN (our) 28.3695 0.8977
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illustrated in Fig. 3. As we can see, our method produces
relatively sharper edges with respect to patterns, while
bicubic method may give blurry result and SRCNN may
give lower PSNR and SSIM result. DL (SRCNN) achieve
good result applied in both nature images and medical
images with higher PSNR and SSIM than non-DL (bicubic)
method. For the quantitative comparisons of PSNR and
SSIM, our method (SRFCN) is better than SRCNN method.
For all that, DL based method is better than non-DL (Shown
in Table 1 and Fig. 4).

4 Conclusion

We have described a deep Super-Resolution Coarse-to-Fine
Network (SRCFN) with perceptual losses, which can jointly
compute good high-level features and good low-level fea-
tures. SRCFN achieved better experimental results for MRI
super-resolution than state of the art models. Our method is
significant to reduce scanning time under the image quality
assurance for clinical application. We have proposed a new
perceptual loss for MRI-SR, which combined PSNR and
SSIM. We will focus on applied and improved this method
in other medical applications in the future, such as SR for
diffusion tensor imaging.
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High-Quality 3D Autostereoscopic Medical
Display Method with Optical Enhancement
and Image Compensation

Xinran Zhang, Tianqi Huang, and Hongen Liao

Abstract
With the growing demand for intuitive and accurate medical image visualization,
autostereoscopic 3D display becomes a new developing trend in image guided diagnosis
and therapy. However, the limited resolution and inadequate accuracy of current
autostereoscopic techniques are two common problems that restrict the application of 3D
medical display. This research introduces an image enhancement and optical compensation
method based high quality autostereoscopic medical display system. An image enhance-
ment module is designed to improve the spatial resolution and viewing angle of the same
time. The accuracy degradation caused by optical aberration is compensated by the
proposed raytracing rendering. Experiments demonstrated the feasibility in the improve-
ment of 3D image quality and accuracy. Anatomic details of volunteer data were well
shown by the proposed method. With further improvements in real-time image rendering,
the proposed methods will have wide applicability in improving the display performance in
the field of AR guidance system, microscope and head-mounted display systems.

Keywords
Autostereoscopic medical display � Image enhancement � Image compensation � Image
guided surgery

1 Introduction

With the fast development of medical imaging techniques,
the visualization methods of medical images also become
hot areas of researches. Since pre-/intra-operative medical
images play an increasingly important role in computer
assisted diagnosis and therapy, the accuracy and intuitive-
ness of image visualization are two main important factors
influencing the efficiency of operations. Conventional med-
ical image visualization techniques often display
two-dimensional (2D) cross-sectional images and
three-dimensional (3D) volume rendering or surface ren-
dering models on common 2D panel screens. Although the
3D rendering algorithm can achieve a vivid reconstruction of

anatomic structures, doctors still need to rotate or move the
3D model to understand the spatial relationships of anatomic
structures [1]. The loss of depth information may have a
negative impact on the correct understanding and judgement
of doctors especially when the anatomic relation gets
complicated.

In recent years, 3D displays and augmented reality
(AR) techniques are widely applied in medical applications.
3D information can significantly accelerate the speed of
human cognition compared with 2D information [2]. Stereo
3D display technique, which is frequently used in 3D sur-
gical microscope, 3D surgical robot and head-mounted dis-
play (HMD), can produce the depth cues by providing two
different 2D images separately to each eye of observer [3].
Visual tiredness is easy to occur after long-time watching the
stereo 3D images when users must wear special glasses. The
more important thing is that the accuracy inconsistency
introduced by individual difference restricts the use of stereo
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3D techniques in high-accuracy augmented reality applica-
tions. Autostereoscopic 3D display techniques, which can
provide the depth cues without any supplemental equipment,
often use optical lens or grating to achieve naked-eye 3D
imaging. Although autostereoscopic 3D display shows a
great potential in medical use, the inadequate accuracy and
resolution of autostereoscopic 3D display are two important
problems we need to handle [4].

The resolution limitation of real 3D display such as
integral photography (IP), lenticular arrays and parallax
barrier based techniques are mainly caused by the sampling
effect of the optical elements to the elemental image. Due to
the high difficulty in fabricating super high resolution 2D
display and micro lens array/grating, resolution of real-3D
displays cannot satisfy the requirement in medical use if
users want to distinguish the detailed structures [5]. The
accuracy degradation of optical lens-based autostereoscopic
3D displays is mainly caused by the mismatch between the
parameters of rendered 3D image and that of the real optical
instruments during computer-generated (CG) 3D rendering
[6]. For example, in conventional CG rendering of IP, the
convex lens in micro lens array is simplified as an ideal
pinhole. Furthermore, in real 3D augmented reality
(AR) systems, HMD and floating display systems, more
optical lenses or mirrors are used in the display system. How
to take the aberration of real optical model into the consid-
eration during CG real 3D medical imaging is quite impor-
tant for the promotion of display accuracy.

2 Methods

2.1 High Accuracy and Resolution Real 3D
Medical Display Method

To solve the difficulty in exact understanding that often
occurs when surgeons visualizing complex and detailed 3D
anatomic structures based on common 2D medical image,
real 3D medical display with high quality and accuracy that
will preserve the depth cues of structures are highly neces-
sary [7].

The resolution of real 3D display is determined by the
spatial pixel density of image. We design a set of negative
optical lenses in front of conventional 3D display to
demagnify the 3D image [8]. The compression of the pixel
size and their distance means the improvement of spatial
resolution. Meanwhile, lights emitted from 3D image passed
through the optical system are diverged into a larger angle,
resulting in the increase of viewing angle (Fig. 1a). This
method breaks the tradeoff between viewing angle and res-
olution in conventional real 3D displays [9]. To further

handle the accuracy loss introduced by aberrations of optical
elements in the display system, we add the aberration models
of optical lenses in the 3D image rendering pipeline during
the image generation procedure instead of using the ideal
optical models in traditional approaches (Fig. 1b).

In this way, the proposed method breaks the tradeoff
between the viewing angle and resolution in IP based real 3D
medical display technique. The image distortion correction
method also provides an effective approach to achieve
high-accuracy medical image acquisition and visualization.

2.2 Analysis of Resolution and Viewing Angle
of Real 3D Medical Display

The optical image enhancement module is composed of a set
of lenses, which equals to a concave lens. In this section we
use IP as an example to analyze the enhancement effect of
resolution and viewing angle to real 3D images. The spatial
resolutions in lateral and depth directions are determined the
maximum size of a single light point in space. In traditional
IP, the tradeoff between spatial resolution, viewing angle and
image depth is unavoidable. After we place the optical image
enhancement module in front of the conventional IP display,
the spatial sizes of the light point both in horizontal and
depth directions turn smaller. The enhancement of resolution
and viewing angle of images at the same time makes real 3D
medical displays are able to show more anatomic details in a
more natural way. The spatial size and the viewing angle of

Fig. 1 The principle of the accuracy and resolution enhancement
method proposed by this article. a A set of negative optical lenses are
placed in front of the 3D display as the image enhancement module to
increase resolution and viewing angle. b Aberration parameters of
optical device in the display system are considered during the CG 3D
image process
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the light point can be control by the focal length and position
of the adjustable optical enhancement system, making it
flexible and easy to satisfied various needs in biomedical
applications.

2.3 Aberration-Compensated Real 3D Image
Rendering

To reproduce a high-accuracy spatial 3D image that is in
consistent with the medical data, we proposed an optical
aberration-compensated image rendering method to address
the image distortion problem in 3D medical display systems
[10].

We assume that one voxel si in the medical data emits
rays to space. Each ray nf

! passes through all the optical
lenses in the display system and is finally recorded on the 2D
elemental image plane as E a; bð Þ. Instead of the ideal optical
imaging model used in traditional methods to calculate the
position of E, we calculate every intersection points P1 to Pn

between the ray and all optical surfaces s1 to sn, as shown in
Fig. 2.

The calculation of P1 to Pn requires to know the surface
parameters of optical lenses. We can use a 3D triangular
mesh to describe the surfaces. When the surface of optical
lens can be described using mathematical formula, the cal-
culation of P1 to Pn can be further accelerated. When med-
ical data becomes large, the raytracing rendering will be
time-consuming. The tracing of different rays can be cal-
culated in parallel using graphics processing unit. The pro-
posed aberration-compensated real 3D image rendering
method solve the image distortion problem in many
lens-based autostereoscopic display systems. The method is
also suitable in the image correction in surgical microscope,
HMD and other AR medical systems.

3 Experiments and Results

3.1 Materials

To validate the feasibility of the proposed real 3D medical
visualization methods, we built up an IP-based autostereo-
scopic display system. The resolution of the liquid crystal
display (LCD) used to show the elemental image is
1536 � 2048 (264 ppi). The lens pitch and focal length of
the hexagonal micro lens array are 2.32 and 3.0 mm,
respectively. The focal length of the proposed optical image
enhancement system is −130 mm.

3.2 Quantitative Accuracy and Resolution
Evaluation of the High Quality 3D
Display Method

We used the proposed medical display and the traditional IP
display to show three different 3D cube patterns to evaluate
the image resolution and accuracy.

The comparison of performance with and without the
image enhancement and aberration compensation is illus-
trated in Fig. 3. The edges and apexes were significantly
clearer after image enhancement due to the promotion of
resolution (Fig. 3b, d). Meanwhile, the aberration compen-
sation method efficiently corrected the distortion both in
horizontal and depth directions (Fig. 3c, d). We further used
a stereo camera to evaluate the spatial accuracy of three
displayed cube patterns. The average deviations of distance
of measured value and theoretical value are shown in
Fig. 3e. The results showed that the proposed method reduce
the display error in distance compared with traditional
approach.

3.3 Volunteer Experiments and the Prototype
AR Navigation System

We used a 3D brain data of a clinical volunteer acquired by
CT to evaluate the performance of the proposed method.
Details of small and complex structures can be easily dis-
tinguished from the real 3D image. We also applied the
display in an AR surgical guidance system to provide an
intuitive guidance in minimally invasive diagnosis and
therapy (Fig. 4).

4 Discussion and Conclusion

In this research, we proposed a high-accuracy and resolution
enhanced 3D autostereoscopic medical display technique
using optical enhancement and image compensation

Fig. 2 Optical aberration-compensated real 3D image rendering using
a front-to-back raytracing method
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methods. We design an optical image enhancement module
and an aberration compensation rendering method to address
the accuracy and resolution limitation problem of 3D display
in medical use. Experiments demonstrated the feasibility and
the potential in medical applications. The display error in
distance can be further reduced by the calibration of the
related position of optical lenses, the display and the patient.
By using real-time imaging techniques such as ultrasound
etc., the proposed display can also realize real-time image
update and provide a true dynamic picture of the anatomy
for surgeons.

The proposed method can be further applied in medical
AR, virtual reality systems and floating displays, providing a
more accurate and vivid image visualization and minimizing
the exploratory procedures in surgical navigation, medical
training and telemedicine.
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Application of Sinogram-Based Moving
Window Subtraction Technique in OSEM
Algorithm to Reduce Ring Artifacts
for Cone-Beam Micro-CT Image Quality
Assessment

David Shih-Chun Jin, Wen-Hsiang Chou, and Jyh-Cheng Chen

Abstract
Severe ring artifacts in cone-beam micro-CT degrade image quality and usually cause error
recognition during image-based-observer study or computed-aid-diagnosis (CAD). It
causes wrong values, such as size of the tumor. The aim of this study was to derive a
moving window subtraction method before the iterative reconstruction step to reduce ring
artifacts. To access acceptable image quality data, we used a uniform water cylinder
phantom and followed the performance measurement guide, ISO-15708 and EN 16016, to
evaluate the imaging performance. Results show there are 1.23 times improvement in SNR
and 5% improvement in uniformity. Most importantly, we can reduce the error estimate of
the object size from 6 pixels to less than 2 pixels. Our proposed method can efficiently
reduce the error rate caused by ring artifacts for automatic size estimation applications.

Keywords
Ring artifacts � Ordered-subsets expectation-maximization � Image quality assessment

1 Introduction

Cone-beam micro-CT (CBlCT) uses a 2D X-ray detector to
acquire projections while the gantry holding an X-ray source
and detector pair moves around the center of the object.
Since the pixels of many 2D flat-panel detectors are smaller
than that of discrete detectors in typical medical CTs, the
x-ray flux is shift variant, and there is no consistent linear
response between the detector and the x-ray flux. This

phenomena causes ring artifacts and makes it very difficult to
achieve a perfect uniform sensitivity [1, 2]. Severe ring
artifacts in CBlCT degrade image quality and cause wrong
measurement in image-based-computed aided diagnosis
(CAD).

Many researchers mention that a simple flat-field cor-
rection with a dark-current subtraction will not work for
multiple projection images taken from CBlCT, even with a
long flat-field acquisition time or a frame averaging method.
This is why ring artifacts are usually shown on CBlCT
images [3].

Some iterative algorithms have been used in CBlCT in
recent years to improve image quality by continuously
updating reconstructed images between iterations. The initial
sinogram data, which was forward projected by a predefined
initial image value, will be compared with the real projection
data collected by the micro-CT system. An updated sino-
gram can then be back projected to obtain a corresponding
updated image. However, the intrinsic artifacts from the
original projection data cannot be removed and will be
enhanced by iterations into the reconstructed image. Here we
introduce a sinogram based efficient ring reduction technique
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that can be easily implemented with iterative reconstruction
methods.

2 Materials and Methods

2.1 Flowchart of Reduction Method

This study applied a moving window subtraction method
before an iterative reconstruction kernel to prevent artifact
enhancement during ordered-subsets expectation maxi-
mization (OSEM) reconstruction, which was derived by [5].
The flowchart of preprocessing, proposed moving window
subtraction, OSEM reconstruction and image quality
assessment is shown (Fig. 1a). The following steps are
involved.

Step.1: We need to do a basic standard procedure of pro-
jection image preprocessing, flat-field, dark-field, and
exposure corrections [4]. Next, the line pattern in
pre-corrected sinogram S is reduced by detecting this pattern
from homogeneous row segments in S. In the following
steps, S is assumed to be of size r � h.
Step.2: A window Wn of fixed size w � h is slid over S. We
move the window ranges from n = 0 to r − w for each row
wr,m of Wn, where m = 1,…, h. The signal variance rr,m is
then computed. If rr,m is greater than three times its mean,
wr,m will remove the straight-line artifacts by moving the
outliers into an artifact map An. For each row of An, the
median value is computed. This results in an artifact tem-
plate vector an of size w. Finally, the artifact matrix A, the
sets of all an, is subtracted from S to obtain the processed
sinogram So.
Step.3: To access acceptable image quality data, we set the
OSEM algorithm stopping criterion as the root-mean-square
error (RMSE) of the sinogram between iteration numbers.
The RMSE is calculated by the following formula:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Sn � Soð Þ Sn � Soð ÞT
N

s

; ð1Þ

where Sn denotes the n-th iterated sinogram, the “T” denotes
matrix transposition, and N denotes the total pixel number in
one sinogram.

2.2 Experimental Design and Setting

In this study, all data were collected from our handmade
CBlCT, which includes an X-ray tube (Hamamatsu
L10951) and a flat-panel detector (Dexela1512) (Fig. 1b).
All 360-degree projection data were reconstructed by OSEM
with 10 subsets. The distance from the X-ray focal spot to
the detector is 150.994 mm, and the distance from the
rotation axis to the detector is 58.357 mm.

Since excessive iterations cause artifact enhancement,
which must be avoided, we calculated the effective diameter
from the reconstructed image to estimate the size of a uni-
form water cylinder phantom (QRM GmbH), which is made
of a stable transparent plastic providing a low density
(1.0 g/cm3) in diameter 32.5 mm (equivalent to 706.8 pix-
els) (Fig. 1c). This phantom can also be used to assess the
signal-to-noise ratio (SNR) and the uniformity (U) measure-
ment as mentioned in ISO-15708 and EN-16016-3 regula-
tion guides [6–8]. The SNR and U are defined as:

SNR ¼ lROI
rROI

; ð2Þ

U ¼ Maxglobal �Minglobal
�

�

�

�

Maxglobal þMinglobal
�

�

�

�

� 100%; ð3Þ

where the notation lROI and rROI are the mean and standard
deviation of the ROI, respectively, and the area of the ROI is
suggested to include at least 100 pixels. Here we choose five
different ROIs at the central, upper, lower, left and right parts
of the uniform region. After choosing the whole uniform
region and finding their global extreme values to calculate
uniformity, we found that the more uniform the region is, the
lower the U we obtain. We used the circle detection algo-
rithm [9, 10] to automatically detect the boundary of the
water phantom image, calculate the effective diameter (D) of
the phantom, and simulate the size estimation by CAD.

3 Results and Discussion

We found that choosing w = 15 is optimal for removing
almost all artifacts in this study because most horizontal line
patterns were deleted (Fig. 2b). Thus, we chose this
parameter as a basic setting before OSEM reconstruction.
We found that there are two steep decreases in the RMSE;
the RMSE drops to 10−4 before 3 iterations, and then to 10−6
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Fig. 1 a The flowchart of the
sinogram moving window
subtraction technique combined
with OSEM reconstruction.
b Handmade CBlCT system.
c QRM uniform water cylinder
phantom
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before 14 iterations (Fig. 3a and b). These figures indicate
only 2 iterations is enough to reconstruct the disk shape.
Sufficient detail enhancement requires at least 17 iterations
(Fig. 3c and d). As expected, the ring pattern is also
enhanced.

Table 1 records the image quality assessment from
OSEM reconstructed images with and without applied
reduction algorithm by calculating SNR, U and D (Fig. 3c
and d). A simple method is to select a region-of-interest
(ROI) that is applied in this procedure. We find that SNR
tends to monotonically decrease, and the value of U tends to
increase with increasing iterative number no matter whether

the ring reduction algorithm is applied or not. This is
because in our OSEM, we used a uniform matrix as our
initial guess to start the reconstruction. The more OSEM
iterations applied, the more the details, noise, and ring pat-
tern are enhanced. After applying the ring reduction algo-
rithm, a D value closer to the true diameter (706.8 pixels)
can be estimated. The ring reduction algorithm also
improves SNR by 1.23 times and uniformity by 3–5%. This
means the accuracy of the CAD depends on whether the
source image contains artifacts. Our proposed method can
efficiently reduce the ring artifacts and thus avoid error size
estimation.

Fig. 2 Different moving window size selection to reduce the artifacts in the (a) original sinogram. And we use (b) horizontal gradient (applied
sobel kernel) to observe this phenomena

Fig. 3 (a) Plot and (b) semi-log
plotting of the RMSE values from
OSEM image to avoid
over-iteration. Early stopping
point at the RMSE < 10-7.
The OSEM images are used to
compare (c) OSEM only and
(d) OSEM with the proposed ring
artifact reduction image (W = 15)
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4 Conclusions

This paper provides a solution for reducing ring artifacts to
avoid recognizable errors when we use the CAD method to
evaluate the circle diameter. We apply the projection based
flat-field pre-correction, the proposed sinogram based mov-
ing window subtraction, and the OSEM algorithm. Image
quality assessment results show that SNR improves by 1.23
times, and image uniformity improves by 5%. Notably, the
proposed method reduced the error size of the diameter to
less than 2 pixels. This valuable finding can support our next
mission to improve the correct size recognition by fully
automatic CAD algorithm.
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8 18.5 28.7 700.7 −6.1 22.8 1.23 27.9 0.9 707.6 0.8

11 14.7 33.9 702.0 −4.9 18.0 1.22 30.7 3.3 707.8 1.0
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*Note diameter = 706.8 pixels
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Is There a Relationship Between Bone Mineral
Density, Mammographic Breast Density
and Serum Estrogen Concentration Level?
Study on Malaysian Women

N. M. Zain , K. C. Kanaga, E. S. Latif, and A. Shantini

Abstract
Estrogen is known to affect both mammographic breast density and bone mineral density.
Breast density is a well-known risk factor of breast cancer determined by the physiological
hormonal changes. Studies shown inconclusive relationship of breast density and bone
mineral density as breast cancer risk factors. This study aimed to determine the relationship
of bone mineral density; mammographic breast density and serum estrogen concentration
level in Malaysian women. A cross sectional study on 108 women aged above 40 years
who underwent bone scan and mammography screening was conducted at the General
Hospital Kuala Lumpur from 2016 to 2017. Subjects were chosen using convenient
sampling technique. With women commenced cancer treatment and women who had
mastectomy done being excluded from the study. An independent-t and chi-square
statistical test were used to analyze the continuous and categorical data whilst binary
logistic regression was used to determine the mentioned relationship. A total of 75.5% of
the respondents had a normal bone mineral density in the hip and 76.9% in the spine.
Abnormality in bone mineral density were recorded to be higher in postmenopausal women
with the bone mineral density in spine (23.2%) region were slightly higher compared to the
hip (18.5%). There was no statistical significant relationship between mammographic breast
density and serum concentration level with bone mineral density in hip and spine.

Keywords
Bone mineral density � Mammographic breast density � Estrogen

1 Introduction

There is high number and proportion of female with breast
cancer globally.More than onemillion women diagnosedwith
breast cancer every year, and more than 410,000 may result in
mortality [1]. With an estimated 1.38 million new cases
diagnosed worldwide in women in 2008, it represents about
23% of all cases of cancer [2]. A marked geographical varia-
tion was observed, with the highest incidence in northern
Europe and North America and lowest in Africa and Asia. In
more developed countries, the age-standardized incidences
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were 95 per 100,000 compared to 20 per 100,000 in less
developed countries [3]. Variation in incidence rates world-
wide is thought to be due to differences in reproductive patterns
and other hormonal factors as well as early detection rate [4, 5].

In Malaysia, breast cancer is increasingly common [6].
Based on study byOmar [7] a total of 3242 new cases of breast
cancer were reported in 2007, given an age-standardized
incidence rate of 29.1 per 100,000 women. Malaysian women
present at earlier age compared to women in Western coun-
tries [8]. In addition, a collaborative study between two ter-
tiary academic hospitals inMalaysia and Singapore found that
approximately 50% of women were diagnosed before the age
of 50 years [9]. Several risk factors standard measures in
detecting breast cancer. In addition, the risk factors for breast
cancer are often used as prognostic factors too [10].

Another commonly discussed risk factor is bone mineral
density (BMD) [11]. BMD is influenced by multiple factors
including calcium and vitamin D intake, physical activity,
weight, ethnicity and endogenous and exogenous estrogen
[12, 13]. Estrogen has a central role in the maintenance of
bone integrity. Its deficiency produces accelerated bone
resorption leading to decreased BMD [14]. Thus, BMD may
be a biomarker for cumulative estrogen exposure over a
woman’s lifetime, potentially providing a measure of breast
cancer risk [15]. Therefore, this study was designed to
determine the relationship between BMD, mammographic
breast density (MBD) and serum estrogen concentration
level on how these three factors are linked to each other.

2 Methodology

This cross-sectional study was conducted at Department of
Radiology, General Hospital Kuala Lumpur for one year from
July 2016 to July 2017. This study was approved by Institu-
tional Review Board at National Medical Research Register
[NMRR-15-198-24414(IIR)] and University Kebangsaan
Malaysia Medical Center (NN-017-2015). Women aged
40 years old and above who underwent mammogram were
offered bone scan and blood test.Womenwho hadmastectomy;
or undergoing cancer treatment, or consumed calcium supple-
ment were excluded from this study. A convenient sampling
technique was used to recruit 130 women. Twenty-two
respondents were unable to complete three examinations
were excluded from the study. Final recruitment was 108 par-
ticipants. The overview of the methodology is in Fig. 1.

2.1 Mammogram

We used digital mammography system (Senographe
Essential, General Electric Company, United States) to
obtain breast tissue images. Breast composition was defined

by the visual estimation content of fibroglandular-density
tissue within the breasts by an experienced radiologist
according to standard Breast Imaging-Reporting and Data
System (BI-RADS). The breast density was categorized as
follows; BI-RADS a: the breasts are almost entirely fat,
BI-RADS b: there are scattered areas of fibroglandular
density, BI-RADS c: the breasts are heterogeneously dense,
and BI-RADS d: the breasts are extremely dense [16].

Fig. 1 Research flow chart
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2.2 Dual Energy X-ray Absorptiometry (DEXA)

A DEXA unit (Discovery QDR Series, Hologic Discov-
ery W, Hologic Inc. Bedford, MA) was used to measure
BMD at the femoral neck and lumbar spine in grams per
centimeter g=cm2ð Þ. The BMD was also expressed as
T-scores [17] with normal is �−1 standard deviation (SD);
osteopenia is between −1 and −2.5 SDs and osteoporosis
is �−2.5 SDs. In this study, a score <1 SD was considered
abnormal. Serum Estrogen Concentration Level.

2.3 Serum Estrogen Concentration Level

We obtained 10 ml of blood via the brachial vein [18] and
the samples were kept separately into two different tubes.
A plain non-heparinized vacutainer was used to store 4 ml of
blood sample taken and the remaining samples were trans-
ferred into a heparinized vacutainer. The separation of blood
components were done and stored at −80 °C. Estrogen was
tested using a Total Estrogens ELISA (Cat TE192S (96
Tests), Calbiotech Inc. Spring Valley, CA).

2.4 Statistical Analysis

Descriptive analysis was done for demographic data. Anal-
ysis was presented in groups of pre- and postmenopausal
women. An independent-t and chi-square tests were used to
analyse continuous and categorical data respectively. Sig-
nificant value was p < 0.05. Binary logistic regression was
used to determine relationship of BMD, MBD and serum
estrogen concentration level. All analysis were performed by
using Statistical Packages for Social Science (SPSS) version
22.0 (SPSS Inc. Chicago IL, USA).

3 Results

Majority of respondents were postmenopausal women aged
51–60 years old and the premenopausal women were within
the age range of 40–50 years old (see Fig. 2). A total of
69.7% women had breast density BI-RADS b (scattered
fibroglandular) followed by 12.2% BI-RADS c (heteroge-
neously dense), 7.1% BI-RADS d (extremely dense) and
11.1% women with BI-RADS a (fatty tissue). The distri-
bution of breast density type according to menses status is in
Fig. 3.

Majority of respondents were shown to have a normal
BMD hip (75.5%) and BMD spine (76.9%) T-score.
Abnormal BMD was higher in spine (23.2%) and slightly
less in hip (18.5%) with postmenopausal women shown to
have higher frequency of having abnormal BMD as com-
pared to premenopausal women (see Fig. 4).

Comparison of BMD and MBD hip and spine reported no
statistical significance between the two groups of women.
Majority of them (13.1%) with scattered fibroglandular
breast tissue density had normal BMD. No abnormal BMD
was recorded for women with extremely dense breast
(Table 1). Mean serum estrogen concentration level was
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higher in premenopausal women (35.3 pg/ml) as compared
to postmenopausal women (12.5 pg/ml).

Binary logistic regression analysis showed no significant
relationship of MBD (p > 0.05) and serum concentration
level towards BMD hip [OR = 0.998 (95% CI = 0.992–
1.003)] (p > 0.05) and spine [OR = 0.997 (95% CI =
0.992–1.003)] (p > 0.05).

4 Discussion

BMD and MBD are likely connected to each other through
inherited estrogen in women. Hence, there should be a
relationship between BMD and MBD [19]. However, the
relationship between MBD and BMD has not been well
studied therefore, the relationship is unclear [20]. Nonethe-
less, in this cross-sectional work, we found contradictory
results, which is similar to the results in the study by Chen
[21] and Buist [22]; it is likely that unique organ responses
obscure the relationship between BMD and MBD as
cumulative estrogen exposure [22].

In addition, this opposing relationship can occur possibly
because there are many factors that made the BMD level in
women’s body vary [23]. The variance of MBD appearances
and BMD levels could be possibly due to different ethnici-
ties and the reliant of their lifetime exposure to estrogen.

In a systematic analysis done on nine studies related to
the association of BMD to MBD as predictors of breast
cancer; estrogen also contributes a significant role in
affecting and sustaining BMD. Through this study, we
investigate the relationship of BMD and MBD. We found
that there were no significant outcome as is in line with
findings by Zain [24].

Crandall [19] reported that BMD andMBDwere positively
associated in women who were not recent users hormone
therapy (HRT), suggesting a unifying biological mechanism
linking BMD and MBD. Author mentioned that HRT may
obscure the relationship by having a persistent effect on breast

tissue.We found inconsistencies despite the fact that there was
a small number of respondents (13%) using HRT.

In this study, we also investigated the relationship of
BMD; MBD together with serum estrogen concentration
level. Our research involved premenopausal and post-
menopausal women of different ethnicity in Malaysia which
increases the generalizability of the results obtained from the
analysis done as it represent the Malaysian population.
However, earlier studies included women from different
ethnic groups stated no relationship between BMD and
MBD were found [22, 25].

5 Conclusion

There was no significant relationship between BMD, and
serum estrogen concentration level in Malaysian women
reported in this study. Future research with larger sample
size and inclusion of other factors are recommended to
determine the complex link of BMD and MBD.
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Blood Glucose and Sepsis Score on Sepsis
Patients Requiring Insulin Therapy

Fatanah Mohamad Suhaimi, Ummu Kulthum Jamaludin,
Normy Norfiza Abdul Razak, Christopher G. Pretty, Azrina Md. Ralib,
Mohd Basri Mat Nor, and Fatimah Dzaharudin

Abstract
Early treatment of sepsis is crucial in improving the patient condition and reduces mortality.
The lack of information and methods to diagnose sepsis at an early stage is a significant
barrier to early treatment. Treatment is normally based on clinical judgment since blood
cultures are negative in the majority of sepsis or septic shock cases as reported in several
studies. Even with blood cultures result, a delay in diagnosis may happen while waiting for
the results. Therefore, clinical guidelines are still required to provide guidance for the
clinician caring for a patient with severe sepsis or septic shock. In this study, a validated
glucose-insulin model is used to capture patient-specific insulin sensitivity profile. The
validated model is incorporated with a sepsis system to create a glucose-insulin model that
describe sepsis occurrence. The relationship between insulin sensitivity, blood glucose and
sepsis score is investigated using a retrospective data of 8 patients admitted in the Tengku
Ampuan Afzan Hospital, Kuantan. Results indicate that there was a significant relationship
between blood glucose level and sepsis score (p < 0.001), and insulin sensitivity with a
sepsis score (p < 0.001). Additionally, blood glucose level was higher in a severe sepsis
group compared to the non-sepsis group. Whereas, insulin sensitivity is lower in a severe
sepsis group. Insulin sensitivity profile can be incorporated with the sepsis system for
monitoring sepsis patients requiring insulin therapy as seen in this study. Thus, the sepsis
glucose-insulin model can potentially be used as an indicator or tools for sepsis diagnosis.

Keywords
Blood glucose � Insulin sensitivity � Insulin therapy � Sepsis

1 Introduction

Sepsis is described as a clinical syndrome with the presence
of infection and a systemic inflammatory response (SIRS).
The infection in sepsis is caused by the penetration of either
sterile tissue or fluid or body cavity by pathogenic
microorganisms [1]. Often the presence of SIRS may or may
not indicate the presence of sepsis. This is because SIRS can
be triggered by a variety of infectious and noninfectious
conditions.

The number of patients with sepsis increases significantly
each year as well as the number of sepsis-related deaths [2].
Early diagnosis is critical because early interventions have

F. Mohamad Suhaimi (&)
Advanced Medical and Dental Institute, Universiti Sains Malaysia,
Penang, Malaysia
e-mail: fatanah.suhaimi@usm.my

U. K. Jamaludin � F. Dzaharudin
Faculty of Mechanical Engineering, Universiti Malaysia Pahang,
Pahang, Malaysia

N. N. Abdul Razak
Universiti Tenaga Nasional, Selangor, Malaysia

C. G. Pretty
Department of Mechanical Engineering, University of Canterbury,
Christchurch, New Zealand

A. Md. Ralib � M. B. Mat Nor
Department of Anaesthesiology & Intensive Care, Kulliyyah of
Medicine, International Islamic University Malaysia, Pahang,
Malaysia

© Springer Science+Business Media Singapore 2018
F. Ibrahim et al. (eds.), 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences,
IFMBE Proceedings 67, https://doi.org/10.1007/978-981-10-7554-4_46

265



been documented to reduce mortality from 46.5 to 30.5%
and thus showing significant potential. Inappropriate
antibiotic in early goal directed therapy (EGDT) associated
with increased mortality [3]. Early goal-directed resuscita-
tion is recommended for patients with sepsis, particularly
during the first 6 h after infection recognition and adminis-
tration of broad-spectrum antimicrobials therapy within 1 h
of the recognition of septic shock [4, 5]. Equally, almost
50% of all sepsis that is clinically defined is culture negative
[6]. Hence, the ability to recognize infection and diagnose
sepsis as early as possible will consequently improve mor-
tality outcome and patient condition.

However, to initiate antimicrobial therapy and antibiotic
administration can cause significant delay due to the process
of obtaining appropriate cultures. This process requires
incubation and standard procedures that result in a delayed
outcome of 2–3 days. Additionally, at least two blood cul-
tures recommended to be obtained prior to antibiotics [4, 5].
To date, blood bacteria culture is considered as the standard
method for confirming an infection for sepsis. Identifying
infection and consequently diagnosing sepsis is a challeng-
ing process in critical care.

Significant success in the incidence of sepsis has been
observed by implementing a blood glucose control protocol
[7, 8] indicating that controlling hyperglycemia may result in
controlling the emergence of sepsis. Among the blood glu-
cose control protocol adapted in clinical center, model-based
glycemic control is the emerging treatment approach for
managing hyperglycemia in critical illness. Model-based
glycemic control method able to directly capture
patient-specific physiological dynamics of human metabo-
lism [9, 10]. Thus, the patient-specific variability such as
insulin sensitivity can potentially be used to represent indi-
vidual physiological response towards treatment and patient
condition.

The aim of this study is to identify the relationship
between insulin sensitivity (SI), blood glucose level and
sepsis score in sepsis patients receiving insulin therapy. SI
profiles are captured using a validated glucose-insulin model
[11] and analyze with a sepsis system to create a marker that
describe sepsis progression. Therefore, the sepsis
glucose-insulin model serves as an indicator or tools for
sepsis diagnosis.

2 Methods

2.1 Glucose-Insulin Systems

A clinically validated Intensive Control Insulin Nutrition
Glucose (ICING) model by Lin et al. [11] is used in this
study to determine hourly insulin SI of the patients. The
model equations are defined in Eqs. 1–7.

In Eqs. 1–7, G is defined as blood glucose level, Q is
interstitial insulin, and I is plasma insulin. P1 and P2 are
stomach glucose content and gut glucose content, respec-
tively. P is rate of glucose appearance in plasma. Uen is
endogenous insulin secretion rate. Other parameter and
kinetic values of the ICING model include patient endoge-
nous glucose removal represents by pG, insulin sensitivity is
SI, the saturation parameter of insulin-mediated glucose
removal is aG, endogenous glucose production rate is EGP,
central nervous system glucose uptake is CNS, and plasma
glucose distribution volume is VG.

_GðtÞ ¼ �pGGðtÞ � sIGðtÞ QðtÞ
1þ aGQðtÞ

þ PðtÞþEGP� CNS
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:
ð7Þ

In Eqs. 2 and 3, nI, nc, nk, and nL represent plasma inter-
stitium insulin diffusion rate, receptor bound insulin degra-
dation rate, renal insulin clearance rate and hepatic insulin
clearance rate, respectively. Saturation parameter for hepatic
insulin clearance is denoted by aI, insulin distribution volume
is VI, exogenous insulin input is uex, whereas first pass hepatic
clearance is denoted by xL. In Eqs. 4–6, d1 represents the rate
of glucose transport through the enteral, d2 represents the rate
of glucose transport into the bloodstream, and D represents
rate of oral glucose input from enteral nutrition. Pmax and PN
represent maximal gut glucose flux and rate of intravenous
glucose input from parenteral nutrition.

Other population constant defined in Eq. 7 is umin that
represents a minimum pancreatic secretion rate and umax

represents a maximum pancreatic secretion rate. k1 and k2
are pancreatic insulin secretion glucose-sensitivity and pan-
creatic insulin secretion offset, respectively. The ICING
model parameter and methods used in this analysis have
been validated through several studies [12, 13].
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2.2 Sepsis Classification

Sepsis classification is determined based on criteria of the
American College of Chest Physicians (ACCP)/Society of
Critical Care Medicine (SCCM) [1]. The classification of a
sepsis score considers two main elements (1) Systemic
Inflammatory Response Score (SIRS), and (2) Sepsis-related
Organ Failure (SOFA) score. Sepsis score is clinically used
to indicate the increased complexity of the disease and
similarly represents evaluations and descriptions of the
disease.

Sepsis score is calculated based on the clinical data col-
lected during the patient’s stay includes SIRS, organ failure,
fluid resuscitation and inotropes administration. Blood test
results were recorded for every 6 or 12 h. Other clinical
parameters such as temperature, blood pressure, and heart
rate were recorded hourly and when necessary at the bed-
side. The control protocol used in this study is designed
based on clinical protocol adapted at the Tengku Ampuan
Afzan Hospital, Kuantan, Pahang as documented by the
Ministry of Health, Malaysia.

3 Results

Table 1 shows the demographic of HTAA sepsis patients
selected in this study. There were 8 patients selected for this
study, with 25% female and 75% male. Sepsis was con-
firmed based on blood culture results. Median Apache II
score was 22 and the median sepsis score was 1. Median
[IQR] of blood glucose level was 10.9 [7.6–15.7] mmol/L.

Figure 1 shows the boxplot of BG level with median and
inter quartile range (IQR) of 8 patients in the sepsis cohort.
Figure 2 shows the boxplot of SI of the sepsis cohort. Most
of the patients had median BG between 10 and 12 mmol/L.
Only 2 patients had slightly lower median BG, which were
Patient 4 and Patient 8 with 7.7 and 8.8 mmol/L, respec-
tively. Similarly, interquartile range (IQR) shows that most
of the patients had a normal average range of BG, whereas
Patient 4 and Patient 8 had lower IQR compared to others. In
contrast, Patient 7 had higher IQR compared to other
patients.

Median SI shown in Fig. 2 indicates more variability even
though most of the patient lay in the range of 10–20 � 10−5

L min/mU. Interestingly, Patient 4 and Patient 8 have sig-
nificantly higher median and IQR of SI. Additionally, the
lowest blood glucose profiles seen in Fig. 1 for Patient 4 has
the highest insulin sensitivity profiles in Fig. 2.

Table 2 presents median and inter quartile range of blood
glucose and insulin sensitivity, according to the sepsis score.
At higher sepsis score, the BG was larger compared to the
lower sepsis score value. However, SI was lower at a higher
sepsis score value. Additionally, SI decreases with the
increased in BG. There was a significant relationship
between BG level and sepsis score with p < 0.001, and SI
versus sepsis score with p < 0.001 using Mann-Whitney
test. Additionally, there was also a significant relationship
between BG and SI on the sepsis score basis, as shown in
Table 2.

4 Discussion

This paper presents analysis of glucose-insulin model
incorporated with the sepsis system to model the occurrence
of sepsis in critical patients requiring intensive insulin
therapy. Data was collected from 8 sepsis patients treated in
the Hospital Tengku Ampuan Afzan, Kuantan in 2016. In
this study, SI profiles were determined using the
glucose-insulin model. These profiles were then analyzed
with sepsis system and sepsis-related parameter to determine
whether it has any relation with the progression of sepsis.
The use of sepsis score not only to help clinicians determine
suitable therapy, but also provides more accurate monitoring
of patient condition. In particular, sepsis score was interpo-
lated as the hourly sepsis score to match the hourly SI of a
patient.

The relationship between SI, sepsis score and BG level is
analyzed in this paper. Per-patient analysis was also done to
determine the relation and variability of the cohort. Most of
the patients have very low SI, as expected, due to their sepsis
condition, even though the BG value was more variable.
From the results presented in this paper the blood glucose
level had a direct relationship with sepsis score. It can be
seen that the blood glucose level was higher in a severe
sepsis group compared to the non-sepsis group. Neverthe-
less, SI was proportional to the sepsis score. As sepsis score
increases, SI was lower. Therefore, BG was proportional to
SI as seen from this cohort. Importantly, SI represents
patient-specific parameter that indicates physiological
response, dynamics and patient variability. Whereas, BG
represents the patient blood glucose condition and reaction
towards insulin treatment.

There are four groups of sepsis score as identified by the
SCCM. The score was increased from normal group to the
severe sepsis group. In this cohort, sepsis score ranged from
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0 to 2, and most of the patients likely scored 1, indicating
that this cohort did not experience very severe sepsis epi-
sodes. Thus, this cohort did not represent patients with septic
shock (sepsis score = 3), and refractory septic shock (sepsis
score = 4), and thus the findings of this study do not rep-
resent patients in these two categories. Moreover, it should
be noted that the number of patients included in this analysis
was small even though these patients had a long length of
stay. Thus, a larger number of samples are required in the
future to establish a strong relation between these parame-
ters. However, in the case where sepsis condition could not
be identified earlier, SI and BG or changes in these two
values may potentially be used for aiding in sepsis diagnosis
in the ICU.

5 Conclusions

Insulin sensitivity profile identified using the glucose-insulin
model can be used to indicate sepsis severity among sepsis
patients requiring insulin therapy. More importantly, this
profile can be identified hourly and potentially to be used for
predicting sepsis occurrence. Additionally, blood glucose
level also has a significant relationship with sepsis score.
The high blood glucose level indicates the increase severity
of sepsis and vice versa. On the other hand, lower SI cor-
responds to the increasing severity of sepsis.

Table 1 Demographic of sepsis patients

Demographic Median [IQR]

No of patients 8

Female (%) 25

Male (%) 75

Height (cm) 161.5 [157.5–167.5]

Weight (kg) 70.0 [62.5–85.0]

Apache II score 22 [19–26]

Sepsis score 1 [1–2]

Blood glucose level per cohort (mmol/L) 10.9 [7.6–15.7]

Median blood glucose per patient (mmol/L) 11.3 [9.7–14.7]

Fig. 1 Median and interquartile range of blood glucose level in sepsis
cohort

Fig. 2 Median and interquartile range of insulin sensitivity in sepsis
cohort

Table 2 Blood glucose and insulin sensitivity on a sepsis score basis

Sepsis score Blood glucose (mmol/L) Insulin sensitivity (� 10−5 L min/mU) P value

0 8.9 [6.4–12.6] 18.68 [7.50–29.83] 0.000*

1 12.2 [8.7–16.5] 9.39 [0.80–22.07] 0.000*

2 16.3 [15.6–18.3] 0.00 [0.00–3.40] 0.000*

*significant at p < 0.001
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Contact Pattern of /b/ and /p/ in Malay
Language Using Electropalatography

Syatirah Mat Zin, Fatanah Mohamad Suhaimi, Siti Noor Fazliah Mohd
Noor, Ahmad Fakrurrozi Mohamad, Nur Fatehah Md Shakur,
and Nurulakma Zali

Abstract
This article highlights the use of Electropalatography (EPG) to analyse the pattern of
consonants /b/ and /p/ production. These plosive consonants occur when the upper and
lower lips are brought together bringing the soft palate close to the posterior wall of the
throat. This condition causes the air from the lung to be trapped in the mouth and voice
channel. Once air is released, two phenomenon occurs. Firstly, if the air vibrates the vocal
cord upon release, plosive consonant (/b/) is produced. Secondly, if the air do not vibrate
the vocal cord, voiceless plosive consonant (/p/) is produced. This study aimed to observe
the differences between the plosive production of /b/ and /p/ among three Malay adults aged
from 24 to 52 years old. The subjects were required to wear the Reading EPG palate with
62 electrodes for monitoring their tongue-palate contact. Data were analysed using
Articulate Assist 1.18 software. The results highlighted that the contact patterns for /b/
and /p/ productions were almost similar during the articulation. The contact patterns for the
production of /p/ and /b/ occurred at the velar zone. However, significant difference was
observed on the contact pattern of S1 due to higher upper arch depth.

Keywords
Bilabial � Consonant plosive � Malay language

1 Introduction

Different speech sounds of different languages such as vowel
and consonant exist in phonetic field. The sound of vowel is
produced when there are no air restrictions and is determined
by the position of tongue and shape of mouth during artic-
ulation. The consonant sound is produced when there is
restriction of airflow in the channel sound [1]. Consonants
are classified into voiceless or voiced, place of the articu-
lation, the way of the air restriction, and the manner of
articulation. There are six types of consonant consisting of
plosive (/p, b, t, d, k, g/), fricative (/s, h/), affricate (/c, j/),

nasal (/m, n, ng/), lateral approximant (/l/), and approximant
(/w, r, j/) [2, 3]. Three locations of articulation for plosive
existed such as bilabial, alveolar and velar. Bilabial produces
voiceless consonant (/p/) and voiced consonant (/b/).
Meanwhile, the alveolar consists of consonant /t/ as voice-
less consonant and /d/ as voiced consonant. Velar consists of
consonant /k/ as a voiceless and /g/ as a voiced consonant.

Various methods are available such as conventional and
modern to determine the place of articulation and contact
pattern during its production. By using conventional method,
researcher should record a sound and replay it using a
computer. However, this method has weaknesses and results
in inaccurate findings and tend to produce human errors.
Magnetic Resonance Imaging (MRI) and Electropalatogra-
phy (EPG) are one of the alternatives to determine the place
of articulation. Masaki et al. (1996) performed research
using the MRI-based analysis of consonant /r/ and /l/ in the
English language, and compare them with Native American
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English speaker and Japanese speaker. Their results high-
lighted the advantage of using MRI such as being
non-invasive which permits data accumulation from many
subjects. Additionally, the result output is in 3D and it is
easier to see the image of a place of articulation.

Besides MRI, electropalatography (EPG) is another
method used to study the place of articulation. EPG is
cheaper than MRI, and provides dynamic real-time visual
feedback of the location and timing of tongue contacts with
the hard palate [4]. There are many studies involving the use
of an EPG as an instrument in phonetic research. Hardcastle
et al. (1972) conducted a study about the use of EPG in
phonetic research. Their findings showed that the EPG pro-
vides real-time information of contact pattern on the tongue
and hard palate [5]. Besides, Dagenais et al. (1994) showed
that there is significant differences in the contact between
tongue and hard palate for the production of /s/ and /z/ [6].
Hence, EPG is an appropriate instrument in determining the
contact patterns between the tongue and palate.

In the current study, the contact pattern for bilabial plo-
sive consonants in the production of /b/ and /p/ is determined
using EPG, and was analysed using Articulate Assistant TM

version 1.18.

2 Materials and Methods

2.1 Subjects

Three Malay adults with age ranging from 27 to 52 years old
(mean age of 37 years) were selected. The subjects were one
male speaker and two female speakers. They are medically
fit with no history of speech, language or hearing difficulties.
This study has been approved by the Human Research Ethics
Committee of Universiti Sains Malaysia Human Ethics
Committee. During the procedure, the subject was required
to wear a customized Reading palate.

2.2 Material

The Reading palate was used to monitor the contact pattern
between the tongue and hard palate. The Reading palate is
an artificial palate which has 62 silver electrodes embedded
on the palate. The silver electrodes were connected to the
multiplexer. The software, Articulate Assist 1.18 was used to
analyse the data [7].

2.3 Procedure

All subjects consented to take part in the study. Initially, the
subject’s upper palate impression was imprinted (Fig. 1).

The impression was used as a template to fabricate the EPG
palate and training plates. Subjects were asked to wear the
training plate at least 4 h a day to allow the subjects to
become accustomed to an unfamiliar object in the mouth [4].
The recording was conducted in a soundproof room. During
speech production, the artificial palate will transmit the
tongue-palate contact information to the computer. Data
were recorded as the subjects read out a single consonant
which is the sound of consonant /b/ and consonant /p/.
Subjects were required to read a single consonants /b/ and /p/
for three times within 0.6 s for each reading, and the average
from the three readings was calculated using the formula
shown in Eq. 1.

Total electrode contacts during the production � 100
Total electrode contact

ð1Þ

3 Result and Discussion

Table 1 shows the contact patterns between the tongue and
hard palate during the production of /b/ and /p/, subject 1
(S1), subject 2 (S2) and subject 3 (S3). In the production of /
b/ for S1, there were 20 contacts which represent 32%. There
was no contact between tongue and hard palate at the
alveolar and post-alveolar zone. There are 14 contacts at the
palatal zone and 5 contacts at the velar zone. For the pro-
duction of consonant /p/, 19 (30%) contacts were detected.
Additionally, there was no contact between tongue and hard
palate at the alveolar zone but there was one contact at the
post-alveolar zone, 14 contacts at the palatal zone and 4
contacts at the velar zone.

For S2, there was 25 (40%) contacts for the production of
/b/. No contact at the alveolar zone, 7 contacts at the
post-alveolar zone, 12 contacts at the palatal zone and 6
contacts at the velar zone. In the production of /p/, one
contact at the alveolar zone, 8 contacts at the post-alveolar
zone, 13 contacts at the palatal zone and 6 contacts at the
velar zone, resulting into 45% of contacts.

Meanwhile, S3 shows a total of 31 (50%) contact for the
production of /b/ and 24 (39%) contacts for the production of
/p/. At the alveolar zone, there were 3 contacts in the pro-
duction of /b/ and 2 contacts in the production of /p/. At the
post-alveolar zone, there were 7 contacts in the production of
/b/ and 5 contacts in the production of /p/. At the palatal

Fig. 1 Arch depth and first molar distance for three subjects
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zone, there were 14 contacts in the production of /b/ and 13
contacts in the production of /p/. Lastly, at the velar zone
there were 7 contacts in the production of /b/ and 5 contacts
in the production of /p/.

Additionally, Table 1 shows the arch depth and first
inter-molar distance for all subjects. S1 has the highest arch
depth, whereas S2 and S3 have similar arch depth. S3 has
the highest first inter-molar distance of 4.5 cm followed by
S1 and S2 with 4.1 cm.

The consonants /b/ and /p/ are produced when upper and
lower lips are in contact with each other. Simultaneously, soft
palate is raised up while production of single sound of con-
sonants /b/ and /p/ without alteration of tongue position. This
situation explains the results shown in Table 1. All subjects
showed a similar contact pattern for the production of con-
sonant /b/ and consonant /p/ at the posterior 1/3 of the palate.
Concurrently, it adheres with the characteristics of conso-
nants /b/ and /p/ that have been discussed above. However,
S2 and S3 touched the edges of alveolar and post-alveolar
zone compared to S1 who only touched the edges of the
palatal and the velar zone. This occurred because S2 and S3
have similar arch depth, indicating that arch depth may
influenced articulations during speech [8]. Oliver et al.
indicates that articulation is influenced by arch depth [8]. In
addition, altered palate contour such as in the case of cleft
palate due to wider palatal area may provide better tongue
position [9]. However, this study shows that the first molar
distance does not affect the productions of /b/ and /p/.

4 Conclusion

The productions of consonants /b/ and /p/ have been clas-
sified as the plosive type and the place of articulation is
bilabial. Besides, tongue position due to different arch depth

also contributes towards the results of this study. This study
shows that the pattern /b/ and /p/ productions were recorded
at the velar zone. However, a larger number of subjects will
be more beneficial for comparison.
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Knee Cartilage Ultrasound Image
Segmentation Using Locally Statistical Level
Set Method

Amir Faisal, Siew-Cheok Ng, Siew-Li Goh, and Khin Wee Lai

Abstract
Boundary delineation of a hypoechoic layers between the surrounding tissues and the bone
structure is a necessary step in order to compute the knee cartilage thickness from
ultrasound images. Speckle noise and intensity bias often complicates the segmentation
task in the ultrasound images. This paper presents knee cartilage boundary segmentation
using locally statistical level set method (LSLSM). Comparing to other methods in
segmenting the cartilage, LSLSM produces a more satisfying outcome. Application of
LSLSM on a set of 80 images illustrates a significant agreement with Cohen’s j coefficient
equal to 0:73 for the segmentation quality of the cartilage region rated by two raters. The
quantitative evaluation measures of Dice coefficient and Hausdorff distance indicate the
overall average values of 0:91� 0:01 and 6:21� 0:59 pixels, respectively. These good and
consistent segmentation performances indicate that the segmented images can be applied
for making the thickness computation in the ultrasound images.

Keywords
Cartilage � Level set � Segmentation � Ultrasound

1 Introduction

Knee osteoarthritis is a prevalent disease among elderly [5].
Cartilage degeneration is one of the primary features of this
disease [6]. Ultrasound imaging is useful for the evaluation
of extra-articular structures [6]. It has been applied to
quantify the cartilage thickness and diagnose the cartilage

degeneration [1] in patients with osteoarthritis, rheumatoid
arthritis, [4] and knee pain [6].

Segmentation is an important task that could significantly
affect the accuracy of the thickness measurement [3]. In
ultrasound images, the femoral condylar cartilage is shown
as a monotonous hypoechoic band between both interfaces
of the soft tissue-cartilage and the cartilage-bone as shown in
Fig. 1 [6]. Thus, the goal in segmenting the cartilage is to
delineate the boundaries between both interfaces. Delineat-
ing the cartilage boundary from the adjacent tissues is dif-
ficult because the boundary between different tissues is hard
to distinguish.

Speckle noise and intensity inhomogeneity occur caused
by physical constraint in the ultrasound image acquisition,
which often adversely affect the image contrast. If only
intensity bias is considered and not by speckle, this problem
could be solved similarly to the inhomogeneity correction in
magnetic resonance images [10]. The intensity bias correc-
tion is often addressed by assuming that intensity inhomo-
geneity associated with a component of an observed image is
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modelled as the multiplicative noise model. Furthermore, the
multiplicative noise model is associated with the classic
reflection imaging equation of ultrasound physics of image
formation [10]. It is employed retrospectively in the images
and usually incorporated with the segmentation algorithm
where level set techniques for simultaneous segmentation
and intensity inhomogeneity estimation have been presented
[7, 11]. While these intensity-based segmentation methods
are in general robust to noise, the usage of local intensity and
joint intensity inhomogeneity correction could handle the
intensity bias.

In this paper, boundary segmentation and thickness
computation methods in two dimensional (2-D) knee carti-
lage ultrasound images are presented. To locate the cartilage
boundary corrupted by speckle noise and intensity bias, the
locally statistical level set technique is used using the energy
derived from Gaussian distributions of local intensity and
multiplicative noise model. Segmentation and computational
performances of LSLSM are compared to other level set
techniques when segmenting the knee cartilage. In addition,
the segmentation results of these level set techniques on the
total 80 data sets are evaluated qualitatively and quantita-
tively using Cohen’s j coefficient, Dice similarity coeffi-
cient, and Hausdorff distance measures, respectively.

2 Materials and Methods

2.1 Data Acquisition

The Toshiba Aplio MX ultrasound system with a 8–
12 MHz, 2-D linear array probe (PLT-805AT) was used to
capture axial views of the femoral cartilage revolved the
knee. The knee joint was 120� flexed with the subject
positioned in the supine posture. The probe was put trans-
versely to the leg and perpendicular to the bone surface
above the patella [6, 8]. Total 10 asymptomatic participants
(male with age range between 23 and 27 years were regis-
tered with the written consent for data collection. The car-
tilage of both knee joints were acquired four times by
repositioning the ultrasound transducer. The image resolu-
tion is 0:1316� 0:1316 mm stored in DICOM format.

Professional sonographer conducted this musculoskeletal
sonography. The ethics approval letter of this study was
obtained from UMMC Medical Ethics Committee (MECID
No. 20147-396).

2.2 Locally Statistical Level Set Method

The two-phase case of the statistical and variational multi-
phase level set method or referred as the locally statistical
level set method (LSLSM) is considered [11]. The energy of
LSLSM is obtained from derivation of the Gaussian distri-
butions of local intensity and multiplicative noise model.
The energy functions ei are expressed as

eiðxÞ ¼
Z
X

Kðy� xÞ IðxÞ � bðyÞcij j2
2r2i

þ logð2pr2i Þ
2

 !
dy:

ð1Þ
The functions ei are computed by the equivalent expres-

sion as follows

eiðxÞ ¼ 1

2r2i
ðI21K � 2ciIðb � KÞþ c2i ðb2 � KÞÞ

þ 1
2
logð2pr2i Þ1K ;

ð2Þ

where b, ci, and r2i for i ¼ 1; 2 are accordingly the restored
bias field, the piecewise constants, and the variances. � is the
convolution operation. The function 1K is defined asR
Kðy� xÞdy. The kernel function K chosen in this paper is

given by

KðzÞ ¼ a for jzj � q
0 for jzj [ q

�
: ð3Þ

where a is a positive constant such that
R
KðzÞdz ¼ 1 and q

represents the kernel’s radius.
In the attempt of reducing the overlapping image intensity

distribution, only intensities IðxÞ in the neighborhood of y
are considered in the energy functions ei. The size of the
neighborhood depends to the kernel scale. The small
neighborhood is able to cope with intensity bias due to the
intensities are only involved in the local region [7].

The intensities are estimated by spatially varying means
bci and variances r2i . To achieve simultaneous segmentation
and intensity inhomogeneity estimation, the means are esti-
mated by multiplication between the bias field b that
accounts for intensity bias and the piecewise constants ci
estimating the true image signal in each region. The func-
tions ei represent an image segmentation and a intensity bias
correction. To incorporate these functions to the level set
formulation, these functions are combined with membership

Femur

Cartilage

Soft tissues

Fig. 1 The knee cartilage shown as a monotonous hypoechoic band
between the soft tissue-cartilage and the cartilage-bone interfaces
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function Mið/Þ. Therefore, the energy functional of LSLSM
is defined by

Eð/; ci; b; riÞ ¼ m
Z
X

jrHeð/ðxÞÞjdx

þ
Z
X

X2
i¼1

eiðxÞMið/ðxÞÞdx;
ð4Þ

where the first term is the regularization term to compute the
arc length of the zero level set, which its relative strength is
determined by the parameter m.

The membership functions defined by M1ð/Þ ¼ Hð/Þ
and M2ð/Þ ¼ 1� Hð/Þ represent both regions X1 and X2,
respectively. The regularized Heaviside function Heð/Þ and
the smoothed Dirac delta function deð/Þ with e ¼ 1 [2], are
defined by

Heð/Þ ¼ 1
2

1þ 2
p
arctan

/
e

� �� �
; ð5Þ

deð/Þ ¼ 1
p

e

e2 þ/2

� �
: ð6Þ

By minimizing the energy function, image partition and
bias intensity estimation are accomplished together by
approximating the piecewise constants ci, the restored bias
field b, the variances r2i , and the membership functions
Mið/Þ. The minimization of the energy functional with
respect to each variable /, ci, b, and ri is performed in the
iterative process. These variables are obtained from the
derivation of the convolution expression of the energy
functional. The optimal ci, b, and r2i are given by

ciðxÞ ¼
R
Xðb � KÞIMið/ÞdyR
Xðb2 � KÞMið/Þdy : ð7Þ

bðyÞ ¼
P2

i¼1
ci
r2i
ðIMið/Þ � KÞP2

i¼1
c2i
r2i
ðMið/Þ � KÞ

: ð8Þ

r2i ¼
R
X I21K � 2ciIðb � KÞþ c2i ðb2 � KÞ
� �

Mið/ÞdxR
X Mið/Þ � Kð Þdx : ð9Þ

Keeping ci, b, and ri fixed, the energy functional
Eð/; ci; b; riÞ is minimized with respect to / by solving the

gradient flow equation @/
@t ¼ � @E

@/. The Gâteaux derivative @E
@/

can be computed by using calculus of variations. The cor-
responding gradient flow equation is defined by

@/
@t

¼ deð/Þ mdiv
r/
jr/j
� �

� e1 þ e2

� �
: ð10Þ

For each iteration of Eq. (10), the level set function is
diffused by Eq. (11) to keep the level set evolution stable
[12].

/nþ 1 ¼ /n þDt � D/n; ð11Þ
where /n represents the level set function of the n-th itera-
tion of Eq. (10), Dt is the diffusion strength, and D is the
Laplacian operator.

3 Results and Discussion

3.1 Comparison with Other Level Set Methods

Several relevant level set techniques in segmenting a real
knee cartilage ultrasound image are compared in this sub-
section. The other two level set techniques without and with
multiplicative noise estimation are summarized as follows.
First, the local Gaussian distribution fitting (LGDF) model
[9] considers a Gaussian distribution with locally varying
mean and variance similar to LSLSM. Because LGDF does
not approximate bias field, it can be used for segmentation
purpose only. Meanwhile, LSLSM can be applied for
simultaneous segmentation and bias correction. Second, the
locally weighted K-means variational level set (WKVLS)
method is considered [7]. WKVLS does not consider the
variance component which helps LSLSM to differentiate the
boundary from surrounding tissues more satisfactorily.
Both WKVLS and LSLSM are essentially designed for
simultaneous segmentation and intensity inhomogeneity
correction.

In this experiment, all the methods were implemented in
MATLAB R2014a in an Intel (R) Xeon (R), 2.00 GHz,
32 GB RAM using the settings as follows. The kernel’s
scale q ¼ 5 was set to be small to produce more accurate
segmentation result. The parameter m was chosen as small as
0:001� 2552 for images with intensity range in 0; 255½ 	
when capturing objects of any size. The time steps for level
set evolution Dt1 and for regularization Dt2 were set as
Dt1 ¼ 0:01 for LGDF, Dt1 ¼ 0:1 and Dt2 ¼ 0:1 for
WKVLS, and Dt1 ¼ 0:01 and Dt2 ¼ 0:01 for LSLSM. The
image size is of 420 � 150 pixels.

Figure 2 depicts segmentation performances of the three
different level set methods when employed to the cartilage
boundary segmentation. The initial contour is in circle shape
with 10 pixels radius and positioned around the middle of
the images. In general, these three level set methods were
able to delineate the desired object in the image corrupted by
speckle noise and intensity inhomogeneity. This is because
the local intensity defined in the local neighborhood that
reduces the overlapped intensity distribution. With the joint
bias field estimation, WKVLS and LSLSM could suppress
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the intensity bias therefore delineate the boundaries between
surrounding tissues satisfactorily as depicted in Fig. 2c, d.
Without the joint bias field estimation, LGDF produces some
misclassified and unnecessary contours inside and around
the object as seen in Fig. 2b. Both methods yield satisfactory
segmentation outcomes, while LSLSM that takes into
account the variance component achieved a more desirable
segmentation outcome than WKVLS.

The validation metrics of DSC and HD were computed
from the manual outline and the isolated cartilage area as
illustrated in Fig. 3. The connected-component labeling was
used to extract the cartilage region and remove the other
adjacent tissues in the final contours. This is to ensure that
the DSC and HD metrics are computed based on the carti-
lage area only and unaffected by other tissue regions. The

first, second, and third rows of the matrices
0:9027
0:9148
0:9423

2
4

3
5 and

6:8557
7

6:3246

2
4

3
5 summarized DSC and HD measures for the

segmentation outcomes of LGDF, WKVLS, and LSLSM in
Fig. 2b–d, respectively. LSLSM obtained DSC value higher
than WKVLS and LGDF. Meanwhile, LSLSM obtained HD
value smaller than WKVLS and LGDF. Moreover, LGDF,
WKVLS, and LSLSM spent the total computational time of
54.82, 13.77, and 12.97 s for 500 iterations, respectively.

3.2 Knee Cartilage Ultrasound Image
Segmentation

Anapplicationof the three level set techniques in segmenting a set
of 80 cartilage images is presented in this subsection.Thedata sets
consist of the real knee cartilage ultrasound images scanned four
times each from both knee joints of the ten participants. Figure 4

illustrates a subset of ten segmentation outcomes achieved by
LSLSM from both left and right knee cartilages of a subset offive
participants. Qualitative and quantitative evaluations are per-
formed to the total 80 segmentation outcomes obtainedbyLGDF,
WKVLS, and LSLSM. While Cohen’s j statistics is employed
to validate the segmentation outcomes qualitatively, DSC and
HD measures are used to assess the segmentation results
quantitatively. The manual segmentation results as gold
standard were compared against the isolated cartilage area
extracted by the level setmethods to be examined qualitatively
and quantitatively. The cartilage are delineated manually by
the expert from each cartilage ultrasound scan. The
connected-component labeling was employed to isolate the
cartilage area depicted in Fig. 3 from the adjacent tissues in the
final segmentation contours.

The qualitative assessment of the segmentation results
was performed by differentiating the boundaries between
the both interfaces of the soft tissue-cartilage and the
cartilage-bone with the following observations. From the
observed agreements of 67 images (83:75% of the obser-
vations), 39 images (48:75%) are as grade 1 (excellent), 21
images (26:25%) are as grade 2 (good), 5 images (6:25%)
are as grade 3 (poor), 2 images (2:5%) are as grade 4 (bad).
The number of agreement due to chance is 32:05 images.
Cohen’s j ¼ 0:73 shows a significant agreement for the
overall cartilage segmentation quality rated by two raters.

Figure 5 depicts segmentation results of LGDF, WKVLS,
and LSLSM evaluated by DSC and HD measures on a set of
80 cartilage images. DSC values of LGDF, WKVLS, and
LSLSM computed from 80 images illustrated in Fig. 5a are
ranging from 0:84 to 0:94, 0:29 to 0:95, and 0:82 to 0:95,
respectively. A good agreement in size and location of the
two comparing contours, which correspond to more accurate
segmentation outcomes is indicated by the higher value of
DSC. Figure 5b shows HD values of LGDF, WKVLS, and
LSLSM fall in the range between 4:47 and 8:83, 5:39 and

(a) Initial contour (b) Final contour of LGDF

(c) Final contour of WKVLS (d) Final contour of LSLSM

Fig. 2 Segmentation outcomes
of three relevant level set
techniques in the attempt of
segmenting the knee cartilage.
The initial contour is depicted by
the red circle with 10 pixels
radius. The final contours are
represented by the green lines

278 A. Faisal et al.



19:10, and 4:69 and 8:25 pixels, respectively. The minimal
shape difference between the contour pair corresponds to the
smaller HD values.

Table 1 summarizes the average values, standard devia-
tions, and p-values for DSC and HD measures of the three
methods computed from the total data sets of 80 images. It
indicates that the means of DSC values of LSLSM is larger
than of LGDF and WKVLS. Moreover, LSLSM obtained
smaller means of HD values than LGDF and WKVLS. It can

be implied that LSLSM produces an overall satisfying seg-
mentation performance on all set of data illustrated by a
good area similarity and the least shape difference of the
compared contours. In addition, while the means of LGDF
and LSLSM are statistically significant from WKVLS, the
means of LGDF is not significantly different from LSLSM.

The overlapping intensity distributions between sur-
rounding tissues caused the segmentation errors. The
boundary between the adjacent soft tissue and the bone

Fig. 3 a Manual delineation of
the cartilage. Isolated cartilage
regions obtained from the
segmented images by b LGDF,
c WKVLS, and d LSLSM

Fig. 4 Left and right columns
comprise of the segmentation
outcomes achieved by LSLSM
from left and right knee cartilages
of a subset of five subjects,
respectively. The red circles with
ten pixels radius put around the
middle of the image represent the
initial contours. The final
contours are depicted by the green
lines

Knee Cartilage Ultrasound Image Segmentation Using Locally … 279



surface is hard to distinguish. The variance component in the
Gaussian distributions considered in LGDF and LSLSM
contributes in locating the cartilage boundary more accu-
rately. Although WKVLS take into account the bias field
estimation, it has a tendency to misclassify the two interfaces
because it does not consider the variance component. DSC
measures lower than 0:8 and HD measures higher than 7
pixels in the graph indicates the less satisfactory segmenta-
tion result caused by the high variety of intensity bias
between the scanned images.

4 Conclusion

The knee cartilage boundary segmentation in the 2-D
ultrasound axial view is a challenging task. LSLSM has
obtained a more satisfactory outcome than other level set
techniques in capturing the cartilage. A significant agree-
ment of the segmentation quality rated by two raters was
indicated by Cohen’s j coefficient. A consistent segmenta-
tion performance was indicated by DSC and HD measures
computed from all available datasets. These segmentation
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Fig. 5 a DSC and b HD values
obtained by the three level set
methods from the total data sets
of 80 images

Table 1 Statistics of the validation measures

Methods DSC HD (pixels)

Mean � SD p-value Mean � SD p-value

LGDF 0.90 � 0.02 0.69 6.33 � 0.62 0.27

WKVLS 0.73 � 0.14 \0.0001 8.32 � 2.17 \0.0001

LSLSM 0.91 � 0.01 – 6.21 � 0.59 –
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results suggest that the cartilage thickness computation can
be made using the segmented cartilage images.
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Adaptive Network Based Fuzzy Inference
System (ANFIS) for an Active Transfemoral
Prosthetic Leg by Using In-Socket Sensory
System

Nur Hidayah Mohd Yusof, Yan Chai Hum, Nur Azah Hamzaid,
and Khin Wee Lai

Abstract
Prosthetic leg is known as one of the solutions to help the amputee to regain back their
ambulation ability. However, most of the current existing knee components still lacks in the
ability to provide active body propulsion, which in turn. Thus, higher metabolic energy
consumption is required by the amputee in doing locomotion movement. Hence, this study
proposed the idea of developing both the mechanical structure as well as an ANFIS
knowledge-based control system of the active actuated knee joint for transfemoral
(TF) prosthetic leg. ANFIS was adopted using Matlab software to analyze human gait
phase recognition necessary for cadence and torque control required by the knee joint
mechanism while the actuated knee joint was developed using Inventor CAD software.
Physical simulation of the controller presented a realistic simulation of the actuated of the
knee joint in terms of knee mechanism. The fuzzy system could replicate human gait cycle
by categorizing the cycle into seven gait phases.

Keywords
ANFIS � Microprocessor � Prosthetic knee joint � Controller � Transfemoral leg �
In-socket sensory system

1 Introduction

Lower limb prosthetics should effectively restore the
mobility of an amputee. The evolution of lower limb pros-
thetics through the years has brought better joint mechanism
and structures. Prosthetics have been able to improve lower
limb mobility of amputees by offering wide variety of
prosthetic components and mechanisms. However, the
transfemoral amputees’ gait still has noticeable abnormali-
ties, and the prosthetic legs generally have limited ability to
perform active body propulsion. In spite of significant
development of new technologies during the last decade

[1–6], commercial above knee prosthesis are still energeti-
cally passive devices. However, many locomotive functions
like climbing up stairs and slopes, need significant power in
knee and ankle joints. In addition, it has been proved that
above knee amputee consumed more metabolic energy
during walking compared to their non-amputees counterparts
[7–9]. The additional power needed for the previously
mentioned activities must be achieved by means of external
energy sources that should be integrated in prosthetic com-
ponents such as the microprocessor knee [2, 3, 10, 11].

In order to compensate for the required robustness of the
external power sources, there are a few computer-controlled
prosthesis nowadays which adjust the movement of the
prosthesis to any speed and compensate any gait deviations
and amputee’s usage of metabolic energy. The most modern
generation of controlled prosthesis [5, 12, 13] with computer
controlled phases of standing and swinging are considered to
be an important step forward, since they offer the closest
proximity to natural walking.
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In this study, the design of prosthetic knee should be able
to fit all the components supposed to be for a controller to
function, i.e.; microproscessor and battery supplied for the
system. The primary objective of this study is to develop
structural design of microcontroller-based transfemoral
prosthesis that is light and small enough to be utilizing
within the demographic range and mimic normal leg
anthropomorphic Hence, the motivation of this research is to
design an active prosthetic knee which is effective and has a
modular control/sensing architecture.

2 ANFIS Development Method

2.1 Development of ANFIS for the Control
Framework of Transfemoral Prosthetic
Leg

ANFIS-based controller was developed to control the actu-
ators movement with respect to the feedback signals.
Moreover, it also addressed a new method of human gait
phase recognition necessary for cadence control. The control
and actions were performed according to a rule-base written
in natural language. This information enables the controller
to adjust the braking moment automatically, depending on
the gait mode, gait velocity and other locomotion require-
ments. The control action was based on a finite state repre-
sentation of the gait cycle. A systematic procedure of
developing a knowledge based prosthetic controller and the
effective way for estimating the gait speed were presented.
Particular pattern of the knee angle and moment of the knee
joint was used as reference to test the behavior of the knee
mechanism. The efficiency of the proposed system was
evaluated via simulation and experiment.

Unlike the prior work, the approach proposed herein as
shown in Fig. 1 to generate knee torques utilizes a
knowledge-based system that considers the uncertainty of
inputs and is not dependent of walking cadence dynamic
model. Only one PID, as a secondary controller, accompa-
nies the aforementioned system to correct the prosthetic
position discrepancies from the desired values due to dis-
turbances like uneven terrain.

2.2 Design of ANFIS for Control Framework

A novel “echo control” has been developed for gait control
in which a modified knee trajectory from the sound leg was
played back on the contra-lateral side. FIS is used in the
proposed control framework to send a correct value of torque
to the actuator of the controller-based in-socket sensory
system of transfemoral prosthetic knee. The magnitude of
torque was associated with the angular position of the tibia

and femur of the healthy leg. The rule based system elimi-
nates the need for the mathematical model of the gait cycle
during implementation of the control process. Moreover,
fuzzy logic is suitable for experiments that utilize low-cost
sensors as that is the main purpose of the study. In addition,
unity feedback also can be utilized to compare the desired
angle of the prosthesis with that of the real position. Then,
the errors are sent back to PID controller to adjust the real
position of the active knee. In this study, the introduced FIS
is a type-1 TSK model [16, 17] which has four inputs the
current position of the femur and tibia and their last states
and two outputs the command torque and desired angle of
the prosthesis. The thigh/leg angle and body-mass-
normalized knee torque specifications during one period of
the normal gait cycle, are derived from the work of Winter
[18]. The repetitive inputs of training data, which is femur
and tibia angular position are clustered based on seven
phases of the human walking cycle.

A type-1 TSK FIS can be considered as a network that is
composed of five layers. Inputs of the FIS come into the first
layer where the premise parameters are stored. Membership
values of inputs are calculated and sent to the next layer. The
second layer computes the firing level of rules based on the
defined t-norm. In the third layer, the ratio of each rule’s
firing level to the sum of all rules’s firing levels will be
calculated [19–21], and the results will launch the fourth
stage. The forth layer gives f1(x) y1 (x) for each rule based
on the accumulated consequent parameters in this layer. The
fifth layer computes the overall output as a summation of all
incoming signals. In order to achieve the desired
input-output mapping, the given training data are fed for-
ward to the network, and consequent parameters at layer four
are identified by the least square estimate [19]. In the
backward pass, while output parameters are fixed, the error
rates propagate backward and premise parameters are
updated by the gradient descent. Therefore in this technique,
although the antecedent parameters are fixed ahead of time,
they will be tuned during the training process with the
consequent parameters. This iterative method continues until
the sum of the squared errors over all the N training data
becomes less than a predefined threshold.

3 ANFIS Data Analysis

Simulation of the ANFIS controller proved that the sys-
tem can evaluated the efficacy of the sensing method that
was added on the smart prosthetic leg system and also
the accuracy of the mechanical movement based on the
controller requirement. Fifteen percent of the data repre-
sented by Winter [18] were selected as testing data.
Testing data were presented to the trained FIS in order to
see how well the FIS model predicts the corresponding
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data set output values. As described before, during
training, the proposed FIS was considered as two sepa-
rated fuzzy systems for each output, (y1 TSK,1 (x) and
y2 TSK,1(x)), and they were trained individually even
though they have identical input membership functions.
After training, both systems considered as one FIS with
two outputs and two inputs.

Upon gathering the parameters of the FIS from the
training data, testing data utilized new sets of input and
outputs. In order to verify the validity, the data was fed into
the FIS and was tuned. The FIS outputs for the training data
are depicted in Figs. 2 and 3. Meanwhile, Figs. 4 and 5
showed surface viewer for whole ANFIS system using
sub-cluster method.

Fig. 1 Control diagram of an
active knee prosthesis

Fig. 2 ANFIS output knee angle
versus training data

Fig. 3 ANFIS output knee
torque versus training data
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In addition, uncertainty in joint angles measurements due
to the different patterns of normal walking cycle between
individual or even day-to-day activity of same subject
(inter-and intra-subject) are considered in designing the
knowledge-based system. Moreover, uncertainty of input
data corrupted by measurement noise was discussed very
briefly. However, due to uncertainty of definition of slow,
normal, and fast walking, uncertainty of Gaussian input
membership functions must be considered to increase the
robustness of the model. This leads to uncertainty about
determining the membership value of the entered data
(type-2 FIS). Therefore, further study is needed to develop a
type-2 FIS for the actuated prosthetic knee controller

4 Conclusion

The mechanical structure was successfully developed and
angle of the mechanism was measured at all gait phases
during walking. The overall physical dimension of the
prosthetic leg allows fitment and user comfort. ANFIS
control system, allows high precision and accuracy for the
prosthetic legs to replicate human motion ambulation based
on simulation the various phases of gait cycle. Further
analysis will be carry out later with more patient
participation.
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Vibroarthrography Difference Between Left
and Right Knee for Osteoarthritis Detection

Farshad Golshan, Yan Chai Hum, Belinda Pingguan-Murphy,
and Khin Wee Lai

Abstract
Osteoarthritis (OA) is the most common type of Arthritis; mostly occur on knees and hip
joint. Although majority of elderly suffer from OA, all the existing diagnosis methods have
major drawbacks. Past studies have discovered the relationship between knee alignment
and weight distribution which are directly related to the OA in the elderly and can be
diagnosed years before occurrence of the OA. In this study, specially made Vibroarthrog-
raphy (VAG) data logging tool was used to collect the knee vibrations of 20 subjects, where
10 of the subjects were confirmed OA patients with grade 2 and higher severity. The test
was completed by placing the sensor mounted on knee band of both left and right knees.
The goal of this research is to compare the left and right knee of both healthy and OA
subjects using Vibroarthrography method. Current results obtained shows significant
difference between left and right knee VAG signals for both Healthy and OA knees

Keywords
Vibroarthrography � Leg dominance � STFT

1 Introduction

Osteoarthritis (OA) is one of the most common degenerative
knee disease occur on the cartilage between the human joints
[3]. Due to wear and tear, the lubricating surfaces between
the two cartilage surfaces are removed [4]. Degeneration of
the cartilage surface will put direct friction between two
knees joint. To overcome the damage, our body will respond
to produce spurs on the tip of the joints. Large amount of
spurs would block the regeneration of the cartilage and
worsen the severity of the OA [5]. OA has become a major
issue in our current society due to its painful experiences and
could lead to total immobility. However, the major issue

with OA is irreversible damage to the joint. Prediction of OA
and treatment before its occurrence is the best current
solution [14].

Even though exact cause of the OA has not been identi-
fied to this day, the indirect causes related to the OA are
weight, DNA, gender and age. Recent study explored the
weight distribution between the left and right knees and its
relation to OA. The study has discovered the subjects with
knee bent more than 5° have worse OA progress compared
to subjects with less than 5° [12]. Other research studied the
athletes and OA relationship associate to the non-dominant
knees, result shows that athletes are more susceptible to OA
on non-dominant leg rather than dominant leg [6].

Vibroarthrography (VAG) is a primary non-invasive OA
detection method currently. However, no major findings
have been demonstrated to show the reliability of this
method for commercial use [8–10]. VAG was inspired from
Vibrography technique where it rely on the detection and
visualization of vibration and acoustic emission produced
from mechanical structure. It has been used for years in
industry to detect faulty in the complex machineries and
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motors [1, 2]. By placing the sensors on the body of
machinery, the vibration in specific area can be detected and
hence troubleshooting can be performed [13]. Human knee
joint too is a complex structure which can perform complex
mechanical motion in its own range of motion (ROM).
While knee bones are exposed, abnormal vibration and
acoustic emission are produced and distinct to the vibration
and acoustic emission produced by normal knee. This dif-
ference stem from the extra friction produced by the bones
uneven surface [15]. The uneven surface of the patella, tibia
and femur motivates the use of vibrograph techniques in
detection and comparison of OA knees [7]. The principle of
VAG signal lies in detection of the vibration and acoustic
emission produced by knee’s internal structures using highly
sensitive sensors and comparing the results with the ideal
signal; the signal’s frequency and amplitude difference are
the main focus points in VAG signal feature extraction.

This research will focus on the unexplored aspect of the
VAG signal analysis by monitoring knee vibration signature
on both the healthy and OA knee. This study will monitor
the VAG signals and to find the relationship between the
VAG signatures signals by using accelerometer. We have
created a new data set using noise less capacitive
accelerometer and performed the tests on the subjects under
load (sit-stand-sit) test. Sit-stand-sit test was previously used
to monitor the knee posture indicating any issue with spine
as well as joint issues [12]. Based on the previous studies,
non-stationary characteristic of the VAG signals promote the
use of time-frequency signal analysis method. Longer
duration of a certain frequency will result in higher magni-
tude (dB). However, for OA patient’s cartilage, the surface is
uneven. The uneven surface will produce higher frequencies,
and that in turn translates to higher magnitude (dB) at higher
frequencies and lower magnitude (dB) at lower frequencies,
if it is compared to Healthy knee.

2 Data Acquisition Method

2.1 Data Acquisition

Data acquisition was taken in collaboration with University
Malaya Medical Centre (UMMC), Department of Sports
Medicine. Medical Ethics was granted prior to perform the
data acquisition on OA patients and subjects with healthy
knee (Medical Ethics Number: 20165-19). Total 10 OA
patients age between 45 and 75 years old and 10 healthy
subjects age between 18 and 30 years old participated in this
study. The requirements for subjects include the ability to
stand up and sit down without the need of any support, and
the OA subjects should have K-L grading of 2 and above
approved by designated physician using previously captured
knee X-ray.

The sensor band was placed on top of the mid patella,
similar to the previous experiments performed as it can
minimize the noise produced by the muscles [9]. In this
experiment, the subject will sit on a rigid chair and to per-
form the sit-stand-sit test at specific time interval of 7 s.

2.2 VAG Data Logger

The selected accelerometer model to capture vibrograph
signal is MPU6050, together with a tri-axis accelerometer
equipped with sampling rate of 1480 samples per second.
MPU6050 is a capacitive microcontroller with built-in 12-bit
analog to digital converter (ADC) and digital motion pro-
cessing chip (DMP). The selected sensor dedicated to sen-
sitive measurements in the applications of motion tracking,
sport science as well as robotics movement. In comparison
to the piezo electric accelerometer used in the previous
studies, MPU6050 could provide higher accuracy, noise less
data at lower frequencies, and provide all three axis vibration
information (unlike mono axis piezo electric accelerome-
ters). This sensor was placed on a sensor pad specially
designed by 3D-printer technology using rubber material.
A 0.8 mm rubber material was placed between the sensor
and skin. The layer must be sufficient thin to capture knee
vibration and to provide comfort ability for the subject while
performing the STS procedure. Figure 1 illustrates the
developed sensor band used to hold the accelerometer.
Figure 2 shows the 3D printed prototype mounted under the
knee band.

Figure 3 illustrates the basic block diagram of the data
logger circuit design. The circuit collects the row vibration
data and stores it in the SD card. The use of SD card is
essential because of the data transferring rate using Wire
serial communication to the computer lead to the data loss
problem. Wire serial communication has lower transfer
speed (lower bit rate) as compared to the data capturing
speed from accelerometer. To obtain the relationship
between the right and the left knee, two sensors and data
loggers were placed on each knee. The two data loggers
were connected together by using a Serial connection. The

Fig. 1 Knee sensor band where the accelerometer will be placed in

290 F. Golshan et al.



data acquired from the accelerometer was stored on the
(class-10) SD card. The sensor and SD card are connected to
the AT-MEGA 2560 microcontroller. AT-MEGA 2560 is an
8-bit Atmel microcontroller which can operate at 16 MHz
clock speed.

3 Data Analysis

Figure 4 shows the Healthy knees VAG signal after nor-
malization processes, and Fig. 5 shows the stage three
OA VAG signal.

Analysis of the signals in frequency spectrum tend to
provide more information on the signal properties [11].
Equation 1 presents the per sample root mean square
(RMS) of the all three axis signals:

RMSxyz nð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x nð Þ2 þ y nð Þ2 þ z nð Þ2

3

s
; 0� n� 10;000

ð1ÞFig. 2 3D printed sensor band and its placement on the knee

Fig. 3 Simplified block diagram of the developed VAG data loggers
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RMS of the 3-axis retain the features of all three signals
in the frequency domain. Considering that VAG signals are
non-stationary, the use of fast Fourier transform may not
provide detailed indication on properties and features of the
signals. Time-frequency signal analysis of vibrograph and
VAG signals can provide details on signal frequency and
magnitude at each stage of standing up and sitting down.
STFT equation used for this study is as follows:

STFT t; fð Þ ¼
Z7

0

x tð Þ � x0 t � t0ð Þ½ � � e2pft� �
dt ð2Þ

The selected humming window is 150 samples; the
window size for each Fourier transform is 11.66 ms. Fig-
ure 6 shows the spectrogram of left and right healthy knees,
and Fig. 7 shows the spectrogram of OA knees.

For better perspective of the findings (Figs. 6 and 7), the
maximum magnitude at each sample has been taken and the
comparison plot of the left and right knee is shown in Fig. 8
(both OA and healthy knee).

As shown in Fig. 7, the left knee VAG signals on both
OA and healthy knees have much lower frequency magni-
tude compared to right knee. This phenomenon may be
related to the knee alignment and weight distribution of the

Fig. 4 Healthy knee VAG signal captures from top, x, y, z axis

Fig. 5 OA knee VAG signal captures from top, x, y, z axis
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Fig. 6 Spectrogram of
STFT RMS of Healthy knee, left
and right

Fig. 7 Spectrogram of
STFT RMS of OA knee, left and
right

Fig. 8 Left and Right knee
comparison of the OA and
healthy knee
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knee and show a flaw in human posture which could lead to
arthritis. However, the fluctuation difference between the
both sides of the knee on the OA knee is relatively higher
than healthy knee. Similar signal processing method was
performed on all 20 subjects as shown in Fig. 9, there is
major difference between OA and healthy knee but most
importantly, on the same subject there is major difference
between left and right knee for both OA and healthy knee.

4 Conclusion

Prediction and detection of the main cause of OA would be
the best outcome due to current limited treatment methods.
This study introduces a new insight in prediction arthritis
long before the first signs of the disease. We compared the
left and right knee VAG signals from OA and Healthy
knees. Depending on the leg dominance, the fluctuation and
deformity on the cartilage may differ due to body weight
distribution and knee alignment.
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Erratum to: Is There a Relationship Between
Bone Mineral Density, Mammographic Breast
Density and Serum Estrogen Concentration
Level? Study on Malaysian Women

N. M. Zain , K. C. Kanaga, E. S. Latif, and A. Shantini

Erratum to:
Chapter “Is There a Relationship Between Bone Mineral Density, Mammographic Breast Density
and Serum Estrogen Concentration Level? Study on Malaysian Women” in: F. Ibrahim et al.
(eds.), 2nd International Conference for Innovation in Biomedical Engineering and Life Sciences,
IFMBE Proceedings 67, https://doi.org/10.1007/978-981-10-7554-4_45

The original version of the book was inadvertently published with same figure for both Figures 2 and 3 in Chapter “Is There
a Relationship Between Bone Mineral Density, Mammographic Breast Density and Serum Estrogen Concentration Level?
Study on Malaysian Women” in which Figure 3 has been corrected now.
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